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SUMMARY 

The present research attempted to study some of the problems of 

achieving successful implementation of new computer-based system designs. 

In particular it considered the implementation of management information 

systems having a limited number of users. An examination of the 

literature led to the conclusion that an important requirement for 

successful implementation was that the expectations of the ultimate user 

should be taken into account. 

Initially the research was delayed because of the Tack of existing 

techniques that could adequately reveal such expectations and so enable 

them to be incorporated into the design process. After some time 

however, the technique of repertory grid testing, which is based upon 

personal construct theory, was discovered. This test was originally 

devised for use in psychotherapy but in the present study a test form 

was developed that was suitable for investigating managers' expectations. 

A preferred method of analysis was also developed. 

In order that implementation could be studied in a realistic way, 

the research was carried out in a sponsoring Company for whom a small 

conputer-based management information system was developed and 

implemented. The final form of the repertory grid test was used upon 

the managers who would finally use the management information system and 

it was found to be efficient in revealing their attitudes to, and 

expectations of, computer systems in the context of their own jobs. 

More detailed investigation and development of the test was curtailed 

(a) by the considerable time requirements associated with developing a 

worthwhile and practical computer-based management information system having 

utility for its intended user(s) and (b) by the considerable changes 

that took place during the research period in both the Company's proéucts 

with which the management i formertion system was concerned, and in the 

managers associated with the system.
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VIII 

"PART I: O.R./SYSTEMS WORK IN THE SPONSORING ORGANISATION 

Part I is concerned with 0.R. and systems work carried out at the 

sponsoring Company. After a brief introductory section describing the 

Company and the nature of the scheme under whose peevietcne the research 

was carried out, the problem is described and the means by which a 

solution is currently achieved outlined. The status of demand as a 

major variable is described and the work carried out in forecasting 

demand is indicated, together with the results and their relevance to 

the present manual stock control system. The latter is described and 

details of a computer based system intended to achieve the same objectives 

more efficiently, are given. The results of the computer based model 

using real data are presented, followed by a critical comparison of the 

two systems.



4. INTRODUCTION 

In section (1.1) the sponsoring organisation is described; its 

history, its organisation and its products. In section (1.2.) the 

I.H.D. scheme is briefly described, and in particular its basis and 

objectives are outlined. ‘he latter are important because they have 

significantly affected the way in which the research programme was 

organised. Finally the research objectives are given and discussed 

(1.3-)- 

4.1 THE SPONSORING ORGANISATION 

4.1.1 Background 

The original Company was founded in 1909, specialising in copper 

tube production and employing about 100 people. It subsequently began 

to produce tubes made from non-ferrous alloys and by the end of the 

1939-45 war had diversified its products considerably, supplying the 

aircraft, shipping and munitions industries. These products continued 

to be based on non-ferrous metals and their alloys. During the late 

1950's the Company merged its interests with a similar organisation 

and at the time of the research 10 years later (1969-71), the new 

Company had become a wholly owned subsidiary of a large metal 

producing and manufacturing organisation. 

4.1.2 Company Organisation 

At the time of the research the affairs of the Company were 

controlled by a board of directors, the managing director also having a 

_ seat on the board of the controlling company. Reporting to the board 

were a number of executives who each held divisional responsibilities. 

A number of senior managers reported to each executive. The Company 

as a whole employed approximately 7,000 people. 

Geographically the Company had four major manufacturing sites 

situated respectively in the midlands, the north west, Scotland and 

Yorkshire where the headovarters were established. These sites
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supplied a network ef warehouses within the I.K. Additionally a number 

of subsidiary companies were owned which were fairly autonomous in their 

operation. Companies established on the Continent of Europe and in 

Australia again operated virtually independently of their U.K. parent. 

1.1.3 Company Products 

The company pesuiectired four major product groups, described below. 

(i) Domestic Tubes 

This group contained all those products used in domestic 

water supplies and services. All the products were made 

from copper (rather than alloys of copper) and they were made 

to stock sizes described in British Standard Specifications. 

(ii) (a) Domestic and (b) Engineering Fittings 

(a) he products in the domestic sub-group again found 

their major outlet in domestic water supplies and 

services. The fittings were used to join separate 

lengths of tube, or typically, they were the component 

parts of stopcocks, radiator valves and drainage systems. 

Copper and alloys of copper were used in the manufacture 

of these items. 

(b) Engineering fittings had a similar function to their 

domestic counterparts but were usually larger, stronger 

and were made from copper alloys. They were used in 

large engineering plant (eg power station water cooling 

systems) and process plant (eg sugar evaporators). 

(iii) Engineering tubes 

As might be inferred, these products found a diversity of 

applications in the engineering world. Two major outlets 

were marine engineering and electric power generation. In 

oth cases the tubes were mainly used in water cooling
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systems. They were usually made from copper alloys for 

better corrosion resistance and greater strength. 

(iv) Plates 

This product group comprised hot~rolled copper and copper alloy 

plates with thicknesses in the range of approx. 2 inch to 

several inches, depending on the properties, overall 

dimensions and total weight required. After machining and 

drilling most plates veces used as end-plates in tubular heat 

exchangers. 

The production of plates usually made a slight financial loss. 

However it was generally considered to make an sndirest 

contribution to profits because it enabled the Company to 

offer a complete materials supply service to heat exchanger 

manufacturers. 

A financial picture of the relative importance of each of the above 

product groups may be obtained from Table (ete) = 

4.2 THE I.H.D. SCHEME 

The research described in this thesis was one of the first to be 

registered under the above scheme. Post graduate interdisciplinary 

research as defined in the I.H.D. scheme has significantly different 

requirements to those expected from traditional postgraduate research. 

These have materially affected the way the present work was carried out. 

Prof B. H. Flowers (1969), late chairman of the Science Research 

Council, referred to so-called "Swann-awards" made by S.R.C. (Swann- 

awards supported the early I.H.D. students) in the following way; 

"We are keen, in particular, to see whether it is possible to develop 

a training in science and technology as intellectually challenging to 

‘the most able students as the Ph.D. ‘The traditional Ph.D. as a 

training for research must show a student how to penetrate in depth at 

a particular point in his subject albeit within a wider context. But



TABLE (1.1) TYPICAL ANNUAL PRODUCTION STATISTICS 

  

  

        

Product Turnover R.O.1. Production 
Group (£m) % (tons) 

Domestic 
Tubes 16.7 14.5 23,760 

Fittings 9.8 25.5 60.1 million fittings 

Engineering 
Tubes 18.1 5-5 23,629. 

Plates 404 - 2,018   
 



to deal with many problems in industry or administration, what is 

needed is a capacity to grasp essential facts and ideas over a very 

wide area; and by seeing in depth the inter-relations between them to 

plan the right action". On the basis of this analysis, the traditional 

Ph.D. student is concerned with a study in depth at a particular point, 

although he is expected to set his work within a broader context. On 

the other hand a student following a new type Ph.D. has to abstract facts 

and ideas over a wide area and obtain a fundamental understanding of 

inter-relations between them. In this research the mathematical/ 

logical procedures of O0.R. and system analysis were used to resolve 

certain technical problems before further investigation led to the fields 

of Applied Psychology and Psychotherapy, where a theoretical basis was 

found from which to attack a more fundamental difficulty remaining in the 

original problem area, that of allowing for the man in the system. 

Since the purpose of interdisciplinary research is to provide training 

that is subsequently of relevance to industry and administration, 

provision is made for students to work closely with a sponsoring 

organisation. He is required, in fact, to spend a minimum of 30% - 

and up to 70% - of his time with the sponsoring firm, or organisation 

(I.H.D. Scheme: Notes for Guidance, 1971). Compared with traditional 

research, the broader approach of an interdisciplinary study clearly 

has implications for the kind of work carried out; nevertheless 

the provision that a significant amount of time be spent within the 

sponsoring organisation had greatest effect in mich of the planning and 

execution of the research programme. As will be seen, the fortunes 

of the sponsoring organisation can become inextricably intertwined with 

the research to the extent that events occuring within the organisation, 

which themselves have no direct bearing on the research, can seriously 

affect the work taking place.



°4.3 RESEARCH OBJECTIVES 

At the time the broad research objectives were being discussed, a 

number of new computer systems had just been introduced in the sponsoring 

company. However, without exception these were large scale data 

processing applications such as payroll, sales order processing, stock 

control etc, and the Computer Systems Manager felt that some consideration 

should be given to providing computer-based support to decision making 

at senior management level. The idea of corporate modelling was 

examined for some time, but a number of difficulties were evident, not 

least of which was the mignitude of such a task, given the limited 

resources available. However a more fundamental problem was foreseen. 

It was felt that the general approach of corporate modelling would not 

be compatible with the existing management style within the Company. 

This was based on the fact that there had been attempts to introduce 

such schemes as simulation for more efficient foundry scheduling, linear 

programming for optimal draw-bench loading, statistically controlled 

customer service levels in stock control and exponentially smoothed 

forecasts of machined components for small assemblies. Thus there was 

little to suggest that the Company lacked either models or methodologies 

with which to tackle its problems. However these had all received a 

Jukewarm reception at best from senior management, despite significant 

advantages being demonstrated for each of the suggested schemes, and 

none had been integrated into production procedures. Thus a situation 

existed where a number of schemes having demonstrable benefits for the 

Company had not been adopted - or even implemented on a trial basis in 

some CaseSe (It might be thought that some practical difficulty or 

high capital. cost prevented implementation in these examples. However 

in each case sufficient was known of the circumstances to conclude that 

the main cause of failure to implement centred upon lack of management 

enthusiasm to do so).
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The foregoing suggested that one useful line of research would be 

to consider just how successful implementation of schemes based on new 

principles and methods could be achieved. 

Although there appeared to be resistance to the introduction of 

management science methodology among senior management, equally there 

was a clear requirement for the use of modelling and other techniques of 

operations research at that level. It was decided therefore that some 

operations research work would also be carried out with the intention of 

aiding decision making at senior management level, but that effort should 

ultimately concentrate on the problems of implementation. 

However, preliminary searches of the literature showed that,at that 

time, virtually no work had been published concerning implementation, 

with the exception of a limited amount of case study. Therefore, from e. 

practical point of view, it seemed expedient to commence the overall 

research by carrying out operationsresearch on decision making. 

Concurrently, the problems of implementation would be considered, leading 

hopefully to the development of some technique of systematically 

investigating the factors concerned in introducing new methods. If 

time permitted the results of this latter work could be compared with 

the observed reactions of senior management to the straightforward 

operations research work carried out earlier.



2. A PROBLEM AREA WITHIN THE ORGANISATION 

The practical outcome of O.R. and systems analysis within the 

sponsoring company was a simple system that, in the words of the executive 

involved, "begins to tackle a long outstanding problem" in planning 

production resources and balancing stocks of copper tubes. The purpose 

of the present chapter is to introduce this part of the work. 

In 2.1. the criteria used in selecting the problem area are 

presented. The problem is described and is placed in the context of 

the total picture of Company production activities. Its essence lay 

in balancing production against demand for various products in order to 

achieve reasonably stable production levels without holding excessive 

stocks. The associated organisation structure is given jin 2.2., which 

contains sub-sections briefly describing the amount and quality of 

marketing information available concerning future demand (2.2.4), 

the individual responsibilities held and the management controls available 

to carry out the function described in 2.1. (2.2.2.), and the Company 

stock holding policy (2.2.3.)« 

2.1 SELECTION AND DESCRIPTION OF PROBLEM AREA 

After discussion with the Computer Systems Manager at the Company 

it was decided that the most flexible way to provide an aid to 

management decision making would be to build a "what-if" simulation 

model of some relevant part of the company. This would enable the 

manager in charge to explore the consequences of his decisions in 

some detail before actualiy putting them into effect. The following 

criteria were applied in selecting a problem area; 

(a) the area selected should have importance within the scope of 

the company's activities. 

(>) a significant amount of historical data should be available 

on which to test the model 

(c) the manager of the area selected should be interested enough to 

actively collaborate
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(a) the manager should be senior enough to implement the results 

of the study. 

On the basis of the above, the area of production plenning and 

allocation was selected. Thus the problem was concerned with a very 

important part of the Company's activities, that of domestic tubes 

(see Table 1.1.). Furthermore there was a reasonable amount of 

historical data available. The manager of the Central Allocation 

Department (C.A.D.) met criteria (c) and (d) since het had already given 

assistance when the notion of a company model was being discussed. In 

terms of seniority, he was promoted to executive status during the course 

of the research. i 

The purpose of C.A.D. was to allocate production facilities to orders. 

Orders could be raised in two ways, by a customer or internally by C.A.De 

itself. Orders raised by customers were designated 'bespoke' orders and 

were allocated production plant as it became available. Bespoke work 

was often related to large engineering projects and orders were frequently 

placed for delivery at various intervals over a period of time, so giving 

rise to a 'forward order book'. Although forward orders often accounted 

for a large proportion of production capacity, it is interesting to note 

that it had never been company practice to accumulate such orders as 

they were received, for the purpose of production planning. In fact, 

such a procedure was being devised at the time the research ended. 

In contrast, domestic tubes were made for stock as opposed to 

customers' orders. Since domestic tubes shared a common production route 

with much of the bespoke engineering tube work, it competed with the latter 

when production runs were being scheduled. However this was turned to 

advantage by using the volume of domestic tubes produced as a regulator 

for the level of overall production activity. Thus when bespoke work 

was in short supply more domestic tubes than required in the short term 

were made for stock. When demand for bespoke work was high only part
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of demand was met by production, the remainder coming from stock. This 

process and the reasons for it are described in Chapter 5. 

In principle the job of C-A.D. was a simple one. Forecasts of 

future demand for domestic tubes were supplied by Marketing Department. 

These had to be balanced against spare production capacity and a decision 

taken to place a production order with one or more of the manufacturing 

sites. Deviations from the forecast, and failure to achieve requested 

production levels were monitored weekly and if the deviations became 

significant, new production orders were arranged. 

In reality, however, a number of serious practical difficulties 

existed. 

The C.A.D. manager did not have full control over the situation for 

which he was responsible. In the first place, the forecasts of demand 

he received were not reliable and secondly he could not direct the level 

at which production was pitched. Finally he was not responsible for 

setting stock levels or controlling stocks in financial terms. These 

aspects are amplified below. 

2e2 ORGANISATION STRUCTURE WITHIN PROBLEM AREA = 

2e2e1- Marketing Information 

Marketing Department were able to produce forecasts based on two 

@ifferent approaches. The first of these, described in 4.1., was an 

econometric method and used the fact that most of domestic tube 

production was used in new house construction. It provided a forecast 

of quarterly demand for the next 18 months. The second was a 

"guesstimate" which depended on the experience of the forecaster and 

was based on the information he gleaned from the building industry. 

This latter prediction was available approximately monthly and attempted 

to indicate likely demand for the next 5-6 weeks. 

In fact the econometric approach was not used for reasons that were 

quite independent of the validity of the method. (fhe originator of the
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econometric forecast undertook new responsibilities and his successor did 

not continue the system). Thus the formal basis for production planning 

was the Marketing Department prediction. 

2.2.2 Managerial Controle and Responsibilities 

Although the prediction of demand tended to be unstable (it was often 

necessary to seriously modify it part way through a planning period — 

three months), superficially at least, this was not too serious because 

the C.A.D. manager was not constrained to rely on it. 

In fact the C.A.D. manager seldom, if ever, accepted the Marketing 

Department prediction. On the basis of their prediction and his own 

intuition he would make his own estimate of likely demand and el this 

as the basis of his production orders. Actual production orders were 

made on a quarterly basis in the form of “production budgets". Each 

manufacturing site would agree during discussions held before the start 

of a planning period to produce specified constant weekly amounts of 

certain products. These amounts constituted the weekly production budget. 

The size of the budget would depend upon expected demand for domestic 

tubes, existing stock, the amount of bespoke work scheduled and the likely 

availability of production plant and labour. 

However the amounts and proportions of products made often deviated 

greatly from that budgetted for. Ultimate responsibility for deciding 

which items should be produced rested with factory (site) managers and 

their production staff. If starting stock or tools were not available 

for bespoke work, rather than let production equipment lay idle, domestic 

tubes would often be made for stock. It was also common practice to 

redeem spoiled bespoke work by processing it to domestic tube BizeB. 

Equally, if bespoke work had been delayed, production of domestic tubes 

might be cancelled or severely cut back. While these practices were 

consistent with the Company's policy of using domestic tubes for
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'regulatory' or ‘load-balancing’ purposes, the degree of action taken was 

not controlled by the C.A.D. manager, who was responsible for overall 

company domestic tube stock holding, but was decided by factory managers 

for their own local reasons. 

Some of the results of this situation are presented later, but it may 

be imagined that the system easily went out of control and once this had 

happened there were no direct means whereby the C.A.D. manager could regain 

control. In fact during the course of the research, the domestic tube 

situation was always at or near crisis level. Just before the end of the 

research period a reorganisation took place and this may have improved 

the situation. It meant that the factory managers responsible for 

producing domestic tubes would report to the same director as the C.A.D. 

manager. (The C.A.D. manager, incidentally, had nominally similar 

status to the factory managers). ‘This should enable some of the conflicts 

to be resolved. 

It had been apparent from an early stage in the research that 

reorganisation of responsibilities of the sort mentioned above would 

ameliorate or remove many of the problems of C.A.D. However it was 

decided that these were beyond the scope of the project and that any 

improvements that were devised during the study would have to accommodate 

existing organisational difficulties. 

2.2.3 Company Stock Holding Policy 

As already indicated, the C.A.D. manager was also responsible for 

‘stock control of the domestic tube product group. Work carried out as 

part of this research to help in the tasks of stock control and production 

allocation, may best be appreciated by some knowledge of the systems of 

stock control existing in the company at that time. The procedures 

described below are those in force at the end of the project. Most of 

the computer systems mentioned were only being developed when the research 

began.
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This was the most sophisticated system. Orders received at sales 

offices situated in the various regions of the U.K. were duplicated; one 

copy was sent to the nearest Company warehouse and the other was sent to 

headquarters and was entered on a daily run of the stock control. computer 

program. — The stock control program issued automatic replenishments for 

3,800 items monitored. A list of supply commitments was compiled from 

the orders, the commitments being diminished by despatches. Although 

a daily run of the stock program was made, only certain archouses were 

considered each day, this being done on a rota basis. In practice each 

warehouse was monitored once each week. In addition to known 

cai neste a smoothed (simple exponential) forecast without trend was 

made of demand. The list of commitments in combination with the forecast 

enabled weekly production orders to be raised. These orders were placed 

on the basis of Company stock levels. In practice little attention was 

paid to the tracking signal, manual scanning of the computer print-out of 

stock position apparently being preferred. 

Domestic fittings were manufactured at headquarters who supplied stock 

to the warehouses and held a supply of non-warehouse stock items. 

Production lead times varied typically in the range 6-15 weeks. 

(ii) Engineering Tubes 

These were not stocked at depots, only at headquarters. Strictly 

speaking engineering tubes were only made to customers' order but often a 

small stock of common sizes of tube was held as a result of production 

over-runs or possibly because an order had been completed early. In the 

latter case the material might then be used for a subsequent order and 

the batch re-made to satisfy the original requirement. 

A computer system for accumulating orders, similar in many respects 

to that described under (i) ahores was introduced about the time the 

research ended.
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(iii) Domestic Tub: 

Fifteen warehouses were involved in this stock control system. 

However none of the stock was computer controlled. One man based at 

headquarters surveyed the stock situation and arranged for replenishments 

to be supplied. These arrangements were made by both telephone and written 

request. As already described, C.A.D. produced production requests 

consistent with the total Company stock situation and the load balancing 

function of domestic tube products: 

Orders placed at sales offices were processed by the Sales Order 

Processing (S.0.P.) computer program suite in order to produce, among 

other things, invoices for the customer. As the information paced 

through S.0.P. it was picked up by the stock control program together 

with production receipts, so enabling a computer generated listing of 

stocks to be produced. No attempt was made to control stocks from this, 

for various reasons,as follow. At peak times, S.0.P. could be as much as 

three weeks behind in processing orders. Furthermore C-A.D. did not 

accept the relationship, 

* stock produced = production - despatches 
receipts 

which they had at one time used. This practice had been discontinued 

when investigation had shown that apparent stock deficiencies were being 

created, because at any one time 60 = 100 tons of material were being 

moved between sites and thus were not available for issue. They had 

come to rely on a weekly "shelf count" carried out by warehouse staff to 

obtain a real measure of availablestock. The computer listing of stock 

mentioned above was therefore discounted by C.A-D. 

Despite the fact that copper cost £500 ~ £700 per ton, occasionally 

rising considerably higher, the C.A.D. manager had no financial guidelines 

within which to operate. Minimum Stock levels were issued by the director 

in charge but these, as far as could be ascertained, were not based on
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such factors as variability of demand, production lead time and mean 

demand, as might be expected. In fact the Company did not accept the 

principle of offering less than 100% level of service to its customers 

despite the statistically variable nature of the production processes 

concerned. In consequence the C.A-D. manager and his staff appeared to 

spend quite a lot of their time trying to avoid stock-outs by diverting 

production material to deficient product lines where possible and making 

inter-warehouse transfers. Further mention of domestic tube stock holding 

procedures is made in 4.4,
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3. INTPIAL WORK 

The outcome of initial work is described and it is shown how these 

led the original objectives to be modified. In particular, this 

involved a shift of emphasis from strategic to tactical decision making. 

Changes in individual status arising from Company reorganisation. were 

instrumental in encouraging this action. 

  

The value of a "what-if" simulation model was discussed in a series 

of meetings with the C.A.D. manager, who said that any aid to planning 

would be a great help in the situation existing at that time. However 

he was unable to indicate how he might use such a model. The apparent 

difficulty oe that no model was available to form the basis of discussion 

and any serious consideration of potential applications soon halted for 

want of detailed information. Given the manager's interest and co-operation 

it seemed that this problem could be overcome by building a general but 

relatively simple simulation model of the area for which he was 

responsible. This would give hard information on which to base further 

@iscussion. It would also permit some simple demonstrations of how such 

models covld be used in practice and this in turn was expected to enable the 

manager to suggest more realistic situations for evaluation. 

Further discussions were held with the manager during which the 

information given in section (2.2) was obtained, together with more 

detailed information on production strategies and stock holding practices. 

A large amount of historical demand and production data was also examined 

and incorporated in the computer simulation model described in Appendix 1. 

The model was able.to simulate on a weekly basis the whole of the domestic 

tube production activity and cowld have been used to evaluate the effect 

of various parameters on this activity. However it was never used for 

this purpose.
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It had become increasingly obvious during the period of model 

development that the manager was ill at ease with the concept of 

modelling. It had also become apparent that the procedure used for 

planning production was far more ad hoc than had been supposed during 

initial discussions. Uponfurther reflection it seemed that a considerable 

amount of effort had been expended in producing an aid to management 

decision making that relied upon a concept that was alien to the intended 

user and utilised planning procedures that were unfamiliar to him. (In 

fairness to the work carried out, these procedures only made explicit what 

was already general practice, although this was not readily perceived 

by those concerned). It was realised at this stage that the prospect 

of successfully implementing a system of "what-if" modelling was bleak 

indeed. 

Although this conclusion was very disappointing, even with the benefit 

of hindsight, it was difficult to see how the situation could have been 

avoided. _A considerable amount of discussion had taken place with the 

manager before work began, but at that stage lack of hard detail had 

obscured the true reality which was that the manager did not comprehend 

his area of responsibility in terms of the research suggested. Only 

through insight gained by working closely with him did the real situation 

become evident, by which time a significant amount of effort had been 

expended. If the work described under Part IT herein,: could have been 

carried out before the project design had been formulated, this wasted 

effort might well have been avoided. 

At this stage a number of changes took place within the Company thet 

affected the course of the research. The C.A.D. manager was promoted to 

executive status and undertook wider responsibilities. He nominated his 

‘deputy to continue with direct participation in the research, as his own 

commitments would not permit continued involvement at a detailed level. 

While the deputy was much more familiar with modelling and computer-based
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planning procedures, he was quite unfamiliar with the particular planning 

procedures employed within the domestic tube product groupe Lack of 

formalised decision rules made life difficult for him and was inconsistent 

with his personal approach to management. After considering the 

simulation model, he concluded that it would be difficult to have confidence 

in the results of simulation studies based upon it because the formal 

allocation procedures it embodied had not been used in practice. Although 

this was not strictly true - the rules used by the model were essentially 

those then being used ~ the conclusion was accepted because the old C.A.D. 

manager had never used the rules in more than a broadly systematic 

manner, while the model would apply its decision rules in a far more 

rigorous fashion. The deputy suggested instead that given the then 

present state of the planning function, it would be of greater benefit to 

him if an aid to weekly planning were produced. The procedures developed 

in this latter exercise could then be used with confidence in any 

subsequent simulation studies. Such an approach would have his strong 

support as it would be of considerable help in his day to day work. This 

was put to the old C.A.D. manager who still retained overall responsibility 

for production allocation. He too saw greater merit in the new 

suggestion, that a computer-based weekly planning procedure be developed. 

Thus the work described in subsequent chapters relates to a planning method 

for week by week monitoring of demand for products and adjustment of 

production quantities required. Ironically the man who suggested this 

_approach moved within a few weeks to another position within the 

organisation. Fortunately, his replacement, who stayed in fact for the 

remaining duration of the research, was a man of similar outlook who helped 

to implement the system and use it on a weekly basis. 

This chapter has referred to initial work (Appendix 1) carried oat in 

the course of the research. Its product, @ sinmlation model intended for
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application in evaluating new management policy was never used. The 

reasons for this have been described, but essentially the original 

objective had to be modified because the projected system could only be 

usefully used if supported by existing planning systems operating at a 

tactical decision making level. Although initial investigation had 

indicated that these systems did exist, experience later showed that this 

was not 50. The then current planning procedures were remarkably 

unstructured and provided no basis for the approach originally envisaged. 

A suggested alternative was to improve these latter eroenanren: 

Although a significant amount of effort had been expended on 

simulation work by the time it became clear that the tactical planning 

procedures voula have to be improved, fortunately the work was by no means 

wasted. A close examination of the existing planning procedure had been 

made and its essential features had been established. Furthermore a great 

deal of historical demand and production data had been assembled to produce 

distributions upon which Monte Carlo simulation could be based. The range 

and variability of these data had given insight of the lack of control that 

existed in the current planning procedure. 

Finally, perhaps the most important point this episode underscored 

was the difficulty of objectively assessing an existing system on the basis 

of simple interviews, no matter how helpful the subject.
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4, FORECASTING DEMAND 

An important factor in achieving a solution to the foregoing problem 

lies in obtaining good forecasts of demand. Previous work carried out by 

Marketing Dept., is summarised in 4.4. However this: work was restricted 

to forecasting aggregate demand, while a major aspect of the allocation 

problem is deciding how aggregate demand will sub-divide among the various 

products, since this is a major consideration in planning the product mix. 

Arising out of the order entry system currently in use at Y.I.M. are 

difficulties in operationally defining "demand". These are described in 

4.2. together with the definition ultimately adopted for this project. 

Section 4.3 presents the relevant theory and results obtained using three 

forecasting models with past demand defined as in 4,2, The reasons for 

choosing these models are given in 4.3., the results are discussed and the 

best of the three models considered is indicated. In the final 

section (4.4), the Company's stock holding policy is compared with results 

obtained from simple inventory theory, that is, that stock levels may be 

related to average demand, lead time and variability of demand. 

  

4.4 PREVIOUS FORECASTING WORK 

The theory of demand is fundamental to economic analysis and is well 

developed. In practice however as, for example, Baumol (1961) points out 

there are many pitfalls for those who seek to apply the theory. 

Economists define demand for a particular item at a chosen point in time, 

as the quantity of the item that would be purchased at that time given its 

price, the availability of substitutes at competitive prices, and taking 

into account any other factor that would affect individual preference for 

the item being considered. Although this is perfectly adequate at the 

theoretical level, there are certain obvious difficulties in operationally 

defining demand. In general it would be very difficult, if not impossible, 

to rigorously establish a comprehensive list of factors affecting
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individual preference, and even assuming this could be done, it would be 

at least equally difficult to establish how these factors affected demand 

as their influence varied with time. Nevertheless manufacturers have a 

great interest in the notion of demand curves for their products as these 

provide a rational starting point for decisions such as, the volume at 

which to pitch production, the product mix, the price to be charged for 

products and hence the profit available. 

However, since the variables of the demand function for a particular 

product usually cannot be reliably deduced by theoretical means, in practice 

it is often necessary to attempt an empirical determination of demand 

relationships in order to provide a basis for decision making. Such 

approaches usually try to produce a demand function by analysis of 

historical data from which, after making certain assumptions, it is then 

possible to attempt prediction about future demand. 

A limited amount of work had been done in this respect by the Marketing 

Department of the sponsoring Company. Numerous mathematical techniques 

(including moving averages, exponential smoothing, Box-Jenkins 8 models 

and linear regression models) had been used in an attempt to forecast 

future total demand for domestic copper tubes. The method which gave 

least error in its predictions is described briefly below. 

This it was found that in the case of domestic tubes, total national 

sales (I) in tons were given by the regression equation, 

Tm 1320.7 + 56.06 ty + 6.2275 - 9622, - 19392, - 21340, 

(Pearson's product moment correlation coefficient = + 0.82) 

where:= 

Ty = Investment in housing in the private sector. 

Typ = Investment in housing in the public sector. 

Qa: Qo Qs are seasonal dummies taking the value unity in quarters 

1-3 respectively and zeroelsewhere.
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This equation could forecast demand reasonably reliably up to six 

quarters ahead, which is the limit imposed by the reliability of forecasts 

for q and Lp published quarterly by the National Institute of Economic 

and Social Research. 

In ie future Marketing Department hoped to consider two further 

approaches, 

(i) to introduce time trends into the regression equation, where 

this was appropriate 

(ii) to sample a cross-section of users and attempt ko make 

forecasts of their requirements. The total demand would be 

obtained by summing the individual forecasts and estimating demand 

from the resulting population. 

Having forecast national demand, Company demand could be estimated 

with knowledge of the Company's market share. This varied in the range 

48-52% and was fairly stable. This stability was greatly aided by the 

fact that a trade cartel existed where prices were fixed by the industry 

for stock items. In fact during the course of the study, one of the 

manufacturers in the cartel broke the price fixing agreement and the 

sponsoring Company's market share fell to 26% during the first quarter 

of the new situation. The final outcome of this development is not known. 

Clearly the value of the above equation would be diminished if market share 

could not be reliably predicted. (Market share could be established 

fairly accurately as all the major manufacturers sent returns of sales 

to the British Non-Ferrous Metals Research Association of which they were 

members). Nevertheless this method of forecasting future demand for 

domestic tubes appeared to be a great improvement over the usual practice 

which were based on intuitive guesswork. 

4.2 DEFINING DEMAND FOR INDIVIDUAL PRODUCTS 

The method of forecasting bevincd by Marketing Department was concerned 

with a forecast of total demand for products in the domestic tubes product
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‘group. The reason for this was twofold. Firstly, Marketing Dept. 

required the information for other purposes, such as financial planning 

where a high level of aggregation was desirable and secondly, the 

information in this form corresponded with that already used by C.A.D. 

However, C.A.D. used aggregate estimates of future demand by necessity 

rather than by choice. The problems of forecasting future demand are 

explained in detail in 4.3. Nevertheless, despite the fact that the 

domestic tubes product group contained 48 (later 45) individual products, 

plus a number of products of lesser importance, C.A.D. were able to control 

production in aggregate terms with some degree of success. This was 

possible largely because of the tolerance of the system to short tect 

variations in demand for individual products, which derived from the 

regulatory or load balancing function of the product group as a whole. 

This latter function was mentioned in 2.2.2 and is described in detail 

in chapter 5. 

However, during detailed production planning, provision had to be 

made for manufacture of individual products and this was done by the 

device of a production budget, also mentioned in 2.2.2. Unfortunately, 

during the period of the budget the vagaries both of demand and of 

production actually realized could cause embarrassing accumulations 

and depletions of stock to occur. Although stock was monitored on a 

weekly basis, the method of monitoring used by C.A-D. was inspection of 

a record sheet similar to that shown in Table (4.1) upon which the amount 

of stock of each of the three major product groups held was separately 

recorded. 

The difficulty of estimating trends from such a series of tabular 

displays is readily apparent. This is particularly true when the values 

"recorded contain a large random component, which was found to be the case 

in this instance. (See section 4.3 for detailed discussion). Thus, it 

was often the case that stock of a particular product would change quite
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drastically before this was noticed and action taken. If a trend 

continued during the re-order lead time it was possible for a stock-out, 

or alternatively a considerable excess of stock, to be obtained simply 

because stock level rather than trend was being monitored. 

The C.A.D. manager had perceived this problem and asked whether the 

new system being devised could incorporate some mechanism to detect the 

type of situation described above. Obviously some method of monitoring 

demand for individual products was called for and ideally a method of 

forecasting demand should also be devised in order that changes could be 

anticipated. Before either of these problems could be considered it was 

necessary to define how demand was to be measured in this particular case. 

For some sizes of domestic tube it might have been possible to use 

a method analogous to that employed by Marketing Dept. for forecasting 

aggregate demand. Thus, by ueing linear regression techniques en 

equation based on investment in private and public sector housing 

could have been obtained. However, despite the nomenclature, certain 

sizes of domestic copper tube are not used greatly in housing 

construction and the rational basis for using these variables does not 

apply. A more serious disqualifier for this approach was that forecasts 

of investment in public and private housing (end hence any related 

forecast) were only available quarterly, while it was desired to monitor 

stocks, and if necessary, modify production on a weekly basis. 

An apparently direct measure of demand was available by inspecting 

. orders on hand. However, a well recognised practice in the trade was 

for customers to place inflated orders in the hope of obtaining better 

deliveries, and indeed to place the same order with several companies 

for similar reasons. ‘This measure of demand was quite unacceptable 

therefore, particularly so if the problems of obtaining the informatica 

from the Sales Order Processing syetem (2.3.3 iii) were taken into 

accounte



It was concluded that the only practical method of operationally 

defining demand was to measure warehouse despatches. These were 

recorded on a weekly basis and were a direct measure of the amount 

of each product sold. In addition 2 - 3 years of historical data 

were available enabling the use of more discriminating analytical 

techniques for determining the best predictors of demand. Despite 

these attractive practical considerations, warehouse despatches 

could become a very biased indicator of "true" demand under certain 

circumstances. Thus, ina sellere market when demand exceeded 

supply for exemple, the latter would be governed by the amount of 

production possible. In such circumstances, demand measured by 

warehouse despatches would, in fact, be a function of production 

capability rather than a function of the market. 

4,3 FORECASTING PROCEDURES 

4.3.1 Historical Demand Data 

Past records of demand data (as defined in 4.2) had been 

collected for the simlation exercise described in Appendix 1. 

These were now used to produce computer generated plots of demand for 

all individual products in the B.S. 659 Table 'A' and B.S. 3931 product 

groups for the years 1967 to 1969 inclusive. Records before 1967 

were not considered relevant for analysis purposes, as both product 

groups had only been introduced in the two years preceding 1967. 

These plots were inspected to obtain a visual indication of the level 

and variability of demand for each product. In fact a third 

product group of less importance was that covered by B.S. 1386. 

However, of. these three groups, B.S. 659 Table 'A' - subsequently 

referred to as Table 'A' = accounted for approximately 90% of sales 

py weight in the construction category. Furthermore, about 5 

individual products accounted for most of the sales in the Table 'A' 

product group, as can be seen in Table (4.2). Since there were 48



Table 4.2 THE RELATIVE DEMAND FOR INDIVIDUAL PRODUCTS - 

BASED ON DATA PRESENTED IN FIG. 5.19 

  

  

Product Size Table X Table ¥ Table 
(ma) Ke) (#) (#) 

6 0.0 0.0 0.0 

8 0.1 0.0 0.0 

10 0.0 0.0 0.0 

12 Ose 0.0 0.0 

5 370k 0.5 1.9 

18 0.0 0.0 0.0 

22 B50? Ot 2.0 

28 11.0 0.1 161 

35 3.6 0.4 0.3 

42 2.2 001 0.3 

54 45 0.1 0.2 

76 0.3 0.0 0.1 

108 0.4 0.0 0.1 

133 0.1 0.0 0.0 

159 0.4 0.0 0.0      
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individual products within the 3 product groups, the existence of 

5 products which in total accounted for most of the sales was an 

obvious focus for forecasting effort. 

A typical plot of demand for one of these high volune products is 

shown in figure (4.1). Some increase in demand is evident in the final 

quarter of each year. In general, demand was found to be low in the 

first two quarters of the year and high in the last two quarters, the 

‘variation reputedly reflecting plumbing activity in the construction 

industry with respect to new housing. 

Broadly speaking, demand patterns for individual products could be 

split into two categories. In the first of these there was sone 

demand for each product each week, although the amount of demand varied 

considerably. Fig. (4.1) is typical of this category. In the second, 

demand was generally low and often several weeks could pass without 

any demand being registered. Fig. (4.2) shows a typical demand plot 

for products in the second category. In order to use currently 

available methods of time series analysis it would be necessary to 

accumulate such results over longer periods of time, say perhaps on a 

monthly basis, and in this way ensure that “missing values" in the 

series were eliminated. Unfortunately, this would have had the 

effect of extending the response time to changes Additionally, 

it would have reduced the number of data points available. 

After due consideration it was decided that products having reguler 

. weekly demand offered a more potentially profitable approach. It 

would be possible to forecast on a weekly besis and thus obtain the 

shortest response time of practical value given the production 

constraints. Furthermore, inspection of the records suggested that if 

a predictive model of demand for one product in this category were 

established, haat the demand patterns were sufficiently similar for the 

game model to be used in predicting demand for the other products in
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the category, albeit with different weighting coefficients. If this 

were successful, then a relatively smail amount of work involving 

forecasting demand for about 5 - 10 products would enable the greater 

part of the total demand to be forecast. 

It: was decided that 2" Table 'A' was a typical representative of 

the first demand category described above, and attempts to predict 

demand concentrated on this product. Demand for ?" Table 'A' in 

the years 1967 - 1969 inclusive is plotted in fig. (4.3). It may be 

compared for similarity with fig (4.1). 

4.3.2 A Review of the Theory 

This section briefly reviews the principles of analysis and 

prediction of time series. It is presented as an introduction to the 

account of work carried out in forecasting demand during the present 

research, which is described in 4.3.3 and 4.3. 

The starting point of any attempt to forecast by mathematical 

modelling is an analysis of past data. Such data takes the form of 

a series of numbers representing the value of some variable of interest 

at regular intervals stretching from the present back through time. 

(In the present case the variable of interest was weekly demand). In 

the analysis of such a series it is usual to attempt to build a 

mathematical. model which is capable of reproducing the observed series 

within acceptable limits of accuracy. The observed series may then 

be regarded as the product of a mathematical processe Most of the 

series observed in real life require models that take account of random 

variation in reproducing the observed series. Such models are known as 

stochastic processes. When a stochastic model is used for Revecastine 

purposes, it is only possible to state the probability of the forecast 

falling within a given ranges Because it takes account of rendom 

variation, a stochastic process will generate an infinite number of 

series known as realisations of the process. ‘The observed series is 

regarded as one such realisation.
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During the course of the analysis it is usual to produce statisti 

  

summarising information averaged over the period of the data. For 

example, the simple average may be computed for the period considered. 

This would be called a "time-averaged" statistic. Clearly the value 

of such statistics for prediction purposes is limited unless the series 

from which they are derived is typical, ina statistical sense, to any 

other realisation of the process producing the series. If other 

realisations of the process do differ in statistically significant 

respects then the summarising statistics of relevance must be derived at 

a given time (t) from the Niensemble" of several, or perhaps all possible, 

alternative realisations of the process, and not with respect to time. 

Thus it is possible to derive “ensemble - averaged" statistics. 

This is illustrated in fig. (4.4) 

The above conclusion has great practical significance as it is 

unusual in real life situations to have available more than one 

realisation of a process, which means that only time averaged statistics 

may be derived. It also explains the theoretical interest shown in 

eta onary processes in general and in particular, in ergodic processes 

which are a particular sub-class of the former category. A stationary 

process is invariant unéer translation in time, and thus realisations of 

the same process over consecutive periods are statistically equivalent. 

Furthermore the ergodic theorem states that if a process is ergodic, 

then time averaged properties and their corresponding ensemble averaged 

properties are equal. 

In practice, many time series of interest are non-stationary, which 

precludes the use of time averaged statistics in lieu of their "ensemble" 

equivalents, given that only one realisation is available. To overcoue 

this problem a series that is patently non-stationary is often regarded 

as being composed of two components. One of these is usually a 

deterministic component which may be evaluated to predict trend, and the



  

  

TIME AVERAGED AND ENSEMBLE 
AVERAGED STATISTICS 

P
R
O
C
E
S
S
 

E
N
S
E
M
B
L
E
 
A
V
E
R
A
G
E
 

  

TIME AVERAGE     
Jae FIG (4-4) 

  
 



35- 

second is a series of uncorrelated random residuals which may be 

stationary if the deterministic component is suitably chosen. The 

original process >e(t) may thus be represented as 

ve (t) = Be) + €&(t) Equ (4.301) 

where Be) = deterministic component 

z(t) = uncorrelated, random residuals having zero mean 

Although the deterministic component may take a variety of forms, 

interest has classically centred on polynomials of the form, 

ce(t) = ajta,t+ ant” + ame at w-~- Equ (4.3.2) 

This is a particularly useful class of components to study since any 

function having finite derivatives may be expressed in the form of @ 

polynomial by use of a Taylor expansion. It is possible of course to 

fit a given number of points perfectly by using a polynomial of 

sufficiently high degree. For practical purposes however it is usual 

to decide the degree of the polynomial in advance, after considering 

the origins of the series and the purpose to which the analyeis is to 

be pute 

Once the order (p) of the polynomial has been chosen, in order to 

obtain an optimal choice of coefficients (aps yy By mom a,) in terms 

of least square error, it is necessary to solve (pti) equations of the 

type, 

ap St (x, =a - a, eee Se ait) = 0 no Ean (4.3.3) 
eat aoe 2 P 

for j= 0, 1, 2---p 

where n = pt1 is the number of points to be fitted. 

The solution to the above for a is of the form, 

n A 
a= 2 Wy .3e where the w, are a series of weights 
oe ort t 

Thus at teo the trend is optimally given by a which is found to be a 

weighted average of the ><'s included in.the extent 'n' of the moving 

average so defined. The actual values of the wy depend on the values 

of p and n used.
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Often a local origin is defined based upon the mid-point of the n 

points. Thus ifn is odd, let n = 2m + 1, when the local origin is found 

at m+l. The expression for a then becomes, 

n 
a, mae =" Siac Equ (4.3.4) 

For the simple case of p=o, ee % for i=-m---m. ‘Thus the optimal 

estimator of trend in this case is a simple average of 2c, centred on the 

local origin Dey A series of trend values can thus be calculated by 

successively advancing the local origin by one relative to the original 

series and re-computing the trend. 

The above summarises what may be described as the classical approach 

to time series analysis in the time domain (ie excluding the matted 

of spectral analysis) as described, for example, by Kendall (1966a). 

There are of course a number of refinements. ‘The variate-difference 

method of Tintner (1963) is able to give an indication of the order of the 

ge) component present, while the method of multiple simple moving 

averages enables the fitting of high order polynomials to be approximated. 

However during the last decade there have been a number of important 

developments in time series analysis. One of the greatest disadvantages 

of time series analysis by the fitting of polynomials or by moving average 

of even modest extent was the computational effort required. With the 

advent of high speed electronic computers this problem was considerably 

reduced andit became possible for forecasting techniques to be widely 

utilised. However until recently direct access computer storage has been 

very expensive and its cost is still not inconsiderable, while the 

methods discussed above require that a relatively large number of items 

of past data (and various coefficients) be stored in order that 

forecasts can be computed. Although one of the largest applications 

for short term forecasting has been in industrial stock control where 

demand for many thousands of separate items is now regularly monitored
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by computer, this was not possible with the above methods of forecasting. 

Thus there has been great interest in exponentially weighted forecasting 

methods of the kind proposed by Brown (1962), Holt (4957) and 

Winters (1960). 

Typically these forecasts take the form 

4 mt Es = 
Bent Gee ea et Bra ti-2 

or alternatively, 

A * A 

2 alee ket (Veet ete Equ (4.3.6) 

where 

a Pee forecast of @ made at period (t~1) for period (t) 

2 = actual value of 2 at period (t) 

ch = coefficient, usually in the range 0.05 ~ 0.2. 

Thus in the above scheme to make a forecast it is only necessary to know 

the forecast computed for the last period, the value of "ot! to be used 

and the actual value of 2 realised for the current period (t). When 

such a procedure is carried out by computer, both the storage and the 

amount of computation required are minimal and it is schemes like these 

that are utilised in stock control systems. 

Although simple exponentially weighted forecasts are easy to use 

and give most importance to recent events, which is usually a very 

desirable characteristic in practical forecasting schemes, the method 

does evade the general problem of non-stationary processes. Therefore, 

while Brown (1962) has shown how trends can be accommodated by multiple 

-smoothing, when additional operations are required the basic simplicity 

of the method is lost and the approach also loses some of its 

attractiveness. 

In an attempt to encompass non-stationary processes, Box-Jenkins 

(1962) developed a class of models often known collectively as the 

Box-Jenkins Xe model. The general model may be written as follows,
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A 
2 uae = Os’ + ¥ VF + +B +¥,S' +8399 + 

A 

+ ¥n Se, +A gg) mm Eau (4.3.7) 

a A 

where 2 444,¢ > 2 t-1 are as defined above, 

¥ dsl, ecco, Op coos mis a system of weights 

NZ = backward difference operator 

(defined as V2, =>4 ~% 44) 

operating on eye 

S = summation operator, defined as 
oo 

e.
 tt ot 1 an
 ve
 

pe 

t  jso keo t-j-k 

and in general sP 2c - is the oe multiple sum of the past o¢s 

A 
= error in forecast = 2 t -2, 

* t,t~1 t 

The significance of the ¥-model is that it enables a predictor of 

a process to be found without recourse to defining a deterministic and a 

random component. 

It is possible of course to investigate how the model would perform 

if the process were composed of various types of deterministic components 

combined with a random component. In fact the authors show that a 

predictor based on the above model would be optimal for any stociastic 

variable 'w ' - which thus may be non-stationary - whose (m+1) 

difference may be represented by a moving average of order (lamt+1). 

In practical forecasting it is usual to use only the terms 

ea s ee Boe & 6, 5B e, known as the first-difference, 

proportional and cumilative terms, by analogy with control theory 

terminology. (The authors exemplify much of their work in process 

control applications). 

More recently however Box & Jenkins (1968) proposed a class of 

models frequently referred to as (p,d,q) models after the parameters
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which define them. These are more formally described as Autoregressive 

Integrated Moving Average Models in a subsequent work by Box and Jenkins 

(1970). ‘The essence of the method is that the original series is 

differenced until stationarity is obtained and the resulting series is 

then fitted by an autoregressive model, a moving average model or a 

combined autoregressive moving average model. 

Using the notation of the Box-Jenkins (1968) paper, an 

autoregressive model might be as follows, 

We = g, Wey + B Yeo tay (order 2) ~-- Equ (4.3.8) 

where Gs B> are coefficients, 

Wau o p 

and Wer Welagt Yeo etc are the values of a stationary series 

having mean Niae at intervals t, t-1, t-2 etc. The series Bes Bae 

@. etc are uncorrelated normally distrituted deviates. 
t-2 

Alternatively, a moving average model to fit the series wy might 

be as follows, 

Wee alae, te -9, Be -O,8 (order 3) ---- Equ (4.3.9) 
4 *t=1 2 773 ee 

where 2, , @, & O, are coefficients. 
5 

A mixed autoregressive-moving average model of order (p,q) may 

be written, 

se da, gow aia, = wae ae Be uy g, Weg teers , Wein = Oy or Boa fa Sted Equ (4.3.4 

The above equation may be condensed by defining a backward shift operator B 

such that, 

t to1 . 

Using the backward shift operator equation (4.3.10) may be written, 

®p (wrigeO q (B) a, 

1 = P,B = OB" - oe. oe where d, (B) 

4 2 a 
1-OB- OLB = oe es n and @, (6:9)
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Thus d, (B) is called the autoregressive operator and oF (B) the 

moving average operator. Box-Jenkins describe the conditions that limit 

the range of values %, & @, (isl, os. p, j=l, -e. q) may take in their 

paper (1968). If the model is written in terms of the w, rather than 
t 

the deviations from the mean Vs we have, 

£, (B) w= OL + oO; (B) ay Equ (4.3.11) 

where 0, = (1 = g, - B> Silawee le 

Equation (4.3.11) may be expanded to accowmodate a non-stationary series 

2 that is stationary in its a difference. - Since 
t 

Ve,= Bb) 2 ys 

it Je, = (1-8)? B= wes 

the model for = < becomes, 

Gp @) -p*e,-O,+ O wa, Equ (4.3.12) 

However equation (4.3.12) supplies a very large number of models 

and in practical applications it is necessary to apply some criterion 

whereby the potential variety can be reduced. This the authors do 

by using the "principle of parsimony" ennunciated by Tukey. That is, 

the simplest model capable of representing the chosen series is used. 

The use of a model that is more complicated than necessary to adequately 

represent a series is known as “overfitting" the series. It is claimed 

that many of the series encountered in real life may be represented by 

models where p,d & q each do not exceed the value 2. 

The method described by Box-Jenkins in their (1968) paper involves 

calculating the correlogram (autocorrelation structure) of the series to 

be fitted. The authors present tables describing the behaviour of 

E difference of the theoretical autocorrelation function of the a® 

series for selected simple (p,d,q) models. ‘The derivation of the data 

described therein is given in Box-Jenkins (1970). 

Once a model has been selected by inspection of the sample 

autocorrelation function of the series, particular weights
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(By, €> coe %, and C4 Os ore) are chosen to minimise the sum of 

squared errors over the period to which the model is being fitted. 

Where seasonal variation exists, a multiplicative model may be 

used. Thus if seasonality exists for items separated by 's' intervals, 

differencing across thie interval (V2, = 24 ~2 p58) produces a 

new series which may be fitted using the model described in equation 

(4.3.12). After fitting an appropriate model in this way, a series of 

residuals (e,) would be generated which could then be fitted by a second 

model. ‘Thus operating on the original series would produce "seasonal 

free" residuals (e,) and operating subsequently on the (e,) would produce 

an uncorrelated series of error residuals (a,). The parameters 

obtained at each stage could then be combined to give a multiplicative 

model for use as a predictor with untreated members of the original 

series. 

The autocorrelation function and the power spectrum obtained by 

the methods of spectral analysis are mathematically equivalent (one is a 

Fourier transform of the other). Thus use of the autocorrelation 

function to identify the essential features of a discrete series may 

be regarded as analogous to use of the power spectrum to identify the 

essential frequencies in a continuous series. It is the potential 

ability of the Box-Jenkins (p,d,q) model approach to identify the auto~ 

covariance structure of the series under examination and then to fit a 

mixture of autoregressive/moving average models having a similar auto= 

covariance structure that makes it so attractive. 

4.3.3 Use of Box-Jenkins (p,d,9) models 

It was decided to use this method of attempting to predict weekly demand 

because of its ability to extract any structure inherent in the past data, 

’ since such structure could be used for prediction purposes. 

The originators of the method recommend that models be fitted on the 

basis of "a minimum of 50 and preferably more than 100 data values", At
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the time of the exercise in mid-1970, records of weekly demand were 

available from 1st January, 1967, onwards. It was decided that the demand 

records for 1967-69 inclusive would be used for fitting a model, and that 

demand in 1970 would be used to test the model selected. For the reasons 

given in 4.3.1 attention was confined to the product 2" Table 'A'. 

In the original data a problem arises because of spuriously low 

demand at each year end. This occurs because demand is measured as 

warehouse despatches (4.2) and customers generally do not want deliveries 

over the Xmas/New Year period. To minimise the effect of this, the demand 

data were homogenised by recording demand in the last two weeks of the year 

as the average demand for those weeks. 

Following the method of Box-Jenkins outlined above, a correlogram for 

the homogenised data series was calculated using the program AUTOCOR 

(Appendix P.4). This is shown in fig. (4.5). Ignoring for the moment 

autocorrelations at lags 4 & 5, the correlogram corresponds fairly 

reasonably to a (1,0,0) model with g, = 0.6.  ‘Thie may be deduced from 

the fact that the theoretical autocorrelation function for a (1,0,0) 

model is given by the relationship, 

Sc = g* where Pre = theoretical autocorrelation function for lags 

4,2 = k 

g, weight in the range - 14 9,< 1 

Since the sample autocorrelation Rx for k=1 is 0.6, equating 

Wn & }, leads to the conclusion g, = 0.6. ‘This conclusion is supported 

-by fitting the homogenised series with various values of %, in the (1,0,0) 

model. A plot of sum of squared errors versus g, shows a minimum of 

g, = 0.6, as can be seen from fig. (4.6). 

If it is assumed that the errors are normally distributed, values 

of the weights 8, & e; (=, 2) soe py Ja1, 2 eoee gq) will be 

approximately equal to the maximum likelihood estimators of Gg, & © 5
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Box-Jenkins (1970) develop an expression giving a confidence contour for 

the maximum likelihood estimators of Zk @ which is as follows, 

h 
8,.¢0,0)=80,5) [1+ XZ. (ora) | Ban (4.3.15) 

n=p=4 

where Dee (prq) is the significance point! exceeded by a proportion = 

of the X? gistribution having (p+q) degrees of freedom; . 

and S Bs e ) is the sum of squared errors corresponding to the 

best estimators of G& O . 

Thus in the case of the (1,0,0) model above, g, = 06 aud SG, é d= 

439,367. ‘Taking a 95% confidence level (& = 0.05) with n = 157, 

p=1 & quo, equation (4.3.13) gives, 

Syg @ ,O) = 139,367. [1+ ae . 

156 

= 142,799 

This result defines a 95% confidence range of 0.75 - 0.50 for Gg, 

However the model obtained was not regarded as being particularly 

satisfactory in that the minimum sum of squared errors taken over the 

three year period had a root mean square value of approximately 30 tons 

per week. Assuming a similar performance over future weeks when the 

model was used as a predictor, the forecast would be in error on the 

average by about 25% of the mean demand (120 tons per week). 

In fitting the (1,0,0) model described above, no account was taken 

of the autocorrelations occurring at lags 4 & 5, which deviated markedly 

from the theoretical autocorrelation function for this model. Since the 

sampling distributions of autocorrelations can have large variances and 

can themselves be highly correlated (Kendall, 4945), this seemed to. be 

justified. However in view of the disappointing performance of the 

(1,0,0) model, these deviations from the theoretical were investigated 

further. Although no actual cause was known for the relatively high 

autocorrelations at lags 4 & 5, it seemed quite reasonable to hypothesise
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‘that they might correspond to a real monthly relationship. Such cycles 

are very common in commerce. It was decided therefore to attempt to 

fit a seasonal model of the type already described, based on a period 

of 4 & 5 weeks respectively. In the event, neither of these models 

approached the performance of the autoregressive model identified 

initially, and it was decided that the results did not support the 

hypothesis that the autocorrelations were evidence of a real monthly 

relationship. : : 

Because of the relative ease of fitting models to data using an 

electronic computer a number of other models were examined using program 

PDQMODEL (Appendix P4) and the results are presented in Table (4.3). 

However the (1,0,0) model with 8, = 0.6 remained the best choice ona 

least squares basis. (Fig 4.7) 

4.3.4 Use of Adaptive Smoothing 

The relatively large residuals left after fitting an optimal (1,0,0) 

model suggested that an alternative model should be fitted to the data in the 

hope of obtaining a better fit. It may easily be shown that a (0413.4) 

model is equivalent to a simple exponentially weighted moving average 

model. Thus the (0,1,1) model is written, 

Vv 2.5 e, + (“- a, B) ay (using previous notation) Equ (4.3.44) 

If the process is stationary e, may be omitted yielding at time (t+1), 

2 +a. ol tang ere) Capt reg Eqn (4.3.15) 

Taking expectations at time (t) and assuming the model is optimal, 

A 

Bee i 

Bi deo 1>1 
A A 
Fe 72 t141 1>2 Equ (4.3.16) 

A A 
2 os, = zy -, aa 4 Equ (4.3.17) 

A Equ (4.3. But 2 alice eet + Obs qu (4.3.18)
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therefore substituting for a in equation (4.3.17) 

A a 

Peat =e -@, Fy Zee) 
A 

= (1-6) 2, 727 2 ated Equ (4.3.19) 

Substituting %= 1-8, in equation (4.3.19) gives 

a 
= tet 20. +(1- AEs oy Equ (4.3.20) 

It will be seen that equation (4.3.20) is identical with equation (4.3.6), 

the expression given for simple exponential smoothing. 

It can be seen by inspection of Table (4.3) that a (0,1,1) model 

having weight e, = 0.5 gives a minimum sum of squared errors greater 

than that obtained with the first order regressive model described in 

section 4.3.3. Thus a simple exponentially smoothed model is inferior 

to the (1,0,0) model previously fitted. 

However the original data series is not orderly, as is shown by its 

mean value of 120 tons per week and standard deviation of 40 tons. It 

may be deduced that no significant linear trends exist in the series by 

the fact that the data are best fitted by a zero difference (d=o0) 

Box-Jenkins (p,d,q) model, and thus the relatively high standard 

deviation about the overall mean may be assumed to be due to random 

variation. However it is unlikely that the overall mean accurately 

reflects the value of the process mean over the full period considered. 

Instead the process mean may have drifted during this period. If this 

hypothesis were correct, then a simple exponentially weighted moving 

_average would not be able to respond readily to such changes in the mean. 

A better model would be a system proposed by Trigg & Leach (1967) and 

later modified by Shone (1967). The basis of Trigg's method was an index 

of control called a tracking signal. The tracking signal is defined as 

follows (Trigg, 1964). 

Se smoothed forecast error\< 1 
NS 

mean absolute deviation
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Table (4.3) SUMMARY OF RESULTS OBTAINED FROM FITTING VARIOUS (p,d,q) MODELS 

  

  

      

    
  

  

    
        
  

TO Z" TABLE "A" DEMAND DATA. (1967-69) 

Period of 5 Minimum 
sae Optimum fe 

seasonality ; sum of Mean Variance 
(p,d,a) (wks) o as. )| Scuared errors} of residuals|of residuals 

YVseas acres cee) (residuals) 

SIMPLE MODELS 

Raw data ° 420.6) | 4,455°) 

Homogenised ° 420.6) | 444316? 
data 

(0,1,0) homo- ° - 0.5 1,086 
genised data 

Homogenised 5 - 1469 1,781 

data 

(4,0,0) ° 0.6 139,367 = 0.4 888 

(1,0,0) 5 0.5 205,117 0.6 1,349 

(1,0,0) 52 0.6 127 489 2.5 1,208 

(0,0,1) ° - 0.5 165,676 0.3 4,055 

(4,1,0) 0 AE) 157,728 * ao?) 

(0,141) 0 0.5 448,096 * gig’) 

MULTIPLICATIVE MODELS 

(1,0,0) 52 (2) 
(0,0,1) 13 0.3 171,944 ce 1,869°~ 

(1,0,0) 52 (2) 
(0,0,1) 4 0.3 192,400 a 2,091 

Notes:- 

(1) Refers to original series, not residuals 

(2) Estimates of variance based on assumption of zero mean residual 

e* - not computed. 

N.B. All data used in fitting models hae been homogenised - see section 4.3.3. 
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ie calculating the tracking signal it is usuai to exponentially smcoth 

poth the actual and absolute deviations from the observed value using a 

smoothing coefficient in the range 0.1 - 0.2. When the forecasts are 

accurate, positive and negative deviations tend to cancel and the 

tracking signal varies about zero. If a systematic error in the forecast 

occurs, the tracking signal approaches + 1 depending on the sign of the 

error. Brown (1962) has shown a relationship between the mean absolute 

deviation and the standard deviation of forecast errors which enables 

control limits to be constructed for the tracking signal in a manner 

analogous to the construction of shewhart process control charts. 

However the following facts may be noted, | 

a. the absolute value of Trigg's tracking signal varies between 

zero and unity 

be. when large systematic deviations occur between forecast and 

observed values, the tracking signal approaches its maximum 

value and vice versa 

On the other hand, when simple exponentially smoothing with a low value 

of smoothing coefficient is applied to a process having a stable mean, 

low errors are observed and the forecasting system is relatively unaffected 

by occasional large deviations from the mean (spikes). Conversely, 

when the process mean is unstable and shifts from time to time, the 

exponentially smoothed forecast can most rapidly adjust to the new level 

if the smoothing coefficient has a large value. Unfortunately, a 

large smoothing coefficient makes the forecast very sensitive to 

occasional 'spikes'. 

Ideally, therefore, an exponential smoothing system used for 

forecasting should have a value of smoothing coefficient which is low 

when conditions are stable but which would automatically increase in 

response to persistent changes in process mean. It should subsequently 

subside when conditions stabilise about the new mean. Obviously this
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situation can be achieved by using the absolute velue of Trigg's tracking 

signal as the smoothing coefficient (ch). The method is an example of 

adaptive smoothing. 

At first sight it would seem reasonable to use the latest estimate 

of the tracking signal when forecasting for periods t+1 (1>0). 

However Schone (1967) has demonstrated that better results may be obtained 

in certain circumstances if the tracking signal calculated at (t-1) is 

used in adaptive smoothing. In particular, the latter system is less 

affected by spikes. Ordinarily a spike occuring at time (t) would increase 

the value of the tracking signal calculated at (t) which would then be used 

to produce the spike affected forecast. Not only would the forecast be 

affected by the magnitude of the spike, but the increased value of the 

smoothing coefficient would give greater weight to this effect. Using 

Schone's approach, although the effect of the magnitude of the spike could 

not be discounted, this would not be magnified by the smoothing coefficient 

which would not have been affected at period (t-1). It would of course 

be affected when calculated for period (t), but if the spike was not 

distributed over more than one period, the transitory increase of the 

value of the smoothing coefficient would have relatively little effect 

on subsequent forecasts. 

Adaptive smoothing using the modification described above was applied 

to the data series using program TRIG (Appendix P.5) which gives details 

of the initialisation procedures usede It was found that the sum of 

- squared errors obtained was 188,803. 

The results of fitting an exponential soothing model @=0.4) to 

the 1970 data available are shown in fig. (4,8) and in fig. (4.9) the 

adaptive smoothing model described above is fitted to the same data. 

Although the results shown in Table (4.3) indicate that a simple 

exponentially smoothed moving average model with coefficient (A=0.5)
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would be optimal, fitting a model of the form given in equation (4.3.6) 

gave a least squares result at (A=0.4). Although these particular 

@ifferences arise purely out of the methods of computation, fig. (4.10) 

shows the 95% confidence limits include the equivalent of A=0.4 

(ie e =0.6) for the (0,1,1) model. In practice there is little to 

choose between the two values of smoothing coefficient. 

4.3.5 Discussion 

It is felt that the necessity of defining demand as warehouse 

despatches introduced its own significant contribution to the observable 

noise in the demand series. This was certainly true in the last quarter 

of 1969 where fig (4.3) shows that the high seasonal demand recorded in 

the previous two years is absent. This was due to a labour dispute 

occuring at the factory where most of the starting stock for Table 'X' 

production was made, during November and December of that year. On 

occasion the records of warehouse despatch almost certainly were not an 

accurate record of weekly demand. Thus the data shown, for example, 

in fig. (4.7) shows a constant demand for weeks 13-17 inclusive. The 

source documents suggest that is the result of weekly despatches not 

being individually recorded and subsequently the totel demand recorded 

in that period being shared evenly over the preceding weeks. If the 

study reported here were to be extended then an investigation of the 

system of recording warehouse despatches would be advocated to establish 

(and subsequently eliminate) the various ways the recording system 

could introduce noise. 

In fitting forecasting models to time series it is usual not to use 

all the data available for fitting the model. The data not used in 

fitting the model are subsequently used to test it. This latter 

procedure gives an indication of the robustness of the model to new 

data. The results of fitting the three models considered in 4.3.4 to 

data representing demand in the first 28 weeks in 1970 are plotted in
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‘figs. (4.7) - (4.9) inclusive and the observed errors are presented in 

Table (4.4). 

The Box-Jenkins (p,d,q) models were selected for their potential 

in revealing structure in the demand data, and this they appeared to do. 

Higher than anticipated autocorrelations at lags of 4.5 weeks and at 

43 weeks were detected and seem reasonable. One of the immediately 

apparent features of fig. (4.3) is the yearly seasonal effect and thus is 

evident in the correlogram of the series shown in fig. (4.5). The 

negative autocorrelation approximately centred about lag 33 is diffuse and 

is difficult to explain causally. It might be evidence of a weak 

seasonal effect based on a three yearly cycle, but on the other hand it 

might be completely spurious as the large variance associated with the 

sampling distribution of correlograms has already been remarked upon 

(section 4.3.3). 

Despite the apparent reasonableness of the above picture of demand, 

it proved impossible to incorporate the various aspects into an 

efficient seasonal model. As Zable (4.3) shows, the simple (1,0,0) 

model gave best results in terms of least squares fit, although this 

model. does not explicitly take into account any of the seasonal effects ~ 

including the obvious yearly effect. In attempting to fit a multiplicative 

seasonal model to the data it was found impossible to fit an adequate 

subsequent model to the residuals obtained after extracting the seasonal 

component. ‘he effect of fitting the second model was to increase the 

sum of squares of residuals to an amount greater than that obtained after 

fitting the first model. 

Although the (p,d,q) models ultimately gave the best fit to the data 

series this was only achieved at the expenses of considerable computation 

and the plotting of a large number of correlograms and residuals. In 

terms of the root mean square error of the best model fitted it is 

debatable whether the much simpler approach described in section Loh
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Exponential (A) 
Smoothing (=0.4) 

Box-Jenkins (B) 
(1,0,0) B, = 0.6 

Adaptive (C) 
Smoothing-Trigg's T.S. 

  

                  
  

Error (feror)@ Error (Error)® (Error) (Error)* 

4 ° ° = 851 65.61 | - 67.85] 4603.62 

2 12.16] 147.87 14.5 127.69 21.31 454.12 

S 26.32] 692.74 On44 0.19 9.73 94.67 

4 16.92| 286.29 |- 10.36] 107.33 4.52 20.43 

5 35.78 | 1280.21 14.38 206.78 27.20) 739.84 

6 0.74 0-55 |- 21.48] 461.39 | - 7.34 53.88 
2 6.86] 47.06 |- 2.80 7.84 1.18 41.39 

8 | - 23.72] 562.64 |- 34.62] 1198.54 | - 27.32] 746.38 

9 19.92] 396.81 15.84 | 250.91 15.39] 236.85 

410 18.38} 337.82 1.58 2.50 44.48] 209.67 

41 - 11.68] 136.42 |- 24.86 618.02 | = 12.78 163-33 

42 | = 33-52} 1123.60 |- 37.92] 1437.93 | - 37.36] 1395.77 
13 |- 5.9 34.81 |- 8.24 67.90 }- 4.40] 207.36 

ay | - 3.24] 10.50 |- 16.40] 268.96 |- 8.20 67.24 

15 | - 164 2.07 |- 16.40] 268.96 |}- 4.21 17.93 

16 | - 0.84 0.71 |- 16.40] 268.96 |- 2.03 412 

17 | - 0.24 0.06 |- 16.40] 268.96 |- 0.9% 0.88 

48 | = 23.74] 563.59 |- 40.50] 1640.25 | - 24.53] 601.72 

19 33.40} 1115.56 21.46] 460.53 36.46} 1329.33 

20 | - 8.20| 67.24 |- 35.64] 1270.21 | - 16.27] 264.71 

21 | - 22.46] 504.45 |~ 36.38] 1323.50 | - 31.59] 997-93 

22 - 1.40 4.96 44th 199.94 11.45 131.10 

23 85.60] 7327.36 65.16] 4245.83 79-87] 6379.22 

ak 17.32| 299.98 |- 20.96] 439.32 5.68 32.26 

25 | - 38.42] 1476.10 |- 49.42] 2t2.34 | - 44.26] 1958.95 

26 | = 13.18] 173.71 |- 10.16] 103.23 | - 26.60} 707.56 

2? 22.00] 484.00 13.46| 181.17 5.76 33.18 

28 - 17.80| 316.84 |- 35.24] 1241.86 | - 26.61 708.09 

Totals}  89.62417;390-95|~ 335.40| 19,176.65] - 142.16] 22,161.32 

Note: (i) There is no significant difference between Mean Square 

Error of (A) & (B) = (t = 0.4, p>0.2) or 

(t = 0.53, p>O.2) 

(ii) Initialisation procedures: 

of (B) & (C) ~ 

(A) forecast set to actual 

value (C) initial forecast taken from an earlier run



58. 

is not to be preferred in terms of economy of effort and ultimate 

performance. : : 

The simple exponential smoothing and adaptive smoothing models were 

used when the results of fitting the (p,d,q) models proved disappointing. 

Contrary to initial expection the simple exponential smoothing model 

was able to fit the data better than the adaptive smoothing model. 

Subsequent investigation showed that in the latter case 'A' the 

coefficient of smoothing had ranged between 0.84 and 0.05 with an average 

value of 0.36. During the seasonal increase in demand observed during 

the last quarters 1967 and 1968 'o{' had achieved its maximum values, 

the model interpreting the increase as a shift in process meane 

A secondary effect of this would be to cause the forecast to be more 

affected by weekly fluctuations and this undoubtedly contributed to the 

increased sum of squared errors observed. In the simple exponential 

smoothing model, "x0. was fixed and would not be affected in this way. 

Obviously both models would have given better results if the seasonal 

effect had been removed. The removal of seasonal effects is discussed 

later. 

In general it is not possible to fit a "best" simple exponential 

smoothing constant to a data series using the minimum squared error 

(M.S.E.) criterion used above. This is because exponential smoothing 

is an averaging process in which the number of terms effectively 

included in the average is governed by oh. By progressively reducing 

the value of alpha, the number of previous @ata points incorporated 

in the average is increased until, when cL = 0, the forecast is 

completely fixed by previous observations and is unaffected by new 

results. In the case of a constant exponential smoothing model of the 

form used above it may be shown(Brown, 4962, pe 106 et. seq.) that, 

Meese chon 3 
  

2A
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‘and thus A= O minimises the error providing (a) that the process mean 

is accurately known (b) that the inputs are purely random and (c) that 

the process mean does not change. However Brown (ibid) also shows that 

when inputs are correlated as in the present case it'is possible to 

obtain a minimum squared error with af 0. He indicates that with 

correlated results, a smaller value of A should suffice than with 

uncorrelated inputs. This is in contrast with the above findings that 

the "best" value is given witho= 0.4, This may be explained by the 

presence of the yearly seasonal effect. Brown suggests that when it 

appears that a value of A greater than 0.3 is desirable then the 

possibility of a seasonal variation being present should be investigated. 

Seasonal factors derived from only three cycles are necessarily 

limited in their accuracy, although the computation could be carried out 

relatively simply using the ratio-to-moving-average method. In the 

present study the calculation of seasonal factors for application to the 

simple exponential smoothing and adaptive smoothing models was not 

attempted however. By the time the work relating to these models was 

carried out it had become clear that few benefits would accrue to the 

wider study by extending the models. 

The overall picture that emerged from the intensive study of one 

representative of the high production volume group of products discussed 

in 4.2 was of an extremely noisy, relatively constant demand function on 

to which a yearly seasonal variation was super-imposed. Buried in the 

noise were possibly two further components associated with 4 and 13 week 

period respectively. However the latter components were not sufficiently 

pronounced to be useful in forming the basis of forecasting models. ‘he 

best model developed explained only approximately 40% of the original 

variance. It seemed likely that the much simpler exponential smoothing 

or adaptive smoothing models could have given improved if not similar 

results if attempts had been made to allow for seasonal variation.



60. 

- At the present time thereforeit mst be concluded that the series 

are unsuitable for forecasting even one week ahead, while with increasing 

lead time the forecast error variance would increase further. A 

more orderly time series of demand could be obtained by grouping weekly 

demand over 4 week intervals to give mean weekly demand. This would 

reduce the variance of the original series. If the individual members 

of the series were independently distributed with identical variance 

the above grouping procedure would produce a new series of mean weekly 

demand having exactly half the variance of the original series. However 

the positive autocorrelation exhibited by members of the series studied 

above would make the reduction in variance observed in the present case 

rather less than a factor of two. Unfortunately, grouping data in the 

above way would also reduce the number of data points by a factor of four, 

thus leaving very few points to be used for fitting forecasting models 

to. 

4.4 COMPANY STOCK HOLDING POLICY 

Even when demand for a product is sufficiently high to justify 

continuous production it is still necessary to keep stocks because actual 

demand usually fluctuates about its average or forecast level. In the 

present study minimum stock levels had been issued by the production 

director although the basis upon which they were compiled was never 

satisfactorily established. Instead they were accepted as being the 

operating rules of the Company at that time and were used in the 

production allocation system described in the next chapter. (However 

provision was made for the specific values of the maximum and minimum 

stock levels to be easily changed). This section tentatively examines 

the customer service levels provided by the minimum stock levels according 

to simple stock control theory. 

In theory minimum stock levels are determined by the requirement that 

sufficient stock is held to meet demand through the period of the lead
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time, where the lead time is defined as the time taken from placing an 

order to. having the ordered supply in stock and ready for distribution. 

The minimam stock level, therefore, must be at least equal to the 

expected level of demand in the lead time. Thus if average weekly 

demand is and the lead time L weeks, the stock required to meet 

average demand during the period of the lead time is given by L.D 

and is known as the period stock. However, as already indicated, 

actual demand deviates from its average value and to ensure that stocks 

are adequate a further amount of stock, called the buffer stock, must be 

kept to protect against unpredictable variations in demand during the 

lead time. If it is assumed that the variation of demand about its 

average value is distributed according to a normal distribution having 

variance oe then assuming independence between individual levels of 

actual demand, the variance of demand over the lead time is given by 

L Gand has a standard distribution of OV L. Since the probabilities 

associated with a particular standard normal deviate 2 have been 

tabulated (see, for example, Tables for Statisticians and Biometricians, 

Pearson, 1954) it is possible to arbitrarily select a value for = 

giving a known probability of the buffer stock being exhausted before 

the renewal stock is received. Thus Z= 1.65 gives a 5% probability 

of depletion and 2 = 2.33 gives a 1% probality and hence define a customer 

service levels of 95% and 99% respectively. The associated buffer stocks 

are given by 1.65e)% and agreed Ds Therefore minimum stock level M 

is given by 

M = DL +2.) JE Eque (4.4.1) 

In the present application L could take two values in some cases. 

This situation arose because certain products in the domestic tubes 

product group were made on a continuous basis rather than by batch, and 

accordingly it was possible to divert partially processed material from 

one production line to make a related product on another. When products
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‘were made in this way the lead time was two weeks (L = 2). However, 

if an order had to be made from raw materials thus requiring casting 

and extrusion to be carried out, the lead time extended to 6ix weeks or 

longer depending on the amount of spare capacity existing in the casting 

and extrusion departments. In practice it was attempted at all costs 

to avoid disrupting the casting and extrusion programmes and thus it 

was unusual to fall back to a six week lead time. A detailed discussion 

of the production planning ‘procedure ‘is given in chapter 5. 

The relationship given by equation (4./'.1) was used to calculate 

the customer service levels associated with the existing minimum stock 

levels and to calculate new stock levels based on customer service 

levels of 95% and 99%. This was done assuming lead times of 2 and 6 

weeks. The results are presented in Tables 4.5 and 4.6. Only 

Table 'X' (the metric equivalent of Table 'A') was used as this product 

type accounted for approximately 90% of domestic product group demand. 

Before these results are discussed, simplifying assumptions made 

in arriving Bt iequation (4.4.41) will be examined. Firstly it was assumed 

that an order would be placed the moment the minimum stock level was 

broken. In practice this would be unlikely, as the receipt of a large 

order when stock was just above the re-order point would cause the new 

stock level to fall well below the minimum at the start of the lead period, 

and thus the period stock calculated as L.D would be inadequate. A 

practical scheme would have to make a correction for this effect. Also, 

in reality, the lead time would not necessarily be constant and a further 

correction would have to be made for this. Finally, the results presented 

in 4.3 show that the individual values of demand are not independent but 

are autocorrelated. 

However the purpose of the exercise reported in Tables 4.5 and 4.6 

was not to provide a definitive statement about optimum stock levels but 

to provide an initial look in a consistent manner at the situation as it
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Table (4.5) CUSTOMER SERVICE LEVELS (2 WEEK LEAD TINE) 

  

  

  

Company] Existing 
Mean Standard |Standard|],,. ~ Stock Level|Stock Level 

Table 'X'| Weekly |Deviation| Normal oo ae for 95% for 99% 
Size (mm)|Demand (D) G Deviate | 1 oye. Pe Service Service 

(tons) cre) =z (one) (%) (tons) (tons) 

8 0.3 0.8 3.89 5 > 99.99 2.46 3.2 

12 0.6 0.3 9.05 5 > 99.99 1-90 2019 

nS 11721 39.8 1617 300 87.90 326.93 365.58 

Ze 112.0 23-7 2.27 300 98.84 279-22 302.21 

28 Bh 16.8 3.42 150 99.97 107.94 424.24 

35 11.2 44 13.38 100 |>99.99 31.95 35.93 

he 6.8 3.7 12.70 80 |> 99.99 22.22 25.81 

54 4.8 2k a4 2k 60 |> 99.99 15.43 17-85 

76 1.0 0.7 28.28 30 j> 99.99 3.63 431 

108 41-1 0.8 24.60 30 |> 99.99 4.06 4.84 

133 0.2 0.3 10.95 5 > 99.99 1210 1239 

159 161 1.0 4299 5 97.67 4.53 5-50 

Total 41070 801.37 893.09                   
  

*Standard normal deviate of demand in the lead time, computed from Equ (4.4.1).
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Table (4.6) CUSTOMER SERVICE LEVELS (6 WEEK LEAD TIMES) 

  

  

  

Company |Existing = 

fable 'X' MeL pees Standard |Minimum |Customer nec pes ee pi 

Size (mn) Demand 6) : o Nermatoj/etock | Pervice sae ee fee 
(kane) D Deviate | Level Level (t = ) (t ee ) 

(tons) =" (tons) (%) Le one 

8 0.3 0.8 1.63 5 94.84 5.03 6.37 

12 0.6 0.3 41.89 5 97-06 4.84 5031 

ao) 11721 39.8 ~ 4.13 | 300 < .01 863.39 929.86 

22 112.0 25-7 - 6.44 300 1104 767.75 807.33 

28 Bh 16.8 =16371|, “150 8.53 274.27 302.33 
35 11.2 44 3.26 | 100 | >99.94 83.85 90.61 

4a 6.8 3.7 432 80 | >99.99 55-75 61.93 

5h 4.8 2.5 5.09 60 | >99.99 38.90 43.08 
26 1.0 0.7 13.95 30 | >99.99 8.83 10.00 

4108 41-1 0.8 11.94 30 | >99.99 9.83 11.17 

133 0.2 0.3 5.14 5 | 99.99 2.44 2.91 

159 461 4.0 - 0.65 5 25.78 10.64 12.31 

Total 41070 2125.46 2283.21                   
  

*Standard normal deviate of demand in the lead time, computed from Equ (4.4.1)
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existed at that time. In this way it was hoped to discover whether 

potential existed for the reduction of stock levels. It is concluded 

that such potential does indeed exist, even after an allowance is made 

for the approximate nature of the calculations. 

Thus it can be seen that the levels of customer service the various 

minimum stock levelsyield are extremely high, corresponding to standard normal 

deviates of up to 2 =28. Strangely, the highest volume products 

(45 mm., 22 mm. and 28 mm. sizes) have the lowest customer service levels, 

although with the exception of the 15 mm. size, these too are very high. 

fhe reason for the very high stock levels appears to be largely 

historical and dates from when it was a Company policy to explicitly offer 

400% customer service on stock items. Of course the variability of supply 

and demand meant that on occasion stock-outs would occur, but this was 

regarded very seriously by senior management and reportedly the re- 

occurence of such a situation was combatted by disciplinary action and 

presumably attempts to further increase stock. However in later years 

the raw material, copper, began to become a scarce resource and the benefits 

of low stock levels became more apparent. ‘The tables indicate’ that 

opportunity exists for these penefits to be realised to a greater degree. 

Considering Table (4.5), since a lead time of 2 weeks is more relevant 

to the real life situation, it can be seen that to obtain a 99% customer 

service level a total minimum stock holding of 899 tons is required, while 

the existing minimum stock holding involved 1070 tons. Assuming a cost 

of £700 ton for copper this would represent a saving of rather more than 

£120,000 in raw material alone. Since the stocks are of processed product, 

the capital saving would be considerably more. 

As the above findings are based on values of D ana yD produced 

‘by the PSAIM system as described in Appendix M1, they are calculated on 

the demand recorded for only one quarter and it might be thought that
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these values would not be typical. In fact they compare remarkably 

closely with mean weekly demands and standard deviations calculated for 

high volume products in 1969 as may be seen from Table 4.7. The latter 

statistics are based on 52 weeks’ demand. This correspondence is to be 

expected from the model of demand suggested in 4.3 which was a 

constant model Lnconpers tite a@ seasonal trend. 

Another reason why the above potential savings are conservative 

arises because equation (4.4.1) does take account of the fact that some 

of the products are made on a continuous basis. Assuming an average 

production rate P during the lead time, equation (4.4.2) may be written 

as follows Sd ae 
M=D.L-P.L+2Z4LC) + ) 

= L (D- P) ahe? +e) (4.462) 

where o = standard deviation of achieved production about its 

mean P 

It may be assumed by a consideration of the relative magnitudes of 

L.Dand 2: ayn that although the buffer stock would be increased by the 

introduction of the ae a component, this would be small compared with the 

reduction in M caused by the difference term (D- FP). Thue it can be 

seen that continuous production effectively reduces demand in the period 

of the lead time. 

A final point that must be appreciated is that the suggested savings 

could only be achieved if demand were to be satisfied from a single supply 

point. In reality this was effectively the case as material in short 

supply would be transferred between warehouses. If, however, the 

15 warehouses were regarded as independent supply points the total amount 

of buffer stock required throughout the Company would increase.
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Product 

3" Table 'A'/15 mm Table 'X! 

#" fable A/22 mm Table 'X' 

4" Table A/28 mm Table 'X' 

42" Table A/35 mm Table 'X' 

43" Table A/42 mm Table 'X'   

1969 
(based 52 week's 

demand) 
D 

118.98 

109.07 

38.18 

25.18 

13.46 

op 
39250 

3039 

13-51 

13.96 

5033   

1972 
(based on ‘st 

quarter-13 weeks) 
D ob 

41701 29.8 

4112.0 23.7 

Bheh 16.9 

1162 44 

6.8 3.7 

  

mean weekly demand D= 

os standard deviation 
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5. PRODUCTION SMOOTHING AND ALLOCATION 

This chapter is concerned with the problem of production smoothing 

and allocation. It is suggested that if the problem is approached by 

means of an appropriate set of consistent rules and procedures, then in the 

long run such a system would give a better “performance than the then 

current practice which relied heavily on the experience and intuitive skills 

of the allocator. After the present method of allocation has been described 

in 5.1, section 5.2 presents a set of procedures which form a basis for 

testing the above hypothesis. Section 5.3 describes salient features of 

the actual model devised (PSAIM), further details being given in 

Appendices M1 and M2. Test results from data relating to the final 

quarter 1971 are presented and discussed in section 5.4. 

5.1 THE PRESENT ALLOCATION SYSTEM 

5e1e1 The Factors involved in Production Allocation 

The basis of allocation was an attempt to achieve a constant labour 

capacity. (The term “constant labour capacity" is used here to mean that 

work was organised to avoid laying men off in some weeks of low demand 

and working overtime in subsequent weeks of high demand). This is 

considered in more detail in the next section. 

Other important facts were (i) the quarterly demand forecast 

(ii) production efficiency and (iii) product interchangeability. 

(i) Quarterly Demand Forecast 

Table (5.1) shows the product types and expected demand 

for a typical quarter. 

(ii) Production Efficiency 

In considering how expected demand should be met in the 

coming quarter, an estimate of the current and expected 

efficiency of production had to be made. Thus potential 

capacity might not be available because of plant overhaul, 

high levels of illness absence etce
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Table (5.1) FORECAST OF QUARTERLY DEMAND 
  

4 B.S. 659 Table 'A' 4,425 

2 Minibore 4o 

3 B.S. 3931 270 

4 B.S. 1386 420 

5 N.Z. Domestic 90 

6 Metric Domestic 600 

iz, Miscellaneous 1,360 

8 Skin hard/Level wound 200 

9 Commercial coils 210 

40 Refrigerator coils/straights 2ho 

an Restrictor/Capillary 45 

42 Redraw 360 

13) Tube for fittings manufacture 1,000         
  

A forecast similar to the one above was available quarterly and was 

made by Marketing Department. Additional shorter term forecasts could 

be available more frequently for certain product types.
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(iii) Product Inter-changeability - 

In practice certain products were made on the same plant. 

However, because of differences between such products, largely 

relating to their dimensions, particular items of plant had 

different capacities depending on the product being made at the 

einen This gave rise to the notion of capacity inter-change 

factors whereby '5c' tons of product 'A' were equivalent to 

'y' tons of product B. The interdependence of certain products 

on some plant had to be taken into account wheri production 

allocations were made. 

5.1.2 Combination of Production Allocation Factors 

On the basis of (5.1.1 (i) - (iii)) above,an amended production. forecast 

was arrived at for all product types except numbers 1, 3 and 4 in 

fable (5.1), and the remaining production capacity was established. (As 

orders were received for the former product types they would be treated 

as bespoke work). 

A similar calculation was then performed for product types 1,3 and 4 

and the capacity required to meet expected demand was compared with that 

available. Since demand for these product types was met via Company 

stock it was sufficient in general that stock on hand plus capacity 

available during the coming quarter was equal to, or was in excess of 

expected demand. (It will be seen in section (5.2.3) that this was not 

always a sufficient condition). If this was not so, capacity had to be 

made available to produce more of types 1, 3 and 4 during the quarter. 

This was done at the expense of bespoke work on which increased delivery 

dates were quoted. 

If there was excess capacity even when expected demand for all 

product types had been allowed for, some or all of it could be used to 

keep labour capacity filled. That is, more of product types 4, 3 and 4
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could be made for stock.. Thus the function cf these product types was 

that of "load balancing". 

In addition, production could be allowed to exceed demand in order 

to build up notional stocks such as "holiday stocks" used to meet demand 

during factory shut-downs. This is termed "policy smoothing". 

5.2 A METHOD OF PRODUCTION SMOOTHING 

Broadly speaking the rules and procedures described below are a 

formalisation of what is currently practiced by the allocator, so that 

although some improvement may possibly result from the increased consistency 

achieved by formalisation, the real benefits accrue by virtue of closer 

monitoring of stock movements, both actual and projected, and reduced 

demands on the allocator's time. 

Two further benefits may also be obtained. Firstly the allocation 

function may be performed by a man of less experience and secondly the basic 

allocation model may be used to evaluate the effect of changes to the 

existing system. Thus changes in production loadings together with 

their associated stock levels may be projected for various production 

efficiencies, demand forecasts etc. 

5.2.1 Schematic Outline 

This section describes in principle one way in which production 

smoothing may be achieved. 

Since product types other than numbers 1, 3 and 4 in Table (5.1) 

are made to order, they are not available for smoothing production 

“except in the sense that if total capacity is filled, bespoke order 

delivery dates may be extended until spare capacity appearse Only 

product types 1, 3 and 4 are considered below. 

Experience shows that there is a strong seasonal demand for these 

products, based on the period of one year, and this permits "seasonal 

smoothing". Thus fig. (5.1) shows the pattern of demand in a typical 

year.
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If production were to meet the quarterly forecast demand, this would 

imply the production levels of fig (5.2). 

However if the presence of seasonal variation is anticipated, the 

production level can be smoothed to meet yearly forecast demand so giving 

seasonal smoothing as shown in fig. (5.3). 

The scheme shown in fig. (5.3) would give rise to the stock levels 

shown in fig. (5.4), while that shown in fig. (5.2) would give stock levels 

which did not differ significantly from the base stock level. 

Thus seasonal smoothing permits constant production levels at the 

expense of an increased stockholding. 

522.2 Response to Trend 

Although the scheme described in 5.2.1. will smooth out seasonal 

variation, it will respond to an overall trend. Such a trend is shown 

in fig. (5.5) which would be seasonally smoothed as follows:- 

(a) a smoothed production level would be calculated based on 

quarters 1-4 as described in 5.2.1. 

(b) at the end of quarter 1, a revised forecast for quarters nk 

would be available together with a first forecast for quarter 

number 5. 

(c) A new smoothed production level would be calculated for the 

period, quarter numbers 2-5, bearing in mind the stock available 

at the start of quarter number 2. ‘This is shown in fig. (5.6). 

It will be seen that the smoothed production level is a moving average 

of forecast demand for the coming year and thus it will reflect an overall 

change in demand as shown in figs. (5.5) & (5.6), while remaining 

relatively insensitive to seasonal variations which occur over time 

periods less than that of the extent of the moving average. 

5.2.3 Short Term Adjustment of Production Level 

Although the scheme des¢ribed in 5.2.2. will accommodate long term 

trends in both directions, under certain circumstances it can give rise to
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“short term stock deficiencies. Circumstances which would give rise te 

this are depicted in fig. (5.7) where seasonal variation has been 

intensified in the second year without a change in the overall trend. 

Fig (5.8) shows the same situation for quarters 1-4 after production 

smoothing for seasonal variation. The quarterly forecasts (F) of 

demand are shown and it can be seen that the excess (, + E,) of 

smoothed production over demand in the first and second quarters is equal 

to the deficiency (D, + D,) of smoothed production with respect to the 

demand in the third and fourth quarters. This, of course, is simply 

the result of the smoothing operation. 

Assuming that the system started at period O with only the tase 

stock 85) which is to be preserved at all times to meet contingencies, 

the weekly smoothed production level for the first quarter P, is given by, 

PaeF +Fi,+F +f, 

topes geyeye at Equ (5.2.1) —— 

Se 

However at the end of the first quarter, a new forecast is made, 

which for the first time includes quarter number 5 for which demand is 

very low. (For simplicity it is assumed that the new forecast demands 

for quarters 2-/+ inclusive remain unchanged). At this time the new stock 

level (s, = 8+ B,) has increased by Bj. On production smoothing for 

periods 2-5, the weekly production level P, would be calculated so that, 

52 P, + 5. = F,+F +B +k 

  

2 A 2 5 

ie Py = Fy + Fr, + Fy + 5 - E, Equ (5.2.2) 

52 

Since By <F, from fig. (5.7), and the right hand side of equation (2) is 

reduced by E, , it can be seen by comparison of equations (1) and (2) 

that Po< P, 

Inspection of fig. (5.8) shows the effect of this is to reduce ES 

(possibly to make B,D.) and to increase D; and D, 60 breaking the
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equality Ey + Ey a >; + Dy ; the new situation being represented by 

E, +E, < Ds + Dd, (or possible B,<D,+ Dd; + D,) 

Thus the expectation of fulfilling demand in quarters 3 &A from 

stock accumulated in quarters 1 & 2 is diminished, because subsequent 

smoothing at the end of period one has reduced, possibly completely 

removed, the contribution to stock in quarter2(E,). Unless the 

forecast for quarter number 6 drastically changes the smoothed prodietion 

level for the third quarter, there will be insufficient stock to 

supplement actual production in order to meet demand in that quarter, 

even though in the long term fie the coming year) demand and production 

are perfectly matched. 

If the possibility of a short term stock shortage were detected, the 

production level would have to be increased to the minimum level necessary 

to meet demand in the quarter in question, and the position reviewed 

again at the end of the quarter in the light of the new smoothed production 

level. If such an occurence took place at a time of full capacity working, 

bespoke work would have to be promised on increased delivery. 

5.2.4 Updating the Smoothing System 

Sections 5-21 to 5.2.3 describe an ideal system utilizing perfect 

forecasts. In reality, for the purposes of monitoring allocation on a 

weekly basis it is assumed that, because no weekly forecasts exist, 

weekly demand is in linear proportion to the quarterly forecast, although 

this is not necessarily the case. In addition the quarterly forecasts 

hemelyes are always in error to some extent, and finally the production 

requests made on the factories are not reliably met. All these sources 

of error mean that if forecast and requested quantities are not replaced 

by the actual values as they become available, the smoothing system will 

rapidly deviate from reality and its predictions will become meaningless. 

In practice such actual values become available weekly and thus 

updating could be carried out with a maximum frequency of one week, or
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possibly at longer intervals, to obtain the latest stock projections. 

Similarly a new projection could be obtained when new short term forecasts 

became available to replace the weekly forecasts obtained by linear 

proportion from the quarterly ones. 

5.2.5 Policy Smoothing 

In addition to the seasonal smoothing already described, it may be 

decided to make stock in excess of long term forecast demand with the 

intention of filling labour capacity. Clearly such stock will accumulate 

until either demand increases and/or the production level is reduced. 

5.3 PSALM: PRODUCTION SMOOTHING AND ALLOCATION MODEL 

The PSAIM system embodies the principles described in 5.2 and 

adaitionally provides a means of monitoring various relevant variables. 

A detailed description of the functions carried out by PSAIM is given in 

appendix M1 and will not be repeated here. Chapter 3 of that Appendix 

refers to the print-out obtained from PSALM which is reproduced in 

figs. (5.9) - (5.19) inclusive. It should be noted that Figs. 5.11 

and 5.15 only show part of Tables 4 and 6 respectively in the print-out. 

In each case the layout is repeated a further three times to present 

information for the remaining factories not shown. ‘This is also the 

case in figs. (5.17) and (5.18) Figs (5.16) shows Table 7 of the 

print-out which would normally contain the results of the cusum analysis. 

This table may contain as many entries as there are forecasts of demand/ 

production budgets to be monitored. For reasons given in 5.4 the cusum 

facility finally was not used in the trial quarter ~ it will be seen 

that a forecast of zero is contained in the output. 

In designing the layout of the output the findings of Hitt 

(1961) were taken into consideration. However since the only output 

device available was a line printer this introduced severe restraints 

upon what was possible. In particular no graph plotting facilities 

¥ See also SLiute (iabiacle)
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WEEK NO, 52 Tame 19/03/67 CONSTRUCTION COPPER STOCK AND PRODUCTION SUMMARY DATE 18/02/77 PAGE NO. 

  

    

   

  

  

WITH PROMUCTION ALLOCATIVN FOR MEEK NU 

TARLE 4 CONSTRUCTION COPPER = STOCK AND PEUDUETION SUMMARY BY PRODUCT 

CODE NO, PRI DUCT NAWE DevaNn PRopucTioN mt muts CLOSING stock maxtnun 
TONNES) (TONNES) STOCK LEVEL (TONNES) STOCK LEVEL 

TONNES) (TONNES? 

45000 oom, TABLENK! o,0 0.0 v . ° 
45008 AME) TABLE NK? oto oo 5 . 7 

4 vo Mel TaRLetae orn ato 0 + ° 
asorz v2". TABLE KY elo O2 > * a 
45015 iS NUL TABLEtaY wat Ose 300 . 1900 

6 iam l TaaLetxt oa oo v o 
45022 22 Wy TABLENK? v3904 5.6 soy . 200 
45028 Pw WED TARLE 39.7 32.3 180 . 350 

45035 45. TABLESK? 23 15.2 100 * 200 
45062 42 MV, TABLENK® 510 ono au . 160 
45056 5a Mr) TARLENKY 19 6.3 ny * 410 

45070 7a Me, TABLENAY a5 00 su . 50 
45198 198 MN, TABLE SKY ons 42 Ww . 50 45435 0455 ML TARLENKe ol0 4A 5 . ’ 
45159 150 NL TABLENK® 00 to 5 . a 

o a) 2.0 v ° 47006 om, TaRLeret oe) 0.0 v 0 
67008 Amey TAaLerz? wn 0 « . 2 

0 lwoNey TaBLerze 0.0 avo ‘ oy 0 
4702 2M. TABLENZ? aot 9.0 3 . 3 
47085 VS MEL TABLERZt 2 19 wu . 60 

6 te We. TABLEtZ? 0.0 a0 ‘ a 
“7022 22 Mt, TABLEZ# 3.8 ab sy . 40 

47028 Da MEL TABLENZ* 0.9 a0 9 . 30 
47035 sso) TABLENz® 0.7 0.0 Ww 20 
47062 2 me, TABLENZ! O38 0.0 w . 20 
47056 Se mi, TABLE'Z! ce 000 te . 20 
47076 76M. TABLENZ! oy ~ alo w . 15 
47105118 MeL TARLENZ! ot 00 tw . 15 
G7133 153 MEL TABLENZt 00 a0 3 . 3 
47159189 HE, TABLEZ# o0 oro 5 . 3 

0 O09 o00 o 0 
6 apr. TABLEty? oo a0 v 6 
0 Bry TABLEty? 0.0 000 1 . 2 
° to My TABLEty? 0.0 0.0 v oo 0 
0 i2 ML TABLEtY? 0:0 9.0 é * 3 

46015 i5 Mel TABLEty® 0.0 oo 3 . 25 
0 1 MEL TABLEtY? 0.0 0.0 v o 

6022 2h) TABLEtY® 0.0 0.0 20 . 30 
46028 an We, TABLENY? 0.9 20 vw . 415 
46035, 35M) TABLENY! oo a0 . . 16 
66062 42 Mey TABLENY® 0.0 0.6 > * 40 

46056 34 Min, TABLENY! on 000 13 . 20 
46076 76 MEL TABLENY? 6.0 9.0 > . 5 
46102 108 NEL TABLES Y? ona oo é . 2 

0 133 NEL TABLENy® 6.0 0.0 0 0 
0 150 MEL TABLENY® 20 0 v 0 6 oun co) v a   08
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WEEK NO, 52 

TABLE 2 

  

Time \Os02 747 CONSTRUCTINN COPPER STOCK AND PRONUCTION SUMMARY WITH PRODUCTION ALLOCATION FOR WEEK NUL 2 

PRODUCTION SUMMaAKY RY pRoote? TYPE 

  

  

  

PaonucT TYPE VEIGHT PRONICEN CTONNES) 

TABLE'X® 208.5 
TABLE'Z! “3 
TARLENY® v0 
TOTAL 276.6 

STOCK SUMMARY BY PHONUET TYEE 
  

  

Pwonuct TvDE STOCK CTOANES) 

TABLET KY 29.6 
TABLENZ* a8 
TABLENY! s3i7 
TOTAL 636.9 

PATE TAL 2772 PAGE AD, 2 

18
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MEEK NO. 52 Time 10/07/67 CURSTHUCTION COPPER STOFK am PRONUCTION SUBMARY bate 18/02/77 PAGE SO. 3 
LITH PROMLETION ALLOCATION Bne VER NU, 2 

TARLE @ PRODUCTION SUINARY mY HANUEACTURING SITE 
      

(1) PRODUCTION aT FACTORY NO, 60 = LEEDS 
  

  

   

   

CODE NO, PRODUCT SIZE WEIGHT PRODUCED (TONNES) 
Aub TYPE 

4506 eOMR, TABLETX! ou 
45008 5 HK, TABLENK! ano 

0 10 MM. TARLETKY 0,0 
sore V2 Mh, TARLENK! o,0 
45015 1S WN) TARLENKY 7.4 

0 VA MM, TABLETK? 0.0 
45022 22 M4, TARLENKY o.0 
45028 24 WAL TARLENKY O08 
45035 35 MN. TABLET KY 46 
5042 42 MM. TABLENKY oo 
45054 Se MN, TARLENKY 0.0 
45076 7o MM, TABLE'XY o.0 
45108 10s MM, TARLENK! we 
45133 133 NK, TARLENE! $04, 

453459 156 MHL TARLEIKE O00 
9 a 

avons nH, TABLE NZS ov 
47008 AMM, TABLENZ® O08 

9 Vo my TapLEtz® 0.0 
azore V2 MHL TARLENZY oo 
47015 5 NL TARLENZ® 19 

0 Ve MHL TABLENZ? oo 
47022 22 mi) TARLEtZ# ow 
4702R 28 MM, TaaLetz® a. 
47035 35 MM, TARLENZ? 
47042 42 MM, TARLEtZY 
47056 4 MN, TARLENZ® 
47076 7a WM, TABLENZ! 

47108 10% MBL TABLE! 
47133 135 mM) TABLENze 
47159 450 HM) TARLEtze 

0 
a AM, TABLENY® 
9 AMM. TARLENY® 
9 10 ml TaaLetye 
0 42 MM. TaRLEtye 
5 1S Wl TARLETY? 

16 HM, TARLETYE 

  

bonee 
40028 
40035 
40042 
60054 34 MM, TaRLEtye 
44076 7o MM, TARLETY! 
60108 10K ML TABLET Y® 

9 133 MM, TARLENYS 
0 196 HM, TARLENYE   78
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WEY wo, 52 Tink 10/02/47 

TARLE 5. 

  

FACTORY No, 

“0 

4a 

  

43 

CUNSTRUCTION COPPER STOCK AND PRODUCTION SUMMARY DATE 18/02/72 
WITH PRODUCTION ALLOCATION FOR WEEK NO, 

  

FACTORY SITE 

FEDS 

Krekay 

BaReHEAD 

ALAN FVERTTT 

PRopucT Type 

TABLENKY 
TABLENZ# 
TABLETY! 
TOTAL 

TABLE'K? 
TABLE'Z# 
TABLE'Y® 
TOTAL 

  

TOTAL 

TABLETK! 
TABLENZY 
TABLETY! 
TOTAL 

2 

PRODUCT TYPE TOTALS BY MANUFACTURING SITE 

WEIGHT PRODUCED CTONNES) 

  

PAGE NO. 7 

£8
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beer wo, 52 TIME 10/02/67 CUNSTRUCTION COPPER STOCK AND PRODUCTION SUMMARY DATE A/0a/77 PAGE NO. WITH PRODUCTION ALLOCATION FoR WEEK NU. 2 

COMPANY STOCK PROJECTION AT WEEK Kn. 52 
  

FORECAST DEMAND (TONNES) 

  

CM MAT2AV GC 2604276.3) 66 3106225. 5906 b.00293, 9206 5404288, 7) 66 bene 

  

40604 364479 4 14,4 377.B) 4 120626042) 6 C13.04399,99 4 616.00634 09 1500, 
996946396094 62060043460) 6 (21606631659 4 (224604634 .0) 6 (25404 434.0) 1 (26. 0» 

SMOOTHED WEEKLY PRODUCTION (TONNES) 

  

4 404260, 1966 B04 2AS BIC 3406220.79 06 60,2721 Hl 544267 .28) 46 6.0% 
(4060467545941, 4356.09 4012404 126,9) 461 3,04272, 6) 4 (14,0, 639, 3), (15,0, 
M9604 S266) 462060665256 462140445246) 4622604452, 4) 0 6230 452,49 4 (2b. 04 

PROJECTION OF TOTAL CD, STOCKS (TONNES) 
  

© 440 ¢566,39 4 2,00553.8) 4 360667064206 bo 04520.79 46 5404503,09 46 6.04 
1060469479 41904 667.294 (12406663, 99 15,0 634,9) 6616,04,665,2) 015.0, 

(9966475062) 620604774 6) 6 (21404793. 4 622,00816. 4) 4 (23.04435, 8) 9 (26,00 

  

  

  

355.1900 Pe 

6346096 €16,04659,094097.0,634.09,018.0,631,09, 
439609462540 459,00 6 (26.0,434.0) 

275.B 6 7.4 32S.69 06 Bede S58. 496 V0 602.9)5 
526691604 432.494017,0,652.694 618, 0,652.6), 
5264) (25604 492.69 4 (26604652, 4) 

654.0066 7.0 b40,e) 

  

BO bb1 Ae 9404666.89, 
664660401640 1680,09 46974042707. 49 41K. 0,728.8), 
85762) (25.01 874.6) 6 (26.0,900,0) 

299.7906 860,359.59 40 9.00617.094 

v
8
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wee wo, 52 Thee tusorre7, 

CARSCISSA VALUES 158K 09 

  
Wize paomuichtow aLunest ie Raa VEEL Wo. 2 

  

  me FOVECAST DFMAND CTOAHESD 
SHOOTKED WEEKLY BeanuETION CruNNESD 

  

PROJECTION OF TOTAL Co, Stoces (TONNES? 

AVE AALS + TOW ES Cee cvmmoL ue 

CORDINATE: VALUES 10888 4) 
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bree NO. 52 Time 0/07/67 CONSTRUCTION COPPER STOCK AND PRONUCTION SUMMARY DATE 18/02/72 
2 WITH PRODUCTION ALLOCATION EMR WEEK NO, 

TABLE 6 

  

PRODUCTION ALLOCATICN BY FACTORY 

(1) ALLOCATION FO2 FACTORY NO, 40 = Lees 
  

  

COnF Na, 

45006 
45008 

0 
45012 
45015 

0 
45022 
45028 
45035 
45062 
45056 
45076 
45108 
45933 
astge 

47006 
47008 

47012 
47015 

47022 
47028 
47035 
47042 
47056 
47076 
67108 
47933 
47150 

9 
0 

9 
° 

46015 
° 

4o0e? 
4n02eR 
46035 
40042 
40056 
40076 
eer0R 

0 
° 
0 

pRoDUCT SIZE 
AND TYPE 

oom, TARLEt! 
TADLENy? 
Tampere? 
TABLENKY 
TAELENKE 
TARLENX® 
TABLENK® 
TABLEMKS 
TASLENKS 
TABLE'X, 
TABLETS 
TAPLENK® 
TARLES® 
TABLENK! 
TABLENKS 

   

  

TaABLetze 
TARLENZE 
TARLENZ® 
TANLENze 
TAMLENze 
TAGLENZ® 
Farcetze 
TARLENZ® 
TAPLEN DE 
TARLENZ® 
TABLE 
Tate 
TARLE 
race 
TARLE    

OOM, TARLEIY® 
AMM, TARLETYS 

  

Voom) TASLEN We 
12 MY) TASLetye 

TABLEty® 
1a MY) TARLETy® 
22 wl ratetye 
2A wm. TAKLEtY® 
35MM. TARLEty® 

  

133 MM, TARLEtye 150 wel rancetve 

   

ALLOCATION CTUNKES) 

S
u
s
e
 

e
o
c
o
o
o
c
o
s
 

o
s
s
 
e
s
o
a
s
o
N
 

o
e
e
s
s
3
e
8
e
e
3
3
e
c
s
 

0 
° 
° 
° 
0 
0 
° 
0 

  

PAGE NO. 

+ 

10 
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Wren NO, 52 TIME 10/02/67 

      

VARTARLE 

TOTAL nEwanD 

    

CONSTRUCTION COPPER STOCK AWD PRODUCTION SUMMARY WITH PRODUCTION ALLOCATION FOR WEEK NO, 2 

MONITOR OF FORECAST VARIABLES 
    

   
WEEKLY (TONNES) 

FORECAST ACTUAL DIFFERENCE 

  

319.4 319.7 

      

  

  

CUMULATIVE (TONNES) 

FORECAST ACTUAL DIFFERENCE 

0,0 3847.8 3867.8 

      

DATE 18/02/72 

STATUS 
18 - UNDER 

CONTROL | REVIEW 

    

PAGE NO, 

  

our oF 
CONTROL 

  

1% 

18
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Week NO, 52 Time 10/02/47 CONSTRUCTION COPPER STOCK ANDY PRODUCTION SUMMARY DATE 18/02/72 PAGE NO. 15 WITH PRODUCTION ALLOCATION FOR WEEK NU, 2 

40 FOR 4TH QUARTER,   

PRODUCTION MONTTOR OF FACTORY KO 
    

DEVN, FROM PRODUCTION REQUEST (TONNES) 
    

ONO BEKI0E 2600) 6050996 305-186. 9906 4.00:-76.9)4¢ 5404%460,295¢ 6200 977.19 0¢ 760/=169. 2096 Bs0e 4908), 
©9,0,9422,894040,04  06194614,0,0126,694612,05 ©50.794613,0,0226, 09 

FROM PRODUCTION BUDGET (TONNES)      

CN Oe ISOS BeDa ces OIeE SoOs: HSH OVE 6.06 BRIO SiOH'S2S 61 C Se SOL’ 760)-<8Pegic€ Lon: earerdy 
€9,0, 12,09,610,0, 30,09,019,9, 18,69,012,0. =9,39,013,0, =38, 8) 

88
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UrEK yo, 52 Tmt 10/02/47 CONSTRUCTION COPPER STOCK AND PRODUCTION SUMMARY DATE 18/02/72 wo, 2 PAGE NO. 16 WITM PRODUCTION ALLOCATION FOR WEEK 

SYMBOL KEY 

tos DEVAN, FROM PRODUCTION REQUEST (TONNES) 
  = DEVN, FRON PRODUCTIUN RUDGET (TONNES) 

x! AIS = Mere NO, TY! ARTS = TONNES (SFE SVHROL KEY) 

(ABSCISSA VALUES X T-EXD 99 COMDINATE VaLUFS x 40EXD 19 
“30 28 

10    20 
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Meee uO. 15 Tame 04/33/18 CONSTRUCTION COPPER STOCK AND PRODUCTION SUMMARY DATE 12/04/72 PAGE NO. 23 
WITH PRODUCTION ALLOCATION FOR WEEK NU, 15 

(PSALM = MAIN. PROGRAM) 
6l
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TARLE 8 

  

DUCT SIZE 
AND TYPE 

6 pm, TARLENX! 
TABLE! 
TABLENK? 
TABLED! 
TABLENX! 
TABLENK! 
TARLENA! 
TARLENK! 
TABLENE! 
TABLENX! 
TABLENX! 
TABLES!    
TABLENK! 
TABLED! 
TABLED! 

  

TABLET! 
TAgLE'z! 
TARLE'2! 

  

TABLENZ! 
TARLEty! 
TABLENY! 

  

TAQLENY! 
TARLENY! 
TABLENY! 
TARLENY! 
TABLENY! 
1    e 

LENY? 
TABLENY! 

CWANNEL 6 NOW 10 AUEKETS 

DEMAND STATISTICS 

MEAN NEEKLY DEMAND VARIANCE 
(TONNES) 

  
STANDARD DEVIATION 

(TONNES) 

  0
6
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‘were available although it was considered essential to the system that 

data could be displayed in graphical form. To this end a software 

package GOODS was prepared which enabled point plots to be prepared using 

the lineprinter. (Details of the GOODS program are ‘given in Appendix M3). 

Point plots are not particularly useful for distinguishing trends but once 

the data is in this form, the plotted points can readily be connected by 

pen. By enabling data co-ordinates to be plotted automatically against 

flexible scales the task of graph peeparetion was thus reduced to a 

simple clerical task. 

Table 8 of the PSALM output ~ fig. (5.19) - is based upon the first 

quarter of 1972. This particular facility was added after the dyial 

period and nominally after the research had ended. Actually the system 

support manuals (Appendices M1 and M2) were prepared during the first 

months of 1972 and arrangements were made for C.A.D. staff to operate 

the system at this time. Special coding sheets were also prepared 

containing the pre-coded card identification codes (Appendix M1). 

Daring the development and testing of the PSALM system there was 

close collaboration with the C.A.D. manager. As a result of this 

collaboration a number of changes were made to the initial system. 

Thus it was agreed that stock would be regarded as an input to the 

system rather than as a variable derived from production and demand 

figures. The reason for this was discussed in 2.2.3 (iii). 

Secondly the format of the tables output by PSALM were changed to 

include product codes and factory codes at the request of the C.A.D. 

manager, He would have been satisfied to lose the alphameric descriptions 

as he was completely familiar with the product codes. Had this practice 

been adopted it would have been in line with many other computer 

generated listings used at the Company. However experience had shown 

that the value of such listings was limited to a very small number of
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people familiar with the codes used and consequently the printouts were 

virtually incomprehensible to anyone outside the specialist area 

concerned. It was agreed that the alphameric description and the codes 

should be used. Use of product codes would help in the production of 

information for use by other programs in future system development. 

It was also agreed to impose a limit on the variation the program 

could apply to the smoothed production level, even though this would 

mean that the buffer stock would not be produced by the end of the 

horizon period. At the time of the trial period, stocks were approximately 

half their "minimum" level, for reasons discussed in the next section. 

This meant that PSAIM was calculating smoothed production levels which 

were well in excess of those set out in the production budgets and 

which could not be met by production. To avoid this situation the 

program was amended after the trial period so that the smoothed 

production level could never fall below 85% of the total production 

budget and could never exceed 125% of the budget. 

Because of the stock shortage the minimum overall stock level for 

the company was entered in the model as 900 tons at the suggestion of the 

C.A.D. manager. The minimum overall stock level corresponding to the 

minimum values shown in Table 1 of the PSALM output ~ see Table (4.5) 

or (4.6) for individual values - was 1286 tons. ‘This also helped to 

keep the smoothed production level within reasonable bounds. 

Finally the C.A.D. manager asked that orders to bring stock levels 

up to their minimum should not be less than 10.0 tons. This would 

prevent uneconomic production orders of, say, 0.1 tons being raised by 

the system. 

5.4 TRIAL RESULTS & DISCUSSION 

fhe overall impression gained from the results of running the system 

on the results of the 4th quarter of 1971 was one of considerable 

confusion, almost chaos, in the production/stock control situation.
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Undoubtedly a great deai of this was due to the fact that a metric 

range of products had nist heen introduced and it was the intention of 

the ae to discontinue its imperial size products. The changeover 

period occurred during the period of the trial results and thus 

peccection was initially divided between both product ranges and in 

addition stocks of the metric size product still had to be built up. 

There was no way of anticipating how rapidly customers would 

change to the new product range given that imperial size stocks were 

still available at builders' merchants and other outlets. Since the 

two product ranges were approximately equivalent, it might seem at first 

sight that at least the total demand for metric and imperial sizes would 

be the same as if only the imperial size product range were available. 

If this were the case then the total forecast of demand could be 

obtained using the relationship derived by Marketing Department which 

was described in 4.1. Unfortunately even this approximation was unlikely 

to be adequate as the wholesale trade were expected to place abnormally 

large orders in order to build up their own stocks. Thus individual 

estimates of expected demand varied within the Company and further 

complicated the already uncertain picture. 

Bearing the above in mind, one of the immediately apparent 

observations to be made from the PSAIM print-outs was that stocks of 

all items in each of the Table 'X', 'Y' & 'Z' product ranges were below 

the official minima for the whole 13 week period. 

Table (5.2) shows the production budgets for the trial quarter. One 

of the immediate problems of implementing this within the PSALM framework 

was that budgets were not specifically given for all products. Thus it 

can be seen in Table (5.2) that the official production budget contains 

entries such as "others" and "over 54 mn", while the PSALM system 

operates at a more detailed level of control. However it was decided



fable (5.2) PRODUCTION BUDGETS FOR FINAL QUARTER 1971 

(TABLES X, Y &Z) 

  

  

  

  

          

Factory Noe Product Type too tented 

4 BS 659/Table X (15 DD 
(22 20 
(others 5 

BS 3931/Table 2 ) 

BS 1386/Table Y 2 

2 BS 659/fable X 15 110 
22 20 
28 4o 
35 40 
4a 10 
5h 10 

Over 54 4 

BS 3937/Table % 18 

BS 1386/Table Y 25 

3 BS 659/Table X 15 40 
22 85 

4 BS 659/Table X 15 25   
  

94.
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that the specific allocations obtained from the system were not too 

important as it was recognised that the principle of weekly adjustments 

to the production budget would not be implemented immediately. It was 

decided therefore merely to enter those production budgets specifically 

made for individual products. This would account for 373 tons of the 

weekly budget of Table 'X', leaving a further 9 tons not specifically 

allocated. The 27 tons of Table 'Y' and the 25 tons of Table 'Z" were 

ignored. Instead of allocating this 9 tons in an arbitrary manner it 

was expedient to enter the total weekly budget as (373 + 9 = 482) on the 

datafile. This had the effect of spreading the 9 tons in proportion 

across the products already allocated. (Further details may be found in 

Appendix M1, section 5.1.2). 

A more fundamental problem was that in the production budget no 

differentiation between Table 'A' and Table 'X' was made. It was 

necessary to assume therefore that the whole of the budget would be 

Table 'X'. Hopefully this largely explains the deviations from 

production budget recorded in the quarter which are presented in fig. 

(5.20). In fact the overall picture is one of production deficit and 

this is reflected in the fall in stock over the period-fig. (5.14). 

Apart from the general production deficit, the variation of weekly 

production achieved is shown in fig. (5.20). ‘The difficulty of 

controlling stocks is, of course, as much related the variability of 

production as to the variability of demand. However it should be 

‘possible to control the variability of production to a greater degree 

than that observed during the trial period. Some reasons for the 

inability of C.A.D. to control production levels have been discussed in 

2e2e2<0 

Finally it is interesting to note that all the curves in fig. (5.20) 

have approximately the same shape. This may be caused by the fact that
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factory 2 produces most of the starting stock for products in the Table 

ioe, tY' and 2! Breguet groups. If so it indicates where further 

aivestigation would be profitable, since the suggestion is that the 

deviations from production budgets originate in the common production 

process at Factory 2. ‘The difficulties of stock control are underlined 

by the fact that the factory with the largest production budget also has 

the greatest deviations from that budget. 

Figure (5.21) shows the production requests (allocations) that 

PSALM has generated. Since no attempt was made to implement these, they 

merely serve to show how the system would work assuming that production 

departments could and would respond to weekly monitoring by C.A.D. The 

greater havenitade of the deviations in fig. (5.21) compared with those of 

fig. (5.20) is caused by there being no limit imposed to the smoothed 

production level during the period of the trial. Thus as the end of the 

period approached the smoothed production level rose sharply as the system 

tried to achieve the minimum stock level by the end of the period. (See 

Appendix M1, section 2.2.1). This effect appears as increasing 

deviations from production request in fig. (5.21) in weeks 46, 48 and 50 

for the major producer Factory 2, and to a lesser extent a similar effect 

is noticeable for the next largest producer, Factory 4. The oscillatory 

effect in the deviations is caused by the system requesting lesser amounts 

of production in alternate weeks in anticipation of stocks becoming 

available as a result of the previous week's production request. In the 

first week of the trial period there was no production request and the 

deviation shown is thus the actual production achieved. In the second 

week the production request was set equal to the material programmed for 

completion in that week - see for example, Table (4.1). In the third 

and subsequent weeks the deviations are those measured by the system. 

Figure (5.22) racctetucta a printout obtained from running the 

PSALM system on Table ‘At data at week number 40 in 1971, prior to
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‘conversion to metric data. It shows that a short term deficit in stock 

is expected to occur by the end of the year if the shown levels of 

production and forecast demand are maintained. In fact such a shortage 

did occur, but the accuracy of prediction is clouded by the complicating 

factors of the effects of metrication already discussed. However 

fige (5.22) does serve to show how the system should be used to predict 

the medium term future (the horizon period is only limited by the period 

of the forecast, of course) and exemplifies with real data the schematic 

presentations of 5.2. 

Fig. (5.14) shows the situation at the end of the trial period with 

the stock projection for the first quarter of 1972. It may not Ihe 

compared with fig. (5.22), of course, because fig. (5.14) refers to metric 

products. It is suggested however that if PSALM had been implemented 

before metrication had commenced, two versions could have run side by side, 

one for metric products and one for imperial sizes. This could have 

been a great help to monitoring the progress of metrication and 

evaluating the effects of various levels of future demand. 

The difficulty of obtaining any reliable forecasts of demand led to 

the use of the cusumanalysis facility being temporarily shelved.
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6 REVIEW 

This chapter begins by summarising the essential differences between 

the manual and computer systems for production smoothing and allocation 

(6.1). Although Part 1 has concentrated on the functional aspects of 

~ production control, much of the work was carried out against a background 

of considerable organisational change and inevitably this had an effect on 

the work carried out. Some of these factors are mentioned in section 6.2. 

Finally 6.3 outlines a programme of future work that was submitted for 

consideration. This programme would explicitly take into account more 

variables than the PSAIM solution. Additionally an optimising solution 

to allocation is described and its validity is discussed. 

6.1 COMPARISON OF MANUAL AND COMPUTER SYSTEMS 

The manual system was rudimentary, largely unelaborated and 

depended considerably on the skill of the allocator. Production 

allocation and stock reviews took place weekly and were based on the 

information shown in Table (4.1). Such a table was prepared weekly for 

the allocator who would use the information contained therein to make 

his allocations. If necessary, reference could be made to past tables. 

No formal attempt was made to monitor the variation of demand and 

production through time by extracting trends from the data. A global 

view was taken of stock and production budgets were only partially 

differentiated with respect to individual products. 

On the other hand the PSALM system provides a consistent, logical 

-and yet simple means of reviewing and adjusting production levels in 

accordance with specific Company policies. It requires only the same 

input information as the manual system to provide everything the manual 

system provides. Additionally it automatically scans stock levels 

indicating excesses and deficiencies of stock and raises replenishment 

orders where necessary. Information about the three product groups
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used for production smoothing is presented.on the same sheet and stock 

and production summaries are given by product type and manufacturing site. 

Instead of providing only point estimates of the major variables (ie stock, 

production and demand), PSALM reproduces past trends and a simple 

projection of future stocks is made. The future trends may be manipulated 

to allow for expected events such as annual shut-down of sites for 

maintainance and the need to create stock to cover holiday periods when 

production levels are low. Allocations of production to manufacturing 

sites are adjusted automatically to allow for unexpected depletions of 

stock and provision has been made to monitor forecasts of demand, 

production budgets and/or any other variable whose expected value is known. 

Finally a record of deviations of production from the budget enables 

responsibility for stock deficiences and excesses to be allocated 

according to performance. The occupation time for one run of PSALM 

was approximately 7-8 mins on the Company's 1.C.L. 19034 (32k) computer. 

In addition toprovidinga more systematic approach to allocation, 

important statistics are accrued describing the mean demand and its 

variance for each of the 45 products individually monitored. Primarily 

intended for re~setting the limits in the cusum analysis, this 

information is useful in assessing changes in demand in the absence of 

a better forecasting system. Also of great importance is the fact that 

the data input weekly on cards to the system is in an ideal form for 

additional analyses of the type reported in Chapter 4, Before the 

advent of PSAIM this data had to be extracted manually from sheets such 

as that shown in Table (4.1). This is a very time consuming exercise 

and as such constitutes an effective deterrent to such analyses being 

carried out. 

Adopting the PSAIM system represents an important advance in the 

control of allocation. However the system may be improved further by (a)
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gaining a firmer grasp on production and so reducing a source of variation 

potentially under internal control and (b) to improve both the reliability 

of the forecasts of total demand and demand for individual products. 

When the foregoing has been achieved the door is ee to more ambitious 

improvements in allocation procedures. 

6.2 EXTRANEOUS FACTORS 

One extraneous factor that significantly affected the research was 

metrication, but this has already been discussed in 5.3 and 5.4. The 

remaining factors were concerned with organisational aspects. 

During the course of the study the position of allocator was 

occupied by three separate people. Each had rather different views of 

the job and different requirements of the new allocation system, which 

introduced additional design requirements in order that the system could 

retain its utility for the allocator. 

Finally, during the test period, a major re-organisation was being 

planned to reconstitute the Company on a product division basis. 

Previously product division boundaries were relatively flexible, for 

example, Fittings Division would obtain its tube stock by internal 

transfer from Tubes Division. Under the new scheme, not finalised when 

the research ended, each operating division was to be entirely independent 

of each other. For example, in the above case, if Fittings Division 

required tubes it would be required to produce them itself. Under the 

new conditions, the scope of the C.A.D. function was not known at the 

time the research ended and its future role in load balancing for the 

Company had not been defined. Clearly changes on this scale could affect 

the validity of the PSALM system and its future was uncertain,as were the 

positions of the C.A-D. personnel. This did not facilitate implementation 

of the system. (Post Script: The allocator mainly involved with 

implementing PSALM was appointed to another division and the responsibility
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for domestic tube production allocation has been returned to the C.A.D. 

manager first involved with the research). 

6.3 FUTURE WORK 

The following proposals have been made that work should be carried 

outi= 

(i) o establish (a) stock levels related to demand, and (b) a 

review procedure for amending these as patterns and variability 

of demand change. 

(ii) To produce stock holding costs versus service level curves 

for individual products in order to support decisions to 

provide very high service levels where this is done. 

(iii) To examine manufacturing processes in order to establish 

product cost versus production batch size curves, and thus to 

obtain a minimum cost batch size and an acceptable range about 

this value. 

(iv) To use the results of (iii) to establish the product cycle time 

ie how frequently batches of particular items must be scheduled 

for production in order that in combination with the stock, 

average demand may be met. 

(v) Use the results of (i - iv) to produce optimum production 

schedules, say, at weekly intervals using linear programming 

techniques. 

A number of linear programming solutions may be devised to solve the 

.problem of production allocation. For example, the fact that some of 

the products are made on common machines was mentioned in chapter 5. it 

was also stated that the efficiency of these machines depended the product 

being processed. The problem of allocation may be formalised in the 

following way. Assume that products P, (j = 1, ee. n) are to be made 

on some or all of machines M (i # 1, «e+. m) and let a2 o represent
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the time taken to produce unit weight of product =; on machine My in 

unit time. Then if each machine has associated with it spare capacity 

Cc; the problem may be expressed as follows:- 
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where Cc, (j = 1, eee- n) is the contribution (or profit) associated 

with unit weight of *,- 

The problem, therefore, is to maximise @ subject to the capacity 

constraints (c,). The above could be made more realistic by adding 

further constraints to to prevent excessive stocks being accumilated 

or to ensure that a minimum amount of Ss was made. 

The above scheme is similar to one advanced by Oldfield (1970) 

put not explored in any depth. 

The outpit from such a model would be similar to that obtained from 

PSAIM, namely a production allocation that would vary on a weekly basis. 

Unless the Production Departments were to accept the principle of 

responding on a weekly basis to production requests, there is no reason 

to suspect that such a scheme would be any more successful than the 

existing PSALM scheme which is computationally more simple.
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Obviously the linear programming allocation system could be 

  

incorporated into the PSALM framework. Although it would require more 

data input (concerning plant capacities) each week, the allocations 

produced by the scheme outlined above would be more in tune with 

production capabilities in a given week, since the plant capacities would 

indicate the state of readiness of equipment. PSAIM currently obtains 

this information from the production budgets which are, in effect, 

forecasts of plant availabiasey eae. in general, some considerable time 

in advance of a particular week of manufacture. In consequence these will 

be less reliable indicators of plant availability in a given week than 

would estimates of machine spare capacity collected specifically ‘for that 

purpose just prior to the week of interest. 

In the above model spare capacity is utilised until none exists. 

By definition, therefore, the model is operating in an area of diminishing 

returns. That is to say, the output may be expected to be less than 

proportional to the inputs, although the linear programming model assumes 

linearity of response. While good approximations to linearity may be 

obtained in practice, the theoretical problem needsto be borne in mind. 

Eilon (1962) has discussed some alternative linear programming 

solutions to the production allocation problem. 

In the final analysis, however, the form of model that will be most 

successful is the one that is accepted by management for implementation, 

and it is this theme that Part 2 will pick up and develop.
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PART II: THE IMPLEMENTATION OF COMPUTER-BASED MANAGEMENT INFORMATION SYSTEMS 

Part II is concerned with the generalised problem of obtaining 

successful implementation of management information systems. After a 

review of the literature in Chapter 7 it is concluded that a means of 

systematically investigating user expectations is required. Chapter 8 

presents the essential propositions of Personal Construct Theory which is 

used in Chapter 9 to develop a test for revealing user expectations. The 

results of using the test are presented and discussed in Chapter 10 while 

Chapter 11 draws conclusions from the research as a whole.
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7. LITERATURE REVIEW 

The. practice of management is largely an exercise in decision mking 

and the purpose of a management information system (M.I.S.) is to make 

information available to management in order to facilitate decision 

making. © M.1I.S. design therefore is intimately concerned with the 

particular form of decision making employed by management and in particular 

by individual managers. 

Because of the relevance of decision making to M.I.S. design, section 

7.1 contains a short statement of the basic ideas of decision theory and 

their practical relevance to systems design. Decision theory is an attempt 

to set human decision making behaviour within a conceptual framework. 

Section 7-2 describes two possible alternative approaches to human 

decision making in the management context. Section 7.3 explains why 

existing M.I.S.s tend to be concerned with quantitative aspects of 

management. A review of human factors aspects of computer system design 

is given in section 7.4 with particular reference to man~computer 

interaction. The reason why man-computer problem solving requires the 

system to ideally be designed for specific users is explained. Finally, 

section 7.5 describes some practical problems arising in the design of 

management information systems. 

7.1 DECISION THEORY 

Since the practice of management is largely comprised of decision 

making, an examination of the theory of decision making is an obvious 

requirement in any attempt to improve or assist practising managers. 

The theory divides decisions into three categories, namely, those 

decisions involving riskless choice, those involving risky choice and 

finally decision making in the face of uncertainty (Edwards, 1954). By 

riskless choice is meant choice between alternatives where the decision 

maker is free to select that ‘alternative whose outcome suits him best. 

Risky choice, on the other hand, is used to describe choice between
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‘elternatives whose outcomes have known probability of occurence but 

where the decision maker exercises no control over the occurence. 

Finally, uncertain choice describes the situation where a choice must be 

made between alternatives having outcomes whose probability of occurence 

is unknown. 

In the theory of riskless choice, the decision maker is assumed to 

make his choice between possible outcomes in accordance with the utility 

each outcome affords him. ; The assumption is made that a decision 

maker will act so as to maximise his utility. Here then in theory isa 

rational procedure for decision making under conditions of riskless 

choice. 
| 

Following the work of Von Neumann & Morgenstern it is also possible 

in theory to derive the utility of outcomes under conditions of risky 

choice. Thus the expected utility of an outcome may be calculated as 

the product of its utility and its probability of occurence. In general 

the expected utility (BU) of a decision dependent upon 'n' risky outcomes 

is given by, 
n 

EU = q p, Uz Where u, = utility of ie? event 

probability of occurence of ae 

event. 

w 

Py 

Once the expected utility of each set of outcomes has been established the 

Von Neumann$Morganstern theory predicts that the decision maker will 

select the set of outcomes which maximises his expected subjective 

utility. 

Finally, when decision making is taking place under conditions of 

uncertainty, Von Neumann & Morganstern (1947) have developed the Theory 

of Game s which attempts to give guidance upon how to select the most 

effective strategy based upon consideration of pay-off matrices drawn 

up from the strategies available.
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’ The foregoing is a most cursary summary of decision theory but it 

serves to present the features necessary for the following discussion. 

Reviews of the field are to be found in Longbottom (1972), Edwards & 

Tversky (1967), Edwards (1961) & Edwards (1954). 

The foregoing has shown that knowledge of individual utility isa 

fundamental requirement if decision theory is to be used in practical 

situations and Mosteller & Nogee (1951) concluded that it was indeed 

feasible to measure utility experimentally. However Longbottom (1972) 

suggests that " ... it is doubtful whether an individual manager's 

utility functions will, or even should, be used in organisational decision 

making". He bases this remark upon a consideration of the practical 

problems involved in developing utility curves, which arise from 

unfamiliarity of the process and the hypothetical nature of the 

questioning. Neither is it clear, he suggests, whose utility function 

should be used in decision making - the shareholders', the managing 

director's or the individual manager's. His reservations are supported 

both by the variety of views and findings reported in Edwards & Tversky. 

(ibid) and their lack of precision, for example, Edwards states that 

t ,.. the subjective expected utility model is clearly wrong in detail". 

Since many if not most of the decisions that are taken by a practical 

decision maker would be categorised as "risky" in the terminology of 

decision theory, the question of subjective assessment of probability 

must also be considered. 

Once again a number of fundamental problems present themselves. 

Firstly, how should the subjective probabilities be treated; for example, 

should they range between O and 1 by analogy with statistical probability, 

and should subjective probabilities be addititive in the sense P(A) + 

P (not A) = 1, again by analogy with statistical probability? Secondly, 

how do people adjust their estimates of probability in the light of 

new information? Bayes Theorem (see for example Kendall, 19666)
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describes in mathematical terms how a new estimate of probability P(H/D) 

may be calculated as to the truth of some hypothesis (H) ~ initially 

having probability P(H) - in the light of new data (D) having probability 

P(D/H). In fact the hypothesis (H) being tested is always in 

competition with other hypotheses, for example (not H), thus the formal 

statement of Bayes Theorem considers (r) hypotheses of the form 

(Hy) where i=l, «.-. vr (r> 2). It may be written as follows, 

P(H,/D) of P(D/il,) P(H,) 

Bayes Theorem is widely used as a model of human information processing. 

Its use is advocated by Gustafson et. al. (1969) as a practical means 

of reducing actuarial data in medical diagnosis. The authors quote other 

research that has shown the Baysian approach to be superior to multiple 

discriminant analysis and principle axis factor analysis in diagnosis. 

The main practical difficulty in the approach advocated is seen by the 

authors as being that of estimating the liklihoods - P(D/H). In 

contrast, Phillips et. al. (1966) found that while their subjects had 

shown some Bayesian decision making behaviour, by and large they had 

exhibited a marked degree of conservatism in that they tended to 

underestimate big changes in posterior probability - P(H,/D) - compared 

with the theory. 

In realistic decision making situations, the choice that has to be 

made is multidimensional in its nature. In an industrial context, for 

example, a decision to introduce automation with the intention of 

gaining greater productivity might require a reduction of staff. This 

in turn could cause disruption of production by virtue of trades union 

activity. In coming to such a decision, a manager would have to assess 

his subjective expected utility of each outcome separately; that is an 

increased return by virtue of increased productivity and a possible loss 

by virtue of industrial action should it occur. He would then have to 

establish the overall subjective expected utility by adding together the
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Prdiyicaal utilities. In so doing he would be combining utilities 

calculated along different dimensions of his utility space. In the 

theory of riskless choice it is usual to assume that the utility of a 

multi-dimensional alternative is the sum of the utilities of its 

component parts. Thus Yntema & Torgerson (1960) discuss three methods 

of conveying a man's decision rules to the computer, each of which is 

concerned with establishing the relative utilities of the human decision 

maker and converting these to a decision function that can be used by the 

machine. The authors emphasise that interactions between the main 

effects can be ignored. ‘This idea is embodied in the experiments of 

Phillips et al (ibid) but are challenged by Keeneg (1968) who suggests 

that a quasi-seperability utility function should be introduced yielding, 

U(x,y) = U(x,o) + UCO,y) + K.U(x,0).U(0,y) 

where K is an arbitrary constant, U(x,y) represents the utility of 

(x and y), U(0,x) represents the utility of (x) etc. 

The above expression would replace the seperable utility function, 

U(x,y) = U(x,0) + U(O,y) implied by Phillips et al. 

However perhaps it is in decision making under conditions of 

uncertainty that existing theory could be of most practical value, but in 

fact it is in this particular area that its application is most 

questionable. One of the fundamental principles of game theory 

developed by Von Neumann & Morganstern to treat decision making under 

uncertainty is the min-max principle. This postulates that under 

uncertainty a decision maker will attempt to minimise his maximum loss. 

That is, he will select the strategy from those available to him that has 

the least unattractive outcome if it is not successful. By applying 

this principle it is possible to select a 'best' strategy within the 

_ definitions of the theory. However the theory was developed for 

application in a gaming situation where the idea of opponents and 

competition are relevant notions, while in many practical situations of
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decision making under uncertainty there can be little suggestion of the 

decision maker being in competition with anyone, except perhaps with 

nature. It would be a particularly cynical outlook to suggest that 

nature always competed against man's objectives in a manner comparable to a 

player competing against his opponent (s). Furthermore it is often 

@ifficult to cast real life decision making into the required pay-off 

matrix form required to apply game theory, so much 50, that one writer on 

the subject has remarked that it is an interesting methodology that 

requires useful applications. (Williams ,1954). 

The foregoing serves.to show that, at least for the present, decision 

theory has little to offer ina practical way to M.1.S. design. While 

it is claimed to have predicted real life decision making behaviour, the 

basic models, while elegant in conception, do not appear to be rich enough to 

predict the actual decision making behaviour of an individual human being. 

By analogy with atomic theory, while the model of an atom as a nucleus 

having orbital electrons is a good predictor of the macroscopic behaviour 

of materials, it is inadequate to represent the observed behaviour of 

individual atoms. 

7.2 ARTIFICIAL INTELLIGENCE & CYBERNETICS 

Brief mention should be made of the possibility of developing 

intelligent machines. Conceptually, at least, if machines could be 

built which were able to exhibit intelligence then they could be set to 

the task of decision making. 

Conventional machines are used by man to amplify or extend his 

capabilities. For example, they are used to amplify his strength, 

endurance, speed of working etc. By similar reasoning it might be argued 

that if machines could be built that exhibited intelligent behaviour 

of even a limited kind, then the possibility of developing machines that 

were even more intelligent than man would have been demonstrated. Clearly
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mach revolves around the definition of intelligence in this context, but 

since 1833 when Babbage ec his analytical engine and demonstrated that 

the execution of logical operations could be performed by machine, 

machines capable of exhibiting increasingly complex behaviour, for 

example learning behaviour (Leondes and Mendel, 1969), have been built. 

One of the best known and most tangible aspects of artificial intelligence 

research has been the development of chess playing computer programs, 

(Zobrist and Carlson, 1973). However, as yet the software remains 

inferior to the best human exponents of the game and doubts have been 

expressed about the probability of this situation radically changing in 

the next few years (Rosen, 1973). Once again it is concluded that the 

capability of practical decision making in an industrial situation is 

even more remote. 

A rather different use of cybernetics in management is described by 

Beer (1959, 1966, 1967, 1972). He points to the similarity of all living 

organisms in terms of their information processing organisation and 

suggests that if human organisations are to be viable then they too must 

arrange themselves in a comparable way. In the cybernetic scheme of 

things it is the type of organisation structure adopted by management 

rather than its content that is of paramount importance. For example 

the method used by a decision maker to make his decisions (which might 

include linear programming, statistical analysis and forecasting 

techniques) would be of less importance - often black box decision 

functions are used ~ than the way in which he received the information 

upon which the decisions were to be based and the way in which the results 

of the decision making were distributed to the rest of the organisation. 

In a recent book Beer (1972) has used the above philisophy to 

develop a model of the firm based upon the neuro~physiological organisation 

of the human body. ‘The model has five hierarchies of command between
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iit suitably filtered information fiows. Beer sees existing 

techniques of O.R. being used to process and filter the large amounts 

of information that flow in any organisation and suggests that computers 

would enable the processing to be carried out at an accantaple speed. 

Although the author claims to have implemented his ideas in a number of 

practical situations, details do not appear to have been published. In 

one particular case the above approach has been implemented on a national 

scale (Hanlon, 1973) although its future is not clear now that the 

sponsoring government has fallen. Thus, although Beer makes a very 

persuasive case for his cybernetic approach to management organisation, 

for the present at least, the verdict must be 'case not proven’. 

7.3 PRACTICAL DECISION MAKING, EDP & MANAGEMENT SCIENCE 

Although decision theory has so far failed to satisfactorily 

provide an explicit account of how human decision making takes place, 

the human decision maker is nevertheless able to take extremely complex 

Meciesons with a considerable amount of success. Furthermore he is 

usually able to do this without any of the high degree of quantification 

of the variables that decision theory requires. In such situations, the 

human decision maker uses the process known as judgement. Good (1962) 

has @iscussed a number of aspects of judgement in management situations. 

In mathematical terminology, judgement may be described as the 

resultant of a weighted function of all the variables an individual 

perceives to be relevant to the decision at hand. However individual 

perceptions of the dimensions of a given problem vary greatly and a 

further complicating factor is that there would seem to be no need for 

perceptions to be conscious in order to be included in the weighted 

function, Thus, while this mathematical conceptualisation may be a 

useful way of describing the operation of judgement, unless some means 

can be found of establishing the variables an individual perceives to
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be relevant to a problem, it offers no practical solution toward 

understanding how human decision making actually takes place. In effect 

this is restating the problems encountered in attempts to apply decision 

theory. 
: 

The area of perception, judgement and understanding will be returned 

to in the discussion of problems arising in M.1.S. design (7.5). 

Recent interest in M.I.S.s has grown from the increasing use of 

computers in large organisations in combination with the greater speed 

and capacity of modern computers. While information has always been 

available to management for decision making it has often not been readily 

available and because of this, decisions would frequently have to be taken 

without managers having the opportunity to take into account all the 

relevant known (ie potentially available) facts. It seemed, therefore, 

that this situation could be remedied by using computers to provide such 

information as managers required both speedily and accurately. However, 

before this could be done the information required by managers had to 

be identified, and therein lay the problem. Because managers use 

judgement to such a large degree in their decision making and because, 

as the earlier discussion pointed out, it is very difficult to establish 

just what relevant information is required to support sound judgement in 

each individual case, M-I.S.'s have often failed to find general 

acceptance. 

It is no accident therefore that M.I.S.s have found most application 

“to date in areas of decision making concerned with readily quantifiable 

variables. Typically, M-I.S-s concerned with financial variables are 

amenable to a computer based approach because data such as cash flows 

are quantifiable and can therefore be readily manipulated by a computer. 

Additionally, in the case of financial decision making, the rules whereby 

@ecigions must be made are well established over a wide range of decisions, 

'
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and thus the information provided by a new computer-based financial M.I.S. 

is more likely to be accepted by management than a M.1.S. pertaining to, 

say, manpower planning or marketing strategy where the basic principles 

are not as widely agreed upon. Hence management decision making in the 

latter type of application has tended to rely upon human judgement. 

Since computers cannot exercise judgement, management scientists have 

attempted to find alternative ways of making decisions which can be carried 

out by a computer. This is one reason why mathematical modelling is 

currently enjoying such a widespread use in management science. 

Computers are extremely adept at manipulating such models, in general 

much more so that human beings. Providing that sufficiently accurate 

models can be developed, managerial judgement can be to some extent 

superceded by computer-based decision making which may be carried out 

with more speed, greater accuracy and with a higher degree of consistency, 

the management scientist would argue. It is reasonable to speak of 

computer-based decision making in terms of the definition of decision 

making implied in 6.1, namely, that decision making is the selection of 

one option from the range of options available. On this basis a 

computer can obviously make decisions, providing the rules of selection 

are known to it. 

Effectively what happens in such a situation is that management decision 

making is moved to a higher level, whereby the manager decides only 

the strategy upon which his decisions are to be based and the computer 

then grapples with the detailed decision making. ‘The extensive linear 

programming and simulation models used by large oil companies (see, for 

example; Wagle, 1969) to 'optimise' their decision making are examples 

of an application of the above approach and they may be regarded 

collectively as an example of a "symbiotic relationship" that Licklider 

(1960) suggested should ideally exist between man and his computers.
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The essence of his idea was that if man and the computer shared the task 

of decision making by doing what each did best, then the combined 

results should in practice be better than those possible by each agency 

acting independently. licklider pointed out that many problems can be 

pre-formulated and in theory at least a computer is not required, but in 

practice the effort to think through problems in the detail necessary to 

establish the validity of a particular approach is often prohibitive. 

The "man-computer symbiosis" concept, therefore, suggests that 

great potential exists for man to increase the power of his decision 

making. Its weakness however, lies in the particularly stereotyped 

way problems must be presented to the computer before this power can be 

harnessed. Because the formulation of problems for computer processing 

is, for the present at least, a complex task it is usually carried out 

by experts. It is not done by the manager who will ultimately want to use 

the product of the computer processing for his decision making. Peace 

and Easterby (1973) have argued that this practice can give rise to the 

situation where a manager either does not understand or simply does not 

accept the terms in which his problem has been framed for use by the 

computers 

7.4 HUMAN FACTORS CONSIDERATIONS IN COMPUTER SYSTEMS 

The traditional role of human factors research has been to 

investigate the relationship between man and machine, usually with the 

objective of optimising their joint performance. In one sense a conputer 

system is merely a hardware system and as such it may be regarded as 

similar to other hardware systems, for example, a printing press, a 

milling machine or a motor car. If this approach is adopted, the 

familiar "knobs and dial" methodology is as appropriate a means of 

investigation of the man-machine interface in a computer system as it is 

in any other equivalent hardware system.
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However to regard a computer system exclusively as a hardware system 

is an inadequate concept. Although computers have the potential to 

assist in the human decision making process, the key to realising that 

potential lies largely in software and not hardware design (Parsons, 1970) 

although the latter must not be ignored. Thus a computer should be 

regarded not merely as a man-machine system, but as a man-machine-logic 

system (Grace, 1970). Failure to explicitly consider the role of 

software in man-computer interaction has without doubt contributed to 

the failure of human factors practitioners to realise man-machine 

symbiosis, a fact upon which Nickerson (1969) comments at length. 

There appears to be another reason, however, why progress in this 

field has not been as rapid as it should, and this stems from the 

position traditionally ascribed to man in man-machine system studies. 

Perhaps because many human factors practitioners originally trained as 

engineers, it is usual for the function of man in a man-machine system 

to be described in terms not very different from those used by equipment 

designers (Gagne, 1963). While this approach is quite reasonable when 

man-machine interaction is confined largely to physiological aspects as 

iis the case, for example, in production line working, it is patently 

unsuitable in areas where interaction involves psychological considerations 

(Jordan 1962, 1963). In the study of computer aided problem solving 

there can be no doubt that human psychology must be taken into account 

and in such cases, as Bowen (1967) remarks, " .+. man does constitute a 

different kind of resource in a system and ee. his contribution for good 

or ill is qualitatively different from the contribution of other system 

components". 

If man-computer interaction introduces a new dimension into human 

factors concepts, clearly new methodologies are required to explore, 

classify and quantify the variables concerned. Knowles et al (1969)
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discuss the use of models in system design and the problems of 

predicting system performance ‘at the design stage. In particular, 

they note the difficulty of designing for people in the system. 

Wulfeck and Zeitlin (1962) also call for the use of "new psycho-physical 

methods or efficient modification of old ones" in order to provide data 

for predicting the effectiveness of new system designs. Effectiveness 

here must be taken to include acceptability of the new system to the user. 

Sackman (1970) suggests that an interdisciplinary approach 

incorporating the methods of behavioural science might enable better 

man-computer communication to be achieved. An example of how such methods 

might be applied in practice is to be found in Bare (1966) who uses the 

Osgood Benantic Differential to elicit from 100 subjects their 

attitudes toward machines, thus permitting explicit account to be taken 

of psychological aspects of man-machine interaction. 

In fact this approach has some similarity to that developed in the 

next chapter, but use of the Osgood Semantic Differential confines 

attention to global attitudes whereas in the study of computer aided 

problem solving it is individual differences that are of importance. 

The importance of taking into account individual human differences 

in any given man-machine system design may be established by considering 

the relative contribution man and machine separately make to the overall 

system effectiveness. ‘Thus in the case of a capstan lathe operator 

most of the system integrity is vested in the machine and the operator 

is required to do little if anything that covld be affected by individual 

human differences between operators. Thus in designing such a man- 

machine system it is sufficient to design for the average man. The 

reverse is the case in a man-computer problem solving situation. The 

man is free to formulate the problem in his own highly individualistic 

way while the machine's function is limited to that of processing data
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according to the particular formulation empl Clearly in the letter 

situation, the effectiveness of the combined man-computer system is largely 

controlled by the man component. If the individual's freedom to evaluate 

the various formulations of his problems is artificially constrained by 

inadequacies of the computer system, then the overall man-computer system 

effectiveness will be reduced. 

While the foregoing example serves to demonstrate the importance 

of considering individual human Aitfarences in man-computer decision 

making situations, the literature suggeststhat allowing for such differences 

is a particularly difficult thing to do in practice (Ware, 1964; Grant 

and Sackman 1967; Shackel, 1969). 

The next section describes a particular example of man-computer 

decision making, the computer-based management information system. 

7.5 PROBLEMS ARISING IN M.1.S. DESIGN 

A case has already been made supporting the idea of system design for 

individual users in man-computer problem solving situations and it is the 

particular case of an essentially one-to-one man-computer relationship 

that is considered below. In so doing the definition proposed by 

Shackel (1969), which regards man-computer interaction a "very direct, 

close coupled computer usage", is used. Man-computer interaction 

may often be better described as ttmanesoftware" inter-action (Parsons, op cit). 

This is particularly true for management information systemswhere probably 

the only "hardware" the user sees is printout and his only mode of 

response a "run request" sheet. 

However, whatever form the human interaction with a particular system 

takes, we may assume that for successful implementation the user should 

ideally have confidence in the accuracy of the inputs, should accept the 

validity of the operations performed on the data and should be satisfied
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with the form the output takes. It follows that to achieve this result, 

the system designer must identify the appropriate inputs, ascertain the 

requisite operations to be performed on the input and finally arrange for 

the output to be presented in an effective and acceptable form. 

At this point a number of practical problems may arise.. A management 

information system is generally regarded as a job aid, and to fulfil that 

objective some reasonably clear idea of the job to be aided must be 

obtained. Management information systems are characterised by complex 

human information processing, which is not open to direct observation or 

the use of task description techniques. Formalisation of procedures in 

task description form may produce 'text book' accounts which in reality 

are not followed, and often are not as effective as their "fast and dirty" 

alternatives. Knowledge of the latter can often give valuable insight to 

the analyst. 

A related problem is that many functions may never have been 

previously formalised, so that once this process has been carried out 

neither the analyst nor the potential user can be certain that the 

formalisation is a valid one, in that it will be able to deal with real 

life situations. In addition, the effect of asking the potential user 

to give a formal déscription of how he performs his function may expose 

him to the risk of having his version compared to some other statement of 

function that may also exist within his organisation. 

An even more intractable issue is when the potential user is hot able 

to externalise the protocols he observes in fulfilling his function even 

though his behaviour suggests that these exist quite markedly in some 

internal form. This situation has been observed in a parallel context 

by Bainbridge et al (1968). Thus it may mean that matters of great 

importance turn on aspects that, to the analyst, seem relatively 

unimportant or even irrelevant because they are not stressed by the
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potential user to whom the effects are so commonplace as to be unworthy 

of mention. 

Before discussing how some of these problems may be solved, it is 

convenient to consider the nature of a desirable solution and in particular 

to introduce the notion of "technical" and "total" solutions. 

A technical solution is said to have been achieved when a system has 

been designed that can accurately represent the status of relevant 

physical variables, and produces valid analyses and predictions based on 

these data. On the other hand a "total solution" is said to have been 

achieved when additionally the results of the technical solution are 

available in an understandable form for the user to assimilate and use. 

These ideas are presented graphically in the Venn diagram of 

Figure (7.1). In practice, a technical solution is often all that is 

ever achieved and the relationship between technical and total solution is 

usually grasped more by intuition, than by formal procedures, which are 

few and far between in.this area. 

It is also widely accepted that the total solution should be a 

dependent function of the technical solution, rather than the converse, 

deriving from a recognition of the relative inflexibility of physical 

variables in the real world compared with human adaptability. It is 

assumed that if the physical constraints imposed on a problem can be 

resolved (ie a technical solution) the human aspects will be able to adapt 

accordingly. While we may hope that the man will adapt, in practice he 

may not do so and in such cases it may be better to work toward a 

technical solution from the standpoint of the total solution. 

To elaborate this total solution concept, consider a managerial 

situation where it is desired to improve the profitability of a small 

operating division controlled by an individual manager. Further, let 

us assume it has been decided that the improvement in profitability is
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to be obtained by improved methods of control, these to be devised and 

implemented by outside experts in collaboration with the present manager, 

who will ultimately assume responsibility for its ongoing operation. 

The experts may be able to achieve the desired standard of 

performance in a number of ways independently of human factors aspects 

and so achieve a technical solution. The required return on investment 

might be achieved by better calculation of product mix made on the basis 

of, say, a linear eugene model; or alternatively it might be 

achieved by the introduction of new stock control policies where stock 

levels are based upon statistically determined customer service levels, 

the latter being related to sales volume. Here only physical variables 

enter into the control schemes. Regardless of whether the manager 

approves of such schemes, there are many reasons why he may nod in 

apparent agreement while the experts are around, only to quietly dismantle 

their work when they ultimately withdraw. A non-numerate manager, for 

example ,whose experience is largely confined to line management may fail 

to appreciate the conceptual elegance of regarding his area of 

responsibility in terms of the linear functions implied by one of the 

solutions suggested abovee In such circumstances, the linear programming 

approach would constitute a technical solution that was not contained in 

the manager's total solution space. 

On the other hand, a technical solution that might fall within the 

total solution space of our hypothetical manager could be the designing 

“of incentive pay schemes for his shop floor workers. Because of his 

previous experience such a solution would constitute an approach with 

which material sympathy existed, and with outside help at the design stage 

it could be expected to achieve the profitability requirements, not only 

at the outset when the experts were in control, but as a continuing 

system. In this way a total solution would have been achieved.
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The foregoing is a practical recognition of the fact that while it is 

sometimes possible to retrain ‘or replace a senior manager by one more 

suited to operating a projected system, there are many more cases where 

it is neither possiblenordesirable. In these latter circumstances, a 

better total solution can be achieved by adopting a scheme more acceptable 

to the ultimate arr although possibly less efficient in purely 

technical terms. The criterion is acceptability to the user, and as 

Fig. (7.1) indicates this may simply mean choosing one of a number of 

technically equivalent solutions. By doing so nothing may be lost 

technically, but much may be gained totally. 

A computer based management information system is a system of man/ 

software logic and its elements are a mixture of both tangibles 

(eg hard data processed by the logic) and intangibles (eg ideas and 

concepts inherent in the logic). Unfortunately the way in which 

the user perceives these elements and their inter-relation within the 

system is an exclusively cognitive operation and is thus not susceptable 

to direct observation, yet we need these perceived inter-relationships 

to help define the users criteria of acceptability of a system. 

It follows that if the user's internal criteria for assessing 

system elements and their perceived inter-relationships could be 

established there would seem to be considerable justification for using 

them in the design phase. Thus, provided the hard data may be 

adequately treated, so achieving a range of technical solutions, the 

final total solution may take its shape from the individual criteria and 

expectations of the user. The problem is whether these expectations 

can be established in a reasonably unbiased way. The remaining 

chapters of this thesis attempt to show that they can.
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8. PERSONAL CONSTRUCT THEORY 

The reasons for taking into account individual user expectations when 

designing man-computer problem solving systems such as the M.I.S. have now 

‘been described and subsequent chapters will show how this can be attempted 

and will record the degree of success achieved. However, since the 

methodology employed derives from origins that are not widely known, 

the present chapter is devoted to a review of the relevant theory. 

The Theory of Personal Constructs was first enunciated by Kelly 

(1955) and it is based upon a philosophical standpoint he terms as 

constructive alternativism. Constructive alternativism postulates 

that man's perception of truth and reality is limited only by his ability 

to construct alternative interpretations of the events that he perceives. 

Kelly discusses the reasonableness of his philosophical position at some 

length, but it is sufficient for present purposes to move immediately to 

the Theory of Personal Constructs and to present its main contentions. 

Kelly presents his theory as a fundamental postulate and eleven corollaries. 

This classical form of presentation is typical of the elegance of the 

theory itself and its method of development in the original work. The 

Theory is concerned with the psychology of man and is regarded by 

psychologists as being presented at a relatively high level of abstraction 

(Bannister and Mair, 1968). It is perhaps surprising therefore, that the 

theory leads directly to a practical, test methodology that was devised 

by Kelly for use in psychotherapy. 

Although Kelly was concerned with clinical psychology, he saw the 

potential value of his theory and its associated techniques in other 

fields including that of management. It is with the latter situation that 

the present study is concerned of course. In the outline of the theory 

below, the review by Bannister and Mair (ibid) is closely followed.
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8.4 FUNDAMENTAL POSTULATE 

"A person's processes are psychologically channelized by the ways in 

which he anticipates events." 

Here Kelly is postulating that an individual's actions - mental and 

mugaical = are constrained by the way he predicts events will occur. 

External events exist in their own right but they are channelized by each 

individual into certain patterns and groupings in order that he might 

better predict the future. 

To obtain these groupings an individual uses his personal construct 

system. A personal construct may be regarded as a decision function; it 

is a means whereby certain events, things or people may be determined as 

being alike or different according to some criterion and yet distinct from 

other events, things or people. 

8.2 CONSTRUCTION COROLLARY 

"A person anticipates events by construing their replications.” 

It is suggested that in the course of time certain events are 

perceived to be similar and others dissimilar in respect of various 

characteristics. More importantly it is argued that, in terms of human 

perception, the identification of similarity suggests the existence of 

contrast. For example "light" implies the existence of "dark". 

Obviously if such a scheme is to be used to categorise events, the 

possibility of events being neither light nor dark must be allowed. 

This corollary suggests that man categorises events as they 

repeatedly occur by a system of constructions that depends upon contrasts, 

that is, bi-polar or dichotomous relationships. Not all events can be 

associated with a particular dichotomous relationship and thus a number 

of (possibly related) such relationships are used by an individual to 

anticipate events.
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The difference between the above classification and that used in 

formal logic should be noted. Thus the (light-not light) relationship 

in formal logic includes within "not light" not only "dark" but "human", 

"motor car", "bucket" etc. ; 

8.3 INDIVIDUALITY COROLLARY 

"Persons differ from each other in their construction of events." 

Faced with the same set of events it is likely that two individuals 

will interpret their meaning differently. This occurs because their 

construction systems are likely to be different. 

In terms of personal construct theory, this corollary explains why 

in computer-assisted problem solving the computer system must be etic to 

accommodate individual requirements. 

8.4 ORGANISATION COROLLARY 

"Each person characteristically evolves, for his convenience in 

anticipating events, a construction system embracing ordinal relationships 

between constructs." 

The separate constructs that are used to classify events for the 

purpose of prediction are not independent one of another but are inter- 

related by the individual in order to improve the quality of his predictions. 

What is more, some constructs are more important than others - according 

to an ordinal relationship. Kelly suggests, therefore, that every 

individual erects a hierarchy of constructs in order to introduce some 

degree of consistency into his decision making. 

8.5 DICHOTOMY COROLLARY 

"A person's construction system is composed of a finite number of 

@ichotomous constructs." 

Sections 8.1 - 8.4 have introduced the notion of constructs to 

explain how individuals interpret events, have discussed some characteristics 

of constructs and have suggested that these constructs are hierarchically
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corollary re-emphasises the bi-polar nature of constructs. It states that 

events grouped by a particular construct must fall exactly into one 

category (pole) or the other. Thus in the case of the construct “Jight 

dark", events must be classified so that they are regarded as being 

either light, or dark, or alternatively it is Gecided that the construct 

does not apply. ‘The possibility of an event being categorised between 

the poles of the coetnee is not. allowed by the theory. 

This does not preclude the existence of mental scales along given 

@imensions however. ‘Thus any event could be ordered as the lighter or 

@arker of a pair by using the "ji ght-dark" construct, and in this way 

a whole series of events could be ordered on a light-dark scale by repeated 

operation of the construct on the events. A construct is merely a device 

used by individuals to interpret events. It does not affect the separate 

existence of events which may themselves exist in a finely differentiated 

state upon an interval scale. : 

8.6 CHOICE COROLLARY 

"a person chooses for himself that alternative in a aichotomised 

construct through which he anticipates the greater possibility for the 

elaboration of his system. " 

In this corollary the “elaboration of his system" may be taken to 

mean the definition and extension his system. Indeed thie was how Kelly 

first propounded the Choice Corollary. 

The suggestion is that an individual will prefer an alternative 

that either better defines or reinforces his existing construct system 

or provides a new extension that is compatible with the existing systeme 

As Bannister & Mair (ibid) point out, this choice is not an intellectual 

one but rather is governed by the individual's awareness of the 

possibilities involved. Because of this the individual may not choose
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that construct which is objectively pest for him. It must also be 

remembered that the choice corollary is concerned with the choice between 

Perarracte, not the objects differentiated by constructs. 

8.7 RANGE COROLLARY 

"A construct is convenient for the anticipation of a finite range of 

events only." 

The range corollary explains why individuals use a whole system of 

constructs to deal with all the events they experience in real life. 

Kelly defines two terms to describe a construct, the "Zocus of 

convenience" which covers a set events that are easily subsumed by the 

construct and the "range of convenience" which covers a wider set of 

events that may be subsumed by the construct but with which the construct 

may deal less effectively. 

In the study described in Chapter 9, only one sub-system of 

constructs is being explored, namely that relating to an individual's job. 

As will be seen, the relatively limited range of convenience of some of 

the constructs in this sub-system had to be taken into account in deriving 

the final form of the repertory grid test. 

8.8 EXPERIENCE COROLLARY 

"A person's construction system varies as he successively construes 

the replication of events." 

Since the fundamental postulate claims that an individual's processes 

are directly related to his anticipation of events, it follows that as 

anticipation becomes realisation the individual will re-assess the 

effectiveness of his construct system in terms of its predictive 

capability. 

8.9 MODULATION COROLLARY 

The variation in a person's construction system is limited by the 

permeability of the senetenots within whose range of convenience the 

variants lie."
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The permeability of a construct is its capacity to subsume new 

events. Generally speaking the more super-ordinate a construct is, the 

more capable it is of accommodating new events. For example, the 

construct "light-dark" is super-ordinate to the construct "black-white" 

and is also more permeable because it could therefore subsume the new 

construct "pink-indigo" and a host of other colour shades whereas the 

construct "black-white" could not. 

8.10 FRAGMENTATION COROLLARY 

"A person may successively employ a variety of construction sub- 

systems which are inferentially incompatible with each other." 

It is this corollary that enables Personal Construct Theory ‘to 

explain the inconsistency of behaviour that may be observed in individuals 

from time to time. The individual may or may not be aware of these 

inconsistencies. In the former case he may be acting quite consistently 

with respect to some super ordinate construct that is not known to the 

observer, in the latter he may simply not be aware of the inconsistencies 

that exist within his own construct system. 

8.11 COMMONALITY COROLLARY 

fo the extent that one person employs a construction of experience 

which is similar to that employed by another, his processes are 

psychologically similar to those of the other person." 

If two individuals have developed similar construct systems (or 

sub-systems) then their anticipations arising from events occuring in 

their shared experience will be similar. It should be noted that 

similar previous experience of events is not a necessary condition to 

achieve similar construct systems. 

This corollary makes an important contribution to the theoretical 

pasis of the repertory grid test discussed in chapter 9.
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8.12 SOCIALITY COROLLARY 

"Qo the extent that one person construes the construction processes 

of another, he may play a role in a social process involving another 

person." 

This corollary is concerned with inter-personal behaviour. It 

explains why, for example, an adult will explain things to a child ina 

manner different to that which he would use to explain the same thing to 

another adult. He attempts to construe the construction process of the 

child and acts accordingly, that is, he plays an appropriate role. 

8.13 SUMMARY 

Each individual has a construct system which is composed of both 

related and unrelated hierarchies of constructs and this system is 

peculiar to himself. He is able to re-arrange its organisation both in 

terms of the construct hierarchies to be found at a given time and in 

terms of the elements gathered within the range of a particular construct, 

at will. The desire to re-organise arises when the existing organisation 

of constructs fails to anticipate events in the real world with acceptable 

accuracy. ‘Thus each individual interprets the events he perceives by 

use of his personal construct system and in this way tries to anticipate 

the likely outcome of future events. When he is unsuccessful in his 

predictions, he modifies the construct system in order that, hopefully, 

its subsequent operation will be more consistent with reality. 

However not all constructs are easily changed. The stability of 

"the construct system is maintained by core constructs. Such constructs 

are those that have stood the test of time, as far as the individual is 

concerned. Experience has shown him that these constructs are reliable 

in adequately anticipating future events. Core constructs underpin the 

whole system, they are unlikely to be changed and unwitting external 

attempts to do so. may prove disastrous.
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Although an individual expands his conbtruct system to cover the whole 

of his activities, Personal Construct Theory was developed to deal with 

those problems arising out of inter-personal relationships. In particular 

Kelly used it in psychotherapy, although he saw that it had potential 

application in management situations. The theory is used here to try to 

understand managerial expectations of computer based information systems. 

Since, according to the theory, an individual's construct hierarchy 

is his only way of interpreting external events and thus deciding his 

future course of action, it may be deduced that constrycts wild exist 

that map on to all his occupational activities. If these constructs and 

their relationships could be defined in some meaningful way, they could: 

be used by a management information system designer to service some of the 

user's requirements not defined py the physical world, as was discussed 

earlier. In addition the designer would be given a systematic diagnostic 

tool with which to evaluate the relative importance of the various elements 

involved in the complete work activity of the user, since the weighting 

device of the user (his construct system) would be available. Within the 

context of a management information system, the elements concerned might 

be, for example, the order entry procedure, the sales ledger, administrative 

policies, etce, etc. 

The Repertory Grid Methodology was devised by Kelly to elicit personal 

constructs. Specific tests may be produced in various ways, and some 

examples of these different methods are quoted by Bannister and Mair. 

However, the fundamental principle is similar in all cases. The subject 

is asked to differentiate on the basis of similarity and dis-similarity 

between individual elements grouped into sets of three elements (triads). 

The elements themselves may be given or, more preferably, the subject 

may provide them himself in response to questions. He is then asked, 

"In what way are two of these three objects (or persons) similar and
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Perceite to the third". The basis of the ¢ on is then taken to be 

the construct. For example, on being asked to differentiate in the above 

way between 'profit and loss account', 'weekly sales figures', ‘annual 

salary review', the subject might respond by saying that ‘profit and loss‘ 

and ‘weekly sales figures’ were control functions and ‘annual salary review' 

was not a control function. It is important to establish that the subject 

perceives a genuine dichotomous relationship even if this is only a 

teaeees _— NOT ******! relationship, before the construct is accepted as 

genuine. There is a significant difference between the "Control - Not 

Control" relationship and saying that ‘profit and loss' and ‘weekly sales 

figures' are similar by virtue of being control functions and that ‘annual 

salary review' is perceived as having no relationship with 'profit and 

loss! and ‘weekly sales figures' whatsoever. In the latter case 'profit 

and loss' and ‘weekly sales figures’ are in the range of a construct 

having "control" as one pole and ‘annual salary review' is in the range 

of another, possibly quite unrelated construct.
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9. INVESTIGATING SYSTEM USEK EXPECTATIONS 

AT THE DESIGN STAGE 

Using the theory outlined in the previous chapter section 9.1 explains 

the basis of grid tests and shows how personal constructs may be elicited and 

understood. Section 92 is concerned with the development of a specific 

test for use in M.I.S. design, while the results of using the initial 

design are presented in 9.3 together with discussion and suggestions for 

improvement to the test content. Finally 9.4 indicates how the results 

obtained may be analysed and is concerned in the main with the principles 

of factor analysis as they relate to repertory grid analysis. 

9.1 THE REPERTORY GRID TEST 

The repertory grid test takes its name from the original application 

of Personal Construct Theory in psychotherapy where it was used to establish 

the roles various individuals played in a subject's construction of 

life. It was envisaged that a subject had a repertory of constructs 

which he used to establish the role he would attempt to play with those 

about him. The purpose of the test was to elicit a table, or grid, 

of these important constructs. 

In order to understand the theoretical basis of a repertory grid 

test, it is necessary to consider how communication between individuals 

takes place in terms of construct theory. It is a consequence of the 

fundamental postulate of Kelly's theory that an individveal can only 

attach meaning to information by operating on it with his construct 

" ystem. In order that two individuals derive the same meaning from 

the same information, one of two alternative situations must occur. 

Either the individuals must have identical construct systems which 

is unlikely (Individuality Corollary), or one of the individuals 

concerned must subsume the construct system of the other within his own 

system (Commonality Corollary).
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In the latter case one individuai is able to play a role with the 

other (see 812 - Sociality Ceratiary) and effective communication can 

take piace to the extent that the receiver of the information is able to 

use a similar system of constructs for decoding the message to that used 

to raneatt it. Since the receiver of information will not in general 

be able to completely subsume the construct system of the traiiemiteer: 

information exchange will not be perfect and distortions will occur. 

In many exchanges of information the receiver will only have to 

subsume parts of the transmitter's construct system (see 8.10 

Fragmentation Corollary) in order that effective communication can 

occur. This provides an explanation of how individuals may converse 

effectively on some topics and yet be at cross-purposes on others. In 

such a situation the communicators have been successful in subsuming 

only some of each other's relevant construct sub-systems. 

The repertory grid test is a formalisation of the communication 

procedure described above, in which the experimenter attempts to 

subsume the structure (inter-relationships between constructs) and 

content (labels given to constructs) of the subject's construct system. 

This is done with aid of a set of constructs known as elements because 

they are sufficiently basic to be readily and identically comprehended 

(subsumed) by subject and experimenter alike. The subject is asked to 

differentiate between groups of the elements in a particular manner and to 

indicate the basis of his differentiation in each case. Since by 

definition superordinate constructs are developed by individuals to 

@istinguish between subordinate constructs, providing the differentiation 

procedure is carried out properly, for each of the groups sorted in 

this way the basis of differentiation will be a super ordinate construct 

of the subject. This then is the basis of the repertory grid test. 

However the problem of Butsinine the elements remains, and without 

these the more important super-ordinate constructs cannot be obtained.
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The simplest solution from a practical point of view would be for 

the experimenter to provide the subject with a set of elements, but this 

would give rise to at least two objections. Firstly the subject might 

not recognise the element at all, or secondly, he ene construe it 

within a different context to that envisaged by the experimenter. This 

latter outcome would not be too serious since it is a feature of the test 

to establish such usage, but it could well detract from the selection of 

sorts that had been planned. 

It is generally accepted that the best method of obtaining elements 

is to ask the subject to supply these himself in response to general 

questioning. The implicit assumption here is that to the Sant that 

individuals (in this case the subject and experimenter) can meaningfully 

communicate, their construct systems will show some degree of similarity. 

By speaking generally about the area of interest the experimenter 

enables the subject to identify the corresponding sub-system within his 

own (the subject's) construct system. When requested to do so, the 

subject can then select from that sub-system an element which, for him, 

particularly typifies it. It is important that this element, produced 

by the subject, is similarly construed by the experimenter, although 

its implications in general will not be immediately clear to the latter. 

A category of constructs which can be readily construed without 

distortion of meaning are those relating to tangible entities, for 

example people, animals and inanimate objects. It is the experimenter's 

knowledge of the area being probed and his similar construction of the 

subject's low order constructs (ie elements) that permits him to subsume 

(ie interpret) the information regarding the content and structure of 

the subject's construct system within his owne 

Proceeding in this way the experimenter can elicit elements from a 

number of different parts of the subject's construct system, the
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particular parts chosen depending on the objectives of the study. Having 

obtained the elements by general questioning in the above way, 

super-ordinate constructs are elicited from them by a process known as 

“triad sorting" which will be discussed next. 

A personal construct has been described as the means whereby an 

individual can differentiate events as being similar or opposite in some 

sense. (It will be remembered that events which may not be classified in 

this way are regarded as falling outside the range of convenience of the 

construct). ‘Thus if a subject is asked to differentiate between 

individual elements arranged in groups of three (triads), on the basis 

of a perceived similarity between two of them which is in some way seen 

as opposite to the third, the basis of differentiation is one of the 

subject's personal constructs. The subject is literally asked, "In 

what way would you regard two of these elements ~ in practice the word 

‘Srements' would not be used, instead the actual elements would be given - 

as being similar and opposite in some sense to the other?" Depending 

on the elements available and the triad grouping selected, the experimenter 

may obtain a variety of constructs from a subject, which may then be 

set out in a grid form as shown schematically in fig (9.1). 

The number of elements selected in the first stage of the test is 

a matter of compromise. The purpose of the exercise is to obtain a 

representative set of elements from the construct space of the subject. 

Thus the larger the sample the smaller the chance of bias, other things 

‘being equal, but this desirable feature has to be balanced against the 

problems of processing a large number of elements through the remainder 

of the test. In practice 20-25 elements seems to be a reasenable number 

to acquire. 

The number of constructs obtained in the second stage of the test 

depends upon the elements selected in the triad sorts, the number of triad
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A SCHEMATIC REPERTORY GRID 

  

              
  

  

  

  

  

  

  

  

      
C3 

C4 

EB, = 14 element 
i=1,2---m 

h Es 
c,= i° construct 

Jj j=1,2---n 

c 
LD. 

  
FIG (9.1)



a4. 

eerte put to the subject and his ability to uniquely differentiate 

between individual triads. The theory predicts that the number of 

constructs that may be elicited is finite (see 8.5 - Dichotomy Corollary); 

and experience has shown that the number of constructs that may be obtained 

by the foregoing procedure is relatively small, seldom greater than 20-30 

and often considerably less. This may be expected to be particularly the 

case when only a sub-system of the subject's construct space is being 

investigated, as in the present study. Thus while the number of unique 

triads possible in a selection of 20 elements is large (Cr = 1140, 

for n = 20 elements and r = 3) only a small number of these will be 

required to elicit all the constructs available. In eoneeonenca it may 

be found that some triads cannot be subsumed within the subject's construct 

system, while others are subsumed under constructs already elicited and 

are therefore non-productive in eliciting new constructs. 

The final stage of the test involves placing scores in the body of 

the table shown in fig. 9-2. This is done row by row, and each element 

is scored according to the degree it is in accordance with the construct 

on that row. A five poirit scale was used throughout this study with 

scale values 2, 1, 0, -1, -2. Positive scores indicated that the 

element referred to one pole (designated "side entry A" on the grid) and 

negative scores that it referred to the other (side entry B). The greater 

the absolute score given, the greater the extent to which the appropriate 

entry applied. Zero was used to indicate those elements to which 

neither side entry applied. The admission of constructs which do not 

relate to all the elements broadens the scope of the technique but can 

give rise to difficulties in the analysis of the grid. Detailed 

@iscussion of grid analysis is presented in 9o4. 

Having described the basis of the repertory grid test its relevance 

to the present study may now be considered. The Fragmentation Corollary
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Dreceats the possibility of studying only parts of an individual's 

construct system, in particular that sub-section which relates to his 

working situation. Accurate information about this sub-system would 

permit his expectations of new systems to be anticipated. In this way 

potential mis-matches between his expectations and the new system's 

capabilities could be identified and adjusted. 

However this approach has a potential difficulty which becomes 

evident from a consideration of the relevant theory. In limiting the 

investigation to a sub-system of the individual's construct system, the 

study is being confined to an investigation of relatively sub-ordinate 

constructs (see 8.4 - Organisation Corollary), since sub-systems are 

pound together to form the overall construct system by super-ordinate 

constructs. This must be contrasted with Kelly's practical use of the 

theory, which was concerned with the investigation of super-ordinate 

constructs. The latter, of course, have rather different properties to 

those of sub-ordinate constructs. In particular a super-ordinate 

construct is associated with greater permeability (see 8.9 - Modulation 

Corollary). 

One of the basic questions to be answered in this study was whether 

the test methodology devised by Kelly for use with super-ordinate 

constructs would be equally useful when applied to less permeable, 

sub-ordinate constructs which by definition have less flexibility in 

their application. 

9,2 DEVELOPMENT OF A REPERTORY GRID TEST TO AID M.1.S. DESIGN 

This section describes the relatively formal development of a 

specific repertory grid test for users of M.I.S.s. This form of the 

test is the basis of the final and more flexible test format used in 

Chapter 10.
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ion of Elements (ie Sample Co: 

The questions used to elicit these elements were grouped into 

categories describing the areas within the subject's construct system to 

be investigated (see Table 9.1). They were also presented to the subject 

in this order. The subject was not explicitly told that the questions 

had been grouped by common theme, although it was recognised that he might 

perceive this. The reason for this procedure was that once the subject 

had focussed on some internal sub-system of constructs, all the elements 

required from that system would be elicited at the same time. It was 

assumed that the subject might otherwise experience confusion if he were 

asked to repeatedly focus and re-focus on different parts of his 

construct eeepeat 

9.202 Elicitation of Super-ordinate Constructs 

As 9.1 explained, super-ordinate construct elicitation is carried out 

by a process of triad sorting. It was anticipated that the sorts could be 

pre-determined by a consideration of the questions used to elicit the 

elements. Figure (9.2) shows schematically how this was to be done. 

The categories C1 - Ch relate to those set out in fable (9.1). The symbols 

Q1, Q2 etc represent the elements obtained from questions 1, 2, 3 ete in 

each of the categories C1 - C4 of Table (9.1). The three circles drawn on 

each row of the grid indicate the elements to be used in the triad sort for 

that particular row. In this way it was hoped to elicit constructs that 

showed how the subject mentally perceived the relationships between each 

category, and at a finer level of resolution, how he related various 

aspects within each category. 

It was felt however that if the grid were laid out in the form shown 

in fig (9.2) then the subject might readily perceive the nature of the 

relationships being investigated. Under these circumstances he might feel 

tempted to give responses that he thought were in some way expected of him.
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Table (9.1) QUESTIONS USED TO ELICIT EL:MENTS IN FIRST FORM OF 
REPERTORY GRID TEST 

  

CATEGORY QUESTION 

  

(1) Analysis 
of job 

(2) Impressions of 
Computer/Management 
Techniques 
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2. 

Be 

ke 

5e 

6. 

7 

8. 

10. 

46 

12. 

Te 

2. 

Be 

4. 

5e 

What is the most important task in 
your job? 
What is the most difficult task in 
your job? 
What is the most interesting task in 
your job? 
Which task in your job do you consider 
could most likely be done by computer 
if it were suitably programmed? 
Which task do you consider least 
likely to be capable of being done by 
a computer? 
Is there a calculation or series of 
calculations you regularly have to 
perform that is particularly tedious? 
What is the most boring task you have 
to perform? 
Which task or aspect of your job would 
be most difficult to explain to an 

outsider? 
Which task or aspect of your job would 
be easiest to explain to an outsider? 
What do you regard as the best way to 
communicate factual data at work? 
What is the most important information 
you receive? 
What is the most important information 
you generate? 

What is the best application of computers 
you have heard of? 
What is the best application of computers 
you have had personal experience of? 

What is the best management technique 
you know of? P 

Give an instance of an application of 

computers you consider least likely 
to be useful. 
Is there an application or area of your 

job which is particularly unstructured? 

Indicate some quantity or figure which 

most exemplifies in your own mind, the 
subject of statistics. 

Give an example of an application or 

task in industry at which computers 

(are or would be) superior to a humane 
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CATEGORY QUESTION 

  

(3) Humans in 
relation to 
computers 

(4) Relevant Human 
characteristics 
in the work 
situation     

260 

3. 

410 

2. 

Be 

4 

Give an example of the reverse situation 

in industry i.e. where a human would be 

superior to a computer. 

If you had a job to do at work that you 

knew could be done by computer would it 

be easy or difficult to get the job 

done? Ques. What particular aspect of 

getting the job done would you expect 

to be most easy/difficult? 

What is the attribute you associate with 

the most able manager you know? 

What is the attribute you associate with 

the least able manager you know? 

What is the attribute you associate with 

the best sub-ordinate you have had? 

What is the attribute you associate with 

the worst sub-ordinate you have had? 
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THE SELECTION OF TRIADS IN VARIOUS CATEGORIES 

  

C1 C2 C3 C4 

al aufal «= Qa ----  [Q ----- 

alo lO 
@ 

  

  

  

                          

  
le Ge 

            
FIG (9.2)



4142. 

‘The problem of reaching beyond formal procedures to obtain the real-life 

situation was discussed in 75. In order to reduce the possibility of 

the subject perceiving any such structure in the grid and its associated 

triad sorts, after the sorts had been chosen the columns and rows of the 

grid were randomised. 

Section $e1 has discussed the fact that more unique triads of 

elements may be created than are needed to elicit the required number of 

constructs. Furthermore the procedure described above was ultimately 

@iscontinued. For these reasons the particular sorts chosen in this 

stage of test development have no special significance and are not 

presented. 

9.2.3 Test Administration Procedure 

It was anticipated that the test could be carried out in one session, 

with the possible reservation that the subject might be permitted to 

complete the scoring of the elements against the constructs on a 

separate occasion. Thus the questions would be asked in the element 

elicitation stage and the elements themselves would be entered directly on 

to a grid upon which the triad sorts had been previously marked. When 

the elements had been obtained the subject could proceed directly to the 

construct elicitation stage based upon the triads indicated, and finally 

to the scoring stage. 

However it was recognised that the whole procedure would be completely 

unfamiliar to the subject and it seemed reasonable to suppose that the 

test would run more smoothly if the subject could be given en overview 

before he commenced his own test. For this reason an example case was 

devised but relating to a different subject area to avoid the possibility 

of pre-empting the actual test. 

9.3 INITIAL FINDINGS, DISCUSSION AND INTERIM CONCLUSIONS 

Having devised the test procedure it was necessary to try it out on 

a number of suitable subjects. Ideally these subjects should have been
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practising managers holding positions comparable with the ones upon whom 

the test was ultimately to be used in industry. However subjects like 

this are difficult to obtain and it was not wished to expose the managers 

in the sponsoring organisation to the test until it was in its final form. 

It was decided therefore to give the test toa non-managerial subject 

since this would give an opportunity to assess the administration procedure, 

while the results woulda give an indication of how specific the test form 

had to be to a particular type of job in order to give useful results. 

Two subjects were found who were willing to carry out the test and 

who were well known to the author. This last fact would enable a 

comparison to be made between the results of the test and the author's 

personal assessment of the subjects' attitudes to their work. Obviously 

this would furnish no objective results put would be a useful guide in 

assessing the test at this early stage. 

In carrying out the test a number of procedural difficulties became 

evident. 

Considering first the elicitation of elements, the subjects 

sometimes wished to give similar answers to the various questions used to 

obtain elements. For example, the most important task might be regarded 

as the "most satisfying task". This immediately affected the pre- 

selected triad sorts, some of which had to be discarded in order to avoid 

duplication. 

A second problem was concerned with the size of the grid which was 

* arawn on an A3 size (11#'x163")piece of paper. This size of paper is the 

largest that can readily be copied using conventional office facilities 

which thus avoids reproduction problems. This paper size is also about 

the largest that can comfortably be manipulated by a subject seated at 

a desk. Its drawback was that to enter the elements the grid had to be 

turned on its side in order to have sufficient room to make the entry and
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even when this had been done the space avadlabie was limited. This can 

be seen from the completed grids (Figs. 10.1-3, 10.5-7, 10.9210). One of the 

two initial subjects complained about the difficulty of scoring the 

elements When they were perpendicular to the body of the grid. 

It was decided therefore that the element elicitation questions would 

be better given at a straightforward question-and-answer session between 

subject and experimenter, with the experimenter taking a written note of the 

subject's answers. The resulting elements could then be written on to the 

grid by the experimenter at a later stage. This also solved another 

small practical problem, since the subjects would sometimes think of a more 

appropriate element in response to a previous question during the element 

elicitation stage, necessitating amendment of a grid element entry. This 

tended to make the grid look untidy and added to the problem of legibility 

already mentioned. 

A consequence of deciding to enter the elements on the grid at a later 

stage was to break up the test between the element elicitation stage and 

the construct elicitation stage. In fact this was quite convenient as it 

became obvious during the trial tests that the full test would take too long 

to administer in one session. Experience showed that element elicitation 

would take approximately 30 mins, construct elicitation 45-60 minutes 

and element scoring 40-50 mins. 

However in the final form of the test there was another important 

reason for separating the element elicitation and construct elicitation 

stages. In fact this modification of the procedure was developed as a 

result of administering the test at the sponsoring Company in two further 

pilot tests carried out before approaching the practising manager. Since 

this was the only change in procedure subsequently introduced it is 

convenient to mention it here. It was found that during the eliciting 

of constructs, which is regarded as the most difficult part of the test, 

the subject was often having aifficulty keeping the elements concerned
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in the triad sorts in his "mind's eye". ‘the subject would tend to ask 

questions like "what was the third thing again?" or "what were the other 

things?" To overcome this problem, the elements were typed separately 

on to cards. ‘Thus each triad sort was presented ola subject on three 

separate cards. 

Not only did this help him to simultaneously visualise the elements 

concerned, but it also appeared to help him verbalise the constructs. It 

was found helpful at the construct elicitation stage to suggest to the 

subject that he arranged the cards so that two of the elements were similar 

and yet opposite in some sense to the third, before he tried to express why 

they were perceived in that way. This is consistent with kelly's 

suggestion that some constructs might be pre-verbal. In such a case, 

forcing the subject to label these verbally may introduce a degree of 

inaccuracy but, providing he recalls the construct he had in mind at the 

time he scores the construct against the elements, this does not matter. 

The construct label is thus seen as an aide-memoir or an intervening 

variable in the analysis. 

Even with the aid of the element cards, subjects found the construct 

elicitation stage difficult and would discuss the nature of a "right" 

answer with the experimenter. His task was to establish whether the 

qualities of contrast were contained in the subject's differentiation of 

the elements in each triad. This was particularly aifficult in cases 

where the construct concerned was of the "X - not X" variety. The latter 

situation is discussed in section 8.13. 

Because the experimenter had to be alive to the above problem it again. 

was impractical to permit the subject to enter his responses directly on 

to the chart. The subject's responses were recorded on paper by the 

experimenter and subsequently copied on to the grid. This was then 

given to the subject to score in the manner described in 9+1-
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A final point on the test administration procedure is concerned with 

the order in which the element elicitation questions were asked. It became 

evident that there was no need to ask questions within categories at the 

element elicitation stage since subjects had no difficulty in responding 

to the questions whatever the order of presentation. 

Except where stated otherwise the foregoing changes to the test 

administration procedure were carried out after giving two tests in the 

manner described at the start of the present section. Detailed 

@iscussion of these tests is deferred until Chapter 10 where the results 

of all the tests given are presented and discussed. However the 

interim conclusions drawn from the first two tests are presented here in 

anticipation of the final test procedure described in section 10.1 which 

is based on these. 

The interim conclusions were as follows:- 

<i) As anticipated, the questions for element elicitation had not 

been altogether relevant to subjects engaged in university 

research occupations and to this extent the scope of the test had 

been reduced. 

(ii) Despite the observations of (i) above, the test had produced 

results consistent with the experimenter's expectations of one 

subject's responses and in accordance with its hypothesised 

performance with the second subject (see 10.1.1 & 10.122). 

(iii) "Object elements" such as the “sales ledger" and "Personality 

elements" such as "Honesty" jointly fall within the range of very 

few super-ordinate constructs and comparisons between these categories 

of elements in the form of triad sorts are unfruitful. Thus triad 

sorts of elements drawn from categories 1-3 of Table 9.1 are not 

productive in eliciting constructs when combined with elements from 

category 4.
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(iv) "Object Elements" have fewer constructs associated with them 

than do "Personality Elements" ie they are constructs of lower order. 

(v) Because of (iii) and (iv) the present test form will not 

cover most of the aspects of the subject's job relating to interaction 

with other persons. ‘Thus if resistance to implementation arises 

from inter-personal considerations, then the test in the form 

described above will probably not be of much use. 

9.4 THE FACTOR ANALYSIS OF REPERTORY GRIDS 

Factor Analysis considered as a methodology, rather than as one of the 

many techniques loosely given this name, is particularly useful in the 

understanding of repertory grids. Section 9.4.1 describes how a 

repertory grid may be interpreted in geometric terms and explains how it 

may be simplified by factor analysis. Section 9.4.2 explains the basic 

principles of factor analysis and distinguishes between the basic 

approaches. Specific terms used in the discussion and interpretation of 

the grid in chapter 10 are introduced. Finally the actual analysis 

procedure used in this study is explained in section «4.3. 

9.4.1 Geometric Interpretation of a Repertory Grid 

A completed repertory grid may be simply regarded as a 'mxn' data 

array where 'm' is the number of constructs elicited from 'n' elements. 

The row entries could then be regarded as defining the position of 'm' 

construct vectors of an 'n' dimensional element space. If the constructs 

are not independent then these vectors could be represented in a space of 

reduced dimension by defining new reference axes that are independent 

(ie orthogonal) and then resolving the original vectors into independent 

components along the new axes defining the reduced space. 

Ignoring for a moment the mathematical and statistical complexities, 

the purpose is to understand how the constructs elicited from the elements 

are themselves inter-related, if at all. If two or more constructs have
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been given effectively similar scores on the same set of elements it is 

obviously important to detect this situation, since the constructs 

must be closely related even though they have been given different names. 

In a large matrix of numbers such as that obtained ie a@ completed grid 

such relationships are difficult to pick out by inspection and factor 

analysis techniques provide one systematic way of doing this. Thus 

by judicious grouping of the elicited constructs it is sometimes possible 

to establish more super-ordinate constructs that are, in contrast to the 

former, quite independent. ‘This has been done for the grids described 

in Chapter 10. 

It is also possible in general to re-scale the eecoraimates of the 

original construct vectors to correspond to the new reference axes 

(vectors) and in this way graphical plots may be drawn to visually 

demonstrate the derived relationship. However this has not been done 

in the present study, partly for technical reasons associated with the 

computer notte package used and partly for theoretical reasons 

described in 9.4.3. 

9.4.2 Factor Analysis 

A large number of specific techniques exist for those who wish to 

apply the general principles of factor analysis and the question of which 

to choose has not always an easy one. Harman (1967) quotes Cureton 

on this subject as follows, 

"Factor theory may be defined as a mathematical rationalisation. 

A factor-enalyst is an individual with a peculier obsession regarding 

the nature of mental ability or personality. By the application of 

higher mathematics to wishful thinking, he always proves that his 

original fixed idea or compulsion was right or necessary. In the 

process he usually proves that all other factor-analysts are
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wi 
dangerously insane, and that the only salvation for them ais te un    

his own brand of analysis in order that the true essence of their 

several malodies may be discovered. Since they never submit to 

this indignity, he classes them all as hopeless cases, and searches 

about for some branch of mathematics which none of them is likely 

to have studied in order to prove that their incurability is not 

only necessary but also sufficient". 

Cureton (1964)” 

However the theory is now relatively well developed and many of these 

earlier problems have disappeared. 

The starting point for a factor analysis is a table listing variables 

¥, 
i 

1 sees m This is shown in fig. (9.4). ‘Typically results ai; for 

eee ve whose values at equivalent times are given by each of the rows 

i= 1, e-. m are obtained from the value of variables vy for j =1, ee. n 

in the ith trial in a series of 'm' experiments. The purpose of factor 

analysis is to attempt to explain the observed variation between the 

variables V. 5 in terms of a smaller number of hypothetical, usually 

independent variables, or factors as they are known, Fy, Fy see Fy 

where 1<n. In practice some meaning is often ascribed to the factors 

@epending on the variables associated with each. 

The foregoing may be expressed more formally by representing the 

actual variables V 5 as linear combinations of the factors . where 

k= 1, ece 1, thus yielding, 

vy = My, F, + ry Fy + eee 52 Fy eose Equn. (9.1) 

where We (k=1, eee 1) are coefficients known as factor loadings. 

However two fundamentally different objectives can be pursued in 

attempting to derive the factors, namely, (a) reduction of variance 

and (b) best reproduction of correlation between the original variables. 

Pee (nna (ac)



TABLE OF VARIABLES SUITABLE FOR FACTOR ANALYSIS 
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The reduction of variance approach uses the basic relationship 

already given in Equ. (8.1) where it can be seen that the variance 

associated with a particular variable is shared across all the factors. 

The factors may be regarded as common factors. the particular 

technique usually associated with this approach is that of Principal 

Component analysis. 

However the classical factor analysis model assumes that only part 

of the variance is shared among the common factors, while the remaining 

variance associated with each variable is ascribed to a specific factor 

8 and an error factor E 5 each of which is independent of the other 

factors. This model yields the following relationship 

/ 
F, + w., Fi + ccc f. Fie 4 Ww +, °65 Vo’ 52 Fe sa Fa Jered? 

where b j &e j are coefficients 

+e BE, Equ.e (9.2) 5° 

In practice it is unusual to be able to separate the specific and 

error effects and these are combined into the specific factor Us giving, 

V5 = M54 By + Wyo Bot ceoe Wy FL + 4; U, Equ. (9.3) 

where as is a coefficient. 

The total variance 6 associated with V 7 which is standardised, 

may be expressed as follows, 

eeemee 7 ORME 
Bj = t= hy + (b)) tel 

igen 2 ah, +4; 

rs 2 Z 2 
where hy = “54 + “50 + coco “i 

common variance 

Given the above account of the two basic models of factor analysis, 

the actual process may readily be understood in geometrical terms. If 

in the table of results depicted in Fig. 9.4 the entries for each variable 

are standardised, then the individual entries may be regarded as describing 

a vector of unit length existing in a space whose dimensionality is 

potentially 'm', the number of trials.
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Using the geometry of n-dimensional space it is possible to show 

(see, for example, Harman 1967) that such vectors are separated from one 

another by angles whose cosines are equal numerically to their Pearson's 

product moment correlation coefficients. This is shown in two dimensions 

in fig. (9-5). 

In the simple case of fig. (9.5) where all the variable vectors fall 

in one plane, the four vectors can be resolved into components on two 

independent axes F, & Fy s0 producing a complete explanation of 4 variables 

in terms of only two hypothetical factors. This is the purpose of factor 

analysis, although in practice the vectors would seldom lie in one plane. 

Usually some degree of approximation is required before the variables 

may be represented by a smaller number of factors. 

9.4.3 Discussion & Selected Procedure 

The starting point of a factor analysis is to compute the correlation 

coefficients between variables. Factor analysis theory requires that 

the Pearson product moment correlation coefficient be used but it is only 

sensible to use this when the initial data can be represented on at least 

an interval scale. However it is hard to see how the scores in a 

repertory grid may be regarded as being picked off an interval scale. 

Instead it seems prudent to regard these scores as being only ordinal 

in character. Under such circumstances a rank order correlation 

coefficient must be used to correlate the variables. 

Kendall (1948) has discussed a number of rank order correlation 

* coefficients and prefers in a situation similar to that occuring in repertory 

grid where it is desired to correlate the constructs, to use a correlation 

coefficient of his own derivation, the ‘tau -t' coefficient. However, 

despite the suggested theoretical superiority of this coefficient, another 

coefficient ‘Spearman's rho = 9% was used in this application. The 

basic reason for this choice was the fundamental similarity between the 

derivation of Spearman's rho and Pearson's product moment coefficient
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GEOMETRIC REPRESENTATION OF VARIABLES IN FACTOR ANALYSIS 

  

        
    
  

CosO-R yo where Ry» 4s the product 

moment correlation coefficient 

between V variables 
L Vi & Vy    

        
FIG (9,5)
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‘pt, ‘In fact Kendall (1948, chapt. 2) shows them to be special cases 

of an expression for a generalised correlation coefficient R, 

R= Soxy where the x & y are individual attributes of the 
3 3 variables X & Y . 

x .9Y 

If the txt & ty' are deviates from their respective means, the above 

expression yields Pearson's product moment correlation coefficient. If 

however the results or readings derived from a test are equal to their 

ranks (so that a reading value 1 has a rank of 1 & a reading of 2 has a 

rank of 2 etc) then the expression for the calculation of ‘Spearman's rho 

gives the same numerical result as obtained with the same data with the 

product moment correlation eoefficient. If this were universally 

true the etecuneton about the type of scale to which the scores obtained 

in the grids belonged would be academic. Unfortunately however if tied 

ranks are obtained the numerical correspondence between the two 

coefficients disappears. Despite this, Spearman's rho was still used 

in preference to Kendall's tau coefficient because of its fundamental 

relationship with the product moment coefficient. 

The product monent coefficient has great significance in the theory 

of factor analysis and its properties are utilised in deriving the 

fundamental relationships, for example, that r= Cos@ where O 

is the angle between two variable vectors as discussed in the previous 

section. If, however, another coefficient of correlation is used, 

these relationships are no longer appropriate. On the other hand 

it is equally inappropriate to use a coefficient that will indicate 

spurious relationships by assuming interval scaling, simply in order 

to proceed with the analysis. 

A formal description of the procedure adopted therefore is as 

follows. Firstly the relationships between the constructs were 

calculated using the rank order correlation coefficient, Spearman's rhoe
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" New constructs were then defined having the same labels or names as the 

original constructs but which were inter-related in such a way that their 

product moment correlation coefficients were numerically equal to the 

rho coefficients of the corresponding, original constructs. The vectors 

representing the newly defined constructs could not be represented in 

terms of their co-ordinates because the explicit form of the 

transformation is indeterminate by virtue of the ordinal relationship. 

However they were defined io be of unit length having meeoreioaten in 

standardised form. The factor analysis (or principal components analysis) 

was then carried out using the transformed vectors. 

The two approaches to factor analysis described in section 8.4.2 are 

quite different in principle, in addition to their different ways of 

treating the variance associated with a particular variable. In the 

classical factor analysis approach a linear model is fitted to the data, 

but before this can be done the experimenter must decide how many 

factors need to be fitted, that is he must decide the dimensionality of 

his model. However the method of Principal Components (reduction of 

variance approach) proceeds by fitting the first factor (known as a 

principal component in this case) to the data in such a way as to explain 

the most variance. The next axis is then placed orthogonally and 

positioned to account for the greatest amount of the remaining variance. 

fo explain the greatest possible amount of variance the fitted axis, or 

component, must subtend as small an angle @ as possible with the 

variable vectors. In this way Cos © is maximised and since r = Cos@ 

r too is maximised. However the explained variance is given by 

x? and s0 by minimising © the variance is maximised. ‘The benefit 

of this approach is that an invariant solution is obtained. In 

classical factor analysis no single orientation is "best! and the 

actual orientation obtained is determined by the particular technique usede
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In practice many researchers subsequently rotate the axes initially cbt 

to obtain a better "fit". A drawback to the method of Principal 

components is that the analysis ultimately yields as many components as 

the original number of variables. However the first few components 

derived explain most of the variance and hence the remaining components 

are usually ignored. 

Slater (1965) favours the invariant principal components solution 

for grid analysis but in the present study factor analysis was preferred. 

In fact the procedure adopted was to first carry out a principal components 

analysis to suggest how few factors were required to explain most of the 

variance and then to carry out a factor analysis based on Lawley's method 

of maximum liklihood (see Harman, 1967 Chapter 10) to extract this 

number of factors. The factor analysis model was preferred because it 

does not assume that all the variance associated with a particular variable 

mast be distributed in the common factor space, thus permitting sone 

constructs to have a high specific variance (ag - Eque 9.3) This seens 

to avoid the statistical straitjacket of principal components and is more 

compatible with personal construct theory. 

It is possible in general to recompute the co-ordinates of the 

original vectors relative to the new common reference axes (factors). 

However because of the ordinal nature of the construct scores this could 

not be justified in the present study.
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40. RESULTS OF REPERTORY GRID TESIS 

This chapter discusses the results of the grid tests administered 

during the research and presents the relevant findings. In the first 

two tests the main pre-occupation was with establishing the test and 

analysis procedures, and for this reason the discussion is largely 

confined to procedural aspects rather than particular grid findings - 

although these are not ignored. The results of the first two tests are 

presented in 10.1. A revised element and construct elicitation procedure 

was introduced after the first two tests and was used in the remaining 

tests. This is described in 10.2. . Also presented in 10.2 are some 

general comments and findings from other tests used to polish the’ 

presentation of the test procedure. The three tests described in 10.2 

were administered to practising managers not associated with the C.A.D. 

function although two of the managers were from the sponsoring Company. 

The penultimate section (10.3) presents the results of the tests with two of 

the successive managers in C.A.D. which is followed by discussion (10.4). 

All the managers at the sponsoring Company gave their consent for the 

results of their tests to be published in a research thesis. It was 

explained that the results of the tests would not be available in any 

other way and in particular that they would not be discussed with other 

members of the Company. 

In analysing the grids using various computer programs it was 

necessary to identify the grids by codes. In the following sections 

these codes have been retained and thus the tests are referred to by 

the names KGRID 1, KGRID 2 etc. 

40.1 THE INITIAL TESTS 

Since the repertory grid test procedure requires the subject to 

score every element according to a particular construct, inspection of
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    the completed grid can indicate areas requiring further investigation 

or clarification directly. However in the initial tests the subject's 

scoring of the elements is of little relevance to the present study 

except insofar as it exemplifies the procedure to be employed in the 

general analysis of a grid. Consequently tests KGRID 1 & KGRID 2 

concentrate mainly on analytical aspects rather than content. 

10.1.1 Test KGRID 1 

Although dnepaction of a grid can yield insight directly, it is 

difficult to be systematic in such an approach and thus to be certain of 

noting all the observable information. Furthermore, the constructs 

elicited from the subject may be inter-related, additionally complicating 

a@ simple analysis as discussed in 9.4.1 where it was explained how factor 

analysis could simplify the interpretation of correlated constructs. 

In analysing the first repertory grid, interest focussed on 

comparing the results obtained using the method of analysis selected for 

the present study with those obtained from alternative methods. The 

effect of extracting different numbers of factors was also examined. 

Analysis of the grid commenced by calculating Spearman's ‘rho! 

rank correlation coefficient between all the constructs elicited using 

program RH@ (see appendix P6). The results obtained are presented in 

fable (10.1) where they may be compared with Pearson's product moment 

correlation coefficient calculated for the same data considered as being 

on an interval scale. 

As is to be expected, differences are found between the two 

coefficients although in general these are relatively small. The 

greatest differences are to be seen in the correlations involving 

constructs 2&6. As described in 9.4.3, the factor analysis 

procedure adopted postulated the existence of new construct vectors, 

related by Pearson product-moment correlation coefficients equal 

numerically to the Spearman's rank correlation coefficient actually
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Table (10.1) PEARSON'S PRODUCT MOMENT AND SPEARMAN'S RANK CORRELATION 
COEFFICIENTS FOR CONSTRUCTS OF KGRID 1 

  

  

  

  

  

  

  

  

  

  

  

                          
  

  

Construct 

eo a 2 3 4 5 6 2 8 9 10 41 

41 

2 228 

025 

3 62) .08 
258 |= 01 

4 222 |= 209} 239 
e2k}- 602] 645 

5 289 |= 219 }~ 062 |= 37 
286 }- .09|- .64|- 47 

6 Oh} 6OB|= 017] -35]— 13 
212] -O4l- . A5|- 29 

7 |= o33|= e25|- 34} 204) 219) 70 
237 |- 217|= .36| 07]. 21] 47 

8 2551] 220] 220]~ .O4]— 046 }—- 16 )- 031 

254] 633] 212] 2O2]— -45|- .20 026 

9 | .80|- .27|- .67|- .29] .89) .07| -32/- .55 
t76|- .20|- .64|- .39| .88|- .06] .29]- .57 

40 222] .05|- -76\- 44) 224 220) 40] .00] 27 

= 223] 2O1f- o73]— oH] 2235) 09] -/4 202] 27 

41 289] .30| 42] .06]~ .88|- .15)|- 038} -71|- .85 202 

287] .22] .40| .09|- .86|- .02|- .35] .71/- .83) .05 

Key 

A A = Pearson's product moment correlation coefficient. 

B B = Spearman's rank correlation coefficient 
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computed between the constructs. It seemed worthwhile to investigate 

whether the derived Besneon product-moment coefficients (r) would differ 

pieni fi cantly from those computed directly from the scores when the latter 

were considered to be on interval scales. The results of the 

comparison which was carried out using Fisher's Z transformation ~ 

Moroney (1956, p 312-14) - are presented in Table (10.2). It can be 

seen that the differences between the transformed correlation coefficients 

is not more than one standard error of the difference (4, - Zz), which 

may be assumed to be distributed normally. Thus the pormeiation 

coefficients are not significantly different although different numeric 

results will be obtained from each of course. If the above finding 

is generally true, which seems not unlikely, the use of the product 

moment correlation coefficient computed directly from the ordinal scores 

may be justified when computational facilities for calculating Spearman's 

rank correlation coefficient are not available. 

In order to decide how many factors to extract in the factor 

analysis, Kaiser's criterion (Kaiser, 1960) was applied. This requires 

that a principal components analysis is carried out and the number of 

eigenvalues greater than unity of the correlation matrix (having ones in 

the leading diagonal) is found. This number is then taken as the 

number of factors to be extracted. The eigenvalues for KGRID 1 are 

shown in Table (10.3) which shows that three factors should be extracted. 

In fact 4 factors were extracted since the fourth eigenvalue was close 

to unity and in the initial enthusiasm it was feared that potentially 

valuable information might be lost. 

The loadings for a principal components solution (first 4 components), 

a four factor solution and a two factor solution are shown in Table (10.4). 

It was interesting to compare the four factor solution with the 

principal components solution since Slater (1965) favours the latter.



Table (10.2) COMPARISON OF CORRELATION COEFFICIENTS GIVEN IN 

TABLE (10.1) FOR SIGNIFICANT DIFFERENCE USING 

FISHER'S 2 = TRANSFORMATION 

  

  

  

  

  

  

  

  

  

  

  

  

Construct 
Nosce Se dla | Sufeeeetee (6 jeer. a Sela ome 10-4919 

sb 

4 

2 |.10 

3 | -19| 27 

& | .06| .21| .22 

5 | 39} .31| .10] .37 

6 | 48] .21] 28] .36] .50 

7 | th} .25} 207} .09} .06|1.08 

8 | 0%} 42] 225] 018] 0%] 212] 16 

9 | 231] .22| .16| -34) .14] .39] .10] 09 

40 -| .03| .12| .20] .00] .06] .3%} .04} 206] .00 

41. |.27| -26| .07} .09] 25] .40] 210] 200} 21} .09                           
  

Method: Z = 1.15 log (1+ 2) 
i-r 

Let 4, and Ey be the transforms of the product moment 

correlation coefficient and rank correlation coefficient 

respectively. Then (2, - 

normally with standard error, 
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“Z,) may be assumed to be distributed 

2 _ where N=21 is sample size 

i -3 
The entries in the body of the above table are calculated from, 

Pig ae 5 ey -Z,)



Table (10.3) EIGENVALUES GREATER THAN UNITY FOR RANK 

“CORRELATION COEFFICIENTS OF TABLE (10.1) 

  

  

  

  

Total Variance       

Component No. 4 2 3 

Eigenvalue 4.79 1.96 1.073 

% of Total Variance 43.53 17278 15-75 

Cumlative % of ass) cts ltrs 06   
    

168.
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fable (10.4) PRINCIPAL COMPONENTS ANALYSIS & FACTOR ANALYSIS OF KGRID 1 

  

Construct 
Noe 

ve
} 
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n
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ny 
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11   

Component/Factor No. 

  

  

    

1 2 3 4 

c j4F | ar c \|4F jor c jA4F | oF c | 4F 

44] 89] 90] O6|= O8]- 12] 10)- 16 05] - 08 

41} 19] 20] 27] 23] 19] O7|~ 22 - 90)- 87 

33| 49] -49|- 27l- 52|- 56|- 23)- 58 o7| 13 

19| 21] 20|- 52|- 74|- 77| 06)- 02 = ahi- 14 

42|- 93|- 88] 12) 36) 35|- 19}- 01 - 15| 00 

02] 08; 05)- 43|- 58|- 52) 50) 59 - 16}- 26 

20|- 32]- 33]- 25]- 22]- 16 hol 64 02}- 08 

28| 65} 66] 38) 42] 36] 13)- 14 =O71=. 12 

42|- 87]- 87] 00] 19} 23}- 08) 18 = 06] 05 

18|- OF]— Of] 34] 55] 59) 53) 7 19}= O% 

ho} 98| 95| 25) 16} 13] 20) 00 20}; 00                       
  

Note: Decimal point omitted - all table entries x10 ~ 

C= Component Loadings 
4F = Factor Loadings with four factors extracted 

2F = Factor loadings with two factors extracted
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ia fact the four factor solution gives significant loadings on all the 

variables having significant loadings in the principal components 

analysis, with additional loadings in the first and second factors 

extracted. In deciding whether a loading was significent, the simple 

procedure of rejecting as insignificant all loadings less than 0.3 was 

applied. The rationale behind this was that any loading less than 0.3 

explained less than 10% of the common variance on a given factor. 

Although more rigorous tests are Sexiiatle for computing the statistical 

significance of factor loadings ~ see, for example Burt and Banks (1947), 

Holzinger and Harman (1941) - the approach adopted seemed consistent with 

the relatively low order of measurement (ordinal) obtained in che basic 

data. In each case the loadings are greater in the four factor analysis 

compared with the principal components analysis, suggesting that the 

factor analysis is a better discriminator between variables. 

The two factor analysis was carried out after a more detailed 

examination of the four factor results discussed below. It seemed 

possible that only two factors might adequately describe the data if 

extracting only two factors caused the variation in the common factor 

space to be redistributed. As the following discussion will show, this 

would probably have been an oversimplification. However it is mentioned 

here because, in the event, the loadings on the two factors extracted were 

very similar to the loadings on the first two factors of the four factor 

solution obtained initially. Thus a redistribution in the common factor 

space had not been achieved, instead the common variance associated with 

the third and fourth factors in the four factor solution had merely 

been added to the specific variance as Table (10.5) shows. 

Although the information elicited in this particular test has no 

relevance to the present study, it is appropriate to consider the facters 

derived as these gave an early indication of the kind of results that were
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Table (10.5) SPECIFIC VARIANCE ASSOCIATED WITH CONSTRUCTS IN TWO 

AND FOUR FACTOR ANALYSES 

  

  

  

  

            

    

Sa Four Factors Two Factors 

Oe 

Common Specific Common Specific 

_ Variance Variance Variance Variance 

4 84 16 81 219 

2 86 “14 08 292 

2 87 013 54 hb 

4 62 38 63 37 

5 1.00 200 98 202 

6 276 22h 27 +73 

i 53 47 013 87 

8 «63 37 007 43 

9 «83 217 841 19 

410 285 “15 235 265 

4 41.00 <00 299 201 

79.9% 56.0%
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to be expected from tests completed by managers. To this end the factor 

loadings have been arranged in descending order in Table (10.7) and the 

signs reversed where appropriate. (Reversing the sign of all the loadings 

of a bi-polar factor simply reverses the label of the factor). 

The first factor in Table (10.6) may be termed a "man-machine" 

bi-polar factor. The construct "practical/intellectuai" loads on the 

machine (computer aspects) end of the scale and is consistent with the 

subject's use of the computer as a practical tool for the analysis of 

results. J 

The second factor is bi-polar and at first sight appears to have 

“Theoretical - Experimental" as its poles. However further examination 

of the constructs loading on to this factor suggests that theoretical has 

a rather special meaning. Thus "human" and "computer application" 

are associated with "theoretical". Upon examining the grid element 

scores for "Human/Not human"' it is found that positive scores (relating 

to the "human" pole of the construct) are given to elements such as 

"personnel selection" (judgement) and "retrospective thinking" 

(reflection). | Furthermore the construct "computer application", which 

also loads on the "theoretical" pole of the factor, is used in the context 

of computational aspects rather than machine aspects. The construct 

"Theoretical/Practical" subsumes under its theoretical pole, elements 

such as "Delta 'K' calculations" (a fracture mechanics term) and 

"understanding errors on computer runs". Used in the above way the 

three constructs may be collectively described as "cerebral activities" 

while the other pole of the factor may be described as “practical 

activity" giving a "Cerebral-Practical" bi-polar factor. It is 

interesting to note that "Job/Not Job" loads on the "practical" pole 

of the factor. 

The latter observation is even more interesting when in factor 3, 

the construct "Job/Not Job!! loads on the factor pole containing the
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Table (10.6) CONSTRUCTS HAVING SIGNIFICANT LOADINGS IN KGRID 1 

  

  

  

  

      

Factor| Construct Factor |Specific 

No. No. Cons maict Loading | Variance 

4 41 Computer aspects/Human aspects 298 200 

4 Machine/Man 289 16 

8 Computer Application/Not Computer 6 7 

Application 065 | 3 
5 Practical/Intellectual hg | 213 

7 Academic/Industrial - 32 47 

9 Human factors involved/ = .87 217. 

5 Human/Not human - 93 200 

2 4 Experimental/Not experimental 7h 38 

6 Job/iot Job 58 2h 

3 Practical/Intellectual 252 °13 

5 Human/Not Human - 36 <00 

8 Computer application/Not computer ko 

application eee 230 

40 Theoretical/Practical = 255 a5 

3 40 Theoretical/Practical 374 oD 

6 Job/Not job 59 | 24 
7 Academic/Industrial 61 47 

3 Practical/Intellectual = .58 13 

4 2 Useful/Not useful ~87 “14     
     



  

constructs "Theoretical/fractical" and "Academic/In 

factor may be termed "Theoretical-Practical" by expanding the meaning 

of theoretical from its narrow use within the grid, to its wider more 

colloquial use. In this dimension the job is seen to have a 

theoretical or academic bias as distinct from a practical or industrial 

flavour. 

The fourth factor contains only one construct "Useful/Not Useful". 

Since it is not aaanosated with any other construct there are no clues 

to indicate whether the words have their usual meaning. Assuming they 

do, it may be significant that the construct "Job/Not Job" does not load 

on to it. It will be remembered that by Kaiser's criterion only three 

factors should have been extracted. Had this been done, and assuming 

the same effect on the factor loadings as was observed when only two 

factors were extracted, then the construct Useful Not useful" would not 

have appeared in the analysis. 

In summary, the above results were encouraging. Some procedural 

difficulties had been exposed as described in chapter 9, but a grid had 

been obtained and analysed. Based on a purely subjective assessment 

the results had given a fair picture of the subject's job and his attitude 

toward it. There was every reason to suppose that the test would be even 

more successful when applied to the kind of subject for which it had been 

designed. The subject of KGRID 1 was employed as a University 

experimental officer and spent his time upon largely experimental work in 

the field of fracture mechanics. The test had been able to expose a 

small number (3, perhaps 4) of super-ordinate constructs about which the 

subject structured his attitudes toward worke 

Before making changes to the test it was decided to carry out a 

further test using exactly the same procedure. This would give an 

indication of whether the difficulties encountered in administering the
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first test were due entirely to the test procedure or whether they were 

to some extent due to the anaect: 

10.1.2 Test KGRID 2 

The subject selected for this test was a university lecturer who had 

previous managerial experience and was known to be highly articulate. 

It was hypothesised on the basis of these two facts that a more complete 

grid would be obtained in his case and probably a larger number of super- 

ordinate constructs (factors). 

Proceeding in exactly the same way as described in 40.401 a principal 

components analysis was carried out on KGRID 2. ‘This yielded five 

eigenvalues greater than unity (cf. 3 eigenvalues > 1-00 for KGRID 1) 

thus confirming both hypotheses, since the subject also provided eighteen 

constructs (cf. 11 constructs from KGRID 1). 

The correlations between constructs are given in Table (10.7), the 

eigenvalues are given in Table (10.8) and the factor loadings for the 

five factors extracted are given in Table (10.9). The significant 

factors are arranged in descending order in Table (10.10). 

It is proposed to comment only briefly on the interpretation of the 

results. ‘The first general comment to be made is the richness of the 

constructs elicited. However these are highly correlated and the five 

factors extracted have been named as follows:- 

Factor No. Description 

4 Science - Philosophy 

ie Purposeful - Haphazard 

2 Measure of people ~ Measure of things 

4 Quantitative - Qualitative 

5 Systems ~- Not Systems 

The value of the above terms is only in their ability to describe 

the clusters of constructs gathered at each factor pole. (Factors
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Table (10.8) EIGENVALUES GREATER THAN UNITY FOR RANK CORRELATION 

COEFFICIENTS OF TABLE (10.7) 

  

Component No. 4 2 3 4 5 

  

Eigenvalue 7.66 2.62 1077 1021 1.08 

  

% of Total Variance | 42.54 | 14.55 9.85 6.7 5.98 

  

Cumilative % of 
Wotaiivattanice 42.54 | 57.09 | 66.94 273.64 | 79.62                



Table (10.9) FACTOR ANALYSIS OF KGRID 2 

  

  

  

                

Factor Loadings (x18) 

Construct| Common |Specific|Factor|Factor | Factor] Factor |Factor 
No.  |Varience|/Variance| 1 2 3 4 5 

1 ol 259 Boa (acd 410 18 10 

2 -76 oak = 82 | - 21 | - 06 | - 17 | - 06 

3 295 205 26 80 2k 28 29 

4 223 277 - 07 | - 13 17 | - 34 | - 26 

o. 095 05 91 16 28 Oo | - 15 

6 58 42 - 66 25 | -05 | - 18 241 

? 28 272 - 36 | - 03 41 | - 02 | - 37 

8 -97 03 76 06 | 40] -44 | oF 

9 66 3h 6 - 65 | - 16] - 44) -08 | 09 

10 ott 256 - 50 16 22 18 | - 30 

1 285 Cie 06 50 22 25 | - 70 

12 95 05 02 58 | ~ 70 | - 3 | - 09 

13 84 216 86 06 | - OF | - 34 02 

44 93 07 -93|-13)-11 08 16 

15 99 01 97 | - 08 | ~ 12 06 01 

16 259 oh 5? 16 29 | - 03 | - 40 

17 “74 226 ie 30] - OF 06 22 

| 18 48 Ler hh | - 31) - 23) - 2 26   
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Table (10.10) CONSTRUCI'S HAVING SiG 

  

NGS IN KGRID 2 
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Factor| Construct Factor | Specific 
No. No. eons truck Loading} qariance 

4 15 Closed/Open-ended 97 01 
5S Objective/Highly personalised 91 205 

13 Tends to spurious accuracy/Accuracy 286 216 
debatable 

47 Mechanistic/Probabilistic oT. 226 
8 Judgement based on quantification/ 276 203 

- dudgement based on values 

16 Financial/Not Financial 057 Ad 
18 Evaluative of past/Evaluative of ohh 252 

future 
2 Continuous/Discrete = 36 ore 

40 Complex judgemental/Simple = .50 256 
judgemental 

9 Measure of people/Measure of data = 65 334 
6 Subject to personal philosophy/ - 66 42 

Personal philosophy subject to it 
2 Human factors/Lack of human factors| - .82 02h 

44 Art/Technique = 93 07 

2 3 Objectives clear/Objectives not 80 205 
clear 

4 Control/lack of control 59 259 
12 Bread/Jem 258 205 
41 Systems/Non-systems 250 319: 
47 Mechanistic/Probabilistic 230 226 
18 Evaluative of past/ivaluative of = 31 52 

future 

3 8 Judgement based on quantification/ 40 297 
Judgement based on values 

9 Measure of people/Measure of data = ohh 66 
12 Bread/Jam = 270 95 

4 43 Tends to spurious accuracy/Accuracy| = .31 16 
debatable 

4 Long term/Short term = 63h a0. 
42 Bread/Jam = 33h 205 
8 Judgement based on quantification/ | - .44 203 

Judgement based on values 

5 10 Complex judgemental/Simple - .30 256 
judgemental 

7 Continuous/Discrete =~ 37 72 
16 Financial/Not financial - 40 oA 
41 Systems/Not Systems - .70 215   
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having all positive (or all negative) loadings must still be regarded as 

being bi-polar because of the dichotomous nature of the constructs. In 

Tables (10.6) & (10.10) the constructs are listed according to one pole. 

' Reversing the construct, for example changing "Job/Not Job" to "Not Job/ 

Job", would tend to move the construct toward the opposite pole of the 

factor). The en insight into the meaning to be ascribed to the 

various factors is gained by careful consideration of the constructs 

gathered at the factor poles in terms of their element scores in the 

manner indicated in 10.1.1. 

The construct "Bread/Jam" is used by the subject to indicate "basics" 

and "trimmings". Virtually all of its variance (95%) is distributed 

in the common factor space and thus it is useful as a measure of other 

constructs. It loads on the "purposeful" and "quantitative" ends of 

factors 2 & 4 and indicates that the subject sees these aspects of his 

universe as basic. However the construct loads most heavily on the 

"measure of people" factor (factor 3) suggesting a significant regard for 

"yeople" as distinct from data, which are more usually associated with 

quantitative methods. 

Factor 5 was named "systems - not systems" after the construct having 

the greatest loading in that factor. This decision was supported by the 

fact that the construct with the next highest loading was financial /not 

financial, since finance in its various forms provides some of the most 

widely dispersed systems in human society. To find a manager having 

systems as a super-ordinate construct must be a fortunate occurence 

indeed for a system designer charged with the task of introducing a new 

system. 

Finally, to obtain a measure of the stability of the subject's 

scoring, he was asked to rescore his grid 13 weeks later. The scores 

on each construct were then compared using the sign test. The results
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of this are presented in Table (10.11) where it can be seen that only 

the scores on construct 12 (Bread/Jam) are significantly different from 

the initial scoring. Almost certainly the subject had forgotten the 

context in which he originally used this unusual term. Otherwise, 

within the limits of statistical variation, the scoring had remained 

constant. This stability is in accordance with more rigorous 

measurements of grid reliability reported in Bannister & Mair (1968, 

Chapter .7). Clearly if significant shift of construct scoring were 

to occur over relatively short periods, there would be little 

justification for using grids as a basis for system design work. 

40.2 THE FINAL TEST FORMAT: SOME FURTHER TESTS 

Following the administration and analysis of tests KGRID 1 and 

KGRID 2, the element elicitation questionnaire shown in fig (10.4) 

was adopted. This dropped the personality categories in accordance 

with the interim-conclusion reported in 9.3(iii). Additionally, 

triad sorts were based upon inspection of the elements elicited and 

were not selected in a pre-arranged order. 

A further three tests were carried out using the new format. This 

gave practice in administering the test before approaching the C.A.D. 

manager. ‘The relevance of the test was increased by using the limited 

number of managers available and the results are presented in KGRID 3, 

KGRID 4 and KGRID 6. (As indicated by the numbering system, test 

KGRID 6 was administered after the first C.A.D. manager had been 

‘interviewed but before the second was appointed). The correlation 

coefficients between constructs and the factor analyses for these grids 

are presented in Tables (10.12) - (10.17) for completeness but no 

detailed analysis is given. However some general points arose in the 

course of these tests that are worthy of note. 

Thus, in the course of administering test KGRID 3, the element 

elicitation was carried out on one day and construct elicitation on the



Table (10.11) RESULTS OF SIGN TEST ON TEST-RETEST SCORES 
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oe Plus | Mims | Match an 
Occurence 

: 3 6 15 51 

2 ? 6 1 4.00 

3 6 3 15 “51 

4 4 4 16 3 

5 5 7 1h 3h 

6 5 "1 8 121 

? 7 5 12 77 

8 4 9 "1 127 

9 5 9 40 he 

Ww 6 7 "1 1.00 

"1 8 3 % 3h 

2 1 8 5 < .001 

13 2 10 42 204 

ve 8 7 9 4.00 

7 7 3 44 3h 

16 10 3 "1 209 

17 Z 5 12 77 

18 ? 8 9 4.00 

Conclusions: Only in the case of construct no, 12 (Bread/Jam) 
is there a significant difference between the 

first and second grid test scores.
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Fig. 10.4 ELEMENT ELICITATION QUESTIONS IN FINAL TEST FORM 

Questions 

Ven 5 tt you had a job that could be done by computer which particular 

aspect would be most difficult to actually get the job done? 

2. What is the most satisfying task in your job? 

3. Give an example of an application or task in industry at which, in 

your opinion, a computer is (or would be) superior in performance 

to a human. 

4, Is there a calculation or series of calculations you regularly have 

to perforn. 

5. What is the most difficult task in your job? 

6. Give an example of a short term decision you regularly have to make 

in the context of your job. 

7. 

8. Which task or aspect of your job would be easiest to explain 

to an outsider? 

9. What is the most boring task you perform? 

40. What is the most important task in your job? 

441. Indicate some quantity or figure which most exemplifies in your 

own mind the subject of statistics. 

42. Is there some task you perform which involves financial decision 

making and if so what is it? 

43. Which task in your job do you consider as least likely to be capable 

of being done by computer? 

14%. What do you regard as the most important information you generate? 

15. What do you regard as the most important information you receive? 

46. Give an example of a long term decision you have to make in the context 

of your job. 

17. Give an example of an application in industry where a human is 

superior in performance to a computer. 

48. What is the "best" management technique you know of? 

19. What is the "best" application of computers you have had personal 

experience of? 

20. What is the "best" application of computers you have heard of? 

21. What is the most interesting task in your job? 

22. Is there an application or area of your job which is particularly 

unstructured, and if so what is it?
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ake 

186. 

Give an instance of a specific application of computers that you 
consider as least likely to be useful. 

What do you regard as the best way to communicate factual data at 
work? 

Which task or aspect of your job would be most difficult to explain 
to an outsider?
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Table (10.12) RANK CORRELATIONS’ BETWEEN CONSTRUCTS IN KGRID 3 (x10?) 
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43} 63|- 43|- 14]- 20] 11] 35]- 26]- 18]- 08]- 75|- 26]~ 38 

44] 27/- 35] 46|- 07/- 09} 20]. 58) 60] 19) 03} 18) 18]- 09 

15|- 35|/- 43] 37|- 01) 13] 55]- 03) 15] O0j- 46)- 35}- 50) 18) 13 

16|~ 36|- 52] 54] O3}- 09] 73) 33] 36]- 18)- 35|- 37|- 24] 29) 38) 27 

AZ | 21]- 13]- 01/~ 27/- 33] 15) 18] 28 a 82] 33)- 14] 20]- o7|- 13) 

18 9 49|= 52]- 56] 07|- 19] 05} 08] 19) 28] 42] 21)- 20) o2|- 33}- 38) 33                                     
  

“Spearman's rho
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Bigenvatues = | 32 "ha| 3.929] (1icoe)| (eis) (ei 

Factor rsadines O00) 

Rone kexst ene i Pastor pectce Posies Pactor rates 

4 364 336 63 23 io) 19 39 

2 “73 27, 4g |-10 |-51 12] | 45 

3 97 -03 =| - 40 5 Zora On| 143 

4 +97 +03 = 25 80 | - 42 24 | - 42 

5 232 -68 - 1% | - 30 o7 (| - 37 27 

6 75 +25 = 66 =| 40 ie S| eeas1 | 2/16 

7 295 205 - Of 2 80 43 | - 07 

8 -78 -22 «| - oF 20 80 31 | - 06 

9 -26 74 22 21 10 30 | - 26 

10 -76 <2 54 2h | - 09 39 | 51 

"1 .99 -01 96 20 o2 | - 08 | - oF 

12 oily 56 51 “1 03 36 18 

13 «83 217 - 26 - 35 -% |-37)-71 

a4 63 37 09 36 68 | - 17 oF 

15 34 66 - 39 05 16 |-39 |-11 

16 258 42 - 46 20 46 | - 30 | - 16 

17 Cpe) 225 77 26 42 - 03 | - 27 

18 53 4? 53 | - 42 2s 1 12                     
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7.Clerical task on-clerical task 
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1.Continuous decision | Discrete decision 
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2.Problems requiring an| Problema requiring a 
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4 vNon-application of Application of 
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Table (10.7%) RANK CORRELATIONS BETWEEN CONSTRUCTS IN KGRID & (x0?) 

1946 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

      

Cooper lin ea teams. (oom (een |i?4| Selagl|isGuaaseline |421| ab to 

4 

2] 90 

3 |- 38/- 38 

4 10] O4]- 22 

5 | 05) 17|- 15] 10 

6 Oij- 10) O7] 29)- 2 

2 |- 20|- 52] 19|- 23|- 02|- 31 

8 | 79] 63]~ 43) 25]- 14] 44)- 74 

9 | 35] 19|- 53) 06) 15)- 05]- 34] 30 

40 |= 85|- 70] 51|~ O7|~ 12 44) 63|- 70|- 62 

4 39] 30|- 38) 22] 10 28]- 47) 65) 15|- 29 

42 |- o1]- 03] 28] 27) 34) 20 34\- 07) 05| O7|~ 0&8 

43 |- 82)- 73 62|- 08|- 22| 08) 65}- 68|- 56] 87|~ 36] 02 

4h |- 25|- 63| 36|- 07] O%|- 10] 75|- 64)- 38 72\- 46j- 22| 74 

15 20) 67}- 33] 23) 09) O38 69] 48| 17]- 61] 02] 26}- 73|- 70                               
  

*Spearman's rho
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Table (10.15) FACTOR ANALYSIS OF KGRID 4 

  

      

  

  

  

Eigenvalues >1 6.71 1.86 1257 1034 
(44.7%) | (12.4%) | (10.5%) | (8.9%) 

Factor Loadings (x10°) 

Construct | Common | Specific| Factor | Factor | Factor | Factor 

No. Variance | Variance 4 2 3 

4 96 204 96 18 13 02 

2 90 10 84 35 27 - 06 

3 +53 247 - 45 - 28 48 - 16 

4 210 90 16 - 26 - 02 07 

5 15 +85 07 a4 - 15 - 32 

6 31 69 06 - 52 44 a4 

7 95 +05 ~ 82 54 - 01 o 

8 90 10 84 - 13 00 hi 

9 66 «3h 43 O4 - 68 - 6 

10 .88 12 - 87 - 19 28 03 

11 58 42 46 - 2h - 06 56 

12 48 52 08 - 48 “09 - 48 

3 69 |. | -88 | -46 28 12 

44 71 +29 - 82 13 06 1 

15 78 soe 76 - 06 40 - 4h                 
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* = 
Table (10.16) RANK CORRELATIONS BETWEEN CONSTRUCTS IN KGRID 6 (x10°) 

  

Construct Nee Veleee les «eran 5: bi 6— Er een <9 
  

  

2] - 19 

  

zs 12| = OF 

  

Hh 19) |= 9 noe 
  

5 58| - 07 32 01 

  

6} 21; -46]- 17] 54] 32 

  

7] 261-55]- 15] 60/- 08) 48 
  

8 83) - 14 12 15 72 25 22 

    9} - 29] 54] - 34] - 17] - 57] - 19] - 03] - 42                       
*Spearman's rho



Table (10.17) FACTOR ANALYSIS OF KGRID 6 

  

  
Eigenvalues >1 5039 

(37.7%)   
1.29 

(14.4%) 
  

  

Factor Loadings (x10°) 
  

  

            

Construct | Common | Specific | Factor | Factor | Factor 
Noe Variance | Variance 4 2 is 

4 272 «28 84 oh 08 

2 “72 28 ~ 29 65 - 47 

5 215 85 19 - 2h ~ 23 

4 42 58 23 ~ 22 56 

5 -69 331 76 =1105) - 32 

6 +33 -67 32 -17 4h 

a 88 12 27 - 08 89 

8 96 O04 95 23 - 03 

9 92 08 ~ 60 71 22   
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next. Although the subject claimed that he understood the requirement 

that a construct should involve a similarity and a difference that were 

related in some way, it rather seemed that some of the constructs 

offered did not correspond to this condition. The subject also had 

difficulty in finding significance in the elements when asked to carry out 

the triad sorts. He said it would have been helpful to have had 

available the questions used to elicit the elements, and on three or four 

occasions these were given when the subject appeared to be on the verge of 

giving up. 

However the elements did not appear to be of a different quality to 

those obtained in KGRID 1 and KGRID 2, although admittedly some of the 

questions used to elicit them did not seem to be very appropriate to the 

subject's job. In fact the impression obtained from the elements before 

commencing construct elicitation gave the impression that the triad sorts 

would be fairly reasonable, which could not have been said for the earlier 

tests. 

The subject attempted to score the elements immediately after finishing 

the construct elicitation stage. However he had immense difficulty as 

he found that he could no longer recall precisely what he had meant by 

either the constructs or the elements. The above behaviour was extreme 

and atypical. However it was similar in some ways to test KGRID 6. 

In KGRID 6 the subject only produced 9 constructs, which was the least 

number obtained in the limited series of tests. Of these, some were 

‘closely related to the questions used to elicit the elements. For 

example, an element waselicited from the question "What is the most 

important task you do". When that element was used in the sort the 

construct given was "important - not important". This may have been 

@ue to the fact the element and construct elicitation stages were carried 

out in the same day and thus the subject could remember the initial 

questionnaire.
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Undoubtedly KGRID 3 and KGRID 6 were the ‘least successful tests carried 

out, which is why they have beer described in some detail above. It may 

be relevent that these were the only tests carried out on subjects who 

understood the principles of the test and its purpose. 

The oneecret elicitation stage of the test was always the most 

demanding of the subject. The subject of KGRID 4 remarked that after 

completing this stage of the test he felt mentally exhausted and that he 

had felt disinclined to undertake tasks involving mental effort for 

2-3 hours afterwards. : 

40.3 TESTS WITH THE C.A.D. MANAGERS 

It was considered of great importance that this test went as 

smoothly as possible, since anomalous conditions could not be rectified 

as there was only one manager. The intention was to administer the 

test before the work of developing a planning system was commenced and 

to re-test when the planning system had been implemented. Any changes 

in attitude observed would be noted and analysed. In the event, however, 

this experimental design was ruined by the C.A.D. manager being changed 

during the implementation phase. As the new manager was already aware 

of the developments, the chances of measuring changes in attitude in the 

remaining months of the research were limited. Instead it was hoped 

that in the course of implementing the system the test could be re-applied 

using increasingly specific elements to both obtain more detailed design 

information from the manager and to gauge his understanding of system at 

various stages of development. This latter aspect is discussed in 10.4. 

Sadly, lack of computer facilities made it impossible to analyse the 

grids obtained in KGRID 5 and KGRID 7 in the manner described for the 

earlier tests. The results presented in 10.3.1 and 10.3.2 were analysed 

using the program INGRID 67 developed by Slater (1967). The 

significance of using the latter procedure on the results obtained is also 

@iscussed in 10.4.
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Fig. (10.8) INTRODUCTORY NOTES FOR REPERTORY GRID TEST 

General 

The purpose of the research is to study the problems of computer 

system design with particular respect to human factors. More specifically 

it considers the problem of design to meet individual needs and 

requirements with the context of a total system specification. This 

test is the tool that is being used to identify some of these needs and 

requirements, and one of the major objectives is to evaluate the utility 

of the test for this purpose. 

Specific Notes 

(4) This is mainly the test of a test not of the individual, tat to 

achieve the former it is necessary to do the latter. 

(ii) There is no correct or "right" answer to the questions. In all 

  

cases it is the individual's opinion that is sought, and that 

is the "right" answer if any is to be regarded as suche 

(4ii) In each case a specific example is required. Only the participant 

has to understand what this or its implicat’ens ic in any detail so 

that, although he may wish to elaborate in order to check he has 

understood the question for example, the final answer is required 

in as brief a form as possible. 

(iv) In come instances the participant may wish to give the same 

answer that was given in response to a previous question. When 

he indicates that this is the case it may be possible to modify 

the question to obtain an acceptable answere
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10.3.1 Best KGRID 5 
As an introduction to the test, the information given in fig (10.8) 

was communicated verbally with the subject. The element elicitation stage 

went very smoothly which was gratifying as, finally, the subject was the 

manager holding the job for which the questions were designed. 

In a 20 mimute conversation after the 60 minute session spent eliciting 

the elements, it appeared that the subject's high motivation to collaborate 

stemmed from the opportunity it appeared to offer to him to discuss the 

technical aspects of his work. In the two years the manager had been in 

post in his previous job (controlling fittings stock), such an opportunity 

had not arisen. He seemed to regard the grid test as providing a chance 

to re-appraise his work using the test as a touchstone. 

Construct elicitation took place the following day. The subject 

readily grasped the idea of construct formation, more so than earlier 

subjects, and during the course of the session he occasionally checked 

himself after deciding that the construct just given did not correspond 

to the requirement of similarity and oppositeness. He also realised that 

after a few constructs had been given, the same constructs tended to 

suggest themselves again and worked hard without prompting to give 

alternative constructs where possible. 

However he did have a little difficulty in understanding what was 

required of him in the scoring of the elements. 

Table (10.18) presents the product moment correlation coefficients 

“for KGRID 5 and Table (10.19) shows the results of principal components 

analysis, which are discussed in the following paragraphs. 

The practice of attempting to name factors (in this case principal 

components) has been continued. Where examination of the grouping of 

constructs within the factors enables an appropriate word or phrase to be 

used to describe the grouping itself rather than the individuals within
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Eo ( > 2Cr) Sole a ilese 7.Long tera Short tera 

alate tet (! sec ei[e jst +1 1-2, Ht |-2jer | 4e{at -1|-2 8.Fairly easy to do Fairly difficult to do 
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0. Personal Impersonal 
; 

1.Can be written down Cannot be written down 

i2.Past Present 

3.llave been involved Mave not been involved 
with with 

i 4 Assockated with ot associated with 
i __eommter computer 
| 5.Outside this-company | In this company 
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fable (10.18) PRODUCT MOMENT CORRELATION COEFFICIENTS OF CONSTRUCTS IN KGRID 5 (x10*) 

  

ae eles 1 tos oe |r | 8 | sel ao jan fae ad | 18) 95,11 16 4 a7 

  

  

  

  

  

5 |- 18] o7|- 22] 13 
  

  

7 |- al 12|- 30]- 32] o2j- 28 
  

  

  

10 | 56|- 47) 20|- 07|- 631 09] 13)~ 47)~ 03 | 
  

41 |- 06| 51|- 12] 514] 40] 09/- 35] 49}- 36]- 60 

  

42 |- 50] 26/- 71) 32 4g|- 2] 07] 20)- 25)- 59 45) 

  

43 | 42] 00] 26) 43}- 27] 60|- 30] 52)- 47] 08} 15}- 19 

  

a4 |- 53] 65|- 24|- 32] 241-19 a4l 23) 21]~ 65] 32) Bhl- 14 

  

45 | -72| 01] 68] 36|- 36) 66)- 47) 2Al- 34] 35) 46|- 61] 58)- 33 

  

46 |- 10] 58] 27] o2|- 03] 59)- 56) 70l- o7|- 33) 29) 11) 21) 24 8 

                a7 | 32}- 36) 34] 15] 14| 52|- 12] 26]- 20]- 06)- 41)- 14) 3A} 17) 27] 13                          



fable (10.19) PRINCIPAL COMPONENT ANALYSIS OF KGRID 5 

  

  

  

  

  

  

Component No. 4 2 3 4 s 

Eigenvalues >1 4.88 | 4.20 | 2.28 | 1.41 | 1.05 

% of Total Variance | 28.73 | 53.43 | 66.82 | 75.13 | 81-31 

Construct No. Component Loadings (X10°) 

(4) (2) (3) (4) (5) 

4 - 70 33 | - 2% | -08 | - 15 

2 5 | - 67 37 | -47 B 

5 - 69 10 43 ae - 16 

4 -42}) -33 | -77 | -<17] - 09 

2 35 | -46| - 27 51] - 38 

6 -81| - 27 20 21 30 

? 48 4a | = 19 42 54 

8 Sele 77 23 48 oO 

9 46 26 66 13 - 30 

410 - 37 81 | - oF | - 28 07 

1 = 04 | = 79 | ~ 27 | = 23.) = 2h 

412 51 - 60 ~ 42 05 16 

13 ~- 70 - 2 - 15 = 0 38 

a4 48 - 54 36 | - 05 28 

15 - 92 - 01 09 = 22 - 4 

16 -3h | - 6 46 | - 07 02 

17 -49 | -o4 | - 08 76 16               
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Table (10.20) CONSTRUCTS HAVING SIGNIFICANT LOADINGS IN KGRID 5 

  

  

  

        

Component | Construct : Component 

No. No. Coneiey cy Tosaing 

4 15 Outside this Company/In this Company 92 

6 Within my control/Not within my control 81 

4 Interests me/Does not interest me 070 

13 Have been involved with/Have not been -70 

involved with 

3 Capable of future solution/Insoluble at 69 

any time 

17 Requires decision making/Does not 049 

require decision making . 

4 Worth doing (Good)/Waste of time (Bad) he 

8 Fairly easy to do/Fairly difficult to do 44 

40 Personal/Impersonal 37 

16 Can be delegated/Cannot be delegated 334 

5 Computer will assist with this problem/ = 35 

Computer cannot assist with this 

problem 

9 Tllogical/Logical = 46 

a4 Associated with computer/Not associated | - .48 

with Computer 

7 Long term/Short term ~- AB 

12 Past/Present = 51 

2 10 Personal/Impersonal 281 

9 Long term/Short term At 

4 Interests me/Does not interest me 325 

4 Worth doing (Good)/Waste of time (Bad) = 033 

5 Computer will assist with this problem/ | - 46 

Computer cannot assist with this 

problem 

a4 Associated with computer/Not associated | - .54 

with computer 

12 Past/Present = «60 

16 Can be delegated/Cannot be delegated =) 365 

2 Not specific to my own personality/ - .67 

Specific to my own personality 

8 Fairly easy to do/Fairly difficult to do} - .77 

at Can be written down/Cannot be written = 279 

down 

3 4 Worth doing (Good)/Waste of time (Bad) ie 

12 Past/Present 4? 

a4 Associated with Computer/Not associated | - 336 

with Computer 

2 Not specific to my own personality/ 
Specific to my own personality =~ 37 

3 Capable of future solution/Insoluble at | - AS 

any time 
16 Can be delegated/Cannot be delegated - 46 

9 Tllogicai/Logical - .66   
   



Table (10.20) Cont'd 

204. 

  

  

  

      

Component} Construct . Component 
No. No. aaa e Loading 

4 17 Requires decision making/Does not °76 
require decision making 

5 Computer will assist with this problem/ 251 
Computer cannot assist with this 
problem 

2 Not specific to’my own personality/ - 47 
Specific to my own personality 

5 7 Long term/Short term 54 
13 Have been involved with/iave not been 38 

involved with \ 
5 Computer will assist with this problem/ = 038 

Computer cannot assist with this 
problem     
 



205. 

the group, further insight into the grid structure may be achieved. Of 

course, the’ factor need not be named in the above way for an examination 

of its construct loadings to give a feel for the way the subject used 

the constructs. Indeed an appropriate word or phrase may not exist to 

describe the particular use of the constructs revealed by the factor 

analysis. However when the factor can be named it serves the practical 

purpose of giving a reference label that is more explicit than the terms 

factor 1, factor 2 etee 

As can be seen from Table (10.19), five components explain 

approximately 80% of the variance in the grid. The grid was well 

differentiated in the sense that seventeen constructs were elicited. 

With regard to the scoring of the constructs, the subject appears to have 

used the wrong convention with respect to the scores on construct 15, 

"Outside this Company/In this Company". Reference to the grid shows 

that the subject has given a positive score to elements 19 & 20 thus 

indicating that side entry A ("Outside this Company") applies to the 

elements. Examination of the elements shows this not to be true. This 

mistake seems to have been a temporary lapse in the subject's scoring as 

inspection of the other scores on the elements does not reveal any similar 

inconsistencies. ‘The effect of the anomalous scoring would be to rotate 

the poles of the construct. Thus the entry for variable 15 in component 

4 of Table (10.20) should read "In this Company/Outside this Company" and 

not "Outside this Company/In this Company" as shown. 

Fifteen constructs are loaded on component 1 and it can be seen from 

Table (10.20) that some of those with positive loadings relate to self 

("have been involved with", "interest me") while the value judgement 

"worth doing" also has a positive loading and is thus associated with 

this pole of the component. On the basis of this argument, constructs 

loaded on the negative end of the construct might be labelled "not-self".



However such a label would be inadequate, since constructs relating to 

the subject's job are also included in the component ("within my control", 

“in this company"). Thus some composite label such as "Self-Job/Not self - 

Not job' is suggested to describe component 1. The construct pole "job" 

is not associated with "long term" or "past", that is to say it is regarded 

as short term and related to the present. Ominously the construct pole 

“computer will assist" is not associated with "job" either. 

The second component hs been labelled "Subjective - Objective. 

At the "subjective" pole is loaded "Long-term". This was not associated 

with the job in component 1, but is now associated with “interests me", 

This is consistent with the fact that it was this subject who ered that 

forecasting work be carried out to assist with the monitoring of stock. 

However these construct loadings contrast with that for "Worth doing/ 

Not worth doing", although the loading is relatively small, and this may 

indicate some ambivalence to the value of the long term approach. The 

constructs with negative loadings on component 2 in Table (10.20) relate 

to fairly simple, specific things and hence the label “objective. The 

computer is seen to be of assistance in objective applications despite 

the reservations indicated in component 1 on the use of computers in the 

context of the subject's own job. 

Component 3 has been termed "Important/Not important" since at one 

pole it collects the construct pole "Worth doing" and at the other "can 

be delegated". "Past" is associated with the "Important" pole in this 

construct. In fact the construct "Past/Present" appears with significant 

loadings in the first three components with three connotations. In 

component 1 it is not concerned with the job and in component 2 it is 

seen as objective, that is presumably, as a matter of record rather than 

of speculation. In component 3 its use is not clear unless its importance, 

or worth, relatesto past personal achievements since elements relating to



  

the subject's previous w appear in 

construct "Past/Present". Again the 

is not particularly favourable as the 

is loaded on the "not important" pole 

Component 4+ associates "requires 

assist" and contrasts these with "not 

the grid and are scored on the 

subject's attitude to computers 

pole "associated with computers" 

of the component. 

decision making" and "computer will 

specific to my personality". Since 

the latter two construct poles were associated in component 2 on’ the 

"Objective" pole, there is the suggestion that the subject perceives the 

computer to have a role outside the fairly specific application of 

computers to simple decision making of the automatic kind. This 

possibility would merit probing with the subject in a subsequent interview. 

Finally, component 5 perhaps indicates that long-term work with which 

the subject has been involved, could not be assisted by the computer. 

This possibility also requires probing. If this view were found 

to be true in an application such as that described in Part 1, the road 

to successful implementation would certainly have to incorporate a 

significant amount education (overtly or otherwise), which would not be 

necessary in the case of a totally committed manager. 

In summary, the subject appears to perceive his job as being 

associated with the present, as opposed to planning for the future or 

analysing the past. 

discharged by delegation while others 

is not regarded as being associated with the computer. 

He sees that some of his responsibilities can be 

cannot. On the whole, the job 

(This is despite 

‘the fact that the responses in the grid relate mainly to the subject's 

experience in the fitting's stock control area which had an extensive 

computer-based stock control system). Although the subject found a 

personal interest in long term aspects of his work he appeared to doubt 

the value of such aspects. The computer was seen as being useful for 

those applications that could be simply defined, but was not identified as
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being of use for long-term work in the subject's experience. Nevertheless 

it seemed possible that the subject did feel there was scope for the use 

of computers outside the more simple and tightly defined applications with 

which he was familiar. 

10.3.2 Test KGRID 7 

With one exception described below, this test was administered in 

exactly the same way as KGRID 5. The test proceeded smoothly through 

all stages, although there was no extended conversation with the subject at 

the end of the sessions as had been the case in KGRID 5. There was no 

particular reason for this except, perhaps, that a working relationship 

had been established over a number of weeks with the subject of KGRID 7 

before the test was carried out and he was more familiar, therefore, 

with the research than the first manager had been at the time of his test. 

The change in procedure in KGRID 7 was that an element was supplied 

when the questions in fig. (10.4) failedto elicit one. Ultimately elements 

nos 4, 7, 9, 10, 12, 21 & 22 were supplied, the others being obtained in 

the normal way. 

Before discussing the principal components analysis of the completed 

grid, attention is drawn to the fact that four constructs were elicited 

referring to information. Constructs 2 and 17 appeared to be very 

similar but the subject scored them differently. Construct 2 "Eliciting 

information/Demanding information" was obtained from a triad sort involving 

element nos. 2, 5 & 13 in which elements 5 & 13 were perceived to be 

similar and opposite to element 2. However the scores on elements 2, 5 

& 13 were 2, 1, 2 respectively, thus indicating that elements 2 & 13 were 

perceived as similar. A similar result is to be seen in Construct 8 

"Giving information/Receiving information" where element nos. 2h & 25 were 

sorted as being similar and different to element no. 5 although the scores 

indicate that element nos. 5 & 24 are perceived as being similar. The
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Table (10.21) PRODUCT MOMENT CORRELATION COEFFICIENTS OF CONSTRUCTS IN KGRID 7 (x10?) 
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Component No 1 2 3 4 5 6 

Eigenvalues >1* 3.87} 3.06| 2.23| 1.77] 1.57] 1.33 

% of Total Variance} 19.37 | 34.65 | 45.80] 54.63} 62.47] 69.12 

Construct No. Component Loadings (X10°) 

(4) (2) (3) (4) (5) (6) 

4 - 86 of o1 11] - 09 44 

2 37) 3B} - 50} - 14) - 27 06 

3 - 82 06| - 01 02} - 37| - 28 

4 - 20 73 4o 08} - o8] - 19 

5 - 4h) - 15 02 Sao 05 

6 - 03 36 | - 43 61| - 21 13 

2 4 65 16| - 01] - 38 01 

8 m5 04 43, OS ase7 “29 

9 - 16 29) - 74 23] - 4] - 42 

10 - 07| = 31] - 05] - O48) - 61 a4 

1 - 3h ai} - 50] - 45 19:1 = 05 

12 - 65 02} - 11] - 20 06}; - 61 

13 55 44 | - 20] - 50] - 39] - 11 

44 - 13] - 34) - 44 09 02 32 

5 20g 38] = 33 | 6 19 l= = at 

16 38) - 59 410 OF] = 45) ~ 26 

17 - 55 20] - 2h| - 57] - 20 of 

18 48] - 13] - 32 35 09) - 54 

19 49] - 72] -25| -11] -11| - 8 

20 “4S 64 16| - 03] - 16       41 4 

  

*Figenvalue corresponding to component no. 7 (not extracted) 

is also greater than unity having a value of 1.24.
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fable (10.23) CONSTRUCTS HAVING SIGNIFICANT LOADINGS IN KGRID 7 

  

  

  

  

        

Component | Construct Component 

No. No. eonetracy toading 

4 4 Deals with facts/Deals with People 86 

3 Computer application/Not a computer 82 
application 

12 Valuable application of computers/Not 64 

a valuable application of computers 

17 Numeric/Literal 55 

5 Decided by Company policy/Decided by a 
exigence : 

1 Fairly complicated to understand/ Fh 

Fairly simple to understand 

16 Deals with a small part of product - 38 

range/Deals with whole of product 

range 
20 Setting up standards/Utilising standards| - .45 

18 Obtaining reluctantly given information/| - « 

Straightforward information gathering 

13 Research for information/Presentation of} = -55 

information 

2 Eliciting information/Demanding - 59 

information 

iz A Stock restraint/Production restraint a> 

2 Prepared and presented by me/Presented 65 

to me 

20 Setting up standards/Utilising standards «64 

2 Eliciting information/Demanding 38 

information 

45 Of practical use/of theoretical use 38 

6 Intimately concerns me/Does not 36 

intimately concern me 

40 Making a decision/Not making a decision - 31 

44 Pre-determined variable/Variable = dt 

fluctuates 

16 Deals with a small part of product ar) 

range/Deals with whole of product 

range 
19 Production function/Sales function - 72 

3 9 Important/Not important 37k 

41 Fairly complicated to understand/Fairly 50 

simple to understand 

2 Eliciting information/Demanding 250 

information 

44 Pre-determined variable/Variable hl 

fluctuates 

6 Intimately concerns me/Does not AZ 

intimately concern me 

45 Of practical use/of theoretical use 233 

18 Obtaining reluctantly given information/ e352 

Straightforward information gathering 

& Stock restraint/Production restraint - 40 

8 jGiving information/Receiving information| - 243 

{ 
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Component |Construct Component. 

No. No. pore Tesi 

4 6 Intimately concerns me/Does not 61 
intimately concern me 

5 Decided by Company policy/Decided by 55 
exigence 

18 Obtaining reluctantly given information/ > 
Straightforward information gathering 

11 Fairly complicated to understand/Fairly - 45 

simple to understand 
13 Research for information/Presentation of| - .50 

information 
47 Numeric/Literal - 57 

5 40 Making a decision/Not making a decision 61 

16 Deals with a small part of product 45 

range/Deals with whole of product 
range 

13 Research for information/Presentation of 239 

information 
7. Prepared and presented by me/Presented 238 

to me 

3 Computer application/Not a computer 237 
application 

5 Decided by Company policy/Decided by <5. 

exigence 

45 Of practical use/Of theoretical use - 03h 

6 12 Valuable application of computers/Not a 61 
valuable application of computers 

18 Obtaining reluctantly given information/ 354 
Straightforward information gathering 

8 Giving information/Receiving information 339 

a4 Pre-determined variable/Variable = 032 

fluctuates 
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act that the subject has emphasised information flew so mich would 

certainly merit further investigation and clarification, particularly in 

view of his uncertain gcoring of two of the constructs relating to 

information. 

The results of principal component analysis on KGRID 7 is presented in 

Table (10.22) eee it can be seen that seven components are significant 

on the basis of Kaiser's criterion. In fact only six components were 

extracted from the analysis for discussion the seventh component only 

accounting for less than 7 per cent of the total variance. " ‘The grid is 

quite different from the preceding tests by virtue of the fact that the 

variance is distributed over so many independent dimensions. No attempt 

is made to name all the dimensions. 

Component 1 is a fairly general one associating fairly specific 

construct poles ("deals with facts", "numeric") at one of its poles and 

construct poles involving activities that are less precisely defined 

(setting up standards, research for information) at the other. The 

construct poles "Computer application" and "Valuable application of 

computers" are associated with the specific end of the dimension. 

Components 2, 3 and 4 appear to be dimensions of the subject's job. 

The construct "Intimately concerns me/Does not intimately concern me" 

loads in various amounts on each of the three components. The subject's 

interest in information flow is again evident from the fact that constructs 

relating to information are loaded on each of components2, 3 & 4. 

Examination of the construct poles gathered at each end of component 

2 suggest that a "production-sales" dimension has been defined. The 

subject's own job, of course, is primarily associated with the production 

end of the scale. On the basis of this suggestion the subject does not 

associate decision making with his job in this dimension. 

In component 3, importance is associated with "fairly complicated" 

and "practical" things.
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An interpretation of component 4 might be that some aspects of the job 

are defined by policy and do not require deep understanding ("fairly 

complicated") or difficult to obtain information. 

Component 5 is concerned with decision making. ‘Presumably "deals 

with a small part of product range" loads on this component to the extent 

that it too involves decision making which is associated with research for 

information and is affected by Company policy. "Computer application" 

loads on to this dimension but not, it is noted, "Valuable application of 

computers". A distinction is made between "decision making" and "practical" 

in component 5 which corresponds to a similar contrast in component 2. 

Finally it is noted that component 6 associates "valuable application 

of computers" with information flow constructs. 

The last test of the series, KGRID 7, is the most difficult to 

interpret. In summary, the subject appeared to have a number of dimensions 

along which he construed his job and in particular he seemed to be much 

concerned with information flow. On the whole he appeared to see his 

decision making as being constrained by company policy and difficult to 

obtain information, s0 making it of limited practical use. Obviously 

such a diagnosis is very tentative, but it points the way for further 

investigation probably carried out by unstructured interview. One 

possibility is to go through the analysis with the subject and to ask for 

his comments, although the reservations expressed in 10.2 should be borne 

in mind if it is intended to ask the subject to carry out further grid 

tests. 

10.4 DISCUSSION 

While component analysis gives considerable insight into grids 

KGRID 5 and KGRID 7, factor analysis is still preferred for the reasons 

“given in 10.1. In the present case factor analysis would certainly have 

been carried out had the test been used for system design purposes.
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However the relative rates of progress of the research in the two areas of 

application meant that the study described in Part 1 had passed the stage 

where the system design philosophy could be modified by the test results. 

Thus the findings reported in 10.1 - 10.3 only serve to exemplify the 

kind of results obtained from the test and the way in which they may be 

interpreted. For these reasons the principal components analysis suffices. 

Chapters 7-9 inclusive have concentrated on the development and theory 

of the test without stressing its power to extract information efficiently. 

Thus the test can be carried out in 14 - 23 hours of interface time plus 

analysis time. Thus must be contrasted with the alternative method of 

deriving similar information in a semi-structured or even fully open 

interview which would take a similar amount of time to carry out. However 

the techniques for data reduction based upon summarising notes or content 

analysis are not nearly as powerful as those of factor analysis applied to 

a repertory grid. Furthermore the repertory grid is a completely neutral 

investigatory tool, while the problems of conducting a completely neutral 

interview are well known. For example, leading questions can bias the 

interviewee's responses and the possibility that the interviewee has 

misinterpreted the question is very real. By asking the subject to merely 

sort elements that he himself has provided, the repertory grid test avoids 

these problems. 

However it is not suggested that grid tests should be used on all 

occasions in preference to interviews. The grid test is to be preferred 

‘when there is some possibility that the subject may,deliberately or 

otherwise, not give his true attitudes toward the subject in question. 

Obviously there will be cases when there is no reason to expect that other 

than the absolute truth will be given and in these cases the more natural 

approach of an interview may suffice. 

The tests described were initially intended for use in a study of the 

attitudes of the C-A.D. manager both before and after his use of the
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allocation system. If the test proved to be sufficiently sensitive, it 

would provide valuable information concerning the attitudes that governed 

the acceptance of new practices. However changes in C.A.D. personnel 

associated with the research made this scheme infeasible. 

It was decided instead to attempt to use the model iteratively with 

which ever menaeer was concerned with the project at the time. Initially 

the test form developed above would be used and would be supplemented by 

further tests and/or interviews to clarify points arising. The results 

from this stage would provide a basis for a system design to meet the 

user expectation. As the design proceeded to more detailed stages, 

correspondingly more detailed elements concerning various aspects of the 

new system would be introduced. This procedure would provide feedback to 

the analyst of any mis-understanding on his part or lack of comprehension 

on the part of the ultimate user. Of course, if the managers associated 

with the research continued to change, it was unlikely that future managers' 

expectations would also be met by the system if it had proceeded beyond 

the basic design stage based upon criteria developed from the expectations 

of earlier incumbents of the job. Nevertheless it was expected that new 

managers could, with some background information about the system, be 

expected to participate with subsequent grid tests concerned with more 

detailed design. In the event however, it was not possible in the time 

available to proceed beyond the development of a test upon which to base 

the initial system design. 

In the field of psychotherapy Kelly (1955) favoured the elicitation of 

elements, otherwise problems of interpretation could occur. For example, 

in an investigation of interpersonal relationships a child might be asked 

to provide an example of the person he respected most, to which he might 

respond "my teacher''. If "my teacher" were given as an element toa 

second child, for it "my teacher" might correspond to "the person I dislike
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otis with obvious problems in the interpretation of the associated grid. 

However, as discussed in 9.3, the constructs and elements of concern in 

the present study are of lower order than those associated with people, 

and thus there is less room for mis-interpretation then in the former case 

if elements are given and not elicited. The great advantage of giving 

elements is that grids can be compared more easily and the subject's 

attention can be focussed on the area of interest. This latter approach 

would be essential if grids were to be used at a more detailed level of 

design.
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41- CONCLUSIONS 

In any research having two parallel themes it is likely that one 

will advance more quickly than the other. It is also to be expected that, 

as in the present case, the aspect to develop most rapidly will generally 

be the one in which the supporting theory is more established. 

Thus on the one hand it was possible to implement a fully 

documented computer-based management information system within ‘the period 

of the research, despite a variety of practical problems attendant 

upon the exercise which, although they significantly affected the research 

in various ways, were in all other respects irrelevant to it. (Some 

of these problems are discussed in the Epilogue). Additionally the 

first detailed examination of the pattern of demand for the Company's 

individual domestic tube products was undertaken and a number of forecasting 

models for one of the high sales volume products were critically 

@iscussed. A preliminary examination of the Company stock levels 

indicated that significant savings could be potentially achieved if 

puffer stocks were related to the variability of demand. 

The management information system was test run on thirteen weeks 

real data. On the basis of this and in consultation with the C.A.D. 

manager a number of modifications were made. ‘The system then became the 

responsibility of C.A.D. (The most recent history of the system is 

described in the Epilogue). 

On the other hand, work on the general study of the problems of 

; implementation was slow to get under way because of the virtual absence 

of any previous work in this field. By the time a general system of 

studying the problems of implementation had been devised, implementation 

of the specific management information system was well advanced and 

development of the general method of investigation never overtook the 

practical work during the period of the researche
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However the results obtained from development of the general method 

using C.A.D. managers as subjects, showed the repertory grid approach 

to be an efficient method of eliciting information for use in system 

design that, upon analysis, can reveal the subject's attitudes and 

expectations of his job and its associated tasks. It is suggested 

that this is a more systematic and inherently more consistent method 

of obtaining such information than the only alternative of unstructured 

interview, although the latter approach could be used as a useful 

adjunct to the basic grid method in checking and expanding upon points 

revealed in the grid analysis. 

The results reported in this study by no means exhaust the potential 

uses of the repertory grid technique in system design. In particular, 

further research should explore the iterative use of the grid test to 

increasingly detailed levele of design as discussed in Chapter 10.
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In this final passage a number of points are made that are more 

relevant to the I.H.D. Scheme under whose provisions the research was 

carried out than to the research itself. Since the research reported in 

Parts 1 and 2 of the thesis was one of the first to be registered on the 

scheme which itself is still relatively new, it seems appropriate to record 

these observations in the hope that they will be of value to the 

administrators of Pe scheme and future students alike. Finally a brief 

mention is made of the more recent history of the PSALM system. 

(1) Selection of Project 

A draft brochure received shortly before registering under the I.H.D. 

Scheme stated that projects would " ... involve applied research work in 

one of the sponsoring industrial organisations on a problem of considerable 

importance to that organisation". A subsequent brochure states "The 

project should be of practical importance to your company ... ". 

However the requirement that the research be of importance to the 

company is, in many cases - inclu@ing the case reported here, in conflict 

with the normal time span of 2-3 years implicit in work carried out for 

M.Sc. and Ph.D. awards. This is so because for many companies, a problem 

of perceived importance requires a solution in a much shorter time-scale 

than 2-3 years. Usually a period measured in months rather than in years 

is the time allotted to important problems, and manpower and money 

resources are injected until a solution can be achieved in that time. 

This point is well understood by management consultants who generally 

operate on a short intensive project basis. 

A problem that is suitable for study by one person for 2-3 years is 

therefore unlikely to be of importance to many a company. Obviously 

important projects having longer timescales can and do exist in industry, 

but they are the exception rather than the rvle and are very important
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indeed to have an “important'' classification for such long a long period. 

The choice appears to be between carrying out research in short, intensive, 

possibly ondy loosely connected studies on problems important to a 

sponsoring company or alternatively carrying out longer term research 

on pavters of secondary importance. If, as in the present study, the 

research is associated with an important area of the company's operations, 

then the research plan is liable to. be subjected to large amounts of 

incidental interference as time goes by and the company's objectives alter. 

(2) Mis-match of Industrial/University Activity Cycle ince 

This point is closely related to the preceding one. The reason that 

many companies restrict their activities to projects on relatively short 

time bases is because their own environment can alter radically in a 

fairly short time. On the other hand the University environment is more 

stable and ite cycle time is relatively extended. In consequence the 

latter is more orderly and predictable. 

In the present case the sponsoring Company's organisation was 

radically changed during the period of the research. General economic 

recession caused approximately 400 redundancies, including some very 

senior staff; the price of copper changed radically; metrication took 

place and by the end of the period plans were almost finalised for a 

complete re-organisation of the Company's structure into product divisions. 

Clearly the possibility of these kind of events taking place in all 

put the largest organisations must be anticipated in any University scheme 

that is to successfully carry out research in industry. 

(3) Conflicting Industrial/University requirements 

The requirements of university and industry can differ radically in 

the context of research for higher degrees. The University looks for 

originality of thought and application, while industry frequently requires 

a purely practical - even pragmatic - solution to its problems. Thus
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‘when work is carried out for a sponsoring organisation, the best solution 

to achieve the objectives of the sponsor need nat coincide with university 

requirements for an original, non-trivial solution. This may lead toa 

conflict of interests for the researcher that is hard to resolve. 

(4) Recent History of PSALM 

The research formally ended in December 1971 and the PSALM system 

was taken over by C.A.D. in January 1972 and run with occasional assistance 

from the author until he left the organisation in May 1972. According to 

ex-colleagues its use was discontinued shortly afterwards because of stock 

shortages and production difficulties (see below). C.A-D. approached the 

O.R. and Statistics Section of Management Services Department in October 

of 1972 asking for assistance to re-instate the system on the Company 

computer. However existing commitments in the section meant that no 

help was available and the idea seems to have been forgotten for some time. 

In a recent conversation with the C.A.D. manager (March, 1974), 

he said that PSAIM had not been forgotten and its use was occasionally 

reviewed. The last occasion it had been reviewed was in November 1973, 

put the then impending disruption anticipated as a result of the 

industrial action of mineworkers and the subsequent three-day working 

which severely affected production, once again led to deferment of the 

decision to use PSAIM. He still felt that PSALM had potential but felt 

events had never stabilized sufficiently to justify its use. He saw no 

benefit in an allocation system of any kind when the basic problem was that 

sufficient production could not be achieved. 

As a final comment, it is difficult not to sympathise with the C.A.D. 

manager's outlook but in many ways it is, and always was, symptomatic of 

the whole problem. By concentrating on the emergencies of the present of 

‘which there were many, and not looking far enough into the future, the 

allocators failed to prevent the embryo problems of tomorrow growing into 

sturdy infants. It is the author's sincere opinion that the discipline
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the use of a system such as PSALM would impose on the situation, despite 

its lack of’ sophistication, would enable the vicious circle of tomorrow's 

problems becoming today's,to be broken. Once that had been achieved the 

benefits of more sophisticated forms of control would be recognised and 

could be rapidly achieved.
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i. 

The purpose of the simulation model was to simulate an integral number 

of years' activity at weekly intervals. In this way the effect of 

_ various policies could be explored and limits of statistical confidence 

could be placed on the variables of interest. 

Before starting the simulation proper, the weeks the four factories 

would shut down for plant maintenance and works' holidays had to be known 

in order to calculate "holiday stocks". It was a policy of the company 

that there should be in stock at the start of an annual factory shutdown 

an amount equivalent to the output that would have been expected had the 

factory rewained open. This “holiday stock" was quite separate ns 

stocks held to meet variations in demand. 

To establish what the factories would have made had they been open, 

the demand in each week that a holiday occurred for one or more of the 

factories was found. This was calculated as one thirteenth of the 

forecast demand for the quarter in which the week occurred. This 

quantity was allocated by Monte Carlo simulation to the four factories 

in the manner described below. ‘The total production from the factory 

on holiday, measured in tons, was divided by the number of weeks from the 

beginning of the year to the start of the holiday period. This gave 

the holiday increment that had to be made each week so that at the start 

of the holiday the total holiday stock for the given factory would have 

__been produced. This was repeated for each factory. 

The first step in the week by weelc simulation, was to generate 

actual demand values for each of the products by Monte Carlo methods. 

___ The method used was similar te that described below for simulating the 

product mix. When the individual product demand values had been 

generated, stock levels were reduced by a similar amount and tested to 

check whether they had fallen below the minimum level specified. In 

those cases where stock had fallen below the minimum level, plans were 

made to produce more of the items in short supply the following week 

at the appropriate factory.



The total stock at the start of the foliowing week was then 

calculated by adding to the total stock at the start of the current week 

the production in the current week and subtracting the demand. Next 

the expected stock at the end of the year was calculated: and the 

production level for the following week(s) was adjusted so that all 

excess stock would be used by the end of the year. An adjustment to 

the production level was only necessary when forecast demand and actual 

demand did not coincide. Although this was likely to happen the amount 

of adjustment was expected to be small. 

Having established the production level for the following week, 

production for the current week was broken down by simulation to give 

production output for each product. The amount generated by simulation 

in this way was not the total to be produced, but was the production level 

calculated the previous week (in an identical manner to that described 

above) plus the holiday increment also described previously, less the 

amount made to supplement stocks depleted in the past week. ‘The latter 

quantity was not simulated at random across the factories but was 

added to the output of the appropriate factories when the bulk of 

production had been simlated, since ite factory of manufacture was known- 

from the allocation rules. Thus the rule was to make items specifically 

required at the appropriate factory, while the bulk of production 

arising from the forecast of demand was simulated at random across the 

factories. 

In this method the week's product mix reflected the distritutions on 

which the simlations were based. These distributions were constructed 

; from the records of production allocation for 4968. The method of 

simulation is indicated in fig (1) which shows the cumulative probability 

of making an amount 'x'. The simlation was carried out by generating a 

random number in the range 0 - 99 and applying this to the ordinate scale 

in the usual way. Where the number fell between two points as in fig (1)
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the amount produced was calculated by interpolation. The amounts of the 

product types made in real life was approx. 400, 25 and 5 - 10 tons per 

week for Table 'A', B.S. 3931 and B.S. 1386 respectively. To reproduce 

these proportions the model relied on the production allocation 

distributions. It should be noted that simulating using these 

distributions, which were available for each factory, not only generated 

the amount of each product made but also indicated the factory of 

manufacture. 

When production had been allocated in this way the extra production 

for stock replenishment was added where necessary and the total make of 

each product was then added to stock. A check was made to see whether 

any maximum stock levels had been exceeded and when this occurred the 

excess over the maximum level was accumlated. When all products had 

‘been checked in this way the accumulation of excess was re-allocated again 

by simulation, markers being automatically set to prevent more of those 

products already at maximum level being made. A new check of the levels 

was made and the procedure was repeated until all the required production 

had been made and stocked satisfactorily. 

Finally a full breakdown of the production by product type and by 

site was output, followed by the new stock levels and records of actual 

demand. At the end of the year's simulation a graphical summary of 

_total weekly production and stock could be output if required.
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Foreword: There is certainly more than one solution to the 

production smoothing and allocation problem. This manual 

describes one such solution, that implemented in the PSA LM 

package. Although this approach is considered best for the 

present, future changes in policy, better information and so 

forth will certainly justify changes to, and ultimately the 

complete replacement of, the procedures described herein.
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1. INTRODUCTION 

This manual gives a general description of the capabilities 

of the PSALM package and specific details for its use. It is thus 

an instruction manual and the user's operating manual. In both 

capacities it is written for non-computer specialists and is in no 

way a technical specification, which will be produced separately. 

The package is concerned with the problem of smoothing 

and allocation of production of construction copper tubes. In 

particular it considers the Table 'X', Table 'Z' and Table 'Y' 

product groups. As it is assumed throughout that the nature of 

the problem is understood, the latter is described here only in 

relation to the particular solution offered by PSALM. 

There are four main sections to the manual:- 

(i) Description of Procedures. The main program of 

the PSALM package is run at weekly intervals and 

performs the smoothing and allocation function by 

utilising six major procedures which are described 

in sections 2.1 - 2.6. 

(4i) Commentary on Output. Salient features of output 

associated with the procedures described above are 

commented on. The output described in the commentary 

is presented in sub-sections that correspond to the 

procedures to which they relate. Thus the output 

described in 3.1 would be produced by the procedure 

described in 2.1.



(iii) Details of Input The make up of weekly input 

is given. The method of coding the input data is 

described and the function of the identification codes 

is outlined. 

(iv) Changing the Input File. PSALM uses information 

kept on a magnetic tape called the input file. It is 

explained in (i) above that changing the contents of this 

file is an integral part of using the package. The method 

of doing this using the PSALM File Editor is described.



2. DESCRIPTION OF PROCEDURES 

This section describes in principle how the various operations 

performed by PSALM are carried out. Its purpose is to enable the 

user to understand how his output was derived, and thus to enable 

him to assess ina particular decision making situation, how much 

weight he will give to the information contained therein. 

Time Scale 

The time scale PSALM works within is shown in Fig. 2.1 

actual 1 2 
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Fig. (2.1) 

Despatch and stock information is collected during week (w) 

between days (4) and (4) at depots and factories and is sent to 

Leeds where it is coded and punched for PSALM. The PSALM main 

program is run at time (r). This manual adopts the convention that the 

PSALM main program is run at time (T) so producing an allocation 

for week (w +2). Demand and stock data output thus relates to 

week (w).



DATA INPUT PROCEDURE (with Stock and Production 

Summary Listing) 
  

This procedure is essentially concerned with reading 

the weekly punched card input, checking it for certain errors 

and printing out the information in tabular form (3. 1). 

Additionally the current stock levels are checked against 

minimum and maximum levels and where these are broken, 

the actions described below are taken. 

2.1.1 Card Input 

The program requires a fixed number of cards as 

input containing the same categories of information in 

the same order each week. In order that the program 

can check the input is in the correct order each card is 

punched with identification characters and a sequence 

number, for example, * PLY 2. These characters are 

also intended to be meaningful to the user in order that he 

can readily identify the values ona given card. Thus 

* PLY 2 would indicate that the values punched in the card 

referred to production at Leeds site of Table 'Y' and that 

the card was the second in the sequence of cards having 

the identification characters * PLY. (The asterisk '*' 

serves a technical purpose that will not be described, 

but its presence is essential). Complete details of input 

punching codes and requirements are given in section 4.



ore 

If the program finds a card which is out of sequence 

or contains the wrong identification characters, it 

will halt with a message indicating the characters read 

and the characters it expected. The user must then 

check the deck of cards which have probably been 

inadvertently shuffled. A similar message is output 

if too few entries have been made in a card. In each 

case the type of error is indicated to avoid confusion. 

Stock Level Check and Re-ordering. 

If card input has been error free the current stock 

levels (which have been input as data - section 4) are 

checked against maximum and minimum levels which 

are kept on the input file (for details of the input file 

see section 5). A table of maximum and minimum stock 

levels used in this procedure is given in Appendix 1. 

If current stock of a given item is less than the minimum 

stock level, the difference between the minimum and 

current stock level is calculated and compared against 

that on order in the coming week. (Since there is a fortnight 

lead time, the production make for the coming week has 

been in existence since the previous week). There may 

of course be no order currently raised for the particular 

item, or it may be insufficient to cover the deficit. In 

either case the quantity required to bring current stock 

back to the minimum level at the end of the coming fort- 

night, assuming no demand in that period, is calculated.



The minimum re-order amount is 10 tons and thus 

items with stock deficits of less than this amount will 

be lifted above the minimum stock level at the end of 

the lead time if no demand occurs. If, on the other hand, 

the current deficit is met by orders raised on the coming 

week, no further order will be raised. 

With regard to maximum stock levels, items with stocks 

in excess of these are marked for later consideration 

(see section 2.4). 

STOCK PROJECTION PROCEDURE 

The output from this procedure is a graph of past and 

projected total Company stock levels. This section describes 

how this is achieved by production smoothing (2.2.1), and how 

the projection may be changed by the user to avoid unacceptable 

short term stock fluctuations (2.2.2) and to give load balancing 

(2. 2. 3). 

2.2.1 The Basic Stock Projection 

The graph contains a plot of three variables against 

week number, 

(i) Demand (measured as despatch) 

(ii) Weekly Production 

(iii) Total Company Stock 

The above quantities are plotted for a period extending 

from the ''base'' week to the "horizon" week, a period 

defined by the user. Thus a "base"! week might be the



first week of a quarter and the "horizon" week might 

be the last week of the quarter. In general the "horizon" 

week is the farthest convenient point in the future about 

which forecasts of demand can be made. Initially the 

whole "horizon" period is considered. The total weekly 

demand expected in the period is summed to give "total 

future demand". In order to produce a smooth production 

level throughout that period, the total future demand is 

divided by the number of weeks in the period thus giving 

a smooth weekly production level. By assuming the 

forecasts of total weekly demand are accurate, and 

knowing the smoothed weekly production level, it is 

possible to project the stock levels into the future. This 

is done by adding to the stock the difference of weekly demand 

and smoothed weekly production, for each week of the 

"horizon" period. These values can then be plotted 

against the week number to which they apply. 

As time goes by the current week will become intermediate 

between the "base" and "horizon" weeks. For the weeks 

between the "'base'' week and the current week, it is no 

longer appropriate to show projected figures as they have 

been replaced by actual ones. Thus in the output from 

this procedure actual values of weekly demand, weekly 

production and weekly stock are plotted up to and including 

the current week, and forecasts and projections are shown 

beyond.



Although the above describes the essential features 

of this procedure, in fact there are three further 

considerations. Firstly because of the lead time 

mentioned in (2.1.1), it is not possible to smooth 

production in the manner described above for the 

coming week - week (w + 1) - only for the weeks after 

it. This is because production schedules for the coming 

week have been prepared on the basis of smoothed 

production calculated the previous week - week ( w - 1) - 

and in general the latter will not be the same as that 

currently calculated. 

The reason for this arises because each week actual 

demand and production seldom coincide with the values 

forecast and requested respectively. This in turn means 

that the stock does not attain its projected level. However 

the basis of production smoothing is that production in the 

period considered - "base'' week to "horizon" week - shall 

be equal to demand in the period (with important 

qualifications discussed in 2.2.2). Since present stock in 

combination with future production must meet future 

outstanding demands, deviations from projections of stock 

will require adjustments to future production levelsif demand 

is to be matched by production. 

The second consideration is that of buffer stock. The errors 

inherent in forecasts of demand require that safety stocks



be kept for contingency purposes. With this in mind 

the rule used for production smoothing may be stated 

as:- Adjust production levels with regard to future 

demand and current stock so that at the end of the 

period a suitable buffer stock will remain. 

The actual formula used is:- 

Smoothed Production = (Total Future Demand* - (Stock 

projected for end of coming week - 

Buffer Stock) ) 

  

(Horizon wk - (Current week + 1) ) 

* This is the total demand expected in remainder of period 

(i. e. up to and including the horizon week) LESS demand 

week 

in the coming/which is accounted for in "stock projected 

for end of coming week". 

Thirdly, the smoothed production level as calculated above 

is only permitted to vary within certain limits related to 

the total weekly production budget. Although the actual 

values might be re-set from maf joisaulicnies would 

be to permit the smoothed production level to range 

between 85-125% of the total weekly budget. If the 

smoothed production level as calculated was outside this 

range, it would be re-set to the nearest of the two limits. 

In this case the objective of holding only buffer stocks at 

the end of the period would not be achieved in the 

projection.
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2.2.2 Adjusting the Stock Projection. 

In the long term, production must approximately equal 

demand or the Company will either run completely out 

of stock or accumulate huge surpluses. In the short 

term however it is often perfectly acceptable to carry 

larger stocks than is otherwise desirable when the 

alternative is to dismiss part of a skilled work force. 

This of course would assume that in the long term,demand 

is expected to be adequate to sustain existing manning levels. 

On the other hand when the long term demand forecast is 

low and production is smoothed to a correspondingly low 

level, an isolated period of increased short term demand 

could deplete stocks to the extent of leaving them 

ee dangerously low for a short time. 

Thus it is of great importance that, in the long term, 

production matches demand. It is of equal importance 

to see the short term implications in terms of stock and 

to take timely action to avoid potential crises. It was 

explained in the preceeding section how PSALM gives a 

projection of stock levels that are consequent on adoption 

of a smoothing principle aimed at matching production to 

long term demand. This projection will show any short 

term variations to be expected on the basis of information 

currently available. The next step is to take preventive action.
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with no adjustments. 

PSALM permits this by allowing the user to modify 

the smoothed production in any future week, with the 

exception of that coming where the schedules are already 

fixed. The method of doing this is best understood by 

considering the example below which shows a typical 

situation requiring some alteration of the smoothed 

production level. 

Table 2.2.2 shows a situation after smoothing production 

In the period considered and with the 

pattern of demand forecast, stocks will fall below the buffer 

stock level (900 tonnes) at a rate of 20 tonnes per week starting 

at week 9 and not rising above this level until week 16. It is 

assumed in this example that long term production and demand 

are perfectly matched, It can be seen that a short term stock 

crisis will occur if some action is not taken. 

Table 2.2.2 

Smoothed 

Week Production 

No. (tonnes /week) 

7, 420 

10 420 

ll 420 

12 420 

13 420 

14 420 

¥5 420 

16 420 

Forecast 

Demand Stock * 
(tonnes /week) (tonnes) 

440 900 

440 880 

440 860 

440 840 

440 820 

393 847 

393 pete 
393 901



* Buffer Stock level = 900 tonnes 

In the above, the greatest deficit expected is 80 tonnes 

in week 13, which could be avoided by making, say, an 

extra 8 tonnes per week for a period of 10 weeks prior to 

week 13 where the minimum occurs. This would have to 

be balanced by reducing the make in subsequent weeks in 

order that the long term balance would be maintained. In the 

above case this could be done by reducing the smoothed 

production level by 8 tonnes per week to 412 tonnes per week 

on say the fourteenth week. In this type of situation the nett 

adjustment should be zero. 

Adjustments are made to smoothed weekly production by 

adding or subtracting the required amounts to the smoothed 

production calculated for the required week(s). The final 

production projection for a particular week is thus the 

smoothed production level, which is the same for all remaining 

weeks in the period, plus the adjustment for that week. The 

adjustments can take any value and are added to the backing file 

using the PSALM File Editor in a separate operation to the 

weekly run. On the file are stored adjustments for each week 

of the horizon period. If the smoothed production level for a 

given week is acceptable, the adjustment will be zero. Once 

adjustments have been made they will apply each week until 

changed by the user.



13: 

As explained in(2.2.1)the smoothed production level 

will tend to vary each week and this will cause the effect of 

the adjustments to be correspondingly changed. As the 

adjustment facility is to be regarded as a fairly coarse form 

of control, minor changes in production level should not affect 

the overall situation, but major changes in level developing 

over a period of time will obviously require the adjustments to 

be re-set. Adjustments on the backing file relating to the coming, 

current or past weeks do not affect the output. 

2,2. 3 Load Balancing 

It is a feature of the products monitored by PSALM that 

their volume of production is to some extent controlled 

by the level of activity of the company in respect of its 

other products. Asa matter of policy it may be decided 

to either generally over produce or under produce Table 'X', 

Table 'Y', and Table 'Z' in order to either occupy the 

existing workforce or to release machines for manufacture 

of different products, respectively. This situation can 

be controlled by using the adjustment facility described in 

(2.2.2), Here the nett adjustment will not be zero as in 

the example of (2.2.2) since the load balancing policy 

automatically results in stocks that would deviate from 

the simple smoothing situation described in (2.2.1).
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ALLOCATION PROCEDURE 

The basis for allocation is the weekly production 

budget published in advance of each quarter. This provides 

a weekly production budget eee for each product (p) at 

each manufacturing factory (f), wheref =1, 2, 3, 4. Thus 

the total weekly budget (W) is the sum of all the Dae which in 

this procedure determine the weekly product mix. However 

the weekly production volume depends on the smoothed 

production (S) calculated for that week. Thus the "smoothed" 

weekly budget a p is obtained from ao f by proportion, 

thus, 

Blog = Bee ees: pf Bp S -nnene- a) 
since, 

i ae os ; ee eae 
eee) ee Bipay © 025eeeone oore 

ihe Beer 814 * Bea leper Bee 

and (By + Bi 2 t ---- Bae = W by definition; 

B! = (B + B + Ge-= 1,1 1,2 Bot = §, the smoothed 

weekly production for the given week. 

The "smoothed" budgets oe form the basis of the 

allocation, but they may be modified in two ways. 

Firstly if a re-order of amount (R) has been raised to 

replenish stocks as described in (2.1.2), a check is made to 

see if the sum of the smoothed budgets oy will cover the 

re-order amount, 

where B! = B! + B! + BI + BI 
P pl P.2 p,3 p.4
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If BY is greater than or equal to R, the re-order amount, 

no further action is taken. [If not, B, is further adjusted in the 

proportion (R/B)). Thus for product (p) 

B" * Bie Boe ROY forfe=.1 725035645 
BI 

Pp 

where B" £ is the final production request for product (p). 

It can thus be seen to be basically the budgeted amount adjusted 

for changes in smoothed production level and possibly further 

adjusted for re-order quantities to replenish stock below the 

minimum level. 

The second modification arises if a re-order quantity has been 

raised for an item for which no production is budgeted ey 1 

B 3B: $B. = 0). Under these circumstances the 
pP.2 ~~ p,3’ ~p.4 

whole of the re-order quantity is raised at the factory of first 

preference for that product. A table of the factories of first 

preference for the manufacture of each product covered by 

PSALM is given in Appendix 2, 

On the other hand, if the check on stock levels described 

in (2.1.2) revealed stocks in excess of the maximum level, any 

production of the items concerned would be set to zero. 

At this point the allocation request is complete providing 

that in total (now including re-order amounts) it does not exceed 

the limits placed on the smoothed production level (see section 

2.2.1). If this has happened a final proportional adjustment is 

made analogous to that shown in equation (1) of this section to
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bring the total allocation to the nearest of the two limits on 

the smoothed production level. 

FORECAST MONITORING PROCEDURE 

The allocation procedure described above relies heavily 

on the quality of the production budget to produce meaningful 

results. The budgets in turn depend upon the accuracy of 

forecasts of demand. If as time progresses the latter should 

prove to be inaccurate, it may prove necessary to change the 

production budget. Unfortunately until a large discrepancy 

develops it is not easy to decide by simple comparison of 

actual and forecast values, when a forecast has become 

completely erroneous, This is because even a good forecast 

will deviate slightly from the actual and thus some errors will 

always exist, the problem is to how to decide when this has 

become so large that the forecast must be regarded as being 

wrong. As demand invariably contains random variation, 

decisions to abandon the current forecast are best made ona 

statistical basis. A number of techniques exist to do this, the 

one used in this procedure is known as a 'Cusum Technique". 

The principle of this technique is described in (2.4.1) and it is 

recommended that this is read to aid in interpreting the results. 

However as described in (3.4.1) it is possible to follow the 

recommendations of the program without further consideration 

of the method by which they were achieved.
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2.4.1 Principle of the Cusum Technique 

The principle of the technique depends on the fact that 

if forecasts of demand are "accurate", the minor 

errors that occur, if added on a weekly basis, will form 

a cumulative sum whose value is never far from zero, 

since a positive error one week will be offset by a 

negative value in a subsequent week. If, however, the 

forecast begins to deviate in a systematic way from the 

actual, the eave sum (cusum) will grow increasingly 

in a positive or negative sense until it exceeds some specified 

value. It is then deemed to have gone out of control and 

the forecasts from which it was derived can be said to be 

inaccurate. The limit on the controlling size of a cusum 

is determined by the inherent variability of demand and 

the amount by which the forecast can be allowed to deviate 

from the actual before it is unacceptable. 

This may best be demonstrated by considering an example. 

Typically the demand for one of the products covered by 

PSALM is 120 tons/week with a standard deviation of 

40 tons. This means that demand each week is regularly 

observed to range between 80 and 160 tons and often over 

a greater range. If the mean demand were to change to 

100 tons/week with the same standard deviation,much of 

the new pattern of demand would fall in the same range 

as the old, that is between 80 and 160 tons/week, and it



would be some time before visual inspection of the 

results enabled a fall in mean demand of 20 tons/week 

to be perceived. The cusum method of monitoring 

would be much more sensitive in detecting such changes 

in mean demand because it would naturally take into 

account the 40 ton standard deviation in setting its 

control limits. 

As with all statistical control techniques, there is a 

small known probability that the cusum technique will 

indicate that the forecast is in error where in fact it is 

not, anda correspondingly slight chance that the forecast 

will be shown to be acceptable when in fact it is not. In 

practice things are arranged so that this does not 

seriously affect the utility of the scheme. In the present 

case, the forecast of total demand would be wrongly 

shown to be in error once every two years when it is set 

to detect a genuine error of 20% between forecast and 

actual demand. The probability of obtaining an erroneous 

result of the kind just described depends on the size of 

genuine deviation of actual demand fromthat forecast 

it is desired to detect. In general the greater the 

variability and the smaller the genuine deviation that is 

to be detected, the more likely is such an error.
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If the above considerations are bornein mind they 

should help in the week to week use of the program. 

The controlling limits for the cusum analysis are not the 

responsibility of the user. Their calculation and insertion 

on to the input file at the start of each quarter is done as 

part of the technical support required by the package. A 

cusum analysis can be carried out for each individual 

product where a forecast exists, and for the total forecast 

of demand. Further information on cusum techniques 

may be found in ref.1. The cusum procedure implemented 

in PSALM follows the scheme outlined on page 60 of that 

reference, 

PRODUCTION MONITORING PROCEDURE 
  

This and the final procedure (2.6) only produce print outs 

on the last week of a quarter. 

Each week the production realised at each factory is 

compared with the production budget (i. e. By f in the notation 

of section 2, 3) and the production request (i. e. Be or Bie 

as appropriate). Re-orders to replenish stocks of products 

not appearing in the production budget as = 0) are ignored in 

this analysis. The differences between actual production 

and production budget, and between actual production and requested 

production are plotted as two series against week number.
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When the production budget is consistent with the 

smoothing policy described in (232) the production 

requests will not not markedly deviate from the budget, 

and the plots of the two series will be essentially 

similar. If because of the smoothing function, the two 

do differ appreciably it will be for the user to decide 

which under the circumstances is the most valid for 

his purposes. 

DEMAND STATISTICS PROCEDURE 

At the end of each quarter, this procedure produces 

a listing of the mean demand, variance and ‘standard 

deviation of demand for each product covered by the 

package. It should be noted that the variance of total 

demand is calculated separately and does not assume 

independence between the demands for individual products. 

In general, therefore, the sum of the variances of demand 

for individual products will not be equal to the variance 

of total demand.
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3. COMMENTARY ON OUTPUT FROM 

PSALM MAIN PROGRAM. 

This section should be read in conjunction with a copy of 

the weekly printout produced by the PSALM Main Program, which 

ideally should be for the end of a quarter (week Nos. 13, 26, 39 

or 52) in order that the full output is available. 

Since the major procedures have already been described 

(Section 2) most of the output will require no further explanation. 

The purpose of this section is to cover those points arising out 

of the presentation rather than the related procedure. As 

indicated in Section 1 the sub-sections of this and the previous 

section correspond, although not all sub-sections require 

comment and are therefore empty. 

One general point is made before proceeding to the sub- 

sections. 

Page Headings 

At the head of each page reading from left to right, appear 

the week number, the time the program was run on the computer, 

the program title, the date of the run and the page number. 

The time framework the main program works within has 

been described in 2.2 and using the terminology defined there, 

the week number on the page headings is week 'w'. 

The pirpose of the time and date is to uniquely define the 

particular run, as more than one run may be obtained on one day 

when the program is used to evaluate the effect of different 

patternsof forward loading.
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DATA INPUT PROCEDURE - COMMENTARY 

A single asterisk at the side of closing stock levels 

indicates that stock is below the minimum value shown to 

the left of the entry. Similarly two asterisks indicate that stock 

is in excess of the maximum value shown to the right of the 

entry. 

Information pertaining to Table 'Y' relates to material 

in the soft condition. 

STOCK PROJECTION PROCEDURE - COMMENTARY 

The output from this procedure is graphical in form. 

The graph is set out at right angles to the print so that its 

length (i. e. the number of weeks covered) is not restricted. 

It is best studied by turning the print-out on its side, so 

making the week number (abscissae) axis horizontal. The 

units of the vertical (ordinates) axis in this position are 

tonnes. Both axes (abscissae and ordinates) may require 

multiplication by scaling factors of 10; 100 or moreas 

indicated by the labels. Thus, 

(ORDINATE VALUES X 10EXP 2) 

means all vertical scale values must be multiplied by the 

factor 10° or 100. (N.B, 10EXP 0 or 10° means that the 

scaling factor is unity - the scale of the graph is as marked 

onthe axes. When the exponent is negative, for example 

2 
10EXP-2, the scale values must be divided by 10 ).
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When the range of values to be plotted is large, the 

scale must become compressed in order that the graph can 

be contained on the paper. Under these circumstances a 

single scale division can represent perhaps 10 or 100 tonnes. 

In order that the exact values of variables plotted are known, 

these are printed out before the graph, under appropriate 

headings. Each value is preceded by its sequence number and 

this pair of numbers is enclosed in parentheses. A typical 

entry would be, : 

(4,423. 6) 

the sequence number being 4 and the value being 423. 6. 

The sequence numbers are merely the week numbers in 

a different guise, and are obtained by renumbering the week 

numbers from unity in increasing order. Thus in the 4th 

quarter of a year the week aumbers of interest would be, 

40, 41, 42, 52 

the sequence numbers, 

To relate the listing of actual values to the plotted 

values it will be seen that the first value plotted (lowest 

week number) has sequence number one, the second has 

sequence number two and so on.
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If the future nett adjustments are not zero, a 

warning will be printed to this effect after the projections. 

A load balancing situation will have been created as described 

in section (2.2. 3.) 

ALLOCATION PROCEDURE-COMMENTARY. 

FORECAST MONITORING PROCEDURE-COMMENTARY 
  

3.4.1 Output from Cusum Procedure 

The status of the forecast is given as "in control", 

"under review'! and "out of control". In the first 

case no action need be taken. In the secondagain no 

action need be taken but there is evidence that the 

forecast MAY be going out of control. The user may 

desire to investigate the bases of the forecast and 

whether they might have substantially changed, if it 

is important that the very first indications of the 

forecast going out of control are detected. If this 

procedure is adopted it is stressed that on many 

occasions the investigation will be fruitless and 

subsequently the forecast will revert to the 'in control" 

status. It is, therefore, a procedure only to be 

adopted when early warning is of paramount importance 

and so justifies a large proportion of extra effort. 

In the case of the "out of control" status being indicated, 

the forecast has been found to be inaccurate and should 

be abandoned. (The comments in section 2.4.1. with
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regard to the statistical basis of this re- 

commendation should be noted). A plus sign 

in this column indicates that actual demand 

is in excess of the forecast and a minus sign 

indicates that actual demand is less than 

forecast. 

PRODUCTION NONITORING PROCEDURE - COMMENTARY 

Two graphs are plotted for each manufacturing factory. 

One is of the differences between production budget and 

actual production, the other of the differences between 

the allocation requests and the actual production. 

If the production budgets are realistic the allocation 

requests should be similar to the budgets and the 

factories might expect not to deviate greatly from 

zero on either standard. Certainly the deviations 

from the budget should not be systematic unless they 

have been in the direction of the allocation which 

itself has differed markedly from the budget. 

On the other hand, if the allocation requests are 

not greatly different from the budgets, the factories 

should be able to meet them. Systematic failure to 

do so makes attempts to correct minor deviations from 

the budgets quite abortive.



3.6 DEMAND STATISTICS PROCEDURE - COMMENTARY
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4. PSALM INPUT REQUIREMENTS 

This section gives detailedmformation concerning how data 

must be prepared for the PSALM main program. The layout of 

numeric data is considered first (4.1), and then the order in which 

these data are required for the various categories (eg. demand, 

production at each manufacturing site, etc) of input (4.2). Finally 

the card sequencing system is described and discussed (4. 3). 

The above is summarised in the "Input Check List"! (4.4). 

4,1 LAYOUT OF NUMERIC DATA 

Data for input to the PSALM main program are first 

written on special coding sheets which are then used to prepare 

punched cards. Each line on the coding sheet corresponds 

to a single card and each division of the line a single column 

of the card. Thus there are 80 divisions of a line correspond- 

ing to the 80 columns of a computer card. 

PSALM will accept as input integer numbers 

(eg. 26, 343) or decimal fractions (ie. 26.3, 343.8) which 

obviates the need to write quantities such as 27 in the form 

Bs. 

It is usual to define "number fields" on punched cards 

within which the computer expects to find certain numbers 

punched. For example card columns 1-8 of a given card 

might be expected by the computer to contain a code number, 

and inadvertently entering the code in columns 2-9 would give
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rise to errors which might go undetected. To avoid this 

type of error PSALM does not use fixed field definitions 

as described above. Instead it merely requires a certain 

number of fields to be present on each card. In this scheme, 

a field is defined by a series of numbers (eg. 2314 or 

261. 78) the field being terminated by the first blank column 

encountered. 

The input program requires seven fields on each card 

with the possible exception of the last where less than seven 

fields are permitted if the total number of data being input 

is not a multiple of seven. Thus where 15 entries are to be 

input, the first two cards contain seven entries and the last 

only one. From the foregoing it will be seen that the seven 

fields could be punched in a given card separated by only one 

blank column and it would be acceptable to the program. 

However because the fields vary considerably in length 

from one entry to the next such a procedure produces a 

coding sheet that is difficult to check and to punch, Both 

these factors can give rise to errors. 

For these reasons the PSALM coding sheets are 

organised so that each field begins in one of columns 1, 

eae This results in an orderly arrangement 

  

of data that are "left justified". These are easy to visually 

check, punch and verify.



A final point concerning number fields is that 

each product group covered by PSALM contains 15 

products, so requiring 15 number fields. It is stressed 

that an entry must be made for each product even when it 

is zero, failure to do so will result ina data error as 

described below (4. 3) when the program is run. Number 

fields corresponding to products in a given product group are 

in increasing size order of products. Thus the first number 

field corresponds to 6mm size, the fifth for example, to 

15mm and the fifteenth field to 159mm. This is summarised 

in the table below:- 

Table 4.1 

Pr oduct Size Field No. Card No. 

(mm) 

6 1 1 

8 2 1 

10 3 1 

12 4 A 

ey 5 1 

18 6 1 

22 th 1 

28 8 2 

33. 9 2 

42 10 c 

54 11 z 

76.1 12 2 

108 13 2 

133 14 2Z 

159 15 3 

29.
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4.2 ORDER OF INPUT BY CATEGORY 

The PSALM main program requires a fixed amount 

of input each week, which may be broken into categories. 

These categories are listed in Table 4.2.1. 

Table 4.2.1. 

Order of Input 

1 

2 

Category 

Week Number. 

Demand in above week. 

Production in above week at Leeds Works. 

ih a " Kirkby Works. 

yf LT ee Barrhead Works. 

" rr i Allen Everitt 

Works. 

Stock at end of above week. 

With the exception of the week number, each category 

is further subdivided into product groups. Within a category 

the order of product groups is always as given in Table 4, 2. 2, 

Table 4.2.2. 

Order of input 

within categories 

1 

2 

S 

Sub-Category 

(Product Group) 

Table 'X' 

Table 'Z' 

Table 'Y' 

Within a product group data is set out as described in 

Section 4. 1.
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CARD IDENTIFICATION 

In the process of coding, punching, verifying and 

ultimately feeding the data cards into the computer, a number 

of errors can arise that may or may not go undetected by the 

computer. These errors may be summarised as follows:- 

(i) Errors in the values coded. 

(ii) Errors in the number of fields per card. 

(iii) Errors in the order of card input. 

Although nothing can be done in the present case to detect 

errors of type (i), PSALM contains input checking procedures 

that are capable of detecting certain errors of types (ii) and 

(iii). To do this each card is punched with identification 

characters in columns 75-80. These enable the program to 

detect, 

(a) too few numeric fields in a particular card 

- type (ii) errors. 

(b) cards in the wrong order for input - type (iii) 

errors. 

Although the program does not check explicitly for too 

many numeric fields per card, this situation implies too few 

elsewhere, a condition which will be detected. 

In more detail, the identification characters are comprised 

of two parts, a mnemonic and a sequence number. The 

mnemonic code relates to the sub-category and the sequence 

number maintains the input order within the sub-category.
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4.4, INPUT DATA CHECK LIST 

Table 4.4 summarises the contents of sections 4,1 - 4.3. 

Table 4.4. Input Data Check List. 

Card No.of Product Size Identification Sequence 

No. Numeric Contents Type Range Code No. 

Fields (mm) 

1 1 Week No. - - * WKN 1 

2 7 Demand Table 'X' 6-22 * DMX 1 

3 e a a 28-133 * DMX 2 

a 1 u a 159 * DMX 3 

5 it fr Table 'Z' 6-22 * DMZ I 

6 z ue u 28-133 * DMZ 2 

7 1 i a 159 * DMZ 3 

8 7 Ps Table 'Y' 6-22 * DMY 18 

2 io a y 28-133 * DMY 2 

10 1 at uw 159 * DMY 3 

11 7 Prdn. Leeds Table 'X' 6-22 * PLX 1 

12 « a at 28-133 * PLX z 

a3 1 mi ad 159 * PLX 2 

14 1 if Table 'Z' 6-22 * PLZ 1 

1S 7 v: MY 28-133 * PLZ z 

16 it a a 159 * PLZ 3 

a7 7 ee Table *Y") | .6-22 * PLY 1 

18 7 Mi " 28-133 * PLY 2 

19 1 Dy ws 159; PLY. 3 

20 f, Prdn, Kirkby Table 'X' 6-22 * PKX 1 

21 Xf uM My 28-133 * PKX 2
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Card No. of Product Size Identification Sequence 

No. Numeric Contents Type Range Code No, 
Fields (mm) 

22 1 Prdn.Kirkby Table 'X' 159 * PKX S 

23: T 9 Table 'Z' 6-22 * PKZ 1 

24 7 ts u 28-133 * PKZ 2 

25: 1 3 K 159 * PKZ 3 

26 7 Table 'Y' 6-22 * PRY. ; 1 

27 7 a ee 28-133 nN 2 

28 1 Sy e 159 = PRY: 3 

29 7 Prdn, B'head Table 'X' 6-22 * PBX 5 

30 iL sy Ht 28-133 * PBX 2 

31 i A us 159 * PBX 3 

32 it " Table 'Z' 6-22 *PBZ 1 

33 a " " 28-133 * PBZ Z 

34 pi i? a 159 * PBZ s 

35 c S Table 'Y' 6-22 = PBY 1 

36 7 " " 28-133 Pay: 2 

37 1 " " 159 * PBY: 3 

38 q Prdn.A.E, Table 'X' 6-22 * PAX 1 

39 % i iu 28-133 * PAX 2m 

40 1 ui th 159 * PAX 3 

41 7 ‘ Table 'Z' 6-22 = PAZ 1 

42 hi Ht af 28-133 * PAZ 2 

43 1 " Kt 159 * PAZ 3 

44 7 4 Table 'Y' 6-22 * PAY 1
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Card No. of Product Size Identification Sequence 
No. Numeric Contents Type Range « Code No, 

Fields. (mm) 

45 7 Prdn.cA.b. Table ty! 28-133 * PAY 2 

46 1 ay it 159 * PAY 3 

47 7 Co. Stock Table 'X' 6-22 * STX 1 

48 7 Hr a 28-133 * STX 2 

49 1 ue us 159 * SEX 3 

50 ip " Table 'Z' 6-22 * STZ 1 

51 % ag i 28-133 * STZ, 2 

52 1 m 159 * STZ 3 

53 a sf Table 'Y' 6-22 * STY 1 

54 re wv 28-133 + STY 2 

55 r ui us 159 * STY 3
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5. CHANGING THE INPUT FILE 

The preceding sections have described how the PSALM main 

program works. It was indicated that the basic smoothing operation 

carried out by the program could be modified by the user. (See 

the example of section 2.2), The following sections describe how 

this can be done in practice. Section 5.1 summarises the kinds 

of control the user can exercise, namely those of volume of 

production (5.1.1) and product mix (5.1.2). Section 5.2. is 

concerned with describing how the controls of 5.1 may be put into 

effect using the PSALM File Editor. Details of the program 

directives and the data required are given. Section 5.3 summarises 

the input requirements for a complete run of the PSALM File 

Editor. 

5.1 USER CONTROLS 

The user can exert two kinds of control on the actions 

of the PSALM main program. Company Product Mix is 

controlled by the weekly production budget and the total 

volume of production is controlled by production adjustments. 

5.1.1 Level of Production 

As described in 2.2, the basic level of production 

depends on the smoothing function, between limits that 

are related to the total weekly production budget. 

However, once this level has been determined it may 

be adjusted for future weeks to any value the user desires.
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If the sum of future adjustments is not zero, the 

user is load balancing. That is, he is planning to 

produce more (or less) than is required to meet 

the smoothing requirements. 

5.1.2 Product Mix 

Consideration of 2. 3 will show that once the level 

of production is fixed, the amount of individual products 

made depends on the basic weekly production budget of 

items. In fact the absolute value of the budget for an 

individual product is immaterial in this scheme, only 

the proportion this represents of the whole budget is 

important. 

To digress a little, the weekly production budget could 

be entered on the input file in percentage terms. For 

example, it is current practice to budget for each 

product in terms of the number of tons to be produced 

each week at a given factory. When all such budgets are 

added together the total is the weekly production budget. 

PSALM uses these values to produce allocations. 

However it would produce exactly the same allocations 

if all the production budgets were expressed as 

percentages of the total weekly production budget, rather 

than in tonnage terms.
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In practice it would be usual for the product mix 

to be slightly different to that of the product budget 

by virtue of replenishment orders raised when 

current stock levels fall below the limits set. Since 

replenishment would normally be expected to account 

for only a small fraction of the weekly production 

allocation, its effect will generally be negligible but 

might become important in times of unusually low 

stock. In the latter case the problem could be avoided 

by lowering the minimum stock levels to a point where 

replenishment orders could not be generated. 

THE PSALM FILE EDITOR 

Each week it is necessary to preserve information for 

the next run of the PSALM program. This information is 

recorded on a magnetic tape called the input file. For the 

reasons described in section 2 and above,it is occasionally 

necessary to change the contents of the input file before 

running PSALM again. 

The user supplies directives which enable the File 

Editor to insert amendments on to the file. Section 5.2.1 

describes directives that enable the level of production to 

be changed and section 5.2.2 describes the directives that 

enables changes in product mix to be effected.
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5.2.1 Changing the Level of Production. 

When changes are made to the basic smoothed production 

level calculated by PSALM using the adjustment facility 

in 2.2, the directive used is, 

* ADJUSTMENTS sn 

where s = week number where adjustments are to 
start 

3 t = number of adjustments 

Both s and n are integer numbers (no decimal point) 

and must be separated from each other by at least one 

blank card column. The directive must be left justified 

to column 1 of the card. 

The adjustments themselves must follow on subsequent 

cards, and follow the rules given in 5.2.3 on data layout. 

If adjustments are not consecutive, a further directive 

must be used. For example, if amendments are to be 

made to weeks 8, 9, 10, 11, 12, 16, 17, 18, this must 

be done using two directives since the weeks 12 and 16 

are not consecutive. This is shown below. 

There is no limit to the number of separate 

* ADJUSTMENTS directives used. 

Example 

* ADJUSTMENTS 8 5 

2 2.9 mend e 2 

* ADJUSTMENTS 16 3 

9 10 = 20.
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Although they would nct generally be regarded asa 

means of control, the forecasts of total demand are 

used for smoothing and thus affect the level of 

production. If more recent and thus, presumably, 

more accurate forecasts come available, they must 

replace the previous forecasts on the input file. This 

is done by using the directive:- 

* FORECASTS sn 

In all respects its use is the same as with the 

* ADJUSTMENTS directive. 

When the directives * ADJUSTMENTS and 

* FORECASTS are used, the amendments are listed 

by the File Editor. If a complete listing of either the 

amended forecasts or adjustments,from the base week 

to the horizon week,are required the directives are, 

* LIST ADJUSTMENTS 

* LIST FORECASTS 

5.2, 2 Changing the Product Mix 

The product mix is changed using the directive:- 

* BUDGETS 

The directive must be left justified to column one of 

the card, It must be followed by cards containing a 

complete input of production budgets for each product 

at each factory. Where products are not to be made, 

zero must be entered. The order of input is as 

described under entries 3-6 of Table 4.2.1. of section 4.2.
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The data layout required is identical to that used 

for production at the various factories ( see section 

4. for details). The identification characters 

are similar to those used for production except that 

the letter 'P' in those codes becomes 'B' in the 

present case, giving typically * BLX, * BKZ etc. 

SUMMARY OF DATA REQUIREMENTS FOR PSALM FILE 

EDITOR. 

Data following the * ADJUSTMENTS and * FORECASTS 

directives may be positive (or negative in the case of the 

adjustments), integer or decimal fractions, or a mixture of 

decimal fractions and integer. Each number field must be 

separated from its neighbour by at least one blank card 

column but otherwise its position on the card is immaterial. 

However a number must not be allowed to run from the end 

of one card to the start of another; all number fields must 

terminate on the card on which they begin. 

A PSALM File Editor run is commenced by use of the 

directive:- 

* WEEK w 

where w = week number of the last run of the PSALM main 

program and is an integer number. 

The directive is left justified to card column one. 

The directives * ADJUSTMENTS and * FORECASTS may 

be input in any order relative to one another, but each must 

be followed by its related data.
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All * ADJUSTMENTS, * FORECASTS, * LIST 

ADJUSTMENTS, and * LIST FORECASTS, where they are 

used, must be input before the * BUDGETS directive, if the 

latter is to be used. 

A File Editor run is terminated by the directive:- 

* END 

The directive is left justified to card column one, 

Table 5.3.1 

Check List of Input fo PSALM File Editor 

Card 

No. Contents Parameters 

1 * WEEK w = week no. of last run of 

PSALM main program 

2 (i) * ADJUSTMENTSbsbn 

s = week no. where adjustments 

start. 

n = number of adjustments 

b = at least one blank card 

column, 

2 (ii), (iii) 

3 (i) * FORECAST Sbsbn 
as for 2 (i) 

3 (ii), (iii) 

4 * LIST ADJUSTMENTS none 

5 * LIST FORECASTS none 

6 * BUDGETS none 

% * END



Notes 

(a) 

(b) 

(c) 

(d) 
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All directives must begin in card column 1. 

All parameters are integer and must be separated 

by at least one blank card column. 

The order of the directives * ADJUSTMENTS, 

* FORECASTS, * LIST FORECASTS and * LIST 

ADJUSTMENTS is immaterial save that they must follow 

the * WEEK directive and precede the * BUDGETS 

directive when present. 

With the exception of the * WEEK and * END 

directives, any or all of the remaining directives 

may be omitted ina given run. (Omitting all the 

directives would merely copy the input file which 

could be done more efficiently by other means), 

It should be noted that the action of running the File 

Editor program is to produce a new input file containing the 

required amendments while leaving the old input file 

unaffected. Thus any mistakes subsequently found in the new 

file can be corrected by either (i) running the File Editor on 

this file, or (ii) reverting to the original file and creating an 

amended input file from this, after correcting the cause of 

error in the original amendment run. 

As the above procedure can give rise to a number of 

virtually identical tapes, it is of paramount importance to 

keep some record of the identity of each and how they differ
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one from another. This can be done by keeping note of 

the tape serial number (T,S.N.) which is unique to a 

particular tape together with some indication of the contents. 

Serial numbers of the tapes used in a particular run of the 

computer are listed on the computer log, a copy of which 

is sent with the print-out to the user. Further information 

on this aspect is available from the Computer Department.
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ADDENDUM 

The following gives details of a special form of the 

*FORECASTS directive described in 5.2.1. 

Changing the ''Base Week'' and Horizon Period" 

Section 2.1.1. defines the "base week"! and "horizon 

period". The value of these variables on the input file may be 

changed using the PSALM File Editor. The directive used is, 

*FORECASTS bsbn where s = n =@ and 

b at least one blank 

card column. 

This directive must be followed by a card containing 

the week number of the new base week and the number of weeks 

in the horizon period, in that order. These numbers must be 

integer (ie contain no decimal point) and must be separated by 

at least one blank card column. Other information pertaining 

to the *FORECASTS directive in Section 5 applies here. 

If only one of the two variables "base week'' and "horizon 

period" are changed, BOTH values must be re-input.



 



STOCK LEVELS USED IN 

PSALM MAIN PROGRAM 

Minimum Levels Maximum Levels 

Size (tonnes) (tonnes) 

(mm) Table X Table Z Table Y Table X Table Z Table Y 

6 z " 4 iS S £ 

8 5 Z 2 © 2 Z 

10 - - - - = 2 

12 5 3 z 8 3 2 

15 300 30 60 1000 60 100 

18 - = ie 2 eS Z 

22 300 30 50 900 60 80 

28 150 15 40 350 30 60 

35 100 10 10 200 20 15 

42 80 10 10 160 20 ES 

54 60 10 10 110 20 15 

76 30 10 - 50 15 - 

108 30 10 - 50 35 - 

133 5 3 - 8 3 = 

159 5 3 - 8 3 =



 



FACTORIES OF FIRST PREFERENCE 

FOR 

MANUFACTURE OF CONSTRUCTION COPPER TUBES 

Size Table X Table Z Table Y 

6 - = = 

8 i L K 

10 - = = 

12 L L K 

15 K K K 

18 - 2 — 

22 B K K 

28 K K K 

35 K K K 

42 K K K 

54 K K K 

76 K K K 

108 L L L 

133 L L - 

159 L L - 

Note: L = Leeds 

K = Kirkby



psalm coding sheet 

Notes:- 

(i) Details of individual products are entered 
in seceating order of size (ie. 6mm., Smm., 
etc. 

(44) There are 7 entries per card within a 
product group (eg. Table 'X!) with the 
exception of the last which contains only 

Identification Codes* WkN 
DM- 
Bae 
st- 

*"_" indicates a 
missing code letter. -B- 

= 
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Week No. 
Demand (despatches) 
Production 
Stock 

Leeds 
Kirkby 
Barrhead 

  

  

  

  

  

  

  

  

  

  

  

  

  

ones ~A- Allen Everitt 

(441) Individual entries are started after each --X Table 'X! 
major half line. --Z Table 'Z! 
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1, INTRODUCTION 

This manual gives technical information about the PSALM 

package. Its purpose is to enable a competent FORTRAN 

programmerto make adjustments as requirements change with time, 

and to correct errors should they appear. (Descriptions of 

procedures carried out by the PSALM Main Program and PSALM 

File Editor (User Version) are given in the PSALM User Manual). 

Since a policy of continuous development has been adopted, the 

considerable effort involved in producing flowcharts could not be 

justified and instead the programs are extensively annotated using 

comment cards. 

Sections 2-4 give technical information relating to the three 

major programs in the package, namely, 

(i) SLM1 - PSALM Main Program 

(ii) SLM2 - PSALM File Editor. 

(iii) SLM3 - PSALM File Editor (User Version), 

Common to all the above programs is a tape file called 

SLMIDATAFILE. The file organisation is described in Section 5 

and the file contents and their locations are listed in Appendix 2, 

A number of subroutines are used by some or all of the 

three major programs and are concerned with activities such as 

file handling and input/output. Specifications for these "Service 

Routines" are given in Section 6.



Some of the output from SLM1 is graphical in form. The 

graphs and associated data listings are produced by a variant of 

the GOODS program, which is described in the GOODS manual. Q) 

Details of this in-program version of GOODS are given in 

section 7,
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2. SLM1: PSALM MAIN PROGRAM 

Hardware Requirements. 

The hardware configuration and the way it is used is outlined 

below:- 

(a) 21,760 words of core storage (1900 series processor), 

The program is overlayed as described in section 

(2.2). The binary dump of the program occupies 254 

one block buckets on E.D.S. file PROGRAM FOR8. 

(C.S.N. 000403). 

A source version is stored on cards and on file 

PROGRAM FOR4 in subfiles SLM1 and GOODS 

OVERLAY. These subfiles were created using the 

I,C.L. file editor XMED. To re-compile, the program 

description must be supplied on cards and the above 

subfiles then accessed by use of READ FROM 

statements. 

(b) 2 tape decks - the input file is created on the previous 

run, During a given run, a scratch tape is picked up, 

re-named SLMIDATAFILE and given a generation 

number equal to that of the current week. Information 

to be retained is copied to the new file which thus 

replaces the current input file. The latter is 

retained for security purposes. Each tape is given 

a retention period of 15 days and may be released 

after that time.



(c) 1 E.D.S. - This store (C.S.N. 000403) holds the 

overlay program and provides the scratch area for 

an unformatted backing file. 

(d) 1 card reader - used for data input. 

(e) 1 line printer 

(£) 1 Console typewriter - used for error messages, 

Overlay Organisation. 

Table 2.2 summarises the overlay arrangements. The 

greatest depths of overlay is 6, allowing for calls back to 

the permanent unit from the longest sequence of calls.



Table 2.2 Overlay Organisation. 

  

Area Unit Subroutine Name Subroutine Unit Area Size 

Size Size 

(words) (words) (words) 

1 1 STOCK SUMMARY 1602 1602 =) 

) 

1 2 STOCK PROJECTION Gis SS) 1543) 

PRODUCTION ALLOCATION 865  ) ) 
) 1602 

if S FORECAST MONITOR B22 =} ) 

CUSUM Sati.) 1491) 

PRODUCTION MONITOR ADL} ) 

DEMAND STATISTICS D7 ary ) 

ie I GOODS1 975: Sop bu), 

) 
2 2 GOODS2 1208 1208 ) 

) 
2 3 GOODS3 1225 le259>.) 

) 

2 4 INPUT Ze3 5 e) 330°-%:) 

SEQ CHECK 107%) ) 1225, 

) 
2 5 FREAD BOsies) ) 

“FWRITE Ores) 295, 

FCOPY 1507) ) 

) 

2 6 CONCARD 192 £9Z- =) 

) 

3 1 SCALE 660 660 j 

) 

3 2 SELFORMAT 186+) Bolin) 660 

DYNFORMAT 131 ) ) 

) 
3 3 EXPONENT 285 265 ) 

4 1 IVRTRANK 1:13 TSR 3) 
) 210 

4 2 CHANJSCL 210 210" ~)
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Service Subroutines Called 

INPUT 

FREAD 
FWRITE 

COPY 

Details of Service Routines are given in Section 6. 

Error Checks, 

These are described in Section 4 of the PSALM User Manual. 

An error trap of the type described in XFAT manual, 

Chapter 7 is used, The subroutine used is CARD CHECK. 

This checks for EXECUTION ERROR 0 which occurs if 

non-numeric characters are found in a numeric field. If the 

erroneous character is an asterisk '*' the program assumes 

that a numeric entry has been missed off a card and an error 

message is output to the line printer to this effect. This 

assumption can be made because free format is used for 

input which causes the identification characters to be scanned 

if the correct number of numeric fields is not present. The 

first identification character in every case is an asterisk. 

If any other non-numeric character is found a message is 

printed indicating the character found and the identifier of 

the card containing it. 

Any other error will cause the standard trace to be output. 

The program is compiled in Trace 2 mode.



3. SLM2: PSALM FILE EDITOR 

This program can be used to amend any item of data on the 

input file. It is not described in the PSALM User Manual as its 

use requires some experience of computer systems and in particular 

detailed knowledge of the file organisation used in the program. 

Details of the latter are given in section 5. This section describes 

the directives used to control the actions of the program. Hardware 

requirements are listed, service routines used are given and the 

error checks made are itemised. 

aay Directives for File Editor (SLM2) 

Including the Terminator (****) there are four directives 

for this program. All directives begin in column 1 of the 

card on which they are contained. 

3.1.1 *WEEK - This directive is always the first of the 

run. Its form is, 

*WEEKbn where 'b! indicates at least one blank card 

column and 'n' is the file generation 

number (week no) of the tape to be amended 

(integer). 

3.1.2 *COPY - This directive causes the service routine 

FCOPY to be called - see section (6.3)-its form is, 

*COPYbn where 'b' indicates at least one blank card 

column and 'n' is the record no. of the 

record to be copied from the input file to 

the output file (integer).



Suid, 

UPDATE - This directive calls the service routine 

UPDATE, which may be entered in a variety of modes 

as described in (6.4). Some of the arguments of 

UPDATE are supplied as parameters on the directive 

card, the remainder are inserted by the program. 

The directive has the form, 

*U PDATEbrbabmbxbf 

where b = at least one blank card column 

(integer). 

r = record number to be accessed. (integer). 

a = amendment type (integer) 

m = mode of entry. (integer) 

x = constant amount to be added (real) 

f = format requirement. (integer) 

The significanceof the parameters r,a,m,x and f is 

explained in (6.4), where the data requirements for 

UPDATE are also given. 

Run Terminator - A run of SLM2 is terminated by 

the directive, 

HRROK 

which is the last card of the input. 

Hardware Requirements. 

The following hardware configuration is used, 

(a) 8,704 words of core storage (1900 series processor),
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(b) 2 tape decks - the input tape SLMIDATAFILE will 

generally have been produced by an earlier run of 

SLM1. It may however have been produced by runs 

of SLM3 or SLM2. The amended version is output 

with the same name and file generation number as 

Paetngue file. SLM2 can be used to create a new 

tape when, of course, there will be no input file and 

all the data will be input from cards. 

(c) 1 E.D.S. - this store (C.S. N. 000403) holds the 

binary version of SLM2 on file PROGRAM FOR8, A 

source version is stored on cards and on file 

PROGRAM FOR4 subfile SLM2 which was created 

using the I1.C. L. file editor XMED. 

(d) 1 card reader - used for input of directives and 

data. 

(e) 1 Line printer. 

(f) 1 console typewriter - used for error messages. 

Service Subroutines Called 

UPDATE 

FCOPY 

Error Checks 

An error trap of the type described in XFAT manual, 

Chapter 7, is used. The subroutine used is PARAMETER 

ERROR. Its operation is best understood by considering the 

manner in which directives are input and identified.
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When a directive is expected by the program the whole of 

the card is read into array TEMP in 'A' format. TEMP (1) 

is then examined to identify the directive. However TEMP 

has been assigned a channel number using DEFBUF, which 

means that once the directive type has been identified an 

appropriate format can be selected to re-read the contents 

of TEMP, skipping the alphameric field using an X 

descriptor and inputting the appropriate parameters using 

free format. If a parameter is missing, the free format 

causes TEMP to be read yet again and at this point the non- 

numeric '*' of the directive is read, so generating 

EXECUTION ERROR 0. The error trap passes control to 

subroutine PARAMETER ERROR which checks the execution 

error number. If the number is zero the non-numeric 

character is examined and, if found to be an asterisk, it is 

assumed that one or more parameters are mis sing from 

the directive card. An appropriate error message is printed 

on the lineprinter, and the program halts displaying the 

message, 

ABANDON RUN - PARAMETER CARD ERROR 

on the console log. 

If the non-numeric character is not an asterisk an error 

message is again output to the lineprinter indicating the 

character found. The program again terminates with the 

above console lag message.



Execution error numbers in excess of zero cause standard 

FORTRAN trace diagnostics to be output, which requires 

the program to be compiled in Trace 2 mode. 

ike
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4, SLM3: PSALM FILE EDITOR (USER VERSION) 

Details of the method of using this version of the File Editor 

are given in section 5 of the PSALM User Manual. This section 

outlines the hardware requirements of SLM3, the service routines 

used and error diagnostics given. 

4.1 Hardware Requirements. 

(a) 10,432 words core storage (1900 series processor) 

(b) 2 tape decks - the remarks of 3.2 note (b) apply 

here with the exception that tapes cannot be created. 

(c) 1 E.D.S - this store (C.S.N. 000403) holds the binary 

version of SLM3 on file PROGRAM FOR8. A source 

version is stored on cards and on file PROGRAM 

FOR4 subfile SLM3 which was created using I.C.L 

File Editor XMED. 

(d) 1 card reader - used to input directives and data. 

(e) 1 lineprinter. 

(£) 1 console typewriter - used kor error messages. 

4,2 Service Subroutines Called. | 

INPUT 

FREAD 

FWRITE | 

FCOPY 

4,3 Error Checks. 

Two error trap routines are used in SLM3, 

That described in (3.4) is used to check directives and 

additionally directives are chcked for their context. Thus
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a valid directive, for example *FORECASTS, could not 

appear after the *BUDGETS directive since it would be out 

of context (see PSALM User Manual, Section 5.3). 

When the * BUDGETS directive is identified, the checking 

procedure described in section (4.3) of the PSALM User 

Manual is instated.
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5. FILE ORGANISATION. 

Each run of SLM1 produces a tape with name SLMI DATAFILE 

and generation number equal to the week number of the data in the 

run. The file is unformatted with 1024 word block size. The 

FORTRAN system requires 4 words for file organisation leaving 

1020 words per record available for the PSALM system. The 

principle adopted for file organisation and the lay-out of data with 

a record is described in section (5.1). Section (5.2) describes how 

COMMON blocks and the use of EQUIVALENCE in conjunction with 

the input file make information available to the program. A library 

of the contents and locations of data on the input file is given in 

Appendix 2. 

Sou File and Record Structure 

5.1.1. Principle of the File Structure 

As described in the User Manual, SLM! is comprised 

of six major subroutines. Each of these requires 

information which may be classified into two groups. 

Thus some information is required by all or nearly 

all the major subroutines and some is required by 

only one such subroutine. This was recognised at 

the time when the file organisation was being specified 

and accordingly it was decided that each major 

subroutine would be assigned one or more records, 

and that each record would be split into ''permanent'' 

information and "'temporary'' information. Permanent
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information would be required by most or all the 

major subroutines called subsequently, and thus 

would remain permanently in core once it had been 

read from the input tape. On the other hand, 

existing temporary information would be overwritten 

by that of the next major subroutine called. In the 

event it has been found that all the permanent 

information is required in the first major subroutine. 

Thus input to subsequent major subroutines is all 

of the temporary type. 

The Record Structure 

The firstfour words in a PSALM record are the 

variables, 

NWORDS, NTEMP, NPERM, NRECD, 

and these are followed by the array, 

IBUFF (1016) 

which together fill the 1020 words available in the 

record, [BUFF contains all the information in the 

record, although generally speaking only (NWORDS-4) 

of 1016 words available are used. Thus NWORDS is 

the total number of words used in the record 

including itself and the other three variables above. 

NPERM is the number of words of permanent 

information held on the file and NTEMP is the number 

of words of temporary information. (The last NPERM 

words in IBUFF are permanent information).
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NRECD is the number of the record which currently 

is a multiple of ten to enable extra records to be 

inserted if necessary without disrupting the system. 

Thus record No.41 could be inserted between record 

Nos 40 and 50 without affecting the service routines 

that access the file. 

Input/Output of File Information. 

Records are read from the input tape into COMMON block 

/BUFFER/ which has the follow structure, 

COMMON/ BUFFER/NWORDS, NTEMP,NPERM, NRECD, 

IBUFF (1016). 

If NPERM is greater than zero, the permanent information 

in IBUFF is copied to a second COMMON area/PERM/ which 

is available to all major subroutines. Copying is done using 

the I.C. L. routine FMOVE after using EQUIVALENCE to 

share the area of core used by the permanent information 

in/PERM/ with a dummy array IPERM. This is done in 

subroutine STOCK SUMMARY. In this routine a second 

record is required to complete the transfer of permanent 

information and to effect the transfer of the temporary 

information. EQUIVALENCE statements are used to locate 

the information in IBUFF with the variables in the program, 

It is essential to copy the temporary information to a new 

file on leaving a major subroutine because reading the next 

record overwrites any existing information. However a
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record may contain permanent information which is 

preserved in/PERM/ and this may be changed after the 

record has been copied to the new file, which is necessary 

to preserve the temporary part of it. Notably this occurs 

with the production allocations (PMAKE) of subroutine 

PRODUCTION ALLOCATION which have the same location 

in COMMON block/PERM/ as RQPROD the requested 

production in subroutine STOCK SUMMARY. which is the 

first major subroutine called inSLM1. This enables the 

allocations of one week to be considered as the production 

requested in the following week's run. In order to resolve 

ed problem of records where the permanent contents may 

/changed after the record has been copied to preserve the 

temporary part, such records are copied to a scratch 

backing file on disc. When all changes have been made to 

permanent variables the records are read back from disc 

file, the appropriate permanent values inserted and the 

final record is output to magnetic tape to create an updated 

input file for the next run of SLM1. 

Finally, the COMMON block/ PERM/ is larger than required 

to hold permanent information input from file. This is 

because information is generated in the program that has 

to be available to later subroutines. Variables input from 

file are in numbered continuation lines of the program, and 

variables generated in the program are on continuation lines 

marked with the letters A,B,C etc.



18 

6. SERVICE SUBROUTINES 

Programs SLM1, SLM2 and SLM3 use a number of service 

subroutines for data input and file handling purposes. This section 

describes these service routines, their function, arguments and 

error messages, if any. Where other subroutines are called, 

these are listed. The subroutines are regarded as ''free-standing" 

for this purpose. In fact this standpoint is quite valid, for 

example INPUT could be incorporated into any program without 

change, with the single reservation that COMMON areas would 

have to be compatible.
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FREAD 

Calling statement: CALL FREAD (p,r) 

where p = input peripheral channel no, (integer) 

r = record no. (integer) 

Function: To read PSALM record number 'r! from 

peripheral channel number 'p'. 

Subroutines called: none 

Common areas: /BUFFER/ 

Error displays: Console display DISP:-FD. An attempt 

has been made to access a record number 

less than that currently in/BUFFER/. 

(The input file cannot be backspaced. )



20. 

FWRITE 

Calling Statement: CALL FWRITE (p) 

where: p = output peripheral channel no. (integer) 

Function: To write the contents of COMMON area 

/ BUFFER/ to peripheral channel number 'p'. 

Subroutines called: none 

Common areas: / BUFFER/ 

Error displays: none.
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FCOPY 

Calling statements: CALL FCOPY (pj,p2, r.e) 

where Py= input peripheral channel no. (Integer) 

P2 = output peripheral channel no, (Integer) 

r = record no to be copied (Integer) 

e = endfile marker. integer) 

Function: To copy PSALM record 'r' from input 

peripheral 'p', to output peripheral 'p,'. 

Optionally the output file may be closed by 

setting e=] (gives ENDFILE pp), otherwise 

e=0. 

Subroutines called: none 

Common areas: /BUFFER/ 

Error displays: Console display DISP:-FY 

An attempt has been made to access a 

record number less than that currently in 

/BUFFER/. (The input file cannot be back- 

spaced),



6.4 UPDATE 
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Calling statement: CALL UPDATE (pj, p2, p3, T,a,m,x,f) 

where 

Function: 

p = file input channel no. (Integer) 

P2 = file output channel no. (Integer) 

P3 = amendment input channel no. (integer) 

r = record no.to be assessed. (integer) 

a = amendment type (integer) 

m = mode of entry (integer) 

x = constant amount to be added (real) 

f = format requirement. (integer). 

To optionally input (from peripheral channel 

number pj) or create PSALM record number 'r' 

in/BUFFER/. Amendments are input on peripheral 

channel number f3 and optionally the amended 

record 'r' may be output to peripheral channel 

number pz. The form the amendments take is 

described in section (6.4.1), 

Arguments a,m,x and f control the above options 

in the following way:- 

Replace the current contents of record 'r' with 

the amendments 

Add the amendments to the current contents of 

record 'r', 

Add the constant amount 'x' to the current contents 

of record 'r'.
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Read record 'r' from channel 'p;' and write the 

amended record to channel 'p2'. 

Make amendments to the current contents of 

/ BUFFER/ and write the amended record to 

channel 'p2'. 

Input record 'r' from channel 'p;' and leave the 

amended record in /BUFFER/. 

Make amendments to the record currently in 

/BUFFER/ and leave the amended record there. 

The constant amount to be added to the contents 

of/BUFFER/ at the location specified in the 

data (see section 6.4.1). This argument is real 

but will be ignored if a 7 2. 

£=0 Numeric data to be input as described 

in section (6.4.1). 

f= 1 Data is to be input according to the 

format supplied in the data - see 

section (6.4.1). 

Subroutines called: I.C. L. routine copys 

Common areas:/BUFFER/ 

Error Displays: Lineprinter display:- 

Error - ‘A record has been requested in the above directive 

having a number less than that last accessed, 

Records can only be accessed in ascending order of 

record number. 

Console display: - 

ABANDON RUN - PARAMETER CARD ERROR
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6.4.1 Data Requirements for UPDATE 

Each * UPDATE directive card is followed by cards containing 

information concerning (a) where the amendments are to 

be made and (b) the amendments themselves. 

Definition. 

An amendment to a PSALM record is defined as a change 

made to data stored at consecutive addresses in the record. 

If the data to be amended are not consecutive in store, a 

separate amendment has to be made. 

The number of amendments as defined above associated 

with a given directive is punched (10) in the card following 

the directive. 

Each series of amendments is preceded by an amendment 

definition card punched, 

nb) sb,REAL or, ) punching should commence in 

) card column 1. 

nb), sb, INT ) 

where n = number of entries in the amendment 

s = start address of amendment 

b, = at least one blank card column. 

  

b, = ONE blank card column 

If, as a result of changing the organisation of a record or 

creating a new record, the variables NWORDS, NTEMP, 

NPERM and NRECD are to be changed, or inserted for the 

first time, the amendment definition card must be punched 

with n=s8=0. This must be followed by the four (even if some 

have not changed) new values punched on one card (410). A 

new directive must then follow.
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If argument 'a' is set to 2 in the call to UPDATE, the 

constant amount 'x' (defined in the argument definitions) 

will be added to the locations specified in the amendment 

definition card and no other data will be required. 

If alphameric information is to be input, argument 'f' of the 

*UPDATE directive must be set f=1, and a format 

specification input on a card to describe the layout of the 

alphameric information. This format card must follow the 

amendment definition card and must be present in each 

amendment associated with an *UPDATE directive having 

argument f=1. 

The above is summarised in Table 6.4.1. 

Table 6.4.1 Check List-Assembly of data for Subroutine 
  

UPDATE 

Card No. Contents. 

1 No. of amendments (d) - format (10) 

ty
 Amendment Definition Card - 

nb, sb,REAL or nb; sb,INT 

where n = no, of entries in amendment. 

bi= at least one blank card column 

s = start address of amendment 

b= ONE blank card column. 

2a present only when argument 'f! of subroutine 

UPDATE is set f=1l.
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Table 6.4.1 Cont'd 

Card No. 

3-ete 

Contents. 

Format is punched on one card (card columns 

1-40) as described inI.C. L. FORTRAN 

MANUAL. 

Amendment entries in (508F0. 0) format if 

amendment definition is, 

nb, sb,REAL 

and in (101610) format if amendment definition 

is, 

nb) sb,INT 

If a format specification has been input (f=1) 

then the amendments will be read in the 

manner specified. 

Sequence 2-2a-3 is present 'd' times ina 

given call to UPDATE.



6.5 INPUT 
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Calling statement: CALL INPUT (u,2,k,py, Po» P3) 

where 

Function: 

" u = dummy array (real) 

N " size of dummy array (integer) 

k = four character identification code in 

which the first character is always an 

asterisk '*', 

P\= card reader input channel no, (integer) 

P2= channel defined /ARRAY for core transfers 

(Integer). 

p3= Line printer channel no. (integer) 

To read data punched on cards (or possibly 

from other peripherals) and check that they are 

in the correct sequence and have the correct 

number of entries per card. Currently seven 

entries per card are expected on all except 

possibly the last, depending on the size of 'z'. 

Further information on the checking procedures 

are given in the PSALM User Manual. 

Subroutines Called: SEQ CHECK 

Common areas: /ERROR/ 

Error displays: See section (6.6) SEQ CHECK.
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6.6 SEQ CHECK 

Calling statement: CALL SEQ CHECK (i,q,k,t,p3) 

where i = identification characters read from card 

in INPUT. 

q = sequence number read from card in INPUT. 

k = identification characters expected by 

program. 

t = sequence count i.e. sequence number 

expected by program. 

P3= line. printer channel no. 

Function: 

To compare the identification codes of a 

given deck of cards against a pre-determined 

sequence contained in the calling program. 

Error messages are given when a match is 

not obtained. 

Subroutines called: 

PAGE This gives a page throw and page 

header. 

CARD CHECK - Error Trap. 

Common areas:/ERROR/ 

Error displays: Line printer: - ERROR - Program expects 

the identification characters '------ ' but has found '----- Y 

The data cards are out of sequence or have been given the 

wrong sequence numbers.
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CARD CHECK 

Calling Statement: Called by FORTRAN Trace 2 error 

routines. 

Function: To report two types of error, 

(i) that too few entries are present ona 

card, This is deduced when the asterisk 

at the start of the identification characters 

is read. 

(ii) that non-numeric characters have been 

found in card columns 1-74, If an 

asterisk has been punched in these 

columns, the program will wrongly report 

an error of type (i). 

Subroutines called: none 

Common areas:/ERROR/ 

Error displays: Lineprinter: A non-numeric character 

other than a decimal point has been found in columns 1-74 

of the card identified as '------ ay 

OR, 
The card identified as '........' appears to contain too few 

entries.
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7. GOODS: In Program Version 

The graph plotting routines used by PSALM are essentially 

those of the “free-standing'' GOODS program and are described in 

the GOODS Manual. (1) As the latter explains, to utilise some of 

the options available with GOODS requirescard input in addition to 

the data series co-ordinates to be plotted (which were also usually on 

cards), In the ‘lin program! version, it would be unacceptable to 

have to input control cards to produce the graphical output, and 

thus certain modifications have been made. However these 

modifications have been designed to minimise the differences between 

the ‘free standing" and "in program" versions of GOODS, and 

thus the main reference remains the GOODS Manual. This section 

describes differences between the two versions and explains how 

the GOODS facilities may be obtained by the calling program. 

Tok Information Transfers. 

Information from the calling program is copied into COMMON 

areas associated with the "'in-program'' version of GOODS, 

which is called GOODS OVERLAY. There are 3 COMMON 

areas, 

/GRAPH/ ,/CONTROLfnd/EXTRA/. 

/GRAPH/ is essentially the same common block as is used 

in GOODS, /CONTROL/ is used in conjunction with 

subroutine CONCARD as described below and/EXTRA/ is 

used to permit the three main subroutines of GOODS 

OVERLAY, (GOODS1, GOODS2 and GOODS3) to be overlayed.
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A run of GOODS is initiated by a control card, The latter 

is simulated in GOODS OVERLAY by subroutine CONCARD 

whose arguments are the same in number and type as the 

contents of a GOODS control card with the exception of 

LORD and LABS which must be entered as TEXT variables 

(e.g. 1HI, 1H-). The arguments are then copied by 

CONCARD into COMMON block/ CONTROL/. 

The data series to be plotted are copied into array DATAR. 

DATAR (1,J,1) contains abscissa values and DATAR (2,J,1) 

contains ordinate values. J is the number of the data 

series (maximum value of J is 5) and I is the co-ordinate 

number, stored in increasing order of abscissae. 

Variables that would normally be input on cards such as 

NOHORMK, NOVRTMK etc must be assigned their values 

in the calling program, and these are available to GOODS 

OVERLAY through COMMON, 

When more than one call to GOODS OVERLAY is made in 

the course of a program, it is necessary to zeroise the 

above COMMON blocks before assigning new values. This 

prevents values from a previous call corrupting the new 

call. It is conveniently done by using EQUIVALENCEd 

arrays TEMP1, TEMP2 and TEMP3 in conjunction with 

FMOVE,.
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The IFMAT facility (ADDENDUM 2.14-GOODS Manual). has 

been enhanced so that if floating point listing is not specified 

(IFMAT=0) the listing will be dynamically formatted to 

accommodate any size of number printed to one decimal 

place. 

There is no title facility in GOODS OVERLAY, instead axis 

descriptors must be copied from the calling program into 

arrays 'X AXIS' and 'Y AXIS'. Similarly the data descriptors 

used in data listing and the 'Symbol Key' must be copied 

into array DES (I,J) where I is the series number and J 

takes values 1 to 5 so enabling 40 characters to be read.



i 

8. REFERENCE _ 

PEACE D.M.S; 'GOODS: Graphical Output of Data Series' 

Nov 1970. 

33.



APPENDIX 1 

CALCULATION OF ADDRESSES 

34.
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Most of the information relating to the products 

Table X, Table Z and Table Y are stored in arrays dimensioned 

(16,3). The program was originally written for imperial size 

products where there were 16 products in each product range. 

Now that the program is concerned only with the metric range, 

only the first 15 storage locations are used in each case. Thus 

Table X data starts at (1,1) Table Z at (1,2) and Table Y at (1,3) 

in a given array. This order of product groups (X, Z,Y) is strictly 

observed throughout. 

When the products are related to particular factories as, 

for example, in the weekly production figures, the array is 

dimensioned (16,3,4) where, 

(1,1,1) is the start of Leeds data. 

(1,1,2) is the start of Kirkby data. 

(1,1,3) is the start of B'head data. 

(1,1,4) is the start of Allen Everitt data. 

Within a given factory group the products maintain the order above 

fives Sieev: 

Appendix 2 lists the start addresses of arrays in each of the 

records on the input file. However when data pertaining to a 

particular product, say 54mm Table Z, is to be accessed, a certain 

amount of calculation is required to obtain the address. To 

minimise this problem Table 1 lists constants to be added to the 

start address of a given array to obtain the address of a particular 

product.



Table 1. 

Location Constants for Use with Start Addresses in 

Accessing Product Data. 

Product Product Type 

No. Size Table 'X' Table 'Z' Table 'Y' 

(mm) Location Constants 

J 6 0 32 64 

@ 8 2 34 66 

3 10 4 36 68 

4 12 6 38 70 

5 15 8 40 72 

6 18 10 42 74 

if 22 12 44 76 

8 28 14 46 78 

9 35 16 48 80 

10 42 18 50 82 

Et 54 20 52 84 

12 76 22 54 86 

is: 108 24 56 84 

14 133 26 58 90 

15 159 28 60 92 

16 Spare 30 62 94 

The above constants should be added to the start addresses 

given in Appendix 2 to give a product address. 

Notes: - 

(i) The above apply only for REAL arrays. They must be 

divided by two for integer arrays.
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(iii) 

i fs 

When products are defined by factory, add the following 

amounts to the above table of constants Leeds 0; Kirkby 96; 

Barrhead 192; Allen Everitt-288. (For integer arrays these 

should be divided by two). 

The arrays used to store forecasts etc for output in 

graphical form have unit dimension of (104), An address ‘a' 

is calculated in two stages 

(a) calculate the position 'p' in the stored series using 

the expression, 

p = w-b+l where w=week no.to be accessed 

b=base week 

(b) calculate the absolute address 'a' using the expression, 

a = 2(p-1) + s where s=start address. 

This procedure is not necessary when using SLM3, but is 

required for SLM2. 

Example. 

To access product 54mm Table 'Z' ina real array with 

start address 205, add the constant 52 from Table | to give 

the address 257. If the product were made at Kirkby its 

address would be 257+96=353.
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INPUT FILE CONTENTS 

38;
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Record called by subroutine: STOCK SUMMARY Record No:10 

Array Dimension Type Size IBUFF 

(words) Start End 

Address Address 

ICODE (16,3) I 48 1 48 

PIYPE. (3) R 6 49 54 

IPNAME (5,16,3) I 240 55) 294 

IFACT (4) I 4 295 298 

ISITE (3,4) I 12 299 310 

CSTOC (16,3) R 96 311 406 

MAXLVL (16,3) I 48 407 454 

RQPROD (16,3,4) R 384 455 838 

DEM SUM (16,3) R 96 839 934 

NWORDS = 938; NTEMP=0; NPERM=934; NRECD=10. 

Note: - IPERM is dimensioned (1032) and is equivalenced 

to ICODE(1) to enable FMOVE to be used to copy 

NPERM words from /BUFFER/. (IPERM is built 

up from record 10 and 20), 

Record called by subroutine: STOCK SUMMARY Record No.: 20. 

Array Dimension Type Size IBUFF 

(words) Start End 

Address Address 

MINVL (16,3) I 48 1 48 

DEM SQ (16,3) R 96 49 144 

WKBUDG - R 2 145 146 

NWORDS= 150; NTEMP=48; NPERM=98; NWORDS = 150.
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Record called by subroutine: STOCK PROJECTION Record No. 30 

Array Dimension Type Size IBUFF 

(words) Start End 

Address Address. 

FHOR (104) R 208 1 208 

SHOR (104) R 208 209 416 

PHOR (104) R 208 417 624 

PADI (104) R 208 625 832 

BUFF STOCK < R 2 833 834 

IBASE WK - I 1 835 - 

IHOR WK + I 1 836 - 

NWORDS = 840; NTEMP=836; NPERM=0; NRECD=30. 

Record called by subroutine: PRODUCTION ALLOCATION Record No40. 

Array Dimension Type _ Size IBUFF 
(words) Start End 

Address Address 

PBUDG (16,3,4) R 384 1 384 

NWORDS = 388; NTEMP=384; NPERM=0; NRECD = 40.



Record called by subroutine: FORECAST MONITOR Record No:50 

Array Dimension Type Size IBUFF 

(words) Start End 

Address Address 

PECST (16,3) R 96 1 9% 

URV SPS R 96 97 192 

ALRV (") R 96 193 288 

UDI (an) R 96 289 384 

ALDI (any R 96 385 480 

ISTATUS (26,3) 5 1 96 481 576 

USCORE (16,3) R 96 577 672 

ALSCORE ( ") R 96 673 768 

TURV 5 R 2 769 770 

TALRV - R 2 7 772 

TUDI : R 2 773 774 

TALDI Mee R 2 775 776 

ITSTATUS (2) I 2 777 778 

TUSCORE a R 2 779 780 

TLSCORE : R 2 781 782 

CUM FCST (16,3) R 96 783 878 

CUMDIFF (") R 96 879 974 

TCUMFCST - R 2 975 976 

TCUM DIFF - R 2 977 978 

TCUMDEM— - R 2 979 980 

NWORDS = 984; NTEMP=980; NPERM=0; NRECD=50.
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Record called by subroutine: STOCK MONITOR Record No: 60 

Array Dimension Type Size IBUFF 

(words) Start End 

Address Address 

PDEV (13,4) R 104 1 104 

BDEV (13.4) R 104 105 208 

PBUDGET (4) R 8 209 216 

CURRENT 
PREQ (4) R 8 ene 220 

NWORDS= 228; NTEMP=224; NPERM=0; NRECD=60.
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1.1 

1.2 

1. GENERAL DESCRIPTION 

INTRODUCTION. 

The graphical presentation of data is a valuable and widely 

used method of recording and understanding information, Unfortunately 

the preparation of graphs is tedious and time consuming, which can be 
a strong disincentive to avoid using this potentially revealing approach. 
GOODS is a program designed to minimise the time required to 
produce graphs which have most of the features of those manually 
prepared, Of course some computer installations have 'GRAPH- 
PLOTTER" programs which can produce graphs of excellent quality 
when used in conjunction with off-line graphplotting equipment. 

However in many cases GOODS has the following advantages over 
GRAPHPLOTTER routines. 

An obvious advantage of GOODS is that it provides a computer 
graph plotting facility at installations where the GRAPHPLOTTER 
hardware is not available. Unlike the GRAPHPLOTTER routines, 

GOODS requires no knowledge of a programming language, although 
its scope may be increased if statements in a standard format are 
inserted into the source program. GOODS will readily accept as input, 
output from other programs punched, say, on paper tape. Finally 
output is printed on the line-printer which, being an on-line activity, 

produces the results more quickly than with the off-line graphplotting 
equipment. 

However the GRAPHPLOTTER does give superior accuracy 
since it is able to plot continuous lines, whereas GOODS only plots 
points at discrete intervals. The GRAPHPLOTTER therefore is 

usually necessary for computer preparation of calibration and other 
forms of reference curve. For many other forms of data, the 

"reliability" of the points to be plotted does not justify the accuracy 

available with the GRAPHPLOTTER and GOODS may be preferred. 

MODES OF USE. 

For the purposes of explanation, three modes of use may be 
described, although in practice it is expected that (1.2.1) will be the 
one most commonly used. 

1.2.1 Co-ordinate Mode. 

In this mode up to five curves may be plotted on the same 

axes using different symbols. In addition up to 15 vertical 
and 15 horizontal lines may be drawn on the graph in 

positions specified by the user. The purpose of these lines, 
if required, is either to divide the graph into separate areas 
or to provide a grid to facilitate reading the scale at positions 
remote from the axes. 
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The scales on the axes may be determined in two ways. 

(i) If the co-ordinates (x), yy), (x2, y2), ---(%ps Yn) 

are input without other instructions, the program 

will select a scale consistent with the minimum and 
maximum values of x and y. 

(ii) The user may input the maximum and minimum 

values of x and y to be encountered and so ''fix'' the 

scale. The values input may be dummies, that is 
they need not correspond to the actual maxima and 

minima, This permits a series of graphs with 

differing ranges to be drawn on comparable scales, 

Title information is presented on cards which is 

reproduced on the line-printer together with a 

printout of the values of all the co-ordinates plotted. 

This output may be suppressed if not desired. 

The characters used for plotting co-ordinates are 

provided by the program, but the user's set may 
be used alternatively. 

Finally more than one graph can be constructed in a 

given run, 

1.2.2. Function Mode. 

Once again up to five functions may be plotted. However all 

must be functions of a common variable (x) which is input in 

the form (x, O), xi O), -=={e,,:O), 

1.2.3. Combined Mode, 

Up to ten curves may be plotted on the same axes, although 

this is not recommended because of the loss of clarity. 

These curves may be comprised of up to five series of 

co-ordinates and up to five functions, the latter based on a 

series Xj, XZ, ---- Xp. This series may be obtained from one 

of the co-ordinate series of the form (x,, yy), (x2, Ya)> =--- 

Gees Yn) or may be input as an additional series of the type 

described in (1.2.2). 

INPUT DATA ORGANISATION AND USE, 
  

The following terms are introduced to aid the exposition. 

Definitions, 

(i) Data Series - previously called a co-ordinate series it takes 

the form (x), y}), (*2,y2),---(xn» yn) and represents the ''n" 
points to be plotted to form one curve. 
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Note - the values x1, 2, --- X, Must be in ascending 

order of magnitude. 

(ii) Data Set - this is the collection of all data series required 

to plot ONE graph, together with any title information that 
may be required. 

(iii) Data Block - this is the collection of all data sets required 

for arun. Thus a data block is composed of all the data 
cards for a given run. } 

At run time all the data series are punched on cards together 
with title information. (The user merely writes this information on 

coding sheets in the order it is required. The cards punched from 
these sheets are then in the correct order to be submitted for 

processing i.e. they form the data block) Additionally a single 

control card is inserted before every data set which selects the 

facilities to be used in the graph. The first control card in the data 

block also indicates the number of graphs to be constructed ( or 

equivalently the number of data sets present in the data block 
requiring processing). 

2. FACILITIES AVAILABLE, 

This section describes in detail the facilities available and is included 
mainly for reference purposes. The method of calling the facilities by using 

a control card is described in detail in section 3, which also gives check lists- 

Tables (3.1) and (3.2)-for assembling data in the correct order, However to 

understand this section it must be known that GOODS requires one control 

card for each graph plotted, to indicate the facilities to be used. Any 

additional date required as a result of calling the various facilities is required 

next, and finally the data on which the curves are based is given, The exact 

way this is done is not considered further in this section, 

For ease of reference, code names, which in fact are program control 

variables, have been given to the various facilities. These are the first 

"word" in the titles below, and the values given to them on the control card 
preceding each set of data cards determines how the program will operate 

and what supplementary data, if any, will be required. 

It is recommended that when reading the following sections for the 
first time, reference is made to the sample coding sheets and corresponding 
output at the end of the manual. 
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NG) NUMBER OF GRAPHS. 

Up to ninety nine graphs can be constructed in one run (i.e. NG 

can take values 1-99) 

(NO) NUMBER OF DATA SERIES IN GRAPH. 

Up to five data series can be plotted on one graph. (i.e. NO can 
take values 1-5). 

(NF) NUMBER OF FUNCTIONS IN GRAPH. 

Up to five functions can be plotted on one graph. (i.e. NF can 
take values 1-5), 

See also (2.4) and (2.5) below. 

Since it is impossible to anticipate which functions might be 

required the user is required to supply these himself, which of course 

requires some programming knowledge. In most cases this should not 

need to be extensive as many common functions may be expressed as 

"statement functions'' on one card. More complex functions may require 

three or four cards be inserted. Details of functions and statement 

functions may be found the I.C, LL. FORTRAN Manual pp. 30 and 50. 

When the functions have been inserted into the program they are 

referenced by GOODS using the standard names FUNC1, FUNC2, --- 

FUNC5. The numbers 1-5 at the end of each standard name are part of 
the name but also serve to indicate which function series they generate. 

In practice each function will be written, say, FUNC] (j1, Go aco an) 

where j,, jz,---jn represent the arguments - see FORTRAN manual. 

In the computer program, preceded by the comments, 

Cc 

Cc Calculate Min. and Max, values of functions. 

Cc 

are five cards (i.e, lines) punched, 

CbbbbbFUNC (I, 1) = FUNC1 (J1, J2, ---JN) etc. 

These standard cards are made operative by replacing them with a 

duplicate except that no ''C'' is punched in column 1. If NF functions are 
to be plotted then the first NF cards are made operative. The ''C''s 

should be re-punched before a new run is commenced, 
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2.4 

Summary 

If functions are to be plotted three things must be done, 

(i) NF must be set to the appropriate value - see also 

notes (2.4) and (2.5). 

(ii) A card (or cards) must be added to the program to 

describe the function(s) to be calculated and plotted 

(See I.C. LL. FORTRAN Manual). 

(iii) The standard cards in the program must be made 

operative by removing the ''C'' punched in column 

one. 

(IPDS) INPUT DATA SERIES SELECTION FOR FUNCTIONS. 

All functions in GOODS share a common variable x. Thus if y 

= f(x) a series of x values will generate a corresponding number of y 

values, and these are output as (x,y) co-ordinates. 

For example, a linear regression analysis might produce the 

relationship. 

Equation (1) y* = m.x te (ie y* = f(x) ) 

If this function were used in GOODS, Equation (1) could be 

plotted by inputting a suitable series of values of 'x' in the form (x, 

0), (x20) etc. Alternatively, in the above example, it might be desired 

to plot the data on which the regression analysis was based i.e. (x],y)) 

(x2,¥2) etc. In this case, instead of inputting a separate series on 

which to calculate the function values, the values of '!x' in the original 

data could be used for this purpose. Thus for every value of x plotted 

on the graph there would be two ordinate values - plotted using different 

symbols, see (2.7) - corresponding to the original observation (y) and 

the regression equation value (y*). 

IPDS is used to indicate which data series is to provide the basis 

for the function values. It can take values in the range 1 - (NO+1), If 

IPDS = NO+I then an additional series (xj, 0), (xz, 0) etc, must be 

input for the purpose of evaluating the functions. (IPDS must not exceed 

the value IPDS = 5, however.) 

If no functions are to be plotted (NF=0), IPDS is not used and 

must be set to zero. 
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2.6 

2.7 
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IOF: PLOTTING FUNCTIONS ONLY. 

When all the series to be plotted are expressed as functions, 

IOF must be set to one. At all other times IOF =O. 

When IOF = 1, there can only be one input data series and NO 

= IPDS =1. The data series may be of the form (x10), (x2, 0) ete 

or (x), y,)) (x2, yz) etc. 

ISETSCL: USER SELECTION OF SCALE. 
  

The user may select the scale he wishes to use by setting 

ISETSCL=1. If ISETSCL = 0, the program will select an appropriate 

scale. 

The scales available on either axis are 0-100, 0-50, 50-100, 

and 10n - (10n +20) where n = 0, 1 --- 8. 

In addition scaling factors are calculated and are output in the 

form (ABSCISSA VALUES x 10 EXP n) (ORDINATE VALUES x 10EXP n) 

where n = exponent to which power 10 is to be raised. 

If ISETSCL = 1 the user is additionally required to input minimum 

and maximum values of'x' and 'y' in order that the program miay select 

the scales. These values need not correspond to the actual maxima 
and minima, and in this way a number of graphs may be constructed on 

comparable axes, where otherwise the scales would be quite different. 
However the values input must span the actual range of values or the 

program will fail. 

ISELPT: USER SELECTION OF CHARACTERS FOR CO-ORDINATE 

PLOTS. 

The program uses the following characters in plotting 

co-ordinates of the various data series and functions. 

Table 1. 

Data Series : 
ee et Function 

Number. Character. an Character. 
See aie ee Number. areas 

1 a 1 A 

2 + 2 B 
3 . 3 Cc 

4 ad 4 D 

5 x 5 E 
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2.9 

2.11 

rtd = 

If ISELPT is set equal to 1 the user may input his own characters. It 

should be noted that a full set of symbols (10 characters) need not be 

submitted, merely sufficient for the number of curves to be plotted. 

LORD AND LABS: CONSTRUCTION OF HORIZONTAL AND VERTICAL 

LINES 

A maximum of fifteen horizontal and a similar number of 
vertical lines can be drawn using any character in the 1900 series set 
except zero, This facility is selected by setting LORD (or LABS) 

equal to the desired character. Additionally the user must indicate the 
number of lines to be drawn and their positions. These latter values 

are connected by the program to the scale of the graph. They must 

also be punched in ascending order of magnitude and fall within the 
range of the data. When negative data is present, LABS=''-'' and 

LORD = ''I', This is automatic and overrides the user's input when 

this is present. 

ISUPRZ:SUPPRESSION OF DATA LISTING, 

Before plotting a graph the program will normally (ISUPRZ=O) 

print out the data series input and any function series that have been 

calculated. Title information previously input by the user describing 

these series collectively is also output. 

If ISUPRZ=1, this output will be suppressed although title 

information relating to the data series and functions is still needed 

in the data - see (2.12). 

LOGX, LOGY: LOGARITHM (base 10) TRANSFORMATION OF INPUT 

DATA. 

The logarithms (base 10) of the input data may be plotted by 

setting LOGX and/or LOGY = 1. LOGX = 1 will transform the 

abscissae to their logarithms and LOGY = | will convert the ordinates, 

otherwise LOGX = LOGY = 0 * 

LNX, LNY: LOGARITHM (base ''e'!) TRANSFORMATION OF INPUT 

DATA. 

As (2.10) but transformation is to natural logarithms (base!'e!'), 

LNX = 1, gives transformation of abscissae and LNY = | gives 

transformation of ordinates. Otherwise, LNX = LNY = 0,* 

* NOTE: (i) LOGX and LNX should notbe set to one at the same 

time. Similarly for LOGY and LNY. 

(ii) If ISUPRZ = 0, the data listing will be of the 

transformed yalues and not the input values. 

(iii) All input data must be positive. 
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Sas 

TITLE INFORMATION, 

212.1 

2.12.2 

Major Headings. 

Title information is punched on cards, one card containing 

one title line (79 characters), Typically one card would 

contain title words, the next underlining, the next a blank 

card (strictly onlycols.2-80 are blank) to give a line feed 
and so on. At run time each card is scanned and its 

contents printed, until the complete title has been written. 

The process of scanning and printing continues until a card 
is scanned in which column one is either blank or punched 

with a zero. All preceding cards must contain ''1'' punched 

in column one as this signifies another card has to be read. 

If no title is to be written a single blank card will suffice. 
(In effect this causes one line of blanks to be printed and 

since the control punching in col. 1 is blank the program 

proceeds). 

Three sets of title information can always be output, although 
these can be suppressed in effect using a blank card as 

described above, or in the case of (2) below, by setting 

ISUPRZ=1. 

(1) A title page is output at the start of a run. The 

program prints the date on this sheet in addition 

to user's title information. 

(2) A heading describing the graph is output on a new 

page and this is followed by a listing of the data 

series and functions (2.12.2.). 

(3) A further title may be printed before the graph is 

drawn. Presumably this would normally be 

suppressed but it may be used to print the graph 

title or describe the axis variables if ISUPRZ = 1 
and the title described in (2) above has been 
suppressed, 

Descriptions of Data Series and Functions, 

A description of each data series is input in order that on 
output this can precede the listing. 

If functions are to be calculated then descriptions of these are 

also input in order that they too have a title on the output 
listing. 
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The above descriptions are limited to 40 characters and 

must be included even if the data series listings etc. are 

to be suppressed (ISUPRZ=1) since they are also used in 
the symbol key which is printed on the graph. 

2.13. GROUPING OF CHARACTERS. 

In operation the program converts input data into a scaled 
integer set which corresponds to the actual input values. Thus under 
some circumstances the co-ordinates (90.8, 36.1), (91.1, 40.3), 

(91.4, 44.1), would be converted to the integer set (91, 36), 91, 40), 

(91,44) so causing three points to be plotted against a common 

abscissa. In this case, in addition to the points sharing a common 

abscissa, a further character 'M" is printed in a position 

corresponding to the mean of these points. * 

Note:- If ''M" is printed on the ordinate axis and no other points 
appear, in fact other points are present but have been over printed 

on the characters making up the axis. Since the axis is printed using 
asterisks, this can only occur when the plotting character is also an 

asterisk, and the ''missing'' points can be identified from the data 

listing. 

If only a single asterisk is printed on either axis, 'M" will 

not appear but instead the co-ordinates are printed on the same line 
but off the graph using the format - (x,y) = *. Normally (ISELPT=0) 
the asterisk is used for plotting data series No.1 - see (2.7). The 

program will not output the co-ordinate values as described above when 
ISELPT=1, and this should be remembered when selecting alternative 
characters to those supplied by the program, or usihg the same 

characters but in a different order. 

* Unpredictable behaviour will occur if grouped abscissae are used for 
function evaluation. 

3. DATA ASSEMBLY. 

This section gives details of coding formats necessary for the 
preparation of data on punch cards, It is recommended that when reading the 
following sections for the first time, reference is made to the sample coding 
sheets and corresponding output at the end of the manual. The first card(s) 
in every data block contains title information (see 2.12. 1) used to construct 
the title sheet which precedes the data listings and graphical output. Since 
there is only one title sheet this information is required only once, 

Each graph is produced from the contents of a data set and it will be 
seen - for definitions see (1.3) - that a data block comprises of one set of the 
title cards described above and a number of data sets. The assembly of a data 
set is described below. 
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FORMATS. 

Data for goods is punched in two formats:- 

(i) Right justified integer format, 

Free format. 

Right Justified Integer Format (I) 

This data must have no decimal point. In cases where more 
columns are available than are required to represent the 

number, the number must be right justified, That is, the 

least significant digit should be in the right-most column 
of the space available. For example, if the integer thirty 

nine were to be punched in this format in columns 1-4 of 
a card, then the first four columns would read bb39, where 

"b' indicates a blank column. In abbreviated form ''columns 

1-4 (I)" would indicate that a variable was to be punched 

in right justified integer format in columns 1-4. 

Free format - (F) 

In this format each number must be separated from the 
preceding number by at least one blank column, but 

otherwise the position of numbers on the cards is irrelevant. 

A decimal point is optional for integer values. 

Usually 10 numbers are read per card although this is not 

always so as will be seen in later sections, If the total 

number of co-ordinates (see also 3.1.3) is notamultiple of 

ten the last card will contain less than ten entries, This 

will not cause errors. 

If the numbers are exceptionally long e.g. 82356221 or 
0. 0000000367, ten numbers will not fit on one card. In this 

case suppose seven numbers could be fitted on one card 
without overflow, terminating, say, in column 76, The 

remaining three numbers could be written on the next card 
and then a new card started. Once again, spacing between 

numbers is not important providing at least one blank column 

separateseach number from its neighbour. Normally 

however all ten numbers will fit on one card, The 

abbreviation for free format is (F). 
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3.3 

3.5 

Sep yc 

3.1.3. Data Input 

The data to be plotted is input as (x,y) co-ordinates. Thus 
five co-ordinates are written on each card except possibly 
the last (see 3.1.2). The co-ordinates (1.0, 1. 25) eanOy 
2.5) (3.0, 3.75) could be written 1. 0b1. 25b2. 0b 2.5b 3. 0b 
3.75 where 'b' represents a blank column. The spacing is 
immaterial but the order is essential. The 'x' values must 
be in ascending order of magnitude. 

CARD(S) FOR TITLE SHEET. 

This card(s) must be the FIRST in every data block, and 
should contain the informationwhich is to appear on the title sheet. 
There is no limit to the number of cards that can be used (see 2.12 51) 
but at least ONE card must always be present. 

THE CONTROL CARD 

This card must be first in every data set. 

The facilities described in chapt.2 are obtained by punching 
the appropriate columns of the control card. The possible values that 
can be punched are indicated in Table (3.1). Facilities are identified 
by the codes names given in section 2. The relevant sub-sections of 
section 2 are listed in the 'Description' column, 

TRAILER CARDS, 

The parameters punched on the control card instruct the 
program to use the facilities selected by the user. Some of these 
facilities require extra information which must be provided in the 
correct sequence, Where the extra information is contained on more 
than one card, these latter cards must be in the correct sub-sequence, 

Table 3.2 contains the sequence and sub-sequence numbers. 
The table is entered at sequence No. 1. Depending on the value of the 
control variable ISUPRZ the line corresponding to sub-sequence 1(i) 
or l(ii) is followed. A brief description of the contents of the trailer 
card is given in the column ''Card Contents". The following two 
columns are self-explanatory and the final column indicates where the 
table should next be entered. In some cases the sub-sequence just 
completed has to be repeated, in others a transfer to the next sequence 
is indicated. 

An example of the coding and corresponding output is 
attached to the report cover. 

FURTHER GRAPHS, 

If more than one graph is to be plotted at run time, the 

procedure starting at (3.3) should be repeated for each further graph 
to be drawn, 
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TABLE 3.1 

Card 

Column 

No. 

132 

Facility 

NG 

NO 

NF 

IPDS 

IOF 

ISETSCL 

CONTROL CARD CONTENTS 

Possible Values 

(Inclusive) 

E99 

1-5 

a) NF 0 

1 - (NO#1) 

but see''Notes''column. 

(b) NF= 0 

IPDS=0 

Oorl 

OQorl 

Description 

No. of graphs - (2.1) 

No. of data series (2.2) 

No. of functions - (2.3) 

Data series used in function 

evaluation (2.4) 

Only functions to be plotted 

- (2.5) 

User selection of Scale-(2.6) 

Notes. 

Only required on first 
control card. (May be 

blank otherwise). Format (1)- 

see (3.1.1) 

IPDS must not exceed 
value IPDS=5 

When IOF=1 only functions 
are plotted. 

The following are essential, 

NO = 1 

IPDS. = 1 

ISETSCL=1 indicates user 
will select scale.



TABLE 3.1 CONT'D 

  

Card 

Column Possible Values 

No. Facility (Inclusive) 

8 ISELPT Oorl 

2 LORD Any character in 

I, C. L 1900 Series 

10. LABS printing set. 

di ISUPRZ Oorl 

TZ. LOGX Oorl 

Io LOGY 0 orl 

14, LNX Oorl 

1S. LNY Oorl 

Description, 

User input of characters 
for plotting-(2.7) 

Printing of Horiz. (LORD) 

and Vert. (LABS)lines - 

(2.8) 

Suppression of data listing 

- (2.9) 

Transformation of abscissae 
to logarithms (base 10) - 

(2.10) 

Transformation of ordinates 

to logarithms(base 10) - 

(2.10) 

Transformation of abscissae 

to natural logarithms (base''e'') 

- (2.11) 

Transformation of ordinates 

to natural logarithms (base''e!') 

- (2.11) 

Notes. 

ISELPT=1 indicates user 

will input his own 

characters. 

If LORD and/or LABS 
punched zero it is assumed 

corresponding facility is 
not required. 

ISUPRZ = 1 indicates 

suppression. 

LOGX=1 gives transformation. 

LOGY=1 gives transformation, 

LNX=1 gives transformation 

LNY=1 gives transformation,



TABLE 3.2 CONSTRUCTION OF DATA SET 

  
Notes:- (i) A control card must precede every data set constructed as described below. 

(ii) REMEMBER the title cards for the title sheet - see (2.12.1) and (3.2) 

  
  

Sequence Control Sub-sequence Maximum no 
No. Variable No. Card Contents. of entries per Columns 

card, Available Subsequent Action, 

1 ISUPRZ=0 (i) Graph title See(2.12.1) 2-80 (a)Col. 1. Punched 1. 
Go to 1 (i) 

(b) Col. 1 blank or 
punched 0 

Go to 2 

ISUPRZ=1 (ii) No card required. Go to 2 

2 ISETSCL=0 (i) No card required. Go to 3 

ISETSCL=1 (ii) (a) min 'x! value 4 entries in (F)-see Go to 3 
(b) max 'x' value order a,b,c,d, i ubec) J 
(c) min 'y' value All four values 

(d) max 'y' value are essential. 

3 ISELPT=0 (i) no card required. Go to 4 

ISELPT=1 (ii) characters to be used 10 characters 1-5(data Go to 4 
for plotting-(2.7) series) 

6-10 
(functions)



TABLE 3.2 CONTD. 

  

Sequence Control Sub-sequence Maximum no Columns 
No. Variable No. Card Contents. of entries Available Subsequent Action. 

per card. 

4, LORD=0 (i) No card required Go to 5 

(ie zero) 

+: 
LOR D# 0 (ii) number of horiz. 1 1-2(I)-see Go to 4 (iii) 

lines to be plotted. (3. 122) 

(iii) Position of horiz. 10 (F) Go to 5 

lines. 

De LABS=0 (i) No card required Go to 6 

(ie zero) 

+ 
LABS# 0 (ii) No. of vertical lines 1 1-2(1) Go to 5 (iii) 

to be plotted. 

(iii) Position of vertical 10 (F) Go to6 

lines. 

68 IPDS< NO (i) Data description * 40characters 1-40 Go to 6 (ii) 

(ii) No of co-ordinates 

in data series 1 Les (li Go to 6 (iii) 

(iii) Data co-ordinates 10 (F) Repeat starting at 6(i) 

(see3. 1.3) a further(NO-1)times, 

+ In this case the (I) format requirements may be relaxed and the integer 

number may be written anywhere on the card. Obviously numbers written 

in (1) format will still be acceptable. 

* See overleaf. 

then go to7,



TABLE 3.2 CONTD 

Sequence Control 
No. Variable 

IPDS=NO+1** 

7 NF=0 

NF>O 

8 None 

9 NG=1 

NG>1 

Sub-Sequence 
No. 

(iv) 

(i) 

(ii) 

(i) 

(i) 

(ai) 

Maximum no 
Card Contents of entries 

per card 

no card required. 

Function description 40 characters 

Graph title - see 2.12.1 
(at least ONE card is required) 

no card required 

Ditto 

* If I0F=1, then IPDS=NO=1 and 6(i) should be a blank card. 

Columns 
Available 

1-40 

2 - 80 

Subsequent Action 

As for 6(i)-6¢iii) 
initially but repeat a 
further (NO) times, 
then go to 7. 

Go to 8 

Repeat 7 (ii) a further 
(NF-1) times, then go 
to 8. 

Finally, go to 9 

END 

Repeat starting at 1 a 
further (NG-1) times 
then, END. (Remember- 
a control card must 
precede every data 
series) 

** Data description - 6(i) - for data series NO+1 is not needed but a blank card is essential.



elas 

AUTHOR'S NOTE 

The GOODS program has been tested ona large number of graphs of 
different sorts and has worked satisfactorily. It will be appreciated however 
that there are far too many combinations of facilities for each to be tested 
individually. If errors do occur under certain conditions it would be very 
helpful if details could be sent to me together with a specimen output showing 
the fault. This will enable a correction to be made. 

A copy of the program in its present form has been appended together 
with an example of output. 

A further copy is kept on file both on the University of Aston computer 
and on the YIM computer. 

At Aston the program in binary form can be obtained by use of the 
STOREDPROG macro, The instructions are, 

Job Card. 

STOREDPROG b F249GDS, B500 

seo ae 

DOC DATA 

Data as described in section 3. 

FE REE 

All the above cards are punched starting in column one. Further 
information on the STOREDPROG macro may be obtained from the computer 
centre, 

At YIM the program is stored on E.D.S. No, 000403 in file PROGRAM- 
bFOR4 sub file GOODS in source form using ICL utility program At XMED, 
It may be accessed using the statements, 

SHORT LIST 

PROGRAM (B500) 

INPUT 1 = CRO 

OUTPUT 3 = LP7 

TRACE 2 

END 

READ FROM (ED, PROGRAMbFOR4. GOODS) 

It should be compiled using Af XFAT compiler.



ADDENDUM 

Four new facilities have been added to the GOODS program. They 
may be obtained by use of the control card as described below. (The 

paragraph numbering system in section 2 is extended to the cases below). 

2.14 IFMAT: FLOATING POINT LISTING OF DATA SERIES (AND 

FUNCTIONS) 

This facility is obtained by punching the digit "1" in column 

16 of the control card. 

  

Normally the listing (see also 2.12) takes the form (nnn. n) 

where 'n" is.adecimal digit. Thus the number.1234.56 on input would 

be listed as 1234.6 although its actual value would be used in any 

calculation, The largest positive number that can be output in this 

way is 999999.9 and the smallest negative number -99999.9. By 
setting IFMAT=1, the listing would represent 1234.56 as 0. 12346E04, 

that is 0. 12346 x 104, (In each case rounding up occurs when the 
first truncated digit is 50r more). 

Thus the floating point facility would normally be used to 

represent numbers outside the range that can be accommodated in 

the normal format, or when greater accuracy of representation is 

required. For example 0.000051 on input would be listed as 0.0 

normally, but as 0.51000E-04 in floating point format. 

ISEP, INPUT OF CO-ORDINATES AS SEPARATE SERIES 
  

This facility is obtained by punching the digit "1" in column 17 

of the control card. 

Normally data is input as (x, y) co-ordinates punched on the 

same card (see 3.1. 3). For some purposes this is rather 

inconvenient, for example when a number of time series are to be 

plotted against the same base period. Similarly in the preparation 

of “scattergrams" when a‘number of variables are plotted in turn one 

against the other, the normal method of input would require an 

excessive amount of punching in order that each combination of 

co-ordinates was available. 

If the ISEP facility is used data is assembled in the usual 

way as described in Table 3.2 up to and including sequence No. 4(ii), 

which is the card containing the number of co-ordinates. 

The abscissae are then punched in free format (F) -(See 3.1.2) 

with 10 entries to the card. 

Cont'd.) a.



2,16. 

The corresponding ordinates are then punched in exactly 

the same way starting a new card for the first entry of the ordinate series. 

This procedure including the card containing the number of 

co-ordinates is repeated a further (No-1) times as described in 
Table 3.2. at sequence No. 6. 

ILINE: VARIABLE LENGTH GRAPHS 

This facility is obtained by punching the digit "1" in column 18 

of the control card, AND requires the insertion of an extra card in 

this data set as described below. 

The basic GOODS program is designed to plot points on a grid 

composed of 100 x 100 graduations, and it will scale any input data 

to fit on these axes. However, the graudations on the x-axis coincide 

with the lines on the lineprinter output paper and thus the length of the 
graph is only limited by the length of paper on the printer, This may 

be made use of by setting ILINE=1, which then permits the user to 

vary the length of the 'x' axis between 1 and a maximum of 1000 

graduations (lines), or approximately 15 pages of output as compared 
with the standard graph which occupies approximately two pages. 

If the ILINE facility is used the user must input the following 

information: - 

(i) | Minimum abscissa value 
(ii) Maximum abscissa value 
(iii) Number of lines of output required (in the range 1-1000) 

The significance of (i) and (ii) is in the scaling operation 
carried out by the program, which treats the data as though it were 

drawing a normal 100 graduation graph. The user thus sets the 

maximum value of abscissa as the value to appear against the 

100th graduation on the graph. The program then scales the 

abscissae with respect to the minimum and maximum values input, 

even though some of the values exceed the stated maximum and selects 

the appropriate scale (see 2.6), The user must then ensure that a 

sufficient number of lines will be output to completely represent the 

data series which otherwise will be truncated at the number of lines 

specified, If more lines are specified than are required to represent 

the data, the effect will be to merely extend the 'x' axis. 

Input Requirements 

The information in (i)-(iii) above should be punched en one 
card, each number being separated from the others by at least one 
space. Otherwise position on the card is unimportant. The values 

Cont'd....



of (i) and (ii) may be integer or fractional (i.e. contain a decimal 
point) but (iii) must be integer. 

The card itself should be positioned in the data set after 

any card required at sequence No. 5, Table 3.2, and before starting 

sequence No. 6, 

Example 

It is desired to plot the weekly demand for a product over the 

period of one year. The week Nos. will be plotted as abscissae. 

Since there are 52 weeks in a year, the program will choose 

a scale of 0+100 (See 2. 6) if the graph is plotted in the normal way. 

This would mean that only half the axis would be used. To avoid this, 

set ILINE to one using the control card and input the following values, 

0 50 107 

on a card positioned as described above, This indicates that the 

100th graduation will be scaled as value 50 and that two graduations 

are equivalent to one abscissa unit, Since 52 units are to be plotted 

105*graduations are needed and two more have been added for visual 

balance, making the third entry 107. 

NB The ILINE facility has not relaxed the restriction that a data 

series cannot contain more than 100 points, (As this restriction 

exists merely to limit the amount of computer core store regularly 

required it could be relaxed in particular cases). 

Note that 101 points are required to span the range 0-100. 

2.17. AUTOMATIC CENTRING OF TITLE INFORMATION 

This facility is not obtained using the control card. 

The method of preparing title information described in (2.12.1.) 

may still be used but with the restriction that only cols. 2-77 may be 

used for the title. The function of col. 1 in each title card remains 

unchanged (2.12.1.) 

This new facility saves the user having to centre his 

information on the title card. Instead the title is started in col. 2, 

and the number of the last column punched with title information is 

punched in col. 79 and 80. (If this number is less than 10 it must be 

punched in col. 80). The information will be centred on output. 

If cols. 79 and 80 are left blank the program will assume that 

the title has been centred by the user as described in (2.12.1. De



COMPUTER PROGRAMS 

Contents:- 

Note: 

SLM1 - P41 | 

SLM2 - P2 

SLM3 - P3 

PDQMODEL - P4 

TRIG - P5a, P5b 

RHO - P6 

GOODS - P7? 

All the programs in this section are written 

in I.C.L. 1900 series FORTRAN - see 1.C.L. 

Manual ref. no. TL1167, "FORTRAN", March, 1969, 

and I.C.L. Manual ref. no. 4149, "FORTRAN: 

32K Disc Compiler", March, 1969.



APPENDIX P41 

Program Description: PSALM main program (SLM1) ~ see 

Appendices M1 & M2 for details 

of operation and organisation.



PROGRAM? PRODN, SMOOTHING AND ALLOCATION MONEL 

PROGRAM(SLM1) 
OVERLAY (4,1) 

1 
2 
3 OvFelay(4,2) 
4 OVERLAY (443) 
5 OVERLAY(1,3) 
6 OVERLAY(2+4) 
7 OVEPLAY(2,2) 
8 OVEPLAY (2,3) 

STOCK SUMMARY 
STOCK PROJECTION, PRODUCTION ALLOCATION 
FORECAST MONITOR, CUSUM,PRODUCTION MONITOR 
DEMAND STATISTICS 
goonss 
Goons2 
GOODSS 

   

9 OVERLAY(244) INPUT,SEQ CHECK 
40 OVERLAY (215) FREADeFURITE + FCOPY 
14 OVFRLAV(2,4) CONCARD 
42 OVERLAY(3,1) SCALF 
43 OVERLAY( 342) SELFORMAT,NYN FORMAT 
14 OVERLAYC3,3) EXPONENT 
45 . OVERLAY (4,1) IVRTRANK 
16 OVERLAY(4,2) CHANJSCL 
17 INPUT 420R4 
18 OUTPUT 3=LP1 
19 USE 2=/ARRAY 
20 INPUT G=MT1/UNFORMATTED(UNKNOWNASYET) /1024 
24 CREATE S=MT2/UNFORMATTEDCUNKNOWNASYET)/1024 
22 USE 6=END1/UNFORMATTFED 
23 COMPRESS INTEGER AND LOGICAL 
24 TRACE 2 

25 END 
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PROGRAMS PROON, SMOOTHING AND ALLOCATION MODEL 

26 
27 
28 
20 
30 

34 
32 
33 
34 
35 
36 

38 
39 
40 
44 
42 
43 
66 
6s 

MASTER ALLOCATION 
INTEGER CR1, DBF 
INTEGER ED4 
COMMON/TAPUT OUTPUT/CR1+LP1, DBF /MT41 /MTZ0ED4 
COMMON/APAGE/NO WEEKsNO PAGE sADATESATIME 

STACK SUMMARY 
STOCK PROJECTION 
PRODUCTION ALLOCATION 
FORECAST MONTTOR 
PRODUCTION MONITOR 

TFONQ WEEK=NO WEEK/15#13,EQ,0) CALL DEMAND STATISTICS 
ENDOFILE § 
stop 
END 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL 

46 
4? 
4a 
49 
50 
51 
$2 

54 
55 
56 
57 
5R 
59 
60 
61 
62 
65 
64 
65 

66 
67 

68 
69 
70 
74 
72 
73 
7% 
75 

ae 
78 
79 
ao 
8 
82 
83 
Bo 
85 
86 
67 

2
0
0
 

40 

SUAROUTINE STOCK SUMMARY 
INTEGER CR1,0BF 
INTFGER EDM 
DIMENSTON TPERMC4O32) ¢INDEMCS) pINPRON C36) PMINLVL (4643) ¢SPROD (4603 
VehdeTNOIC(14, 3) ¢PSTOC TATCS) PROD TOTC3), PROD(1643) 
Pr INSTOC(3) 
COMMON/TNPUT QUTPUT/CR4 PLP, DAF OMTT MT20E04 
COMMON/PERM/ [CODE (1643) ¢PTYPE(3) se TPNAMECS #1603) ¢ TFACT(4S) ISITE 

C3 eG eCSTOC (1643) eMAXLVL C1663) eROPRONCTG Sr) ey 

DEM SUMC16,3) eDEM SQ61453) pWKRUDG 
ePDEM(16¢3),PRFG(L)»RE ORD(1S, 3) ¢PPSTOP(16,3), 
TOT STOCK+ TOT PRAD,SPROD TOT(S +4) ¢SITE TOTO), 
TOT DEM,SMPROD 

COMMON /APAGE/NO "EEK,NO PAGE, ADATE,ATIME 
COMMON; RUFFER/NWOPDS ,NTEMP,NPERMNRECD,IBUFE (1016) 
COMMON/FRROR/TCOPY,ISEQ NOsINPUT FRROR 
DATA INDEMCT)/PFOMKFOM7Z#DMY P/F INPRON(1)/POPLKX#PLZOPLYMPKKMPKZEDKY® 

TPRX*PAZ#PRYSPAX*PATZHPAYI/ + TALANK/? "1eTASTIs te "1eTAST2/ 404 
2°7 INSTOCCAY/ U#STXOSTZESTY IS 
EQUIVALENCE CTRUFF C1) eMINLVL(4)) eCIBIIFECG9) ¢SPRODC4)) e CIRUFFCA33) ¢ 

TINDICCT)) A CIBUFFCGB1) sPSTOC TOT(1)), CTBUFFCGB7) »PROD TOT(1))¢ 
2 CTRUFF C589) PRODCI)) ¢ CIPERM(1) + LCODE CID) 

Ap
 
e
n
s
 

EXTERNAL CARD CHECK 

TNTTIALISATION STATEMENTS 

CALL TIME CATIME) 
CALL DATE CANATED 
NO PAGE=4 
NRECD=0 
INPUT ERRORSO 
CALL FTRAPCCARD CHECK) 
ISEQ CNT=1 > 
READCCR1,10) NO WEEK, IDENT,» TSEQ NO 
FORMATCIO,T75¢AbeT2) 
CALL SEQ CHECKCIDENTrISFQ NOs GH*WKNGTSE® CNTZLP1) 

SPECIFY MAG, TAPE INPUT AND OUTPUT FILES, 

LAST WkKeNO WEEK=4 
TFCLAST WK,EQ,0) LAST wKeS2 
CALL FILECMT4¢12HSLMIDATAFILESLAST WKe15) 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MODEL 

aa 
89 
90 
91 
92 
93 
946 

95 
96 

97 
9B 
99 

100 
104 
102 
403 
104 
105 
106 
107 
108 
109 
440 
14 
112 
443 
4146 
4145 
116 
417 
118 
119 
420 
121 
4122 
2S. 
4126 
425 
126 
427 
428 

129 

n
o
a
 

m
a
n
a
n
a
 

A
A
A
A
A
A
A
A
A
D
F
 

2 rs 

CALL FILECMT2,12HSLMIDATAFILESNO WEFK15) 

READ INPUT FROM FILE AND COPY INTO /PERM/ 

CALL FREADCMT1,109 
DO 101 T=1,NPERM 
TPERM(T) ST RUFFCT) 
CONTINUE 

IPERI NOSNPERM 
NWORDT=NWORNS 
NTEMPTENTENP 
CALL FREADCMT4,20) 

00 1011 Te1,NPERM 
TPERMCIPERM NO#,)=IBUFFONTEMP4I) 
CONTINUE 

IF CURRENT WEFK IS START OF A NEW QUARTER? ZEROISE 'DEM SUM! 
AND "DEW SQ’, 

TRE(NO WEEK=NO WEEK/13#13,NE,1) GO 70 102 

DFM SUM(4,1),DEM $Q(141)20,0 
CALL FMOVECREM SUM(4,1),DEM SUM(2,4) 047) 
CALL FMOVECDEM SQ(441)eNEM SQCZr1) 447) 
CONTINUE 

REAM DEMAND AND PRODUCTION FIGURES FOR PREVIOUS WEEK, 
INPUT ORDER? 

4) DEMAND 

TABLETAT 
Y.T.W. 
B.S.1386 

  

2) PRODUCTION 

LEEDS ) INPUT ORDER OF PRODUCTS 

KIRKBY ) WITHIN FACTORY ORDERING 
BARRHEAD ) 1S AS FOR DEMAND IN (4) 
ALAN EVERITT ) ABOVE, 

DO 411 121-3 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL 

139 
431 
132 
133 
134 
435 
136 
137 
438 
439 
140 
44 
142 
163 
166 
145 
166 
447 
14R 
149 
4150 
151 
192 
153 
154 
455 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
174 

122 

4123 
c 
c 
c 

a
n
o
 

PNEM(16-1)20,0 

CALL THDUTCPOEMC1 eT) 515+ INDEM(T) ¢CR1+DBFV LPT) 
CONTINUE 

CONTINUE 
po 12 12446 
on 42 J=1,3 
SPROD(16,4,1280,0 
CALL INPUTCSPROD CT, do T) oI Se TNPROD CU eI) (CRI, MBF, LPI) 
CONTINUE 

READ STOCK AT END OF PREVIOUS WEEK, 

00 124 124.3 
CSTNC(16+1) 20.0 
CALL INPUTCCSTOC(4+1) 415¢INSTOC(T) (CRI ¢ DBF OL PI) 
CONTINUE 

TFCTNPUT FRROR,EQ.O) GO TO 125 
WRITECLP1,122) 
FORMATCIHO, THE AROVE CARD(S) SHOULD RE CHECKFD FOR MORE THAN ONE 

TERROR. '/1HO,'PROGRAM ABANDONED IN ORDER THAT AMENDMENTS CAN BE MAD 
2—,") 
STOP 'DATA ERROR = ABANDON PUN? 
CALL FRESFT 

CALCULATE TOTAL PRODUCTION OF EACH PRODUCT 'PROD', 

    
PROMC IGT 

po 13 
PRONC I+ 1) SPRONCI eT) #SPRODCI eT eK? 

CONTINUE 

CALCULATE TOTAL DEMAND "TOT DEM", 

TOT DEM=0,0 
pO 14 131,38 hen 
DO 16 Je1416 

TOT DEMETOT DEM*PDEM( Jel) 
IPSTOPCJ,1) #0 
INDIC(J+ 1) ST BLANK 
CONTINUE 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL 

172 
4¢3 
174 
175 
176 
177 
178 
179 
180 
184 
Re 
163 
44 
185 
186 
187 
186 
149 
190 
194 
192 
193 
196 
195 
196 
197 
198 
199 
200 
201 
202 
203 
206 
205 
206 
207, 
208 
209 
240 
244 
232 
243 

n
o
e
n
0
a
 

144 

e
a
e
 

p
a
n
e
s
 

17 

CHECK STOCK LFVELS+ CALCULATE RFeORDER QUANTITIFS, SET STOCK 
LEVEL INDICATORS C#) AND C#®) FOR PRINT OUT, AND SET PRODUCTION 
MARKERS TO SUPPRESS PRONUCTION OF OVER STOCKED PRODUCTS. 

pO 15 124.3 
DO 15 J24,16 
TFCCSTOC (J, T) GE MINLVLCJ,199GO TO 141 
INDICCJ/ 1) =TAST4 
CRAPRAD=ERAPROMC Ty Te 1) FROPROD CIs T 42) +RAPRONCI, Te SI FRAPROD Cy 1 oO) 
TFCCROPRONECSTOC(I eI). GE,MINUVLOJ,1)) GO TO 15 
RE ORNS eT) SMINIVE CS eT) =CRAPRODM@CSTOC (I+) 
TFCRE OPDCSeL).LT.10.0) RE ORDCIe1) 21060 
60 10 15 
RE ORN(J,1)20,0 
TFCCSTOC CdeT)LE.MAXLVLCJ,12) GO TO 15 
IPSTOP CI, 1024 
INDICCJsT)STAST2 
CONTINUE 

CALCULATE FACTORY PRODUCTION TOTALS 'SPROD TOT’. 

DO 16 K=1,6 
DO 16 124,3 
SPROD TOT(T,K)30,0 

00 16 Jetel6 
SPRAN TOTCTeK)=SPROD TOT(TeK)+SPRODCJ eT eK) 

CONTINUE 

CALCULATE TOTAL STOCK "TOT STOCK's TOTAL PRODUCTION ITOT PROD! 
AND TOTALS BY PRODUCT TYPE 'PSTOC TOT' AND 'PROD TOT! 

pO 17 121.3 
PSTOC TOTC(I)+PROD TOT(T)#0,0 

On 17 Ja1,16 < 
PSTOC TOTCI)=PSTOC TOTCIDFCSTOCCIo1) 
PRON TOTCID=SPROM TOTCI)+ PROD(J,1) 

CONTINUF 
TOT STACK,» TAT PRONSO,0 

DO 4714 121-3 
TOT PROM=TOT PROOFPRON TOTCI) S 
TOT STOCKHTOT STOCK#PSTOC TOTCT) 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL 

216 
245 
216 
217 
218 
219 
220 
221 
222 

223 
224 
225 
226 
227 
228 
229 

230 
234 

252 
233 
234 
235 
234 
237 
2348 
239 
24n 

244 
242 
243 
246 
265 
246 
247 
248 
249 
250 
251 
252 

253 
256 

255 

a
n
n
e
 

a
a
n
 

173 

174 

18 

19 

CONTINUE 

CALCUIATE SITE PRODUCTION TOTALS, 

DO 17? 121,46 
SITE TATCT)#0.0 

00 472 421,3 
00 172 K=1,16 
SITE TOTET)SSITE TOTCT)+SPROD(K,J,1) 

CONTINUE 

UPDATE MONITORING VARTARLES "DEM SUM? AND "DEM SQ', AND 
'peeat, 

00 4173 12443 
DO 173 J=1/16 : 
DEM SUMCI¢T)=DEM SUMCJ eT) #POEMCS eT) 
DEM SQCJ+T)BDEM SQCS+T)*PDEMC J+ 1) *PDEMC LT) 
CONTINUE 

CONTINGE 
DO 174 T2444 
PREQCT) 20,0 
DO V74 J2443 
00 174 K=1,16 
PREQCT)=PREQCT)#ROPROD(Ky Jel) 
CONTINUE 

WRITE TAALE 1, 

CALL PAGECLP1) 
WRITECLPT.4A) 
FORMATC///5Ns*TABLE 1*eT31e" CONSTRUCTION COPPER = STOCK AND', 

1" PRODUCTION SUMMARY BY PRODUCTI/SX,7C1H=) 673161 C1H=ISS/TI26 CODE 
2 .NOL1, TAS, PRODUCT NAMEN, 74%, 'DEMAND',T56,tpRODICTION?, 773, MINI Ny 
SIMUMT, TASS ICLOSING STOCK*,TIOS,"MAXIMUM'/TG2,* (TONNES) 6 T57y 
G'CTONNES) #174, 'STOCK LEVEL',TB7,° (TONNES) ',T104,'STOCK LEVELIYS 
ST72+VCTONNES) He TIO2e! CTONMES) 87) 
WRITECLP1¢49) CCICODECS +1) + CIPNAME (Le Jel) ¢L2te5) ¢PDEM(Se 1) @PROD 

TCI eT eMINLVE CI eT) pCSTOCCI oD) eTNDICCI eT) eMAXLVLCS eT) eda 166 
t=1+3) 
Seren PTIS ETS eT22 GAG AI TOS eES Ve TSBO ES eI eT TS el Se TRB 
VES AV AIX AP e TING TS) 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL 

256 

257 
258 
259 
260 
261 
262 
263 
266 
265 
266 
267 
268 
2469 
270 
271 
e7e 
273 
274 
275 
276 
277 
276 
279 
260 
261 
282 
2a3 
286 
2RS 
284 
257 
288 
249 
290 
204 
292 
293 
29% 
295 
296 
297 

p
a
o
 

20 

fa
 

21 

20
 

24 

2114 
2142 
212 
243 

214 
22 

WRITE TARLE 2, 

CALL PAGECLP1) 
WRITECLP1,20) CPTYPECT)/ PROD TOT(1), 121-3) eTOT PROD 
FORMATCA1C/) 5 SXe'TABLE 2°, T45S,' PRODUCTION SUMMARY BY", 

TV! PRODUST TYDEN/SKe72C1Ha) FTES r34C1HADS//TOZ,'PRODIICT TYPE', 
2T6OS, "WEIGHT PRODUCED (TONNES) */T42,12C1H=) TOS, 24C1HMDSS 

33(T4G,AR,T74,F6.1/2 4 TSG, BHTOTAL Toe FOWV) 

WRITE TABLE 5 

URITECLP4.29) (CPTYPECT) sPSTOC TOT(T)-121+3)/T0T STOCK 
FORMATC43C/) 25s TABLE 3'eT4Be STOCK SUMMARY RY PRODUCT TYPEt 

TASK TCHR) THR A 2ICIHMISL/TO2,"PRONUCT TYPE'ST71,'STOCK (TONNES)? 
AITE2AAACT Hd A TEVA TO CIHM IIS SCTOM PAR T7S FO 1/) TOG er BHTOTAL eT7Se 
3F6.1) 

    

WRITE TABLE & 

00 22 K=1,4 

CALL PAGECLPA) 
TRCK=4) 29199,002191 
WRITECLP1,291) 

FORMAT( //5XK, "TABLE &',TG2¢4 PRODUCTION SUMMARY BY ', 
Vo IMANUFACTUPING SITE*/5Xe7C1H@) TOD eG0C1TH@D//) 

GO TO 242 
WETTECLPY,2112) 
FORMATC //5Xe* TABLE & CONT'IDN/S¥r7C1H@)//) 
WRITECLP1,215) KeTFACTCKICISITECL KD eLE1, 3) 
FORMATC SxX,1HCeT1,¢') PRODUCTION AT FACTORY NO, 
T2p' = ',BAG/SX,S201HADISIT37 SCONE NOW", T56,'PROPUCT ty 
"SIZE', T74,'WEIGHT PRODUCED (TONNFS)'/TS8e¢4AND TYPE'/) 
WRITECLPT, COTCOME (Se TI eo CTPNAMECL ade Tg Lete5) sSPRODCI eT Ky 

1 JE4,16)- 
FORMAT CS7X,152TS3,4AG,A2,TE10FS.1) 
CONTINUE 

   

wo
 

   

WRITE TABLE 5 

CALL PAGECLP1) 
WRITECLPY,25) 
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PROGRAM: PRODN, SMOOTHING AND ALLOCATION MOnFL. 

298 
“oo 

300 
34 
302 
303 
34 
305 
306 
307 
308 
369 
3410 
314 
312 
313 
344 
315 
316 
317 
318 
319 
320 
324 
322 
323 
326 

325 
326 

23 

24 

e
n
 

e
a
e
 

26 

FORMATC 7(/)+S5Xe'TARLE S'eTh2e*PRODUCT TYPE TOTALS AY ', 
Ser scr gL NS SITEN/5K p74 Had 0742444 CQHMIISIT 27g HEACTORY ty 
2! NO,', TOG, FACTORY SITE'sT66e"PRODUCT TYPE’ s TAZ, "WEIGHT Ve 
S'PRODUCED (TONNES) '//) 
WRITECLP1,26) CIFACTCK) + CISTTECL sk) sLE1 eS) eCPTYPECI) »SPROD TOTCI¢K 

4 YeTet,3),SITE TOT(K), rh) 
FORMATCCT34,12¢TGK,3AG,3(TOR,AB,TR7-FA.I/) TORS TOTAL = Vy 

1787,F6,1/)) 

  

WRITE RECD, 2 TO BACKING FILE TO PRESERVE ITS CONTENTS, 

DO 25 T=1,NPERM 
TRUFFCNTEMP4I) RT PERMCIPERM NO#T) 
CONTINUE 

CALL FWRTTECEDI) 

COPY 'TPERM' RACK INTO 'TRUFF! AND WRITE TO TEMPORARY BACKING 
FILES 

NUORDSSNWORDY 

NTEMPSNTEMPS 
NPERM=IDERM NO 

NRECN#10 

DO 26 1=4,1PERM NO 
TRUFECTYELPERMCT? 
CONTINUE 

CALL FURTTECEDS) 
RETURN 
END 

   

PAGE NO, 
.
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327 
328 
oe? 
330 
331 
332 

333 
334 

335 

337 
338 
339 
340 
344 
342 
343 
344 
345 
346 

347 
348 

349 
350 
354 

355 
356 
357 
358 
359 
360 
361 
362 
363 
366 
365 
366 
307 
368 

a
a
n
e
 

SURROUTINE STOCK PROJECTION 
INTEGER PT,CR1,0BF 
INTEGFR ED4 
DIMENSION FHOR (104) ¢SHOR C406) »PHOR( 104) -PADIC(104) eSDES(5 63) 

DIMFNSTON X LABELC4),Y LABEI C4) 
DIMENSION TEMP1(3102) ¢TEMPZ(191) + TEMP3(AD 
COMMONSINPUT OUTPIIT/CRI LPT, DAF OMTV A MT2cEDT 
COMMON/PERM/ TCODE (16,5) ,PTYPEC3) » TPNAMF (541673) TFACTC(4) ISITE 

(B04) CSTOC C1613) PAXLVL (1663) -ROPROO(1G 4304) ¢ 
DEM SUM(16435)eDF™ SQ016,5) -WKRUDG 
+PDEM(16,5),ORFQCH) ,RE ORO(16,3)  LPSTOP (16,3) > 
TOT STOCK, TOT PRON,SPROD TOT(3,6),SITE TOT(G), 
TOT DEM, SMPROD 

COMMON /APAGE/NO WEEK NO PAGE, ADATE,ATIME 
COMMON/ RUFFER/NWORDS + NTEMP +NPERMANRECD ITRUFE C1016) 
COMMON/GRAPH/LINE (106) / TDATAC3110045) ¢NOHURMK, THORMK (16) ,HORMK (15) 

1 sNOVETMK + TYRTME C46) pVRTMKCI5) +DATAR (34610945) #FUNC(100 
2 15) eTFUNC(10015) ¢NOENTRY (CS) 
COMMON/EXTRA/TIT¢NYMINGNOLINFSe IMD, TVCHE KePTC10) 2 DATALC100) + FDES(S 

£5) MESS 4S) AXMINGXMAX GS YMING VMAX IMKP CS) NKCS) e SACS) > 
IXCS) ep TESET SX AXTSCL)eY AXISCG¢STD FURMATOA1) 

COMMON/CONTRFOL/NOONFe IPDS eLOFeTSETSCLeISELPT rLORD LABS +f SUPRZeLOGX 

OB
 
r
n
 

Tp LOGYALNX+LNYSTEMATS TLINE, TXSCALE 
DATA SDFS(1,1)/ 4MHFORECAST DEMAND CYONNES) /, 

4 SOFS(1,2)/ GOHSMOOTHED WFEKLY PRODUCTION (TONNES) te 
2 SDFS(443)/ GOHPROJECTION OF TOTAL CO, STOCKS (TONNES) / 
DATA X LARELCT)/WEFK NO, “hy 

i Y LARFLOT)/* TONNES (SEF SYMBOL KEY) ‘7 
EQUIVALENCE (CTRUFFC1) s FHOR C4) Do CTRUFF C209) ¢SHOR(T)) eo CIRUFFCGI7) 6 

4 PHORC1)) e CIRUFE(625),PANIC1)) -CIBUFE (BSS) +RUFF STOCK 
2 Ye CTBUFFCHS5) /IGASE WK), CTRUFFCB3A) eTHOR WK) 
EQUIVALFNCE CLINEC2) + TEMPIC4) Do CI Te TEMP2C1)) p CNOFTEMPS(4)) 

ZEROISE GRAPH PLOTTER COMMON RLOCKS = 'GRAPH',EXTRA' AND 
"CONTROL, 

LINE(1)=0 
TEMPACT) »TEMP2C1) »TEMP3(1920,0 
CALL FMOVECTEMP1(64),TEMP1(62),31099 

CALL FMOVECTEMP2(1),TEMP2(2) 6190) 
CALL FMOVECTEMP3(4) + TEMP3(2) 67) 

PAGE NO, 10°
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374 
372 
373 
374 
375 
376 
377 
378 
379 
380 
381 
382 
383 
3a4 
385 
366 
347 
388 
3a9 
390 
394 
392 
393 
396 
395 
396 
397 
398 
399 
400 
404 
402 
403 
406 
405 
404 
“07 
4OR 
409 
440 

p
a
o
a
e
o
 

p
a
n
e
 

a
o
n
a
 

104 
106 

a
n
e
 

a
a
a
 

INPUT FROM FILE, HORIZ, PERION OF FORECASTS 'FHOR', HORIZ. 
PERTON OF STOCKS "SHOR", HORTZ, -PERTOD OF TOTAL PSODUCTION 
'PHOR? AND PRODUCTION ANJUSTMENTS "PADI! FUR HUPIZON PERIOD. 
ALSO INPUT BUFFER STOCK 'GUFF STOCK’ +  RASE LINE WEEK, 
VIBASE WKty HORIZON WEEK "THOR WKT, 

CALL FRFAD(MT1«¢30) 

CALCULATE WERK NO, RELATIVE TO BASE WEEK ‘IWKREL’ AND INSERT 
ACTUAL VALUES FOR PRODUCTION 4 DEMAND AND STOCK, 

IWK RELENO WEEK@TRASE WK4 
FHOR(TWK PEL)STOT DEM 
SHORCIWK REL)=TOT STOCK 
PHORCIWK PFL)=TOT PROD 

CALC, TOTAL 'RQPROD' AND SET PRODUCTION FOR COMING WEEK 
"NEXT WKI TO THIS, 

TOT RAPRONEN,O 
pO 104 121,3 
00 104 J=4,16 
DO 104 K=1,4 
TOT ROPRONETOT PAPRONFROPRODCI eT Kk? 
CONTINUE 

NEXT WK=TUK RELST 
PHORCNEYT WK)ETOT ROPROD*PADICNEXT WK) 

CALCULATE STOCK FOR "NEXT WK? 

SHOR(NEXT WH) SSHOPC(TWK REL) *PHORCNEXT WKI@FHOR(NEXT WK) 

CALCULATE TOTAL FORFCAST DEMAND TO HORIZ.+ AND NET ADJUSTMENT, 

ANET ADJ, TOT FDEM=0,0 
DO 411 TSTHK REL#2-THOR WK 
ANET ADJSANET ANJ*PADJCT) 
TOT FNEM=TOT FDFM+FHOR(T) 
CONTINUE 

CALCULATE SMOOTHED PRODUCTION LFVEL
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any 

412 
413 
416 
445 
416 
417 
448 
449 
420 
424 
422 
423 
426 
425 
426 
427 
42a 
429 
430 
434 
432 
433 
436 
435 
436 

437 
438 
439 
440 
444 
442 
443 
446 
445 
446 
467 
448 
449 
450 
454 
452 

444 

12 

a
a
a
 

o
o
o
 

o
o
o
 

ne
 

SMPROMD=(TOT FREM=(SHORC(NEXT WKI@BUFF STOCK))/CIHOR WK=TWK REL@1) 
PRODN LIMTT=0,85#UKBUDG 
LF CSMPROD=PRODN LIMIT) 05192,194 
SMPROM=PRODM LIMIT 
GO TO 142 
PROON LIMTT=1.25#¥KPUDG 
TFCSMPROD.GT.PRODN LIMIT) SMPRODSPRODN LIMIT 

DO 42 TetWk REL+2,THOR WK 
PHOR(T) =SMPROD#PADI CT) 
CONTINUE 

PRODUCE STOCK PROJECTION 

DO 135 T=twe REL#2,1HOR WK 
SHOR CT) =SRORCI=1)+PHOR CT) @FHORGI) 
CONTINUE 

COPY MATA SERTES INTO DATAR 

DO 14 1=4,1HOR WK 
DATARCL ete 481 
DATARC2+Te1)SFHORCT) 
DATARC4, 142021 
DATAR(2+1+2)5PHOR(T) 
DATARCT +1, 3021 
DATARC2eTe SPBSHOR(T) 
CONTINUE 

SET REMAINING PARAMETERS FOR GOODS, 

CALL CONCARDC34 040, 0e0e1 eI HT sr THO 6040404000, 0,1, 1BASE WK=1) 
NO ENTRY(1).NO ENTRY(2)¢NO FNTRYC3)=IHOR WK 
NOHORMK=1 
HORMK(1)=AUFF STOCK 
XMINZO.0 
XMAX250.0 
NO LINES=2*THOR WK46 

COPY LINE DESCRIPTORS 
CALL FMOVECSDES( 161) eDES C1049 095) 

CopY AXIS DESCRIPTORS INTO 'X AXIS’ AND "Y AXIS". 

PAGE NO, 12
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453 
454 
455 
456 
457 
458 
659 
460 
461 
462 
463 
46u 
665 
466 
467 
468 
469 

45 

16 

PAGE NO, 43 

CALL FMOVECK LABEL /X AXTS +4) 
GALL FMOVECY LARELSY AXTS 64) 
CALL PAGECI PY) 
WRITECLP1,45) NO WERK 
FORMATCIITE g4Xe' COMPANY STOCK PROJECTION AT MEEK NOw "ry 3/ 

1G1X,G0C1HA=D/) 
CALL GONNS OVERLAY 
TFCANET ADJ,NE,O,9) WRITECLP1¢16) ANET ADJ 
FORMAT CL/Z/3X +116 (1H@)//5Xe'WARNING: THF NETT WEEKLY PD 

TIUSTMENT SHULD BE ZERQ, AUT IT HAS BEEN FOUND To BE * 
2' TONNES, '/14Xe"THIS HAS PRODUCED A LOAD FILLING SITUA 
3SHENDING IF THE NFTT ADJUSTMENT IS NEGATIVE.) 4/40x,'CF 
GETAILS SEF 'ItPSALMEN MANUAL.) 9//3X,11601H=)) 
CALL FWRITECED1) 
RETURN 
END
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470 
“ry 
472 
473 
474 
475 

476 
477 
478 
479 
480 
BY 
4B? 
453 
484 
48S 
486 
487 
4B8 
GAD 
490 
494 
492 
495 
496 
495 
496 
497 
49R 
499 
500 
$04 
502 
503 
504 
505 
504 
507 

508 
509 
5410 
541 

eo
 

a
e
n
a
o
 

f
a
a
 

ao
 
a
n
a
n
e
 

SUBROUTINE PRODUCTION ALLOCATION 

INTEGER PT,CR1,0RF 
INTEGER EDT 
DIMFNSTON PMAKEC1A+ 344) ¢PRUNG (160344) eTRUDG C160 306) 

DIMENSION TPERM(1030) 
COMMON/INPUT OUTPLIT/CRI/LPT,DRF MTT MTZ E04 

COMMON /BPACE/NO WEEK,NO PAGE, ADATE,ATIME 
COMMONS PERM) TCODE (16,3) ,PTYPE( 5) » TPNAME(5,16,3) ,TFACT(G) , ISITE 

©3464) ¢CSTOC (1663) eMAXLVL (1665) -ROPROD(16,364)% 
DEM SUM(16,3) DEM §O(616¢3) -WKRIIDG 
@PDEM(1603)+PRFQCG) FRE ORD(C16,3) e1PSTOP(1603)% 

TOT STOCK+TOT PROD,SPROPD TOTCS,G)eSITE TOTC4E), 
TOT DEM, SMPROD 

COMMON/RUFFER/NWOQDS,NTEMP,NPERM»NRECDs BUFF C1016) 

EQUIVALENCE CIBUFFC4) + PRUDGC4)) e CI BUFFC3G7) e TRUNG(1)) Fe CROPRODGG DE 

4 PMAKEC4)) 4 CIPERM(4) pTCODEC1)9 
o
p
e
n
s
 

INPUT PRODUCTION BUDGET 'PBUDG! AND WEEKLY BUDGFT "WKRUDG', 

CALL FREAD(MT1¢40) 

ZEROISE "PMAKE', 

PMAKE(4,7¢1)20,0 
CALL FMNVECPMAKEC4 +491) sPMAKECZ¢404) 01919 

ADJUST RUDGETFO MAKE USING SMOOTHEO PROD, LEVEL 'SMPROD!, 
AMJUSTEN VALUF STORFD AS 'TBUNDG, 

ADJESMPRON/UKAUDG 
00 411 K=446 
00 14 121.3 f 
Da 14 J=1,16 
TRUNG CJ eT KD SPBNDG CIT eK) WADI 
CONTINUF 

ALLOCATE PRODUCTION TO FACTORIES, IF 'RE ORD? IS LESS THAN 
‘TRING? THEN "PMAKE' TS SET TO #TRUNG', ITF TRE URN? TS 
GREATE@ THAN. 'TRUDG' THEN 'PMAKF' IS SCALED TO GIVE tRE ORD", 
TF PRODUCT (Je) TS NOT BUDGETTED FOR IN CURRENT QUARTERY 
"RE ORD' IS MADE AT FACTORY OF FIRST PREFERENCE,
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512 
513 
514 
515 
516 
Sar. 
518 

519 
520 
521 
522 
523 
524 
525 
526 
527 
52k 
529 
530 

534 

  

534 
535 
536 

537 
53R 
539 
$40 
544 
542 
543 
54a 
SAS 
546 
547 
58 
549 
550 
551 
552 

553 

12011 

1201 

1202 

124 

122 

123 

425 

126 
43 

00 13 124.3 
DO 13 321416 
LECIPSTODCI¢E)=1) 1201140,12094 
PMAKE CIs 101) @PMAKECI¢ 142) PMAKECS e143) ¢ PMAKE (Sy 14) 20.0 
GO TO 43 
sum=0.0 

DO 1204 KEt,d 
PMAKE CI, 1 eK) 2TBUDG CI eT eK) 
SUME=SUMSDMAKE (Se To KD 
CONTINUE 

TFCRE OPNCI,T) ST. 0.0. AND. SUMLEQ,0,0) GO 1O(121,122,123),1 
TFCRE OR DC SeT).1E.SUM) GO TO 43 
AMULTSRE ORDCJS,12/SUM 

ON 1292 K2t,6 

PMAVECI, 1, K)=PMAKE (3,1, K) *AMULT 
CONTINUE 

GO TO 13 
GO TH 4264424012404 260125 F126 HAAS AAS HAI AAAS EVA eV 25 el 2het2he 

126,124),4 
GO TO C126 e246 24 AAG A25 eA 25 AAAS VAS HV2A5e L250 25 e125 eV 2he 4 2he 

126,424) 05 
GO TO C124 M24 e125 e125 eV 25 e125 e125 e125 e525 eV LS e256 2h el 2he 

124,124) ,0 
PMAKECJ oT, 1)=RE ORD(J yD) 
Go To 13 
PMAKECJ+T,2)2RE ORD(JeT) 
GO ro 43 
PMAKECJ,T,3)=RE ORD(J,1) 
CONTINUE 

CALCULATE TOTAL PROMUCTION REQUIRED 'TOT MAKE’, 

TOT MAKFEO.0 
DO 15004 keleG 
nO 13004 181.3 
00 45004 JE4416 
TOT MAKESTOT MAKE*PMAKE CJ, I,K) 
CONTINUF 

TF NECESSARY ADJUST "PMAKE? TO FALL WITHIN THE RANGE 85=125% 
OF UFEKLY PRODUCTION BUDGET 'wkRUDG',
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554 
555 
556 
557 
558 
559 
560 
564 
$62 
563 
566 
565 
S64 
587 
S68 
569 
S70 
571 
572 
573 
576 
575 
576 
577 
578 
579 
SHO 
584 
5a2 
588 
584 
585 
5&6 
587 
588 
589 
590 
591 
592 
593 
594 
595 

13002 

13003 

1301 

431 
132 
435 

134 

R
A
N
 

PRODN LIMIT#=O,85*WKBUDG 
TFCTOT MAKE@PRODN LIMIT) 0¢13005,13003 
ANULT=PROON LIMIT/TOT MAKE 

00 13002 Ket1,6 
DO 13002 yste3 
DO 13002 4=1,16 
PMAKECS+ Te kK) SPMAKE CS + Te K)#AMULT 
CONTINUE 

GO To 13005 
PRODN LIMIT=4,25#UKRUDG 
IFCTOT MAWE,LE,PRODN LIMIT) GO TO 13005 
ANULTSPRODN LIMIT/TOT MAKE 

D0 13006 KEte¢h 
DO 13904 124,3 
PO 15904 Jat,16 
PMAKE CI, 1, K)=PMAKE (I, 1 4K) #AMULT 
CONTINUE 

CONTINUE 

WRITE TABLE 6 

DO 16 K214G 
CALL PAGFCLP1) 
TECK=1) 132600434 
WRITECLP4,9301) 
FORMATC T15Xe' TABLE 61 eT&Se* PRODUCTION ALLOCATION BY FACTORY! 
ISK p71 =D TOS e32CTHM I/D 
TALLOCN WEEKENO WEEKS? 

TFCTAILOCN WEEK,GT,52) TALLOCN WEFKRIALLOCN WEEK=52 
60 TO 433 

WRITECLP1,132) 
FORMATC — //SXp"TABLE 6 CONTYIDI/5X,701H=D//) 
WRITECLPI6134) Ky TFACTCKD /CESTTECL OK) Lote 3) eTALLOCN WEEK 
FORMATC SX,1HCeT4e7) ALLOCATION FOR FACTORY NO, 'oT2,? = 'y 
SAGA TOA SOCTHHI/SXe SSCTH™)ATOV¢I# ALLOCATION FOR WEEK NO,ty 
T3," #9/TOTSOCIRHDIS 

T37e'CODE NO,',1564"PRODUCT SIZE" + T7265 
"ALLOCATION (TONNES) '/T58,4ND TYPE'/) 
WRITECLPV¢435) CCICODF (Je 1) 4 CIPNAME (Lode) ¢L2%¢5) sPMAKE CII K) 

eJETe16) ¢ T8443) 
FORMATC3B7X,15¢TS3,4AG,A2¢TE0CFS.1) 
CONTINUE 

PAGE NO, 46
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596 
597 
598 
599 
600 
6n4 
602 
603 
606 
605 
606 
607 
608 
609 
640 
614 
642 
643 
616 
615 
616 
617 
618 
619 
620 
624 
622 

623 
624 
625 
626 
627 
628 
629 
630 
631 

9
9
9
9
9
0
9
9
9
0
0
 

99
 
9
9
9
9
0
9
9
0
0
0
 

45 

EDIT THE BACKING FILE? 

4) MRITE RECORD NO. « TO gacKING FILE TO PRESERVE ITS 

CONTENTS, 

2) REWIND E04, 

3) READ RECORD NO, 1 FROM THF FILE INTO /RUFFER/, 
CRECD, ORDER ON BACKING FILE IS: RECD, 2:RECD,TFRECD.3¢ 

LRECD.4) 

4) COPy tPMAKE® INTO "IByFFY, CTHIg wILL BECOME tROPRUDE 
FOR THE COMING WEEK,) 

5) WRITE THE COMPLETED RECORD NO, 1 TO TAPF, 

6) REWIND, 

7) COPY RECORD NOS, 22384 FROM BACKING FILE TO TAPE. 

CALL FURTTECEDT) 
REWIND FD4 
NRECO=0 
CALL FREADCED1,10) 

DO 15 12655,858 
TRUFE CT) SIPERMC(T) 
CONTINUE 

CALL FWRITECMT2) 
REWIND FD4 
NRECD=0 
CALL FCOPYCEDT OMT 242000) 
CALL FCOPYCEDT + MT 243000) 
CALL FOOPYCED1+MT244000) 
RETURN 
END 

PAGE NO, 17
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632 
633 
634 
635 
636 
637 
638 
639 
640 
641 
642 
643 
646 
645 
644 
647 
648 
649 
650 
651 
652 
653 
654 
655 
656 
657 
658 

659 
660 
664 
662 
663 
664 
645 
666 
607 
648 
649 
670 
674 
672 

673 

a
a
n
 
2
0
0
 

° 
20

 

SURROUTINE FORECAST MONTTOR 
INTEGER CRI NRE 

INTEGER ED4 
DIMENSTON PFCSTC41643) eURV6 4663) cALPVO16 435) UDI C1603) ALDI C1603) 6 

4 PATFFC16¢3) + ISTATUS (261645) FSCORE (1603) eALSCORE C603) 4 
2 ITABLECS +1643) + TTTABLEC3) ¢STSTATUSC2) ¢CUM FCST(16,3)¢ 
3 CUM OLFEC16,3) + TENAME(S) 
COMMON/ INPUT OUTPUT/CRI4LP1,DRF oMT1 /MTZ,EO1 
COMMON /APAGE/NO WEFK,NO PAGE, ADATE,ATIME 
COMMON/ PERM/TCODE( 16,3) PTYPE(3) p TPNAME(9416,3) -TFACT(G) p ISITE 

(304) eC STOC (16,3) MAXLVE (1643) ROPPON(16,3,6)% 
DEM SUM(16,3),DEM $0016,3),WKAUDG 
PPDEM(1643) +PREQ(K) PPE URD(1H+3) FIPSTOP (1603) 
TOT STOCK+TOT PROD, SPROD TOT(3,4)/SITE TOTO), 
TOT DEM, SMPROD 

COMMON/RUFFER/NWORDS »NTEMP,NPERM,NRECD, LRUFE(1046) 
DATA TENAME(4)/" TOTAL DEMAND Wh EQUIVALENCE CIBUFEC1) @PECSTC4)) 4 CIRUFFCOZ) pURV(4)) ¢ CIRUFECI93)¢ 

ALRVOT De CIBUFF C289) /UOTC1)) ¢ CTBIFFC RAS) »ALDICI)), 
CTBUFFC4B1) + TSTATUS C1) ) o CISUER 

(577) -USCORF(1)) p CIRUFF (O73) ¢ALSCORF(1)) » CIRUFFC7O9) » 
TURV)  CLBUFFC7?74) TARY) o CLBUFF C773) eTUDL) o (LRUFF C775 

YeTALDT) s CIBUFFC777) ¢LTSTATUS(1)) ¢ CIRUFF C779) pTUSCORED y 
6 CTBUFFC781),TLSCORE) ,CTRUFFC7A3) (CUM FCST(1)) , CIBUFF 
7CR79D A CUM DTFFCI)) , CERUFFCO75) / TCM FCST) » CIBUFFC977),TCUM DIFF), 
ACISUFF(979),TCUM DEM) 

op
 

En
 

w
e
w
n
s
 

INPUT FROM FILE THE FORECAST VALUES OF WEEKLY DEMAND FOR EACH 
PROMUCT 'PFCST# AND THETR RELEVANT REFERENCE AND NECISION 
VALIES fURV'STALVIZTUDIT AND PALOT's ALSO 
'TSTATUS',*USCORE' AND "ALSCORE', 

CALL FREAN(HT1,50) 

IF START OF NEW QUARTER ZEROISE "CUM FCST' AND 'CUM DIFF', 

LE (NOWFFK@NOWEEK/13.NE,1) GO TO 104 Sag 
CUM FCSTC1,12¢CUM DIFFC1,1)20.0 
CALL FMOVECCUM FCSTC4e1)¢CUM FCST(2,1) 647) 
CALL FMOVECCUM DIFEC1¢1)¢CUM DIFEC2,1) 647) 
TCUM FCST+TCUM DIFF®U,O 
TCUM DEM20,9
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676 

675 
676 
677 
678 
679 
680 
6At 
6R2 
ORS 
684 
635 
686 
687 
6RB 
689 
690 
691 
692 
695 
69% 
695 
694 
697 
698 
699 
700 
704 
702 
703 
706 
705 
706 
707 
70R 
709 
710 
744 
“12 
713 
746 
7418 

404 

3 
n
e
o
 

a2 

23 

CONTINUE 
CALCULATE THE DIFFERENCES BETWEEN ACTUAL AND FORECAST DEMAND 

WKFECST=0.0 
po 44 t 
00 11 324416 
PNTFFCI,1)=POEMCI,1)=pFCSTC,1) 
CUM FCSTCS,T)=CHM FCSTCJeTI#PFCST (del) 
CUA OTERCI, TSCM DIFECI,T)OPDIFECI,T) 
WKECST=UKFCST#PFCST (yl) 
CONTINUE 

TOIFFSTOT DFMMUKFECST 
TGUM FCST=TCUM FOST#WKECST 
TCUM DIFF=TCUM DIFS+TOIFF 
TCUM DEM=TCUM DEM*TOT DEM 

  

CARRY OUT DECISION INTERVAL SCHEME ON'OTEF? 

dO 12 
po 42 
TFCURVKJ,1),€0, 0,0) GO TO 12 
CALL CUSUMCPDIFFCS 1), URVES/T) cUDT CI oT) sALRVCJS eT) ALOT CJT), 

4° TSTATUS(4, 3,1), USCORF(J,1),ALSCORECJ,1),1TARLE 
2 edeDd) 

CONTINUE 

  

CARPY OUT DECTSTON INTERVAL SCHEME ON AGGREGATE FORECAST 

CALL CUSUM¢ TOUFFsTURVeTUDI eo TALRVeTALDLe TTSTATUS + TUSCOREY 
4 TLSCORE+ITTABLED 

WRITE TABLE 7, 

CALL PAGEC(LO4) 
WRITECLP1,22) 
FORMATC &C/),5X,'TABLE 7*,T47,"MONITOR OF FORECAST VARIABLES® 

VISKe TCV) TO7 29 CHRIS) 
WRITECLE1 423) 
FORMAT CH S44 804M DISK a pHa eT 27 tHe re TSRetH ee TRO GH ee TTI eT Hel/ 
TSKe THe se TVS /BHVARTABLE + T27 04M ¢T3S,IWEFKLY (TONNES) 'oTSB8e4H oe 
2TASr CUMULATIVE (TONNES) * + TAQ IHe  THOZe STATUS so TITRE THe/ 
SSK pH ee T27 eH ee TSB GH TOP e THe re TIVB se THe /SKetHe ep TAZ OTH oe T29e 
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716 
717 
748 
749 
720 
724 
722 
723 
726 
725 
726 
727 
72H 
729 
730 
734 
732 
733 
734 
735 
734 
737 
738 

740 
741 
742 
743 
74h 
745 
746 
747 
748 
749 
750 
751 
752 
753 
754 
755 

756 
757 

24 

241 

25 

a
n
a
 

e
n
a
 
A
A
A
A
4
O
 

G'FORECAST ACTUAL OTFFFRENCE , FORFCAST ACTUAL DIFFERENCE «ty 
STO3,°IN « UNDFR , OUT OF oP/5X THe TAT eH TSO V4. TAD, 
6*,. CONTROL , REVIFW , CONTROL o'/S5XeIHee T2704 TSAO TH Ae TH9 eT Hee 
7T99 AIH, TIORS TH. TIIB/ IH, 
WRITECLE1,24) LFNAME + WKFCST,/TOT DEM,TOIFFeTCUM FCST+TCUM NEM, 

ATCUM BIER, ITTABLE 
00 241 124.2 
D0 241 121,46 
TECURVCSeT).EQ,9,9) GO TO 244 5 
WRITECLP4 +24) CTPNAME (Lede T)elmt eS) ePFCST (Sel) ePOEM( Jel) ePOIFEF 

VCdeT) CUM ECSTCSeT) + DEM SUMCdeT) CUM DIFF 
ACde VI CTTARL ECL edo TD) phat e3) 

   

       

     
FORMATCSX eA Hye TR eG Abe A2eT27 other FRA4e FO.4e FO.4e 

1TSae1H FR.4e FRA4> FO TEM TH er TIG ATA TIVE TH ee 
2TADS AVA TIORS THe sTAT SATs TIVB HS) 
CONTINUE 

WEITECLE1,25) 
FORMAT CS IH, ¢T27 eT Hee TSB eH ep TAI THe TIF PTH ce TIOB PTH T1188 e 

T1KL/S¥,I1SCIKLD?D 
CALL FURITECMT2) 
RETURN 
END 
SURROUTINE CUSUMCDIFF,URV,/UDI,ALRV, ALDI, ITSTATUS,USCORE,ALSCORE, 

ITARLF) 
DIMENSION TTABLECS) + ISTATUS(2) 
DATA IPLUS/aHe FeTAST/GH* = FeMINUS/OHe Jy TBLANK/GH / 
TTABLF C1) TTABLEC2) I TARLEC3) SIBLANK 

VARTAPIES 

"UDT! UPPER DFCTSTON INTERVAL 
‘upV' UppFR REFERENCE VALUE, 

TALRVE LOWER REFERENCE VALUE, 
"ALDI" LOWFR DECTSTON INTERVAL, 

TISTATUS' IS 7ERO WHEN THE VAPIABLE IS IN CONTROL COTFF.LF, 
REF, VALUES) AND UNITY WHEN AN ACCUMULATION IS IN PROCESS, 
"ISTATUSC1)' RELATES TO ACCUM, OF AN UPPER SCORE 'USCORE' AND 
"ISTATUS(2)" RELATES TO ACCUM, OF A LOWER SCORE TALSCORF',
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758 a CHECK STATUS OF UPPER SCORE 
759 c 
760 TFCTSTATUSCI)) 1440011 
764 TFCNTFF@URV) 0406104 
762 USCORF=0,0 
763 GO TO 14 
764 404 TFCOTFE<UDT) 0613543 
76S USTATUS(4) 54 
7H6 USCORE=PIFF-URV 
767 GO TO 44 
768 4 USCORFEUSCORESOIFFeURV 
THO TECUSCORE) 9,0,12 
770 , USTATNS (4) 20 
771 uscorF=o,0 
772 69 TO 14 
778 12 LFCUSCORESUDT) 164613093 
774 13 ITABLF(5)=1PLUS 
775 ISTATUS(1)=1 
774 14 CONTINUE 
777 c 
778 c CHECK STATUS OF LOWFR SCORE 
779 c 
780 TFCISTATUS(2)) 16,0016 

784 TFCDTFF<ALRV) 15490 
742 ALSCORF=0.0 
783 69 TO 19 
746 45 TFCDTFF<ALDL) 18,180 
785 ISTATUSC2) =4 
TRA ALSCORF=DIFF*ALRV 
7R7 GO TO 19 
7BR 16 ALSCOSE=ALSCOREFOIFFEALRYV 
789 JFCALSCORF) 174000 

790 TSTATUSC2)=0 
794 ALSCORE=0,0 
792 GO TA 19 
793 17 TFCALSCORF@ALDI) 18,18,19 
79% 18 ITARLEC3) =MINUS 
795 ISTATUS(2) 24 
796 19 CONTINUE 
797 c 
798 c PLACE CORRECT SYMAOLS IN ITABLE 
799 c 
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800 TECISTATUSCI) EG, 0, AND, ISTATUS(2),E9,0) GO TO 20 

801 GO TO 24 
802 20 ITARLE(4)=1AST 
803 RETURN 
804 21 TFCTTABLEC3).NE.IRLANK) RETURN 
805 ITARLECA)STAST 
806 RETURN 
807 END
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80R 
B09 
840 
ait 
842 
813 
B44 
815 
816 
817 
818 
849 
820 
824 
822 
B23 
B24 
B25 
826 
827 
B28 
829 
830 
834 
832 
A335 
834 
835 
436 
837 
BRB 
839 
840 
644 
84? 
B43 
Boa 
845 
846 
B47 
BGR 
849 

a
a
o
e
 

SUBROUTINE PRODUCTION MONITOR 
INTEGER CR1,0RF,PT 
INTFGFR FO4 

DIMFNSTON PMEV(13,4),RDEV(13,4) ,-PRUDGET C4), NQUARK CG), 
SPES(5,2), CURRENT PREQC A) 

DIMENSTON X LAREL(G)+¥ LAME CS) 
DIMENSION TEMP1(3402)eTEMO201914) eT EMPRCR) 

COMMON/TNPUT OUTPUT/CR1 LPT, DAF eMT4 MTZ cE DY 
COMMON/PERM/TCODE (4 A135) @PTYPE CS) cTPNAME (S44 Ge 3) eLFACT CQ) ISITE 

(306) eCSTOC (1643) eMAXLVLC16 43) -ROPROD (160304) 
REM SUMC1643) 2 DEM SOC14565) -WKANDG 
PPDEMCA6 43) ,PREQCGI FRE ORDCTAL 3) sIPSTOPCI6+3)¢ 
TOT STOCKS TOT PROM,SPROD TOT(3S,4)eSITE TOTC4)¢ 
TOT DEMsSMPROD 

COMMON /APAGE/NO WEFK/NO PAGE, ADATE, ATIME 
COMMON/RUFFFR/NUODCOS  NTFMD,NDERM,NOFCD, TRUFFCI016) 
COMMON/GRAPH/LINECING) ,IDATAC3/10045) »NOHURMK, THORMK (16) ,HOPMK(15) 

eNOVRTMK,IVPRTMK (16), YRTMK(15) »DATAR(3,10,5) ,FUNC(100 

o
n
r
v
e
 

2 e5) eT FUNC(10005) /NOENTRY (5S) 
COMMON /FXTRA/TT@NXMINGNOLINES sc IMDeINCHE Ke PT (10) eDATALC100) ¢ FDES(S 

1 15D eMES CS eS) A XMINGXMAX ,YMING YMAXe IMKR CS) @NKOS) edACS) > 
IXCSVOTESET eX AXISCOI¢Y AXTSCG)¢STD FORMATCAI) 

COMMON/CONTPOL/NOGNFs TPNSe TOFS TSETSCLOISELPTeLORDe LABS e+ LSUPRZ+6LOGX 
TeLOGYsLNXoLNVeTEMAT, TLINES TXSCALE 
DATA NOUARYCHI/'4ST 2ND SRN GTH PS, 

4 SPESCV +1) /40HDEVN. FROM PRONUCTION REQUEST (TONNES) Se 
2] SPESCV,2)/40HDEVN. FROM PRONUCTION BUDGET (TONNES)  / 
DATA X LAPELCT)/IWEFK NO, Ma 

4 Y LARFLCTD/' TONNES (SEF SYMBOL KEY) up 
EQUIVALENCE (PDEV(1),TRUFEC1)) ¢ (BNEV(4) »TBUFF (10S) ) » (PRUDGETCI) + 

1 IBUFF(209)), (CURRENT PREQC1) »TBUFF(217)) 
EQUIVALENCE CLINECT),TEMP9C1)) CIT, TEMP2(1)) 4 (NO, TEMP3(4)) 

ZEROTSE GRAPH PLOTTER COMMON RLOCKS = 'tGRAPHtetEXTRAY AND 

"CONTROL", 

LINF(1)=0 
TEMPVC4), TEMP2C1) TEMP S619 20,0 
CALL FMOVFCTEMP1(1) + TEMP1(2) 23109) 
CALL FMOVECTEMP2(1),TEMP2(2),190) 
CALL FMOVECTEMP3(1) /TEMPS(2) 07)
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850 
851 
852 
853 
854 
855 
854 
BS7 

858 
B59 
Bo 

861 
B62 
BAS 

AbG 

865 

B64 
B47 
B68 
869 
R70 

B71 

are 
873 
876 

875 
874 
877 
878 

879 
880 
BRA 

B82 

BRS 
BRE 

BRS 
884 

887 
8aR 

Bag 
890 
891 

2 INPUT PRODUCTION DEVIATIONS 'pHFV'+ BUDGET DEVIATIONS "ROEVle 

¢ PROMUCTION RBUNGET 'PBUDGET?, PRODUCTION REQUEST 'PREQ', 
¢ 

CALL FREAD(MT1,60) 
c 
c OVER WRITE THE SERITFS 'PDFV' AND 'BDEV! BY THEIR UPDATED 
c VFRSTON WHERE POEV(1)ePDEV(2) ETC. 
c 

DO 44 T4446 
09 1001 Jst,t2 
POFVCJ, TD EPDEV (S44, 1) 
Bnev(s,t)=80EVCs41 1) 

1001 CONTINUE 
PNEVC13,T)eSITE TOTCIY=CURRENT PREQCI) 
BDEV(4S,T)SSITE TOT(L)=PBUDGET(T) 
CONTINUE 

n
o
e
s
 

COPY "PREQ' FOR USE AS "CURRENT PREQ' NEXT WEFK, 

09 444 12444 
CURRENT PPEQC(T) SPREQ(T) 

144 CONTINUF 
CALL FuRITE(MT2) 

CHECK TF END OF QUARTER, IF NOT,RETURN, OTHERWISE GRAPH 
PRUMUCTION PERFORMANCE, 

  

e
n
o
 

TECNOWEFK@NO WEEK/13813,.NE,0) RETURN 
NOUATP=NO WFEK/13 

00 14 121,46 
CALL PAGECLPI)D 

3 WRITECLO¢42) TFACTCT) ¢NOUARK(NOUIATR) 
12 FORMATC//// 34Xe'PRODUCTION MONTTOR OF FACTORY NO. eI3y 

4 "FOR "pAb, QUARTER, '/34X,53C1HH)/) 

  

eo
 

COPY DATA SERTES INTO DATAR 

D0 13 J=4e93 -- 
DATARC1 6d e104 
DATAR(2e de 1 =POEVOS eT) 
DATAR(1y542)5) 
DATAR(2ede2dERDEV(S oT) 

43 CONTINUE 
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892 
B93 
Agu 
895 
896 
897 
BOR 
899 
909 
904 
902 
903 
9046 
905 
906 
907 
908 
909 
910 
914 
912 
913 

0
0
 

|°
0 

ao
 

414 

SET REMAINING PARAMETERS FOR GOODS, 

CALL CONCARDC2 Me Or Oe MeL eINOr THe Or Or Or Or Oar 1 eNO WEEK=43) 
NOHORMK »NOVRTMK=0 
NO ENTRYC12¢NO ENTRYC2)543 
XMINSO,0 
XMAX250,0 
NO LINES=30 

COPY LINE DESCRIPTORS 

CALL FMOVECSDES (161) @DESC141) 090) 

COPY AXTS DESCRIPTORS INTO #X AXIS* AND tY AXISe, 

CALL FMOVECK LAREL+X AXIS, 4) 
CALL FMOVFCY LARELSY AXIS ¢4) 
CALL GOODS OVERLAY 
CONTINUE 

RETURN 
END 
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914 
948 
916 
917 
948 
919 
920 
924 
922 
923 
924 
925 
926 
927 
928 
929 
930 
934 
932 
933 
934 
935 
936 
937 
938 
939 
940 
944 
942 
943 

SURSOUTINE TNPUTCDUMMY+TDIM+ICHAR+ CRI + DAF SLPS) 
INTEGER CP1,DRE 
DIMENSION DUMMYCIDIM) ¢eTEMAT(S) 
COMMON/FRROR/ICOPY,ISEQ COPY,INPUT FRRORK 
CALL DEFRUFCORF,20,TFMAT) 
TCUPYSICHAR 
TSEQ CNT=O 
NCONST=IDIM/7#7 
IFCNCONST.E0,0) GO TO 194 

D0 eVFIDIM=7,7 
TSEQ CNT=TSEQ CNT+4 
TSEQ COPYSISEO CNT 
REANCERI,104) COUMMYCJS) odeteT+6),TOENT TSEQ NO 
FORMATC7TED.OeT75eAGeT2) 
CALL SEO CHECKCINENT,ISEQ NO,TCHAP,TSEQ CNT,LP4) 
CONTINUE 

IFCIOIM .FO.NCONST) RETURN 

    

COMPLETE FORMAT SPECIFICATION IN 'LFMAT* TO Rean FINAL VALUES 
OF ‘DUMMY? ON LAST CARD OF SERTES, THEN READ LAST CARD, 

NOSTOTM =NCONST 

ISFO CNTSISFO CNT#1 
TSEQ COPY=1SEQ CNT 

WRITECORE,12) NO 
FORMATCARC,14,°F0,0,T7S,AG,T2)") 
READCCRT,TFMAT) COUMMY(J) pd BNCONST#1/10IM) pTDENTsISEQ NO 
CALL SEQ CHECKCIDENTeISEQ NOsICHARsTSEQ CNT + LPT) 
RETURN 
END 
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946 
945 
944 
947 
94R 
949 
950 
951 
952 
955 
954 

955 
956 
957 
95R 
959 

960 

a
n
e
 

SUBROUTINE SEQ CHECKCIDENT,ISEQ NO,ICHAR,ISEQ CNT» LPI) 
COMMON/ERROR/TCOPY,1SEQ COPY, INPUT FRROR 

COMPARE IDENTIFICATION CHARACTEPS AND SFQUEWCE NO, 

Ke6 
CALL COMPC KG TNENTs Te I CHART) 
IF(K.FQ.G.AND,ISEQ NO.EQ.1SEQ CNT) RETUPN 
CALL PAGECL PTD 
WRITECLP4,11) ICHAR+ISEO CNTeIDENT+ISEQ NO 
FORMATCIHO, 'DATA ERROR - PROGRAM EXPECTS THE TOENTIFICATION CHARAC 

ATERS $'8,AG, 12,88" BUT HAS FOUND STAG, 12,99", 8 /' OTHE DATA CARDS 
2ARE OUT OF SEQUENCE OR HAVE BFEN GIVEN THE WRONG SEQUENCE NUMBERS, 

5°) 
INPUT ERRORS 
RETURN 
END 
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964 SUBROUTINE CARD CHECKCIERR) 
962 COMMON/FRDOR/ICOPY,ISEQ NOr INPUT ERROR P 
963 INPUT EORORET 
964 TECTERRY 194410149 
965 WRITECO,10097) TERR 
966 1001 FORMATC1HM, "EXECUTION ERROR 1,13) 
967 RETURN 
968 104 TECINPUT FRROR) 10240,102 
969 TNPUT ERRORS 
979 CALL PAGECOD 
971 10200 «Ket 
972 TERP==TFRO 
973 CALL COMPCK, TERR, G,14%,1) 
97% TFCK) 1200592 
975 WRITECO,11) ICOPY,ISEQ NO 
974 44 FORMAT(1HO,'A NON@NUMERTC CHARACTER OTHER THAN A DECIMAL POINT HAS 
977 TBEEN FOUND IN COLUMNS 4-74 OF THE CARD IDENTIFIED AS '8',AGsT2,9"9 
978 a0.) 
979 RFTURN 
960 12 WRITECO/121)1COPY,1SEQ NO 
9R4 124 FORMATC1HO,'THE CARD IDENTIFIED AS ''",AG,12,'9" APPEARS TO CONTAT 
982 4N TOO FFW ENTRIES,") 
983 RETURN 
984 END
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965 
986 
9a7 
98K 
989 
990 
994 
992 
998 

994 
995 
996 

29 

SUPROUTINE PAGECLP1) 
COMMON/ APAGE/NO WrEeksNO PAGFeADATEeATIME 
TALLOCN WEEK ENO WEFK42 
TECTALLOCN WEEK.GTe52) TALLOCN WEEKEIALLOCN WEEK=52 
WRITECLP1+11) NO WEFKATIME,ADATE,NO PAGE, IALLOCN WEEK 

44 FORMATCAHT, "WEEK NOV" /TReTIRG TIME "eABrT3Ke CONSTRUCTION Ve 
VICOPPER STOCK AND PRODUCTION SUMMARY", T94r'DATE "eARe TING 
2'PAGE NO.',15/T4O,'WITH PRONUCTION ALLOCATION FOR WEEK NO. 

t 

      

313/750, 'CPSALM = MAIN PROGRAM) ") 
NO_PAGE=NO PAGE+1 
RETURN 
END
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997 
998 
999 

1000 
1004 
1002 
1003 
1004 

SURROUTINE FREAD(ORT,IRECD) 
INTEGER PRY 

COMMON/RUFFER/NWORDS ,NTEMP~NPERM,NRFECD, I BUFF(1016) 
TFCTREGN,LF.NRECD) STOP FN 
TFCTRECD.EQ,NRECD) RETURN 
READCPR1) NWORDS+NTEMPeNPERMPNRECDe CIBUFFCI) e124 eNWORDSH 4) 
GO TO 11 é Bi 
END 
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1005 SUBROUTINE FWRITECPR2) 

1006 INTEGER PR2 
1007 COMMON /BUFFER/NWORDS,NTEMP,NPERM,NRECO, I BUFFC(1016) 

10038 c 
1009 ¢ WRITE "NWORDS' WORDS FROM BUFFER TO PR2, 
41010 c 
4014 WRITE CPRZ)NWORDSONTEMP ¢NPERM NRECD, (ISUFFCI) e124 ¢NWORDS@G) 
1042 RETURN 
1013 END
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1044 SUBROUTINE FCOPYCPR1IsPR2,TRECD, TEND) 

4045 INTEGER PR1,PR2 

1016 COMMON /RUFFER/NZORDS +NTEMP pNPERM/NRECD eI BUFFCI016) 
1017 TFCTRECO,LE,NRECD) STOP FY 

1048 44 TFCTRECN,EQ,NRECD) GO TH 12 
1049 READ (DRI) NWORDS+NTEMPy NPERM/NRECD, CIBUFF(T) , 131 ,NWORDS #4) 

4020 60 70 44 
4024 12 WRITECPR2) NYORDS,NTEMP,NPERM,NRECD, (IBUFF(T), Tat ,NWORDS HG) 

- 1022 IFCTEND,EQ.1) ENDFILE PR2 
1023 RETURN 
1024 END
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1025 
1026 
1027 
102K 
1029 
1030 
1034 
1052 
1033 

1936 
1035 
1036 
4037 
1038 
1039 
4040 
1041 
4042 
4043 
40464 
1045 
1066 
1047 
1048 
1049 
1050 
1951 
1052 
105% 
1054 
1055 
1956 
1057 
1058 
1059 
1060 
1064 

n
a
n
o
 

43 

SUBROUTINE DEMAND STATISTICS 
INTFGFR CRT+DRELEDY 
DIMENSION AV DEMC16,3)¢VAR MEMC16,3),STD DEV DEM(16,3) 
COMMON/ RUF FFR/NWORDS @NTFEMPyNPERM/NRECD, IBUFE (T0160) 
COMMON /PERM/TCODF (4643) PTYPEC3) ¢IPNAMECS 91643) FT FACTCG) eISITE 

(324) eCSTOCO1G 2 3) MAXIVL C1605) PROPRIN( THIS eb) e 
DEM SUMC16s322DFM SQC1O4+3) F POEM C1645) ePREQCK) 6 
RE ORN(16,3) eI PSTOP (1645) /TOT STOCK, TOT PROD, 
SPROD TOT(S,4)4S1TE TOT(4),TOT NEMA SMPROD 

COMMON/TNPUT OUTPUT/CRI,LP1, DAF OMTA MTZr EDA 
COMMON/APAGE/NO WFEK,NO PAGF,ADATE,ATIME f 
EQUIVALENCE CAV DEM( 1), TBUFECT)) eC VAR DEMC1) ,TBUFFCO7)) F (STO DEV 

4 OEM(1), TRUFF C1939) 

B
a
n
o
 

CALCULATE MEAN DEMAND IN QUARTER "AV DEM, VARIANCE 'VAR DEM? 
STANDARD DEVIATION *STD DFV DEMt. 

00 14 Tst63 
pO 11 J=1616 
AV MEMCJ,TIZDEM SUMCJ+19/43.0 
VAR DEMCJ+TISCDEM SQCJeT)=13#AV DEMCIeTI#AV DEMCI41)I/12.0 
STN DEV DEMCUeTY=SQRTCVAR DEMCJ,I)) 
CONTINUE 

CALL PAGECLPI) 

  

WRITE TABLE 8, (DEMAND STATISTICS) 

WEITECLO1,12) 
FORMAT( //5X,'TABLE BteTS3e" DEMAND STATISTICS*/SXe7(1H=)y 

ATS3,17CAM=D////TI7Ze*PROMUCT SIZE',T37¢'MEAN WFEKLY DEMAND ', TOL, 

Z*VARTANCE' + TAT + ISTANDARD MEVIATION'/TI9, 1 AND TYPE TG," (TONNES) Ve 
3TR6, 1 (TONNES) #/) 
WRITECLP1¢43) CCCTPNAMEC Le JdoT) sLE1¢5)¢AV DENCJ eT) ¢VAR DEMC Ir I) > 

1 STD DEV MEMCS eT) edet916) 1 E103) 
FORMAT(TI4,4AG AZ TS4cESe Te TO2e FB a Te TB7 EFI AI) 
RETURN 
END -
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1062 
1063 
1064 
1065 
1066 
1067 

SUBROUTINE GOODS OVERLAY 
CALL GONOS4 
CALL GUADS2 
CALL GNODSS 
RETURN 
END 
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1068 

1909 
1070 

4074 
1072 
1073 
1074 
1075 
1076 
1077 
4078 
1079 

1080 
1081 
10R2 
1OK3 
10846 
10K 
10R6 
1087 
108 
4089 
1090 
1094 
4092 
1093 
1094 
1095 
1094 
1097 
1098 
1099 
4100 
1101 
4102 
1103 
1104 
4105 
1106 
1107 
4108 
4109 

123 

121 

SODATA RFFDT/Pe 8, te ' 

91 

90 

93 
92 

95 
9% 

97 

SURROUTINE GONDS1 
INTEGER RFEPTC10) -COMMA,PT C10) 

ODIMENSTON NFSC5+5)¢FUNCE1N0,5) ¢ LEUNC (10045) pFNES(S¢5) pHORMK (15) 0 TH 
DORM C14) pVRTMK C15) p TVR TMK (16) @LINF (106) ¢NOENTRY CS) 6 JXC5) ¢PATAR (364 
20045), 1DATACS, 190, 5) ,DATAL (100) pdm (5) Nx C5) eIACS) 
COMMON/GRAPH/LINE, FDATA,NOHORMK, THORMK »HURMK »NOVRIMK STVRTMK > YRTMKe 

TDATAR, FUNC, TFUNC,  NOENTRY 
COMMON/EXTRA/TT/NXMIN,NOLINES, IMD, IVCHEKsPT,/DATAL, FINES, DES/XMING 
QXMAXeYMTNG VNAXK eC IMERINKe JAC IXeTESETEX AXIS (KY AXTS(G)*STD FORMAT 
2c) 
COMMONS CONTROL/NO NF SIPNS+1OFFISETSCLeISELPT + LORD + LABS + ISUPRZ «LOGY 

TeLOGYALNXOLNV eT EMOT ILINES TXSCALE 
, eet Fy, FoR MoS Hee 

40D "et Fe COMMAIY, = tf 
DATA LPARFN/'C '/,TRPAREN/') — '/ 
TECTSELPT.£0.1) CALL FMOVECREFPT/PT +5) 
TVRTMK C4) p TVRTMK (2) 20 
CALL FMOVECTVRTMK CT) ¢TVRTMKC3) 07) 
NXMIN,NYMTNZO 
IVCHEK=4 
1FSET=0 
TFCCTPDS=NO),EQ,1) IFSETS 
TECLLINE=1000) 12464214 
WRITEC 3,123) 
FORMATC® VaLUE OF “ILINE™ EXCEEDS 4000 = PROGRAM HALTED!) 
stop 
TFCLOGX=19 9060090 
DO OF Jat, NOFTFSET 
DO 91 Tet eNMENTRYCI) 
DATARC4 + Ted) =ALOGTOCDATARCT eT ed)) 
TECLOGY=1) 9240092 
Do 93 Jat.xo 
DO 93 T=1,NOENTRYCI) 
DATAR(2,1,5) eALOGIOCDATAR(2,3,9)) 
TECLNK=1) 0650/96 
DO OS JeteNQsIFSET 
00 95 T=tsNMENTRYCI) 
DATAR(1 +109) = SLOG CDATARC1 ele d)) 
TECUNY=1) 96,0496 
09 97 J=4,NO 
DO 97 T=tsNOENTRYCJ) 
DATAR(2,T eS) =ALOGCOATAR(2e%ed)) 
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1140 
4441 
1412 
1413 
4116 
41495 
1146 
4047 
4448 
41499 
4120 
4124 
1122 
4123 
1126 
4125 
1126 
127 
W128 
4129 
4130 
1439 
4132 
1133 
1136 
1435 
1136 
1137 
4138 
4139 
1140 
4169 
1162 
1795 
1166 
1445 
1146 
1447 
V14R 
1149 
1150 
4454 

w
a
n
e
 

> 
a
s
o
 

p
0
0
 

a
n
e
n
e
 

26 

2s 

21 

102 

104 

4103 

PRINT DATA SERIFS 

CONTINUE 
TECTSETSCL=1) 0227-0 

CALCULATE MAX AND MIN VALUES OF ORDINATES 

YMAX /YMIN=DATAR (20404) 
00 25 J=1eN0 
DM 25 TH1,NOENTRYCJ) 
TFCDATARC2 pT ed I“YMAX) 2642600 
YMAXSDATARC2,1 03) 
GO TO 25 
TECPATAR CA Te JI@YMIND 0625025 
YMINSDATARC2 eT ed) 
CONTINUF 

  

CALCULATE MIN, AND MAx, VALUES OF FUNCTIONS 

TFCMF) 106410400 
DO 24 121 NOENTRYCIPDS) 
FUNCCT 1) SFIINCTCJS4 dee 
FUNC CT 2) =FINC2CI4 ede 

pitta 
pitto 

FUNCCT, SDEFINCSC JIT pSZemm a IND 
CONTINUE 
FMAX,FMINZEUNCET¢4) 
DO 104 J=t,NF 
pO 101 T=1,NOENTRYCIPDS) 
TFCEMIN@FINC(C Ted)? 102,102 60 
FMINSFUNC (Ted) 
GO To 194 
TFCFAAX=FUNCCT ed)? 081070104 

FMAXSFUNC(T + J) 

  

CONTINUE aka 
IFCYMIN@FMIND 103-4030 
YMINZSEMIN 

TFCYMAX=FMAX) 041067106 
YMAXEEMAX 
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CALCULATE MAX AND MIN VALUES OF ARSCISSAE, IT IS ASSUMED THESE 
ARE IN INCREASING ORDER OF MAGNITUDE 

sn
 
00
 

06 TFCILUNF=21) 972709 
XMAXEDATAP CT, NOENTRY(1) 01) 
XMINSDATARC4 e169) 
Do 27 PNOFTFSET 
TECEMOX=DATARCTANOENTRY CII 6S2) 0628728 
KMAKEDATAR CT ,NOENTRY (I) od) 

26 TECKMIN=DATARCT eT edII27 62700 
XMINSDATAR C1400) 

27 CONTINUF 
TF(TSUpa7) 26,0,26 
LECTEMAT$4) 174-0,171 
DO 20 Jat,NO 

20 WRITEC3,17) (MESCT od) 612145) DATARC1 7175) pDATARC2¢ 449) 9 (COMMA, DATA 
ARCA e Tedd eDATAR(2e Ted) e TEQeNQENTRY (J)? 

17 FORMATC/IT/ 4X SABIGICIH=DITCL2H Cr E12 Sele 
VeSeteteF12.5e 1H) cAI)? 
GO TO 172 

474 CALL MEFRUFC2,80+08TD FORMAT) 
CALL DYN FORMATCXMAXSXMINGTELTELD XD 
CALL DYN FORMATCYMAX,/YMINTFIELD Y) 
IFIELMSIFIEID X#TFIELD Y*S 
NREDEAT=120/0 FIELD =4 
NSPACF2(120=420/T FIFLO#IFIEID)/2¢9 
WEITEC2,175) NSPACESTFIFLD XelFIELD YeNREPEAT/IFIELD XelFIFLD Y 

T7S —_ FORMATCHCOL LS e KAA EE eto at eA eFroloet gt eAt et el2e (2A e Fy S2e! 
VeDeAD eb T 2a TeV eAIDIND 
DO 173 121,80 
WRITECS/474) CDESCI ed) eT3405) 

1760 FORMATC//I/ 4X, 5AB/ G4 (THA DISD 
WRITECS,STD FORMAT) LPARENSDATARC4e4 ed) eCOMMALDATARC274¢J) 7 IRPAREN 

1 (COMMA, LPAREN  DATAR (1 ¢T ed) ¢COMMA,DATAR(2e Ted) oe TRPAREN¢ Ime 
2NQENTRYCI)) 

173 CONTINUE 
472 IFCTPDS) 24,24,0 

DO 72 J=4,NOENTRYCIPDS) 
72 DATALCIDSPATAR(T ede IPOS) 

24 RETURN 
END * 

    

E2561 HD oe SCAT SINC ENS 
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4193 
1194 
1495 
1196 
1197 
V19R 
1499 
1200 
4204 
4202 
1203 
1204 
4205 

1206 
4207 
1208 
1209 
1210 
4211 
9242 

1243 
1246 
4245 
4246 
1217 
124k 
1219 
220 
1221 
1222 
1223 
1226 
1225 
1226 
4227 
4228 
1229 
1230 
1231 
1232 

1233 
1234 

a
c
o
 

79 

83 
76 

SURROUTINE GOD0S2 
INTEGER PTC(10) 
DIMENSTON FUNC(10065) ¢TFUNCC190¢5) pHORME (15) pTHORMK (14) sVRTMK C15) ¢ 

FIVRTMKOA6) LINE C196) eNOFNTRY CS) pIMKRCS) 2 SACS) DATARCS 410005) e IDATA 
2€3,109,5) /DATALC100) »NKCS) 6 IX C5) pFDFS C549) DESC 545) 
COMMON/ GRAPH/LINE FI DATAPNOHORMK se THORMK CHORMK ¢NOVRIMK FTVRTMK A VRTMK& 

ADATARSFUNCSTFUNC, — NOENTRY 
COMMON/EXTRA/TIONXMINGNOLINES + IMD¢TVCHEK + PTs DATAL + FOES S DES + XMINe 
AXMAKeYMTNG VMAX G IMKRONK od ACIXeTFSET#X AXTSCOI GY AXTSC4I STO FORMAT 
244) 
COMMONSCONTHOL/NONFy TPDS TOF, ISETSCLe TSELPT¢ LORD e LABS e ISUPRZ+LOGX 

VT, LOGY, UNX INV, TFMAT, TLINE, TXSCALE 
DATA TEy/4HT LT MINUS GHe 1, COMMAs", "7, LPAREN/ TC he 

TIRPARENI') " 
AXMINZ0.0 
AYMINEO 0 
IECYMINY 0676076 
Vi OGS1Oe#TETXCALOGIN(=YMIN)) 
AYMINSLETX CHYMIN/ VLOG) #Y¥LOG 
TF CAYMIN@AYMIN,GT.0,0) AYMINSAYMINSYLOG 
yetNso,o 
TFCAYMIN,FO,0,0) GO TO 76 
00 79 sNOSTFSET 
do 79 PNOENTRYCI) 
DATAR (2,144) =DATAR (2p 19d) 4AYMIN 
YMAXSYMOX4+AYMIN 

  

AMEND HORMK FOR NEGATIVE DATA 

LORDSTE 
NUWORMK=NCHORMKS4 
HORMK(NCHORMK)=0,0 
OO RS sNOHORMK 
HORMK(T) 2HORMKCT) #AYMIN 
TECKMINY O,77,70 
XLOGS1 NHS TEIXCALOGTOC@XMIN)) 
AXMINSTEDX COXMIN/XLOG) #XLOG 
TF CeXMIN@AYMIN,GT,O,0) AXMINSAXMING XY LOG 
XMINEI,O 
TFCAXMIN,EQ,0.9) GO TO 77 * 

DO AO Jet, NO+TFSET 
DO RO Tet,NOENTRYCS) 
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1235 
1236 
4257 
4238 
4239 
4240 
4244 

4242 
1243 
4244 
1265 
4246 
1247 
1248 
1269 
1250 

1251 
4252 
1253 
1254 
4255 
V256 
1257 
4258 
4259 
4260 
1261 
1262 
1263 
1264 
1205 
1266 
1267 
4268 
4269 
1270 
1274 
4272 
1273 
42746 
4275 

1276 

ae
 

80 

84 

a7 

R6 
5S 

a5 

7 

23 

ae, 

DATAR CTT edd SPATAPCT eT ed) +AXMIN 
AMAMEXMAN4ANMEN 

AMEND VRTNK FOR NFGATIVE DATA 

LARS=MINUS 

TFECNOVRTMK) B5,85,0 

  

DO RG T=1,NOVRTMK 
VE THK CL) SVRTMK CT) #AYMIN 
OO RG T=1,NOVRIMK    
TEQVRTMK CT) @AXMIN) BOETZ OO 
DO RZ Jt eNOVETMR@T44 
VP THK ONOVETN Kt S-J)EVRTMK CNOVRIMK#4 @ J) 
VRTNK CL) SAXMIN 
GO TO AA 
COATINUF 
NOVRTMK=NOVRIMKFT 
GO To 77 
VRTME C1) EAXMIN 
wovRTMK=4 
IVGHEK 24 
tei 
CALL EXPONENT CXMAXs TEXPXe¢ ls Xe TFSET) 
ts2 
1Az0 
CALI FXPONFNTCYMAX + TEXPV ele VelAd 
IXMINSNINTCXMIN/XD 
TXMAXENTNT (XMAK/X) 
NXMINZRINTCAXMIN/X) 
LYMTNENENTCYMIN/Y) 
LYMAX=N TNT CYMAX/Y) 

PRINT FUNCTION CO-ORDINATES IF ANYe THEN SCALE 

IFCNF) 234,256,0 
TRCTSUPEZ,FQ,4) GO TO 232 
TECTEMATH#4) 231/0,234 a 
DO 23 Jets 
WRITECS 17) CFDESCT ed) TET 65) DATALCA) pFUNCCS 93) CCOMMA,DATALCI) FU 
NCCT od), 122,NQFNTRYCIPDS)? 
FORMATOS/Z/ AX DABLUA CIMA IFF CLAW CoEVZe See cE Z eS 0H) SCAT IN CLES 

VeSet gt E12, 501K) cAI)? 

PAGE NO, 39



PROGRAM: PRODN, SMOOTHING AND ALLOCATION MONEL PAGE NO, 40 

1277 
1278 
1279 

1280 
1284 

4282 
1283 
4284 
12a5 
12R6 

1287 
128% 
V2a9 
4290 
1291 
1292 
1293 
1296 
1295 

1296 
1297 
1298 
4299 
4300 
1301 
4302 
1303 
1306 

4305 
1306 

4307 
1308 
4309 
4340 
4314 
9342 
4343 

1316 
1345 
1316 
4317 
1318 

234 
235 
174 

n
m
o
a
c
e
 

34 

58 
172 

a
e
a
n
 

16 

73 

70 

69 

32 

89 

33 

GO TO 232 
00 233 J=t,NF 
WRITECS, 171) CFDESC Lod) op T2105) 
FORMATC/I/I 4X1 5ABION VHA DIL) 
WRITE(3,sTP FORMAT) LPAREN,MATAL(41),COMMA,FUINC( 4,5), TRPAREN, 
TCCOMMA,LPARFN,DATALCI) ,COMMA,FUNC(T pd) p IRPAREN, 22, NOENTRY(IPDS)) 
DO 418 J NE 

DO 4K T=1,NOENTRYCIPOS) 
FUNC(T) J) SCFUNC(T ¢ JS) #AYMIND/Y * 
TFUNCCT, J) =NINTCFUNCCT yd)? 

    

PRINT TITLE FOR GRAPH AND OUTPUT SCALE FACTORS (X10EXP) 

ALSO CALCULATE AND PRINT SCALE 

TFCISUPRZ,FOLO) CALL PAGECLPT) 
WRITECS, 73) 
FORMATC//54¥54SYMROL KEY'/54X¢10C4H@D/) 
TFCTOF=1) 156990 
WRITECS, 7%) CPTCI),COESCI edd eI 81¢5) ,d21,N0) 
FORMATC/41K,A1," = 1, SAB) 
TEQNF) 58,5°,69 
WETTEC3 £70) (PTCI45) oe CFDES(T ed) e121 45) ed B1 ENF) 
WRITECS,172) XK AXTSeY AXIS 
FORMATC//13K, FT XO AXTS © Up LABeTAOe TI V'F AXIS = "¢bAB//) 

WRITECS,52) LEXPX,TEXPY 
FORMATO BX er" CARSCISSA VALUES X TOFXP'e let) * + TBSeCORDINATE VALU 

TES X TOEXPh A T2019 
INFOS? 
TECAYMIN) B9,R9,0 
NYMINSNTINTCAYMIN/Y) 

CALL SCALECTYMING TYMAXoT Te IV e INFO, TAGNYMIND 
WRITEC3,33) CLINECT) 124411) 
FORMATCTO+TOT10/5X, 4 #8 206" *'y) 
IMD=4 
CALL SCALFCIXMIN( TXMAX¢ TL eT Ve IMO, TFSET SIA) 

CHECK EFFECT OF SCALING ITF 'GROUPING! HAS OCCURRED, GROUPING 

CAUSES NOENTRYC(J) TO RE REDUCED IN VALUE TO JX(J) 

dist 
00 34 Jet sNO+TFSET 
JXC1) 20
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1319 
1320 
1321 
1322 
1323 
1326 
9325 
1326 
1327 
1328 
1329 
4330 
1334 

4332 
1333 
4334 

30 

20 

34 

DO 29 T=2,NQENTRY(J) 
TECTOATACT Ted DMIMATACT OTe 4 edd) OF0030 
Jisst44 
GO TO 29 
IXCIDSIKCID ET 
TDATACEAIXCI0 ed 29 
tet 
IDATACT  IXCID eS STOATACT # T9400) 
CONTINUF 
RCI SIX CIDE 
IDATAC3,dKCI) dD Sd1 

dist 
INATACT, IX CI) pS) ETOATACT »NOFNTRYCJ) od) 

CONTINUE 
RETURN 
END 
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1335 
1336 
1337 
1338 
1339 

4340 
4341 

1342 
43463 
4566 
4345 
1346 
1347 
4348 
1549 
1350 

1351 
1352 
4353 
1556 
1355 
1356 
4357 
1358 
1359 

1360 
1361 
1302 
4363 
13646 
1365 
1366 
13467 
4308 
4369 
1376 
1371 
1372 
1373 
4374 
1375 

1376 

ao
 

a
n
o
 

34 
36 
35 

37 

SURROUTINE GOONS3 
INTEGER PTC10) CAST FFMMeRLANK 
DIMENSION FUNCC100¢5) eT FUNC(400 55) RORMK (15) pTHORMK (46) VRTMK(45) ¢ 

ATVRTMK C16) FLINE C106) pNOENTRY C5) ¢IMKPCS) pJACS) pDATARCS 410005) IDATA 
263410945) DATALCLOD) @NKCS) 4 IX (5) pEMES (549) DES(S 465) 
COMMONS GRAOH/L INE, TDAT A, NOHORMK, THORMK, HURMK pNOVRTMKy IVRTMK @VRTMK ye 

TDATAR, FUNC, IFUNG,  NOENTRY 
COMMONS EXTRA/ITNXMING NOLINFS s IMD, IVCHEK + PT /DATALs FDES (DES XMING 
TXMAXDYMINGYMAX DIMER A NKe JAS IXeTFSET/X AXISC4)¢¥ AXTSC4I STD FORMAT 
2014) 
COMMON/CONTROL/NO,NF, IPOS, 1OF, ISETSCL, TSELPT, LORD, LABS, 1SUPRZ,LOGX 

TeLOGY, LAX, UNY, TFHAT, TLINE, IXSCALE 
DATA RLANK/# "Pe EMM OM VPoVEs'h "/eMINUS/ t= "LeaSTI Ae 5 

Vv 

OUTPUT SECTION 

TECTXSCALE.NE.O) NXMINS=IXSCALE 
JIQSTTANYMIN 

WRITE(3,34) JQ 
FORMATCTS, 10401 H#)) 
FORMATCUH+, TO9XeINC eT Se THe pT Se TH), eet) 
LINE C1), LINE C2) =BLANK 
CALL FMOVECLINECT) »LINEC3) (52) 
DO 37 J=4,5 
JACI) 20 
IMKR GI) =4 

ARSCISSAE CONTROL LOOP 

JQLERNKMIN 
NLINESIN2 
TECILINE,£Q,1) NLINFSNOLINES 
DO 44 JQQ=4 NLINE 
Lks0 
JazJagett-4 
TFCMONCIQ+10)2 1940019 7 
TECIQQ=1) 0,49,0 
JOLEIGL+IMD 
Nust 
TFCTOF@1) 0460-0 
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4377 

4378 
4379 

1380 
413A 
132 
{33 
13RG 
1385 
13R4 
1387 
45an 
4389 
1390 
1394 
1392 
tS0S 
13906 
1395 
1396 
VI97 
1398 
1399 
1400 
4601 
1402 
1403 
14046 
1405 
1406 
1607 
1408 
1409 
1410 
1494 

1492 
1443 
4416 
4495 
4416 
VOI? 
1448 

f
o
 

47 

42 

44 

46 

DATA SERTES OUTPUT LOOP 

DO 39 J=4,N0 
NKCJ)=0 

OLECCEDATACT e IMKR (J) 0d) eNEedO) ORS (JOeGTLIPATACT A IXCID2dI)) GO TO S 

19 
NKCJ) 84 
LINE C1) =AST 
KeJACIVEIACID ES 
SVEIDATAC2 Kod 44 
LIME CIV) =PT OI) 
TECMOMCIQ2109) 41,0044 
TECIOMET) 6249962 
Nuys 
WRITE(3247) LINE 
FORMAT (4H4, 4x, 106A1) 
LINE CIV) =BLANK 
TECIV=4) GH 40468 

OLE (CS. ED.4) AND. CTSELPT.EQ00)) WRITEC3236) TDATACTOIMKROTD OTD Ee 

TEDATACA.IMKE CII) 
Gi TO GR 
CALE SELFORMATCNU,IVeJQLeRLANK) 
TFCIV-1) GR 0148 
TXETDATACT/ IMKROT) pT) ANXMIN 
TECCS.EO.1) AND. CISELPT.EQ,0)) WRITECS 436) Xs TDATACZ+IMKRC1) 61) 
GO TO 48 
CALL SFLTUO (NUP Ve BLANK) 
IFCJV=1) GK,0,48 
TXSTDATACT » IMKROV) 2 TI ANXMIN 
TECCS,E9,1), AND, CTSELPT,EQ,0)) WRITE(3,36) IX, TDATACZ2,IMKRO1) 1) 

TLETDATACS/IMKR OJ) 0d) 
SMEPCIDEIMKR (S44 
TF(TL=1) 39,3940 
KeJACIDSIACIIAT 
SUm=0.0 
on 49 ToeteTLh 
KeKad 
IKETDATACA,K ed) 
SUM? SuMsTK 
IkatKed 
LINECIK)©pT(d) 
WRITEC3-67) LINE
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1419 49 LINECTK)SRLANK 
1420 JA CIIAK 
1424 TAVENINTCSUM/TLOV) 
1422 LINE CTAV)=EMM 

1423 WEITECS, 47) LINE 
1424 LINE CTAY) =BLANK 

1425 39 CONTINUE 
1426 c 
1427 c FUNCTION OUTPUT LOOP 
1428 c 
4629 40 TFCNF) 50-50,0 
4430 LECIQ=TNATA( 1, IXCTPDS),1P0S))9,0,50 
1431 TFCTPDS=NM41) 076450 
1432 TECNK(TPDS)) 62264,62 
1633 64 TECIQ=EMATACT ec IMKECIPDS) eo IPDS) 50663050 
1436 62 TECIO=TMATACT  IMKACTPDS)@TeIPDS)) 5090650 
1435 IMERCTPNS I EIMKROT PDS) =4 
1436 uxet 
1437 65 00 51 INS1,NF 
443K TVSTFUNCCINKRCIPDS) c IND 44 
4439 LINE CTY) =O TCINGS) 
1440 TECTOF $1) S2e0052 
1641 LINF (1) =AST 
1642 LINE CTY) eer CINGS) 
1443 TFCHODCIQ110)) 53,0553 
1466 TF(JQ=1T) 56,0,56 
4445 WRITEC3,47) LINF 
1446 LINE (1), LINE CIY) SRLANK 
1447 Go TO 54 
1468 54 CALL SFIFORMATCNU,IVsJQLs BLANK) 
1449 60 TO 44 
1450 53 CALL SELTMOCNUSTY, BLANK) 
4451 Go To 54 
4452 . 52 WRITEC3,47) LINE 
1653 LINE CTY) SPLANK 
1456 51 CONTINUE 
1455 OLFCCIOF,EO,1).OR, (IPDS, EQ,NOO1) OR. CLK,EQ.1)) IMKRCTPDS) RIMKREIPOS 
1454 4st 
14657 SO TFCNUR2) 9,55,0 
1458 TFC(JQ,EQ. TT) GO TO SS 

1459 TFCMODCIQ2910)) 5640/56 
1460 TECNOHORMK) 68760840
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1461 
1462 
4403 
4466 
1465 

1466 
9467 
4468 
4469 
4470 
V4rt 
4472 
1478 
1476 
4475 
14746 
1477 
4478 
1479 
4480 
1484 
16R2 
1483 
4B 
44AS 
1OB6 
4487 
1488 
1449 
1490 
1491 

a
n
e
 

7 

74 

68 
57 

56 
4s 

$s 

60 

59 

44 

DO 74 T=1eNOHORMK 
LINE CTHORMK CT) 41) 2LORD 
LINF CT) =AST 
WRITEC3,74) JQL/LINE 
FORMATCIS + 106A1) 
Go TO 59 
WRTTECS,S7) JQL 
FORMATCTS,1He) 
Go 19 59 
WPITE( 3,65) 
FORMATO! why 

CHECK FOR HORMK AND VRTMK 

TECHONORMK) $975940 
DO 60 T=1/hOHORMK 
LINFCTHORMK OCT) 41) =LORD 
WRITECS,47) LINE 
LUNE (1), LINE (2) BLANK 
CALL FMVECLINE(T) »LINECS) 652) 
TFONOVRTMK) 64,46,0 
TECJQ=TVRTMKCIVCHEK)) 66,0046 
IVCHEKSTVCHEK OY 
LINE C1) ¢LINE C2) =LABS. 
CALL FMOVFCLINECT) ¢ LINE C32 054) 

WRITE( 3247) LINE 
LINE C1) ¢LINE C2) =B1 ANK 
CALL FMAVECLINECT) @ LINE C3) 654) 

CONTINUE 
RETURN 
END 
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1692 
4493 
1496 
1495 
1496 
4497 
149R 
1499 
4500 
1504 
1502 
1503 
1506 
4505 
1506 
4507 
1508 
1509 
4510 
1514 
1512 
4543 
4516 
1515 
1516 
1517 
1548 
1519 
1520 
1524 
1522 
1523 
1526 
1525 
1526 
1527 
1528 
1529 
4530 
4539 
1532 

1533 

410 

416 
43 

SURPOUTINE SCALECMINVLMAXVL/ IT, IVeIMDe TFSET/NEG 
QDIMENSTON LINE(104) e LDATACS+100¢5) eTHORMK CTA) cHORMK CTS) 6 
TLVRTME (16) ¢VRTMK C15) @DATAR (3610005) ¢NOENTRY (5) FUNC (10,5) e TFUNC (A 
200.5) 
CONMON/GRAPH/LINE + TDATA + NOKORMKs LRORMK pHORMK ¢NOVRTMK F TVRTMK @VRTMKe 

TOATARS FING TFUNCS NOENTRY 
1VRN=O 
TDD EE SMAXVL>MINVE 
IFCIDTFERSO) 9,051 
TECTDIFFH20) 09002 
TuRNal 
TLEMENVL/ 10840 
Ivstr42o 
TECRAMVL©IV) 0,092 
AMULTS5,0 
CALL CHANISCLCLESET +I DIFEr IMD e&47eAMULTe IT) 

TFCINN=2) 046.0 
IMpe2 
TECNOVRTMK) 1244260 
DO 10 T=t,NOVRTMK 
IVATMK CTD ENTNTCCVRTMKCT) 9119 85,0) 
TFECNOVRTMK@191201200 
CALL IVRTRANK 
RETURN 
Imd=5 
TFC(NOHOPMK) 13,13,0 
09 14 J=1,NOHORMK 
THOPMK CA) ENINTCCHORMK CJ) @T1) 05,0) 
J=0 
00 3 t84,94 
LINE CT) STI 4JeNEG 
JeJe2 
RETURN 
TFCMAXVL@50) 06005 
TWRNSY 
pr=0 
Ivs50 
AMULT=2.0 
CALL CHANISCLOLFSET+IDIFFe IMD, 847 ,AMULT el ID 

TECTMD@2) 0,670 
IMDeS 

TFCNOVRTMK) 18,1860 
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4534 

4535 
1536 
4537 
1538 
4539 
1549 
1541 
4542 
1543 

1546 
1545 
1546 
15947 
1548 
4549 
41550 

4551 
1552 
15538 
1556 

1555 
1596 
1557 
1558 
1559 

1560 
1561 
1562 
1563 
1564 
1545 
15066 
1567 
1568 
1569 
1570 
9571 
4972 
1573 
A574 
4575 

DO 19 T=1,NOVRTMK 
IVRTME CTI ENINTCCVRIMKCT) @119#2,0) 
TF CNOVRTM F404 B TAO 

CALL IVATRANK 
RETURN 
y=0 
on 14 124,44 
LINECT)=1T#d-NeG 
dese 
IMD=2 
TF(MOHORME) 15,15,0 
DO 16 J=1,NOHORMK 
THORMK (J) =NINTCCHORMK(J) 911) 2,0) 
RETURN 

TFECMINVE@=50) 19100 
TURNS4 
T1=50 
Tv=100 
AMULT#2.0 
CALL CHANJSCLOTFSETsIDIFFe IMD 817, AMULT + IL) 
TE(TMD=?2) 0,6,0 
IMD=5 

TECNOVRTMK) 070624 
RETURN 

1120 
Tvst00 
TFCTURN@AD 7 e007 
AMULT#1.0 
CALL CHANISCLETFESETsIDIFF,IMDs&17,AMULT eI I) 
TECIMD=2) 04870 
IMN=40 
TFCTWRN@T) 2240522 
TFCNOVRTMK) 22422,0 
DO 23 121 eNOVRTMK 
IVRTMK CT) SNINTCVRTMK OTD) 
TF(NOVRTMKH1) 2242240 
CALL SVRTRANK 
RETURN 

Jeo 

pO 9 124,14 
LINE CT) S11 ¢J-NEG 
JEd+t0 
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1576 RETURN =) 
1577 END



PROGRAM: PRODN, SMOOTHING 

1578 
1579 
1580 
1584 
15Re 
1583 
4586 
4585 
1586 
1587 
1588 
45A9 
1590 
1594 
1592 
1593 
1594 
1595 
1596 
1597 
1598 
1599 
1600 
1601 
1602 
1603 
1606 

AND ALLOCATION MONEL 

no
 

SUBROUTINE SELFORMATC(NU,JVyJQe BLANK) 
INTEGER BLANK 

DIMENSION LINECIOA) 
COMMON /GQAPH/LINE 
FORMAT CAR, 4% 440689) 
FORMAT (TS, 10641) 
FORMAT (SK, 106A1) 
GO TOCOr4), NU 
Nun2 
WETTEC3,2) JQ,LINE 
LINE C1) + LINE (JV) =RLANK 
RETURN 
LINE C1) =BLANK 
WRITECS¢1) LINE 
LINF CIV) =RLANK 
RETURN 
ENTRY SELTWOCNUed Vy RLANK) 
GO 106065) ,NU 
Nuse 
WRITEC3,3) CINE 

LINE (4), LINE CSV) ERLANK 
RETURN 
LINE C1) =BLANK 
WRITECS/4) LINE 
LINE (JV) #BLANK 
RETURN 
END 
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1605 
1606 
1607 
1608 
1609 
1610 
1614 
1642 
1613 
4646 
1645 
1616 
1617 
1648 
1619 
4620 
1621 
1622 
1623 
1626 
1625 
16246 
1627 
1628 
1629 
4630 
1631 
1632 
1653 
1636 
1635 
1636 
1637 

40 
a3 

SURRONTINE EXPONENTCTMAXsTEXPMe lL eX eTFSET) 
ODIMENSTON LINE C106) oTOATACS, 40075) MATARC3 £10045) eFUNC (T0005 
4) pTFUNC (100-5) eVATMK(15) pIVRTMK C14) pMORMKCT5) pe THORNK (16) DNOFNTRYCS 
2 
COMMON/GRAPH/LINE,IDATA, NONORMK, THOPMK pHORMK »NOVRIMK pLVREMK eS VRTMK 

4VDATAR, FUNG, TFUNC? NOENTRY 

COMMON /CONTROL/NO,NF,TPNS, LOF, TSETSCL/ ISELPT, LORD, LABS, ISUPRZ,LOGX 
TeLOGVALNKGENY A TEMATy TLINE ¢ IXSCALE 
EXPNSALOGIOCTNAX) 
TF XPNSEXPN 

TFCEXPN=TFYPND 01004 
LFXPNSTEXPN@2 

Go To 5 
TEKPNSTFXPNA4 
X=10,0#4TFXPN 
ON 6 J=1,NO41FSET 
DN 6 T=4,NOFNTRYCI) 
DATARCLs Ted) =DATARCLe Ted /X 
TDATACL, TS) aNINTCDATARCL,I,d)) © 

LECL=19 76097 
TECNOVRIMK) 1344340 
00 9 T=t,NOVRTMK 
VRTMK CT) SVRTMK OT) IK 
IVRTMK CTY ENINTCVRTMKCTD) 

LFCNOVRTME R$) 43093500 
CALL TVOTRANK 
GO TO 18 
TFCNOKORMK) 13,13,0 
DO 10 T=1,NOHORMK 

HORMKCT) SHOPMKCT)/X 
THORMK CT) =NINTCHORMK(I)) 
RETURN 
END 

  

PAGE NO, 50



PROGRAM; PRODN, SMOOTHING AND ALLOCATION MONEL PAGE NO, 54 

1638 
1639 
1640 
1664 

16 
4646 
1645 
1646 

1647 
16GR 

1649 

1650 
1654 
1652 
1653 
1656 
1655 
1656 
1657 
4658 
1659 
1660 
1661 
1662 

nw
 

SURROUTINE CHANJSCLOTFSET+INIFFe Lee, AMULT HIT 
DIMFNSTON LTNECTOK) /IDATAC34190/5) e THORMK (16) PHORMK C45) o TVRTMK (46) 

VeVRTMK (45) DATARC 3610005) ¢ FUNC (10005) o LFUNC( 10045) PNOENTRY(5S) 
COMMON/GRAPH/ LINES TDATArNOHORMK ¢ THORMK PHORMK spNOVRTMK Fp TVRTMK PVRTMKo 

TDATAR,FIINC,TFUNC, | NOFNTRY 
COMMON/ CONTROL/NONEF TPHSeTOgeTSETScLeLSELPTOLORDeLagse 1 SUPRZ+LOGX 

TA LOGY A LNXGLNY,TEMAT, TLINES TXSCALE 
DO 1 J=1,NOFTESET 
DO 1 T2t,NOENTRY CJ) 
TDATACL Ted DENINTCCDATARCLe Ted) MIT) #AMULT) 
TFCTOATACL Ted)? Ote1 
INUFFSINIF ROS 
RETURN 4 
CONTINUE 
IF(L=2) 20002 
TFCNF) 22,0 
D0 3 Ja4,NF 
DO 3 T21,NOENTRYCTPDS) 
TFUNCCTs J) SNINTCCFUNCCT oJ 2@2E) #AMULT 
TECTFUNCEI6J)) 09303 
INT FRRIDIFFS4 
RETURN 4 
CONTINUE 
RETURN 
END 
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1663 SURROUTINE TVRTRANK 
1666 ODIMENSTON LINE(106) F IDATAC3 410005) o THORMK(16) eHORMK C95) ¢ TVRTMK (16) 
1665 T/VRTMK (45) 
1606 COMMON/GRAPH/LINE,IDATA,NOHORMK, THOPMK p HORMK ,NOVRTMK p TVRTMK ¢ VRTMK 
1667 Ks0 
16608 on 4 Ts2,NOVRTMK 

1669 TFCTVRTMK CLI MIVRTMK CT O19) 19100 
4670 KeKe4 
1674 TVRTMK CKD ETVRTMK (TO) 

1672 1 CONTINUE 
1673 LE CIVRTMKCNOVRTMK) @IVRTMKCNOVRTMK=9)) 2¢200 
1676 KaKe4 
1675 IVRTMK CK) STVRTMKCROVRIMKD 

4676 2 RETURN 
4677 END
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1678 
1679 
1680 
1684 
1682 

1683 
1684 
1645 
1646 
1687 
468 
1689 
4690 
4694 
1692 

SURPOUTINE DYN FORMATCTMAXeTMIN, TFIELD) 
TECTMAX) 1/004 
THAX=3,0 
TFIELN=3 
Go To 2 
JMAX LOGEALOG1OCABSCTMAX)) 
TFIELDSTMAX LOGS 
TFCTMIN,GF,0,0) RETURN 
THIN LOGEALOGIOC@TMIND 
TECTMAK) 3,3,0 
TF CTMIN LOG+1.GT.TMAX LOG) TFIELDeTMIN LOGSG 
RETURN 
TEITELD=TMIN LOGS 
RETURN 

END 
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APPENDIX P2 

Program Description: PSALM File Editor, User Version 

(SLM2) - see Appendices M1 & M2 

for details of operation and 

organisation.



PROGRAM: PSa~LM = FILE ENITOR (USER VERSION) PaGe NO, 

PROGRAMCSLM2) 
INVUT 1=CR0 
INPUT 2=MTO/UNFORMATTEDCUNKNOWNASYET) /1024 
OUTPUT 3=LPO 
CREATE G=My4/UNFORMATTED CUNKNOWNASYFT)/1026 
USE Sa/ARRAY 
COMPRESS INTEGER AND LOGICAL 
TRACE 2 
END 

  

C
e
v
a
u
e
u
n
s
.
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40 
1 
12 
13 
14 
1S, 
16 
17 
18 
19 
20 
24 
22 
23 
24 
25 

a7 
28 
29 
30 
34 
32 
33 
34 

36 
37 
3a 
39 
40 
at 
42 
43 
44 
45 
46 
47 
48 

50 

54 

a
o
o
 

o
o
o
 

ss
 

MASTER EDIT 
INTEGER CRO,ARR 
DIMENSION TFMPC10) 
COMMON/APAGE/NO PAGE ADATESATIMESLPO,TGEN NO 
EXTFRNAL PARAMETER ERROR 
cess 
MTO0=2 
Lposs 
MT1=h 
ARRSS 
Call DEF RUF CS +80. TEMP) 

£20   

REAM GENERATION NO, (TE, WEEK NO,) OF FILE TO AMENDED, 

READ(CRO+13) TEMP 
k=5 
CALL COMPCK+TEMPCT) 61+ SH#WEEK GT) 
TF(K.EQ,5)60 TO 14 
CALL PAGE 
WRITECLPO,131) TEMP : 
WRITECLOO,14) 
STOP 'ARANDON RUN = PARAMETER CARD ERROR? 
READ(ARD,141) IGEN NO 
FORMATCSX,10) 

SPECIFY FILE NAMES AND CORRES. CHANNEL NOS, 

CALL FILECMTO+12HSLMIDATAFILESIGEN NO*15) 
CALL FILECMTTeT2HSULMIOATAFILE, IGEN NO-15) 
NRECD=0 
CALL DATECANATE) 
CALL TIMECATIME) 

START OF INPUT LOOP, DATA ON PARAMETER CARD IS READ INTO 
ARRAY 'TEMP', CLOOP IS TERMINATED BY E.0,F, MARKER 'eewel) 

CALL FTRAPCPARAMETER ERROR) 
READCCRO,T3,ENDEI9) TEMP 
FORMAT (10A8) 

START NFW PAGE FOR NEXT DIRECTIVE, 

PAGE NO, 2
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2 
53 
54 
Se 
56 
57 
58 
59 
60 
61 

62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 

73 
7h 
75 
76 
77 
78 
79 
80 

e
a
e
 

132 
14 

45 
16 

aN
 

49 

CALL PAGE 
WRITECLPO,434) TEMP 
FORMATC///6X 4 OIRECTIVEs= *,10AB/6X,9C1H@)) 

IDENTIFY THE DIRECTIVE AS "UPDATE! OR 'COPY'. 

K=7 
CALL COMPCK,TEMPC1) oT 7H#UPDATE,I) 
TE(K,EQ,7) GO TO 15 
Ke5 
CALL COMPCK,TEMP(4),1,SH#COPY,1) 
TF(K,EQ,5) GO TO 17 
WRITECLPO,14) 
FORMATC1HM,TERROR = DIRECTIVE NOT RFCOGNISED,') 
STOP 'ARANDON RUN = PARAMETFR CARD ERROR! 
READCARR,16) TREC + TADDSTFILES AMT TEMAT 
FORMATC7X% +310, F0.0¢10) 
CALL FRESET 
CALL UPOATECMTOOMTT + CROCTRECDe TADDyIFILE + AMT, IFMAT) 
Go To 12 
READC ARR, TA) IRECD 
FORMAT (5X /10) 
CALL FRESET 
CALL FCOPYCMTOMT1,12ECD,0) 
GO TO 12 
ENDFILE MT4 
sToP 
END 
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a1 
32 
83 
84 
85 

86 

BR 
a9 
90 

94 
92 

93 
94 
oS 
96 
97 
oR 
99 

100 
104 
102 
103 
404 
4105 
106 
107 
108 
4109 
4110 

a4 
442 
413 

116 
445 

116 
417 
118 
119 
120 
4124 
122 

SURPOUTINE UPDATECPR4 /PR2¢PR3rTRECD/LADDOLFILEV AMT CL EMAT) 
INTEGER DR1,PR2,PR3 
DIMENSTON TTEMP(1N),TEMP(10), BUFF C508) ,-FMT(5) 
DIMENSION TYPEC2) 
DIMENSTON EMAT REALC2) 
COMMON/RUFFER/NWORDS ¢NTFMPeNPERMPNRECDy LBUFECIO16) 
DATA TYPECTI/ICREATES "/rTYPEC2)/' CHANGES t/ 
DATA INT/4HINT / 

PRY AND PR2 NOT USED, 

REAN REQUIRED RECORD FROM PRY. 

DATA FMAT REALC19/'C508F0.0) "Pe EMAT INT/*CAOT6IOI I EQUIVALENCE CIBUFFC4) +BUFECS)) e CITEMP C4) + TEMPC4)) 
c 
c TELE #0 READ FROM PR1 ANN WRITE TO pR2, 
c 
c 24 CREATE FILE ON PR2, (TE, PRI NOT USED, OUTPUT 
c TO PR2) 
c 

iC 22 READ FROM PR1 BUT NO OUTPUT TO PR2, 
c 
c 23 AMENDMENTS TO EXISTING CONTENTS OF /BUFFER/, 
c 
c 
¢ 
c 
c 

TFCIFILE,EQ.1,OR,TFILE.ER,3) GO TO 121 
TFCITRECD,GT.NRECD) GO TO 14 
WRITECLP, 109) ‘ 

104 FORMATCIHO,'ERROR = & RECORD HAS REEN REQUESTED IN THE ABOVE DIREC 
ITIVE HAVING & NUMMER LESS THAN THAT LAST ACCESSED. '/" RECORDS CAN 
Z2ONLY RE ACCFSSED IN ASCENDING ORDFR OF RECORD NUMRER,') 
STOP 'ARANDON RUN = PARAMETFR CARD ERROR! 

41 TFCTRECD,EO.NRECD) GO TO 124 
REAN (PRI) NWORDS +NTEMP »NPERMsNRECDe (CIBUFFCI) ¢T81 pNWORDS=4) 
60 10 14 

124 LP=0 
Ke4 

TFCTFILFO4) 12146061299 
READCPR3,13) IRECD 
GO TO 1212 

4294 - Xs2' 
W242 WRITECL P2122) TYPECK) »IRECD/PR4¢PR3/PRZ 
422 FORMATC IIVOK eA THIS RUN *¢A7_* RECORD NOT 
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123 
124 
125 
126 
127 
128 

129 
130 
434 
132 
433 
136 
435 
136 
137 

438 
139 
140 
144 
142 
443 
144 
445 
166 
147 
448 
149 
450 
154 
152 
153 
154 
455 
156 
187 
158 
159 
460 
461 
162 
163 
164 

VIGe//16X eS INPUT CHANNEL NOCS) St, T3SeV Hee d2//16Xs OUTPUT be 
Z2' CHANNEL NO. St 613) 
LFECTADD EQ, 2) WRITECLP,123) AMT 

123 FORMATC/V6X,°THE CONSTANT AMOUNT',F7.1¢' IS ADDED TO EXISTING', 
4* VALUES, ') 
READ(PR3,13) NREP 
WRITECLP 6124) NRED 

126 FORMATC/44X%e1NO. OF AMENDMENTS et,t3) 
DO 25 I=4,NREP 

READ NO, OF ENTRIES 'NENTRY! JN CURRENT REPLACEMENT? START 
ADDRESS IN 'RUFFERTCTISTART'DAND ENTRY TYPE "ITYPE!, 
READ FORMAT OF CURRENT REPLACEMENT, 

a
a
a
 

READCPR3+13) NENTRY¢ISTARTSITYPE 
13 FORMATC2TO,A4) 

TFECISTAPT,£0,0) GO TO 1304 
GO TO 1303 

1301 READCPRS,1302) NWORDS+NTEMP+NPERM,NRECD 
13502 FORMATCOIO) 

WRITECLP, 13021) T,NWORDS NTEMP,NPERM »NRECD 
13021 FORMAT C// 776K," AMENDMENT NO,*, 2x, INC, 12,44) /6K,13(1HM) S/S /6Xy 

1 FNWORDS 21,15, 3XeINTEMP =',T5¢ 3X, INPERM ©1¢15,3X¢'NRECD &1y13) 
GO TO 23 

1305 LFCIFYAT,EQ,0) GO TO 1305 
PEANCDR3,%306) EMT 

1304 FORMAT CSAR) 
1305 WRITECLP,134) I 
134 FORMATC/II 1 6X¢* AMENDMENT NOo'e 2X eA HCoT2¢4HI/ OXeISCTHMIS/TH GC 

1 SXetANDRESS'+ SX" CONTENTS'D//) 
NCONST=NENTRY/10#10 

SFLECT CORRECT READ STATEMENT ACCORDING TO 'ITYPE', 

a
e
d
 

TECINT@ITYPE) 1520515 
TFCIEMAT.FQ,0) CALL COPYBCEMT(1),FMAT INT) 
TECTADDR4) 0461326136 2 
RFADCORS, FMT) CIRUFF CI), J=TSTART, TSTART#NENTRY@4 
WRITFCLP 61341) (Ke TBUFFCKY /KBISTARTe ISTARTO@NENTRY@4) 
GN TO 23 

132 TFCNENTRY=10) 13611613411,0 
DO 134 JmISTART + TSTART#NENFRY=10010 

PAGE NO,
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165 REANCPRE,ENT) CITEMPCK),/KE1,10) 
166 PO 4331 KBd,d49 
167 TRUFF CK) SIBUFECK) +I TEMP (Kade) 
168 1331 CONTINUE 
169 134 CONTINUE 
170 WRITECLD,1341)_ CKeTBUFF CK) ¢KEISTART + ISTARTONCONST=1) 
174 4341 FORMATCOPK, Lhe PX elle SCX eT he PX pT TID) 

172 IFCNENTRY,EQ,NCONST) GO TO 23 
173 13411 REANCPRS,FEMT) (TTEMP(J),Je4,NENTRY@NCONST) 

174 DO 43S JeISTART#NCONST + ISTARTSNENTRY 1 
475 TRUFF CJ) SIBUFE CI) +I TEMP(JmISTART@NCONST44) 
176 435 CONTINUF 
177 TECNENTEV.LE,10) GO TO 1353 
178 WRITECLP +1352) (Kr TBIIFECK) /KaISTART#NCONST ¢ ISTART#NENTRY=4) 
179 1352 FORMAT CANS GOK 2CPK TeX LZIS/ CPX Loe TK eT Pe SCTX Tbe Ke STII) 
180 GO TO 23 
484 4355 WRITECLP 4344) CKeTBUFFCK) ¢KRISTART?ISTARTSNENTRY=4) 
182 GO TO 23 
183 136 DO 137 JSISTART,ISTART#NENTRY=4 
186 TRUFFCJ)STBUFFCS)+AMT 
18S 137 CONTINUE 
184 WRITECLP 64341) (Ke IBUFFCK) @KEISTARTs ISTARTENENTRY@4) 
187 GO TO 23 
188 45 TRCTEMAT NEO) GO TO 154 
189 CALL COPYRCFMT(1),FMAT REAL(4)) 
490 CALL COPYRCEMTC2),FMAT REALC2)) 
194 454 IPOSNZISTART i 
192 ISTARTEISTART/244 
193 TFCTAND=1) 017621 
196 REANCPRE-FMT) CBUFF CI) pJEISTART ¢ ISTART#NENTRY@4) 
495 WRITECLPs16) Cer BUFFCK/244) /KetPOSNr IPOSN+2*NENTRY@202) 
196 16 FORMATC C7 Thr 7Xr Flot e STK eT Gr PXe Flo d/)) 
197 GO 19 23 
198 17 TFONENTRY=410) 194419940 
199 DO 19 JEISTARTsISTART#NENTRY=10/10 
200 REANCDR, FMT) (TEMPC(K) »KE1¢10) 
204 99 1B1 KedeJe9 
2n2 BUFF CK) SBUPF(K)+TEMP (Ka 41) 
203 184 CONTINUE 
204 19 CONTINUE 
205 WRITECLE,16) CK, BUFFCK/2¢4) ,KaIPOSN,IPOSN#2@NCONST=2,2) 
206 TECNENTRY,EQ,NCONST) GO TO 23
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207 
208 
209 
210 
211 
212 
213 
214 
245 
216 

217 
248 
219 
220 
224 
222 
223 
224 
225 
226 
227 

194 

20 

202 

24 

22 

23 

REAN CORT, FMT) (TEMP CK) ¢K24 ¢NENTRY=NCONST) 
DN 20 JELSTART#NCONST + ISTART#NENTRY=4 
BUFF CI) 2BUFFCJ)*TEMPCJ=TSTART=NCONST#4) 
CONTUNUF 

TECHENTRY,LE.10) GO TO 202 
WRITECLP,201) Ck + BUFFCK/2+4) /Kal POSN+ZMNCONST, I PUSN#2*(NENTRY= 

i NCONST) 2,2) 
FORMATCANH SOX DCT Ke TG TX eho ADIL CTX GLO TX oF Tod SCPK pL Or 7X oF 764? 
1) 
GO TO 23 
WRITECLD,16) CK» BUFF (K/261) /KaIPOSNy IPOSN#Z*NENTRY=2,2) 
6o TO 23 

DO 22 JRISTART, ISTART#NENTRY=4 
RUFFCJ)ZRUFFCS)¢AMT 
CONTINUE 

WRETECLP 416) (Ke BUFF CK/2¢4) ¢KETPOSNe TPOSNO2HNENTRY M22) 
CONTINUE 

TECIELLE.GT.4) RETURN 
WRT TE COED) NWORDSINTEMP +NPERMONRECDe CIBUFE CI) 61mq *NWORDS™4) 
RETURN 

END 
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228 
229 

230 
251 

232 
233 
234 
235 
236 
237 
238 

239 
2460 

244 
242 
243 

104 

44 

SUBROUTINE FCOPYCPR1,PR2/IRECD,IEND) 
INTFGER pRt,pR2 
COMMON/RUFFER/NWORDS »NTEMP»NPERM,NRECD, [BUFF (1016) 
IFCTRECN.GT.NRECD) GO TO 14 
WELTECLP, 101) 
FORMATCHMr TERROR = A RECORD HAS REEN REQUESTED IN THE ABOVE DIREC 

ITIVE HAVING A NUMRER LESS THAN THAT LAST ACCESSED.'/' RFCORDS CAN 2ONLY RE ACCESSED IN ASCENDING ORDER OF RECORD NUMAER,*) 
STOP "ARANDON RUN = PARAMETER CARD ERROR! 

TECIRECN.EQ,NRECD) GO TO 12 
READ(PR1) NWORDS+NTEMPsNPERMeNRECDe CIBUFF CT) p 121 ,NWORDS a6) 
GO To 14 
WRITECPRZ) NWORDS +NTEMP»NPERMyNRECD, (IBUFF(T) »I=4 pNWORDS=4) 
TFCTEND,EQ.4) ENDFILE Pr2 
RETURN 
END 
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266 SUBROUTINE PARAMETER ERROR(TERR) 
265 COMMON/APAGE/NO PAGE, ADATECATIMESLPOeNO WEEK 
246 DATA KopY/4ut * / 
247 TFCTERR.GT.O) GO TO 14 
268 IFRRSWLERR 
249 k=1 
250 CALL COMPCK,TERRs 1 ¢1H*,1) 
251 IF(K,E9.1) GO TO 12 
252 CALL COPY(1,KOPY,2,TERR» 4) 
253 WRITECLOO,44) KOPY 
254 4 FORMAT CTHO,'FRROR « THE NON-NUMERTIC CHARACTER 1,A3," (CONTAINED WI 
255 TTHIN THF APOSTROPHES) HAS BFEN FOUND WITHIN THE PARAMETER FIELD OF 
256 2°/9K, "THE AROVE CARD, ') 
257 444 STOP "ARANDON RUN © PARAMETFR CARN FRRORI 
258 42 WRITE(1D0,13) 
259 43 FORMAT C1HO+TERROR = ONE OR MORE PARAMETERS ARE MISSING FROM THE AB 
260 TOVE CARD.) 
264 Go TO 414 
262 16 RETURN 
263 END
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2KG 
265 
266 

267 
268 
269 
270 
271 
272 

SURROUTINE PAGE 
COMMON/4PAGE/NO PAGESADATECATIMES LPO eNO WEEK 

  NO PAGE=NO PAGES4 
WRITECLPQ641) NO WEEKrATIMESADATE®NO PAGE 

4 FORMAT CUHT WEEK NO. tS T3eTIRs TIME 'eABs+TS1e9PSALM = FILE EDITOR's 
ATO, DATE 'eABeTII4, PAGE NOW eT 3S/T52%,°CSiM2)') 
RETURN 
END 
FINISH 
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APPENDIX P3 

Program Description: PSALM File Editor (SLM3) - 

see Appendix M2 for details 

of operation and organisation.
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1 PROGRAM(SLM3) 
2 INPUT 1=¢80 
3 INPUT 2 O/UNFORMATTEDCUNKNOWNASYET)/1024 
4 OUTPUT s=LPO 
5 CREATE TISUNFORMATTEDCUNKNOWNASYET)/1026 
6 USE S=/ARRAY 
a USE 6=ENO/UNFORMATTED/1024 
8 COMPRESS INTEGER AND LOGICAL 
9 TRACE 2 

40 END
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ae 

12 
13. 
446 
15 
16 

18 

19 
20 

21 
22 

23 
24 
25 
26 
27 
26 
29 
30 
34 
32 
33 
36 
35 
36 
at 
38 
39 
40 
at 

43 
be 
45 
46 
47 
48 
49 
50 
34 
52 

a
Q
e
a
a
a
 

a
a
n
d
e
 

e0
00
 

MASTER FILE FOITOR 

INTEGER CRO, APR, ENO 
DIMENSTON TDUMMYCxqQdeRUFF (508) ¢STTE BUDGETC4) FINBUDG( erg) 

i ePRUDG (16,316) ,PRUDGET (4) 
COMMON/APAGF/NO PAGEsADATESATIMENO WEEK 
COMMON/STNPUT OUTPUT/CRO,ARR, EDD 
COMMON/EREOR/ICOPYsISEQ NOFINPUT FRROR 
COMMON/PERM/ICODE (1443) + PTYPEC3) pT PNAME(5 41673) eTFACT (4) 

1 sUSITECS 4) 
COMMON/RUFFFR/TEMD (10) pNWORMS/NTEMP,NPERMPNRECD, IRUFE( 1046) 
DATA TNRUDG CT) /TAALXHALZ#RLY RAKX MAK 7ZARKYSARXRRAZERBYHRAXHRAZHBAYI/ 
EQUIVALENCE CTCODE CT), TOUM"y (49), (TRUFFCBS5),IRASE why, (TBUFFC1), 

4 RUFECI)) -CTBUFECA3A), THOR UK), CIRUFFCT) PRUDGEI)) » 
2 CTRUFEC1G5) +WKBUDG) 6 (IBUFF (209) #PAUNGFT(1)) 
EXTERNAL PARAMETER ERRORSCARD CHECK 

THIS IS THE PROGRAM DESCRIBED IN SECTION 5 OF THE PSALM! USER 
MANUAL, 

cros4 
MToR2 
Lpos3 
MT12G 
ARRES 
En0=6 
NO PAGESO 
NRECN20 
CALL DATECADATE) 
CALL TIMECATIME) 

WAME "TEMP! AS A DUMMY PERIPHERAL USING #DEFBUFY AND INSTATE 
OWN EPROR TRAP "PARAMETER ERROR', 

CALL DEFRUFCARR+ Be TEMP) 
CALL FIRAPCPARAMETER ERROR) 

REAM FIRST DIRECTIVE "*WEEK" AND CHECK ITS IDENTITY, 

READ(CRO,11) TEMP 
FORMAT (1088) 

PAGE NO, 2
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a
a
n
a
9
9
0
 

A
A
 
A
A
R
e
A
 
0
A
 

e0
00
 

a
s
a
a
e
 

a
a
n
c
a
 

CALL IDENTIFY CIDIRECTIVE) 
TFCTINIRECTIVE.EQ.1) GO TO 114 
CALL PAGE 
WRITECLPO+122) TEMP 
WRITECLPO,27) 
stop 

READ PARAMETER = 'NO WEFK', 

RFANCARR,12) NO WFEK 
FORMAT (SX, 10) 
CALL PAGE 
WRITECLPO2122) TEMP 

NAME INPUT AND OUTPUT MAG, TAPE FILES, 

CALL FILECMTO;T2HSLMIDATAFILE,NO WEFK,15) 
CALL FILECMTY/12HSLM}DATAFILE®NO WEEK,15) 

READ RECORD 40 FROM INPUT FILE AND COPY ALPHAMERIC CONTENTS 
INTO /PERM/ COMMON RLOCK USING DUMMY ARRAY 'IDUMMY', WRITE 
RECORD 10 TO NEW FILEs AND COPY RECORD 20 TO BACKING FILE. 

CALL FREADCMTO,10) 
CALL FMOVECIGUFF se TDUMMY,155) 
CALL FURITECMTT) 
CALL FOOPY(MTO, E00, 2000) 

WITHIN THE PROGRAM THE FOLLOWING DIRECTIVES KAVE THE CODES 

SHOWN, 

DIRECTIVE CODE 

wUFEK 
*ANJUSTMENTS 
*FORECASTS 
*LIST ADJUSTMENTS 
*LIST FORECASTS 
*SU0GETS 
+END N

O
U
e
w
n
w
s
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95 
96 
97 
98 
99 

100 
101 
102 
103 
106 

105 
106 
107 
108 
109 
140 
4 
42 
145 
116 
445 
116 
147 
148 
449 
120 
121 
122 
425 
124 

125 
126 
127 
123 
129 
130 
434 
132 
133 
136 
435 
136 

a
a
a
 

a
a
a
n
a
 

s
o
s
o
 

122 

s
a
a
n
 

a
e
a
0
 

w 
o
o
o
 

THE FIPST FOUR DIRECTIVES ABOVE CAN OCCUR IN ANY ORDER WITH 
ANY FREQUENCY, TO DEAL WITH THIS A LOOP HAS BFEN CREATED 
WHICH TS LEFT ONLY WHEN THE 'eBUDGETS' OR 'wENO' DIRECTIVE 
TS FOUND, 

LOOP MAPKERSO 

READ NEXT DIRECTIVE AND IDENTIFY, 

REANCCRIA11) TEMP 
CALL PAGE 
WRITECLPO/122) TEMP 
FORMAT(///6X,'DIRECTIVEt= ',10A8/6X,9C1H9)) 
CALL IDENTIFY CIDIPECTIVED 
TFCTOTRECTIVE.GT.1) GO TO 123 
WRITECLPOL27) 
STOP 

IF 'INIRECTIVE'T,LT,6 READ RECORD 30 INTO CORE ANO SET 
"LOOP MARKER? TO 1, 

TFCTOIRECTIVE,GE,6) GO TO 22 
TFCLOOP MARKER, EQ,0) CALL FREADCMTO,3: 
LOOP MankFRet 
TFCIDIRECTIVE=3) 9647620 

  

DIRECTIVE HAS BEEN JDENTIFIED AS "*ADJUSTMENTS", 
READ PARAMETERS 

READCARHL15) ISTART+NADJUST 
FORMATCV2N, 210) 

CALCULATE START ADDRESS IN‘ IBUFF' AND READ ADJUSTMENTS; THEN 
LIST ADJUSTMENTS, 

IPOSN=S1341START=IRASE WK 
READ (CRO+14) CBUFFC J) ¢J=IPOSN/NANJUST#IPUSN@4) 
FORMAT (SOARFN,O) 

LIST CURRENT ADJUSTMENTS, 

WRITECL P0616) Coy BUFFCI=ISTART#IPOSN) eJmISTARTSISTARTS 

PAGE NO, 4
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137 
138 
139 
140 
164 
142 
143 
146 
165 
146 
447 
168 
149 
450 
154 
452 
153 
156 
155 
156 

4157 
158 
159 
160 
161 
162 
163 
166 
165 
1646 
167 
168 
199 
70 

171 
472 
AUS 
176 
475 
176 
ay 
178 

  

4 NADJUST#4) 
16 FORMAT C///4H r7X¢ CHK eWEEK ¢SXe"ADJUSTMENTY)/4H 6 7Xe 405K e "NUMBER 

TUAVBKISII CIM PPX sO COX eT Ee BX FS ete SKI/V) 
c 
c RETURN TO START OF LOOP, 
c 

Gu TO 171 

OIRECTIVE HAS BEEN IDENTIFIED AS '#FORECASTS', 
REAN PARAMETERS, 

7 READCARR,1B) ISTARTANECST 
8 FORMATCA0X 210) 

If sISTART! AND INECST! ARE BOTH ZEROr READ tIBASE WK? AND 
"IHOR WKt, AND RETURN TO START OF LOOP, 

a
o
a
 

s
2
0
0
5
0
 

TECTSTART.EQ.O,ANN.NFCST.EQ,0) GO TO 184 
GA TO 1R3 

181 READ(CRN, 182) IBASE WK,THOR UK 
162 FORMAT CATOD 

WRITECLPG,1R24) TRASE WkethOR WK 
1821 FORMATC///4RXe "BASE WEEK ®',I4e'%, HORTZON PERIOD Bel, 'WKS,9) 

Go To 124 
183 CONTINUE 
c 
€ CALCULATE START ADDRESSS IN 'IRUFF! AND READ FORECASTS, THEN 
c LIST FORECASTS, 
c 

IPOSNSISTART=IBASE WKe4 
READCCRO+14) CAUFFCS) + Ja IPOSNe IPOSN4#NECST=4) 

¢ 
c LIST ARBMVE CHANGES TO FORECASTS, 
c 

WRITECLPO219) (de BUFFCIMISTART#IPOSN) sJOTSTART» ISTART#NECST #1) 
FORMATC///4H 7K GCEXe MEEK 6X," FORECAST cI XI/1H 6 7X0465Xe *NUMBER 
TEGVOKIITI CAM oe TK eG COXe LS BX FS ete BKISD) 

RETURN TO START OF LOOP, 
c 
c 
c 

GO TO 124 
20 TFCIOIRECTIVE#?S) 0,24,22 
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179 c 

180 c DIRECTIVE IDENTIFIED AS '*LIST ADJUSTMENTS!, 
481 c 
482 WRITECLPO+16) CJeRUFFCJ=IBASE WK#343),JSITBASE WKeTBASE WK*IHOR 
183 4 Wket) 
RG GO TO 124 
185 ¢ 

og é DIRECTIVE IDENTIFIED AS 'HLIST FORECASTS! 
8 

188 a4 WRITECLPO649) CJeRUFFCJ@IRASE WKO1),J@IBASE WKeIBASE WK#THOR WK=4) 
189 GO TO 174 
190 c 

4194 € TF "LOOP MARKER! NE, ZERO WRITF RECORD 30 TO BACKING FILE, 
192 c OTHERWISE COPY RECORD 30 TO BACKING FILE, 
193 c 
196 22 TFCLOOP MARKER) 23-0,23 
195 CALL FCOPYCMTO,ED04 3060) 
196 GO TO 234 
197 23 CALL FWRTTECEDO) 
19R 234 TECTDURECTIVE=7) 232,0.0 
499 c 
200 c DIRECTIVE IDENTIFIED AS 'END', COPY REMAINDER OF INPUT 
201 c FILE TO MT, 
202 c 
203 ENDFILE ENO 
204 REWIND FDO 
205 NRECDEI0 
206 CALL FCOPYCFOO,MT1,20+0) 
207 CALL FCOPYCFDO;MT4, 30,09 
208 CALL FCOPY(MTODMT4 440,09 
209 CALL FCOPYCMTOMT1,50,0) 
210 : CALL FCOPYCMTOMMT4 +6001) 
aut stop 
242 c 
213 c DIRECTIVE IDENTIFIED AS '*BUDGETS', 
246 c TNDUT RECORD 40 TO /BUFFER/ AND READ NEW BUDGET FROM CARDS 
215 c USING SUBROUTINE INPUT, FOR FURTHER DETAILS SEE 'PSALM 
216 C USER MANUAL", 
217 ¢ 
248 232 CALL FTRAP(CARD CHECK) 
219 CALL FREADC(MTO, 40) 
220 INPUT ERROR®O
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221 
222 
223 

226 

225 
226 

227 
228 

229 
230 

231 

232 
233 
234 

235 

236 
237 

238 
239 

240 
244 
262 

243 
246 

265 
246 

247 

24R 

269 

250 
251 

252 
253 

256 
255 

256 
257 

258 
259 

260 
264 
262 

a
a
a
0
 

n
m
o
a
a
n
a
 

a
o
o
N
n
 

2601 

2602 
261 

DO 26 121,46 
DO 24 J=1,3 
PRUDG(16,d,1)20,0 
CALL INPUT CPBUDGC4 ede l) eA Se INRUDG CS eT) CROP ARR GLPOD 
CONTINUE 

CALL DFFSUF CARR, 0, TEMP) 

IF INPUT CONTAINS ERRORS» THE O10 RUOGETS ARE COPIED TO THE 
BACKING FILE AND THE NEXT DIRECTIVE IS READ, 

IFCINPUT FRROR,EQ.0)G0 TO 25 
BACKSPACE MTO 
CALL FCOPYCMTO,EDO 14001) 
GO TO 262 

CALCULATE TOTAL WEEKLY BUDGET "TOT BUDGET" AND WEEKLY SITE 
BUDGETS "SITE BUDGET', 

TOT BUDGET=0,0 
DO 26 K=446 
SITE NUNGFT(K) 20,0 

D926 T2423 
DO 26 321,16 
SUTF RUNGETCK) aSITE BUDGETCK) +PRUDG Cr Te K? 
TOT BUDGET=TOT AUDGET+PRUNGCS,I¢K) 
CONTINUE 

  

LIST NEW PRODUCTION RUNGETS. 

DO 264 «21,6 

CALL PAGE 
WRITECLPD,2604) Ky TFACTCK)  CISITECL®K) ¢LE1 4/3) 
FORMATC///SX,4HC,14¢') PRODUCTION BUDGET FOR FACTORY NO. "p12, 
Hom N,3AG/  SXpLOCTH@IS//T37¢ "CODE NO. eTS6,*PROOUCT SIZE /T7 8s 
"BUDGET (TONNES) '/T58,'AND TYPE'/) 
WRITECLPO, 2602) (CICODEC I, 1) ,CIPNAMECL del) pL2445) pPBUDG CI el yk) 

J24,16),121,3) 
FORMAT C(37XeISeTS3eGAGr,A2 + TBOVES.1) 
CONTINUE 

4) WRITE RECOPD 40 TO BACKING FILE 
2) REWIND BACKING FILE AND RE=SET 

  

  

RECDY TO 40. 

PAGE NO, ar
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203 
2646 
2605 
266 

267 
268 
209 

270 
274 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
2K2 
283 
286 
2a5 
286 
287 
288 
289 

290 
291 
292 
293 

a
a
0
9
0
0
 

27 

3) READ RECORM 20, INSERT *WKRUDG! AND WRITE TO MT41, 
4) COPY RECORNS 30 AND 40 TO MT4. 
5) COPY RECORN 50 FROM MTO TO MT1, 
6) READ RECORD 607 INSERT =PRuDG! AND WRITE TO MT1, 

CALL FwRTTECEDO) 
ENDFILE E00 
REWIND EDO 
NRECDRIO 

CALL FREADCEDO,209 
TE(INPUT FRROR,EQ,0) WKAUDGETOT BUDGET 
CALL FuRTTECMTI) 

CALL FCOPYCEDOeMT1 23000) 

CALL FOMPYCEDMEMTI 440-0) 

CALL FCORYCMTO—MT4,5000) 
CALL FREAD(MTO260) 

IFCTNPUT FRROR.EQ.0) CALL FMOVECSITE BUDGET, PBUDGET +4) 
CALL FWRITECMT4) 

ENDFILE MT4 

RFAN NEXT DIRECTIVE WHICH SHOULD BE '*ENO', 

CALL PAGE 

REARCCRO,41) TEMP 
WRITECLEO,122) TEMP 

CALL IMENTIFYCIOTRECTIVE) 
TECIDIRECTIVE,NE,7) WRITECLPO,27) 
FORMATC//6Xe "ERROR © ABOVE NIRECTIVE TS OUT OF CONTEXT, (SEE "PSA 

TLMtt USER MANUAL SECTION 5,3") 
stop 
END 

PAGE NO, 8



PROGRAM: PSALM = FILE EDITOR 

294 
295 
296 
297 
298 
299 
300 
301 
302 
303 
306 
305 
306 
307 
308 
309 
310 
344 
342 
343 
346 
345 
316 
317 
$18 
319 
320 
324 
322 
323 
326 
525 
326 
327 
328 
329 
330 
334 

44 

42 

14 

16 

7 

18 

SUAPOUTINE INENTIFYCTDIRECTIVED 
INTEGER CRO,ARRLENO 
COMMONS INPUT OUTPLIT/CROFARR, EDO 
COMMON/ARUFFER/TEMD (10) ¢NWORDS ¢NTEMP,NPERM  NRECDe I BUFF (1016) 
K=5 
CALL COMPCKy TEMP C1) 61 ¢SHOWEE Ks 1) 
TFCK=5941,0,41 

IMTRECTIVES4 
RETURN 
CALL COMPBCTEMPCT) ¢BH*ADJUSTMsK) 
TFCKm1) 1220542 
IDIREGTIVES2 
RETURN 
CALL COMPRCTEMP(1) ¢BH#FORECAS K) 
TFCK=1) 13,013 
IDLRECTIVESS 
RETURN 
CALL COMPACTEMPC1) ¢BH*LIST AD&K 
TECKO1) 16,0016 
IDURECTIVESS 
RETURN 
CALL COMPACTEMP(1) ¢SH*LIST FO/K) 

sTECK@TY 1550,95 

IDIRECTIVESS 
RETURN 
CALL COMPRCTEMPCT) ¢BH*BUDGETS, K) 
TFCK=1) 16,0,16 
IDIRECTIVESS 
RETURN 
KEG 
CALL COMPCK,TEMPC1) 21 eGHMEND (1) 
TECK=G)17 00017 
IDIRECTIVES7 
RETURN 
WRITECLPO,18) 
FORMATC//  * ERROR = ABOVE DIRECTIVE NOT RECOGNISED,') 
STOP 7 
END 
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332 
333 
334 
335 
336 

337 
338 
339 
340 

341 
342 

343 
344 
345 
346 
347 
348 
349 

350 
351 
352 
353 
354 
355 
356 
357 
358 

359 
360 
361 

104 

s
a
a
n
 

12 

PAGE NO, 10 

SUBROUTINE INPUT CHUMMYsTDIM,ICHAR,CR1 DBF + LP4) 
INTEGER CR1¢DRF 
DIMENSTON NUMMYCIMIM) + TEMAT(S) 
COMMON/FREOR/ICOPY+ISEQ COPY,INPUT ERROR 
CALL DEFRUECHRF + 20eTFMAT) 
ICOPYSICHAR 
TSFQ CNT=0 
NCONST=IDIM/7#7 
TFCNCONST.EQ,9) GO TO 494 

DO TD Tt THI NIMe7,7 
TSEQ CNT=ISEQ CNTo4 
ISEQ COPYSISEQ CNT 
READCER1+401) CHUMMYCJ) eJetel +6) eIDENTFISEQ NO 
FORMAT CTEQ Ve T25eAGeT2) 
CALL SEQ CHECKCTDENT,ISEQ NO,ICHAP,ISEQ CNT/LP1) 
CONTINUE 

TECTOIM ,EQ,NCONST) RETURN 

COMPLETE FORMAT SPECIFICATION IN 'IFMAT! TO READ FINAL VALUES 
OF 'niimmy! ON LAST CARO OF SERIES» THEN READ LAST CARD, 

NOZIDIM =NCONST 
~ TSEQ CNTSISFQ CNT+4 

ISEQ COPY=1SEQ CNT 
WRITECDRF,12) NO 
FORMAT(AHC,11,'FO,0,T75,A4,12)') 
READCCRI,TFMAT) (DUMMY (J) ¢JSNCONST41,1DIM),INENT,ISEQ NO 
CALL SEQ CHECKCIDENT,ISFQ NO,;ICHAR,ISEQ CNT,LP1) 
RETURN 
END
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362 
363 
3646 
365 
366 
367 
368 
369 
370 
371 
372 
373 
374 
375 
376 
377 
378 

e2
00

 

PAGE NO, 41 

SURROUTINE SEQ CHECK(IOENT/ISEQ NO¢ICHARSISEQ CNT+LP1) 
COMMON/FREOR/TCOPY/ISEQ COPY,INPUT ERROR 

COMPARE IDENTIFICATION CHARACTERS ANO SEQUENCE NO, 

Ke4 
CALL COMPCK+IDENT, T+ ICHARS1) 
TF(K,FQ,4, ANN, ISEQ NO,EO,1SEQ CNT) RETURN 
CALL PAGECLP1) 
WRITECLP1,11) ICHAR,ISEQ CNT, IDENT, ISEQ NO 
FORMATCIHO,'DATA ERROR = PROGRAM EXPECTS THE TOENTIFICATION CHARAC 

ATERS "88, AG, T2¢'*) BUT HAS FOUND P84, AG, Leet **,*/OTHE DATA CARDS 
2ARE OUT OF SEQUENCE OR HAVE BEEN GIVEN THE WRONG SEQUENCE NUMBERS, 
Se) 
INPUT ERRORS4 
RETURN 
END
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379 
380 
384 
382 
383 
384 
385 
384 
387 
388 
389 
390 
391 
392 
393 
394 
395 
396 
397 
398 
399 
400 
401 
402 

1001 

104 

a) 

12 
424 

SURROUTINE CARD CHECKCIERR) 
COMMON/FRROR/ICOPY/TSEQ NOs TNPUT ERROR 
TFCTERRY 104410700 
WRITECO,1001) TERR 
FORMAT(1HO,TEXECUTION ERROR "e133 
RETURN 
TECINPUT FREOR) 192,06102 
INPUT ERROR=4 
CALL PAGECOD 
Ke4 
TERPS<TERR 
CALL COMPCK,SERRs Ge 1H# 61) 
CALL COMPCK A TCOPYs 1 e4H¥ 01) 
TECK) 12-0,12 
WRETECO,11) ICOPY,TSEQ NO 
FORMATCAHO,'A NON@NUMERTC CHARACTER OTHER THAN ‘A DECIMAL POINT HAS 

BEEN FOUND IN COLUMNS 1=74 OF THE CARD LDENTIFIED AS '*',AGrT2,''* 

28) 
RETURN 

WRITECO+124)1COPYeISEQ NO 
FORMATCANOs TTHE CARD IDENTIFIED AS "*'eAhel2e'"" APPEARS TO CONTAL 

4N TOO FEW ENTRIES,") 
RETURN 

EXD 

PAGE NO, 12
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403 SURROUTINE FREAD(PRI,TRECO) 
404. INTEGER PR4 
405 COMMON/RUFFER/TEMP C10) -NWORDS ¢NTEMP ,NPERM/NRECDeIBUFF (1016) 
406 TFCIRECN,LE,NRECD) STOP FD 
407 44 TFCTRECN,FO,NRECO) RETURN 
408 READCPR1) NWORDS,NTEMP,NPERM,NRECD,(IBUFFCT) eT 24 ¢NWORDSHS) 
409 Go 70 14 
4410 END
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444 SUBROUTINE FWRITECPR2) 
412 INTEGER PR2 
413 COMMON/RUFEER/TEMP (40) pNWORMS/NTEMP,NPERMr¢NRECD, BUFF (1016) 
414 ¢ 
445 c WRITE "NWORDS' WORDS FROM BUFFER TO PR2, 
416 c 
417 WRITE (PR2)NWORDS +NTEMP,NPERM,NRECDs (IGUFF (I) 134 sNWORDS=6) 
O18 RETURN 
419 END
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420 
424 
422 
423 
424 

425 
426 

427 
428 
429 
430 

a4 

42 

SUBROUTINE FCOPYCPR4,PR2eTRECD TEND) 
INTEGER PRIPPRZ 
COMMON/ RUF FER/TEMP(10) /NWORDS »/NTEMP ,NPERM»NRECD, I RUFF (1016) 
IFCTRECN,LE,NRECD) STOP FY 
TECTRECD,EO,NRECD) GO TO 12 
READCPR1) NWORDS,NTEMP,NPERMNRECD, (IBUFF(T) ¢I21 pNWORDS WG) 

Go TO 14 
WRITECPRZ) NWORDS,NTEMP»NPERM/NRECDe CIBUFF CT) re T= 1 ¢NWORDS HG) 

IFCTEND.EQ,1) ENDFILE PR2 
RETURN 
END 
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431 

432 
433 
434 
435 
436 
437 
438 
439 
440 
464 
442 
463 
444 
445 
446 
447 
468 
449 
450 
454 
452 

1004 

404 

an 

4 

U
N
S
 

SURROUTINE PARAMETER ERROR(TERR) 
COMMONS APAGE/NO PAGES ADATESATIMEyLPO,NO WEEK 
DATA KOPY/GHT 8 

TECTERR) 104,10100 
WRITECLPO, 1001) TERR 
ForwAT(' EXFCUTTON ERROR‘ eI4) 
RETURN 

TFRRS=@TFRR 

Kel 

CALL COMPCK,TERRe1,1H*,1) 
TF(K,E0,1) GO TO 12 
CALL COPYC1eKOPY 2, TERR? GO) 
LWRTTECLOO, 411) KOPY 
FORMATC1HO,TERROR = THE NON@NUMERTC CHARACTER ',A3e" (CONTAINED WI 

ATHIN THe APOSTROPHES) HAS BEEN FOUND WITHIN THE PARAMETER FIELD OF 
2'/0X,'THE AROVE CARD,') ; 
STOP 'ARANDON RUN = PARAMETER CARD ERROR! 
WRITECLPO,13) 
FORMATC1HO, ERROR = ONE OR MORE PARAMETERS ARE MISSING FROM THE AB 

1OVE CARD,") 
Go To 144 
ENO 

PAGE NO, 16
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453 SUBROUTINE PAGE 
454 COMMON/APAGE/NO PAGE, ADATE,ATIME,NO WEEK 
455 COMMON/INPUT OUTPUT/CRO,ARR,EDO 
4656 NO PAGEENO PAGES 

457 WRITECLPO+14) NO WEEK/ATIME,ADATE,NO PAGE 
458 "1 FORMATCIMT  TWEEK NO," sT3S,TIBG TIME "PAB, TST, "PSALM © FILE EDITOR", 
459 TTI OATE 'eABeTI1Ve PAGE NO. eIS/TS7%e"CSUMS)"D 
460 RETURN 

464 END 
462 FINISH



APPENDIX P4 

Program Description: Box-Jenkins (p,d,q) model - 

program PDQMODEL incorporating program 

AUTOCOR. (Minor modifications to 

AUTOCOR are necessary to produce a 

"stand alone" program giving, additionally, 

autocorrelations of 1st and 2nd differences 

of the input data series).



Notes for Users: 

PDQMODEL will fit a sequence of user specified models to a data series 

and will compute the sum of squared errors associated with each model. 

If required (IAUTO = 1; if not required IAUTO = 0) the Esnocorretaeian 

structure of the residuals remaining after a series has been fitted may be 

computed. Optionally (IMEAN = 1; if not required IMEAN = 0) the mean 

of the series may be subtracted from individual members of the series 

before model fitting commences. 

Input _Reouirements 

ee Parameter Format Description 

Te P.D Q, SEAS (410) P,D & Q specify the model 
to be fitted and SEAS is the 
seasonal difference (P.Q #2) 

2s NOPAR, IAUTO, IMEAN (410) NOPAR is number of weights 
“ to be fitted in model of type 

specified by P,D,Q. IMEAN 
and JAUTO are described above. 

Be Data series - the format chosen is specific to the PSALM 
study and would require a simple modification 
for general use. 

4, v(1),V(2),W(1) ,W(2) (4F0.0) V & W correspond to J&A 
respectively. (Note that DO 
loop input requires at least 
one entry for V & for W). 

oe Repeat step 4 a further (NOPAR - 1) times & then go to 6. 

6. If IAUTO = O go to step 8, otherwise go to step 7. 

Ts NS, SEAS, ISUPR (212,11) NS=1 (no. of data series), 
SEAS is period of seasonality 
to be used in differencing 
residual series & ISUPRZ = 1 
suppresses a listing of the 
differenced series, otherwise 
ISUPRZ = 0. 

Note. ‘The statement at label 19 of sub routine AUTOCOR should be 
changed to read DO 100 J=1,3 in the "stand alone" program. 

8. (a) To continue fitting models to residual series return to 
step 1 and continue as above but omitting step 3 subsequently. 

(b) To terminate the run, return to step 1 and carry out 

steps 1 & 2 entering zero for P,D,Q, SEAS, NOPAR, IAUTO and 

IMEAN.
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N
O
U
 
e
u
n
>
 PROGRAM(BS11) 

INPUT 1=CR0 
OUTPUT 2=LPO 
OUTPUT 3=TPO 
COMPRESS INTEGER AND LOGICAL 
TOACE 2 
END 
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2
0
0
 

v 
n
o
o
n
 

R
a
e
 

ON
 

n
a
n
o
 

97 

98 

MASTE® PDQMODEL 
INTFGER Pr De QrSEASeT 
DIMFNSTON DA(250),V(3) eWC2),ERR (250) , 
DATA DAC 250) eERR(250)/240.0/ 

REan PARAMETERS ProrQ ann SeaS TF APPLICABLE @ THEN NOPAR 

READC141) Pr DeQeSEASNOPARSTAUTO ST MEAN 
FORMAT (GIO) 
Noe 
00 2 (21,3 
READC143) Ne CDUMMY 2 DACT) eT®NOeNOON@1) 
ForMATC////13/(16F0,0)) 
NOSNOeN 
NOBNO=4 

TF 'D'20 CALCULATE MEAN OF SERTES AND SUBTRACT THIS FROM 
EACH ENTRY 

TFCIMEAN) 264260 
sut=0,0 
00 97 121-N0 

SUMESUMSDACT) 
MEAN=SUM/ND 
09 98 121,80 

OACT)=N ACT) =MEAN 

TAKE DIFFERENCES OF EVEPY 'SEAS'TH ENTRY IF SEAS.GT.O 

TFCSE&S) 4,4,0 
NB=NO 
NOSNO@SEAS 
DO S 124,80 
DACNB)=DACNR)=DACNB=SEAS) 
NDENG@1 
00 50 J=1.N0 
DACI)S0ACJSSEAS) =i 

  

TAKE DIFFERENCES AS SPECIFIED BY (P,0,Q) MODEL TO BE 
FITTED 

IFCD) 7,7,0 

PAGE NO. 2



PROGRAM: BOX@JENKINS PDQ MODEL 

50 

52 
53 
54 
55 
56 
$7 
58 
59 
60 
61 
62 
63 
64 
65° 
66 
67 
68 
69 
70 

71 
ce 
73 
24 
75 

77 
76 
79 

80 
84 
82 
83 
86 
BS 
86 
87 
88 
Bo 
90 

a4 

54 

20 

18 

ao
 

17 

a
o
o
e
 

42 

44 

NB=NO 
DO 4 Jated 
NOENO@4 
DO 6 T=1,N0 
DACNBYSNACNR)=OACNBO4) 
NR=NB=4 
DO 54 J=4.N0 
DACJD anal Jen) 
WRITE(2,29) SEAS¢P 1049 
FORMATCIH1, 3X, O3CTHHI SGX THO LOIXTHH/GKe'* PERIOD OF SEASONALITY ¢ 

T'SEAS'' HAS BEEN TNPUT AS ',E2y' INTERVALS #1/GX,1HH,61K,1HH/4Xe 
ate pt, ' 
2ARAMETERS OF (P,0,0) MODEL HAVE BFEN SPECIFIED AS (*,14,1H,p,11,1H, 
SeTV AH 2X THM GK, THe OTK THRSAK BS(THHIIS) 
WRITEC2,18) 
FORMATCVH s/43XetSUM OF SQUARED ERRORS CORRESPONDING TO USE OF Wet 

TGHTS VC1)==n VON) DUCT) ==RWOND IN CD, ¢Q) MODELT/13X,94(1HHD// 
wh Neth Hee T87> 
21H TATZ,THL/E Ne TZetNO, OF DATA AFTER DIFFERENCING', T40+1H, 6 T6 
BO WEIGHTS ' TAT 1Hs se T92e "SUM OF SQUARED ERRORS'sT11741He/ 3X0 11 4C4H 
GPh NM eThOr Hes TE7 THe TA ZeT Hes? — abe TaQet Hee TGP VET) e2Ke dh 
Ste 3K et VC2Ie SKo THe SKetUCIIN  SKeTHs ake WC2) Te TBZ Hes TINT IHS! 
6 eT4U THe TBAT eH ee TIT elHe) 

  

    
  

ENTFR LOOP TO BE REPEATED NOPAR TIMES 

00 109 k=1,NOPAR 
00 17 124.2 
VOT) WOT) =0.0 
READC1416) CVCLD TET oP) eo CHCT) 6151-0) 
FORMATCAFO.O) 

CALCULATE ERR(T) FOR 'T! VALUES 1 TO CURRENT VALUE OF NO 

00 10 T=1,NG 
SV=DACT) 
TFCP) 90,1440 
00 12 1=4.P 
SVESV¥VCT) @MACIT(T#1)) 
Ews0,0 
TFCQ) 0,13,0 

00 14 124,90 

PAGE NO, 3
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92 

93 
94 
95 
96 
97 
98 
99 

100 
4101 

402 
103 
104 
105 
106 
407 
108 
109 
110 
444 
442 
143 
444 
Tas 
116 
417 
418 
419 

120 
424 
122 
123 
1246 
125 
126 

127 

19 

a
e
a
n
a
n
 

23 

25 

67 

68 
69 

EWSEWHWCTIMERRCIT (THI) 
ERR(T)=SV<EW 

CONTINUE 

SUM=0.0 
DO 35 T=1,N0 

    

Sum. MFERRCTIWERRCT) 
WRITEC2[] 6199 Roe yk T2462), CWCr 2102),SUM 
FORMATO! Sea eee eee Fae es.2, 167065620177 06S e20F 
Rt, EO Gas 
CONTINUE 

WRTTEC2,21) 
FORMAT C3K,11409H,9) 

TFCTAUTO) 25,25,0 
CALL AUTOCORRELATIONCNOSERR) 

CHECK If FURTHER MODEL TS TO BE FITTED, IF SOe COPY TERR! INTO 
"DA! AND THEN SET TERR'20,0 
If 'IMEAN,GT.O' CALCULATE MEAN OF RESTDUAL SERTES AND SUBTRACT 
THIS FROM EACH ENTRY+ THEN PROCEENe 

READC1+1) Dr De Qe SFASeNOPARe TAUTOSIMEAN 
TFCNOPAR) 23,23,0 
CALL FanyECERR, DA, 250) 
TFCIMFAN) 69,6920 
sums0.0 
DO 67 1=4,N0 
SUM=SUMSDACT) 
MEANSSUM/NO 
DO 68 1=1,N0 
DACT) =DA(T)=MEAN 
CONTINUE 
€er(1) 20,0 
CALL FMOVECERRC1)  ERR(2) 2249) 

GO TO 24 
stop 
END 

PAGE NO. 4
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128 
429 
130 
131 
132 
133 
134 
135 
136 
137 
138 
439 
140 
144 
442 
143 
164 
165 
166 
147 
148 
449 

150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
1646 
165 
166 

167 
168 
169 

o
o
9
 

SUBROUTINE AUTOCORRELATION(NO+D) 
REAL MEAN 
INTEGER SEAS 
DIMENSTON (200) ¢COR(24) eTITLECS +3) /LISTCS) 

MOATA TITLECT+1)/24HORTGINAL DATA AeTITLE C4 e2)/2GHNFIRST 
VOUFFERENCES FeTITLEC1,3)/24HSECOND DIFFERENCES eLists 
1)/12H= SUPRESSED / 
RFAD(1,2) NS,SEAS,TSUPRZ 

2 FORMATC212,11) 
DO 100 NXS1eNS 
WRITEC2,20) SEAS 

20 FORMATCAHT 3K rGSCHH*)SGX PTH 661K SHAS GKeI® PERLOD OF SEASONALITY ¢ 
AUSEASTY HAS BEEN TNPUT AS "ol2e! INTERVALS #1/4% THM S61X,THO/GX 163 
20th) 

TAKE DIFFERENCES OF EVERY 'SEASITH ENTRY IF SEAS.GT.O 

IFCSEAS) 19,1940 
NEN 
NOSNO@SEAS 
09 21 I=1,N0 
DONRD SD CNR) =DCNB@SEAS) 

21 NRENBR1 
DO 22 T=1,N0 

22 DCL) AN(TeSFAS) 

DIFFERENCE LOOP (J=4,3) 

419 DO 100 J=1,1 
TFCI=4) 545-0 

TAKE OIFFERENCES AFTER CALC, AUTOCORRELATIONS 

On 6 LE4,N0=1 
© OCLI=BANCL ET =OCL? 

NOENO=1 
IFCTSUPRZ) 5,065 == 
WRITEC2, IR) Se (TITLECT Jd ,tHt, 35), CLISTCI) 121,35) 

1B FORMATCAH S///6Xe* TABLE Velde tA TOGEILISTING OF "eo 3ABe5AG/6XB CAH 
V1) 
GO TO 17 

PAGE NO, 5
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170 
171 
472 
473 
174 
175 
176 
177 
478 
179 
rt) 

184 
182 
183 
184 
185 
186 
187 
188 
189 
190 
194 
492 
193 
194 
195 
196 
4197 
198 
199 
200 
204 
202 
203 
204 
205 
206 
207 
208 
209 
210 
244 

2
0
 

a0
 

a
n
e
 

WRITE DATA LISTING 

5 NFSNO/1081064 
WRITEC207) Je(TITLECL ed elated Tetetet0) 

TOFORMATCVH S///6Xe "TABLE "olt et Ale TOG, I LISTING OF "eBAB/6XrBCVHR DSF 
T/IVOX TDATUM NO. 2K pe 1018/9 
DO 13 [1=1,N0-10,10 

  

Ivstl+9 
13 WRITEC 2,46) Tl elVe COC141 94) 4121040) 
1G FORMATC/45X1303H = ¢13/5X040F 8.1) : 

TFCMODCNO, 109) 0517-0 
WRITEC2,14) NFeNO, (CDCI) + L=NFLNO) 

CALCULATE MEAN 

17 suM=0,0 
DO B 124,N0 

8 SUMSSUM4en(T) 
MEANSSUM/NO 

CALC, AUTOCORRELATIONS UP TO LAG OF 20 WEEKS 

DO 9 LAGR1,21 
suM=0,0 
00 10 TH1sNOmLAGS4 
SUMESUM# (DCT) =MEAN) #(OCT#LAGH#1)=MEAN) 
CORCLAGY2SUM/NO 
TFCLAG=1) 9,9,0 
CORCLAGY=COPCLAG) /COR(1) 

9 CONTINUE 

40 

WRITE AUTOCORRELATIONS, MEAN AND VARIANCE 

OWRITEC[ 619) JeCTITLECT J) oTete3)eCLeT9t010) 
TIOFORMATCS////6X¢'TARLE "ete? B'eT3Ae SAMPLE AUTOCORRELATIONS FOR Vy 

TBARIOX ACTH@DISITA ZK, LAGS 6X21 018/) 
DO 45 11=1-14-10 
Ivstr+9 

15 WRITEC2,16) IT,TV,CCORCTOIID 121610) 
16 FORMATC/V6X,12,34 = 41254X610F8,2) 

WRITEC2¢12) MEAN/COR(1) 
12 FORMATCIV//6Ke'MEAN © ',F6,1/6X,"VARIANCE © 1,F7,2) 
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242 100 CONTINUE 
213 RETURN 
214 END



PROGRAM: BOX=JENKINS Pp@ MODEL PAGE NO, 8 

245 FUNCTION ITCIX) 
216 TECIX) 07064 
247 172250 
218 RETURN 

219 4 IT=#1X 
220 RETURN 
224 ENO 
222 FINISH



APPENDIX P5 

Program Description: Program TRIG - used to compute 

the errors associated with adaptive 

smoothing using Trigg's tracking signal 

as the exponential smoothing coefficient. 

Also the function used in conjunction with 

GOODS (see Appendix M3) to compute the 

adaptive forecasts for 1970.



PROGRAM: ERROR DISTRIBUTION = ADAPTIVE SMOOTHING PAGE NO, .4 

  

4 PROGRAM(TPIG) 
2 INPUT 15CR0 
3 OUTPUT 2=LPO 
4 COMPRESS INTEGER AND LOGICAL 
5 TRACE 2 
6 END 

ic C PROGRAM DFSCRIPTION 
8 C0 aeeeene -------- 
9 c 

10 c AFTER INITIALTSATION IN THE FIRST PERIOD, A FORECAST IS MADE 
14 c IN A GIVEN PERIOD USING EXPONENTIAL SMOOTHING WITH ALPHA SET TO 
42 c THE VALUE OF TRIGG'S TRACKING SIGNAL AS CALCULATED FOR THE PREV= 
43 c TOUS PERTOD, THE VALUE OF THE T.S, IN THE GIVEN PERIOD IS CALCU- 
14 c LATED FOR USE IN THE NEXT, 

15 c



PROGRAM! ERROR DISTRIBUTION = ADAPTIVE SMOOTHING 

MASTER 

PAGE NO. 

DIMENSION ITKTSTC22) ,ACT( 200) ,LINE (2M) ,PROB(22) 
DATA FREQ/8H FREQH, /,APROB/BH PROB, / 

DATA, 

READC1, 1002) COUMMYSACTCI) p TBNOACTeNOACTONG1) 

c 
C INPUT = READ THREE YEARS? 
pier sa se 

NOACT=4 
00 404 12443 
REANCT 1001) N 

1001 FORMATCT3) 

1002 FORMAT(16F0,0) 
101 NOACT=NOACTEN 

NOACTRNOACT=1 

INITIALISATION PROCEDURE 

VARTAALE PERTOD 

OLPSMER 4 
OLDMAD 4 

OLDFCST 1 
CTE, ANUECST 
IN PERIOD 1) 
OLNTS 
ERROR 

ANUSMER 

ANUMAD 

NUTS 
ANUFCST R

O
N
A
N
 
N=
 

PERTOD ONF 

P
a
n
a
n
a
m
a
n
a
a
a
a
A
A
A
A
A
A
A
 
A
9
9
0
 

OLD MAD=32.5 
OLnSME 
OLoFCS 

  

VALUE 

SET TO VALUF GIVING TRACKING SIGNAL OF 0.4 
SET TO SQUARE ROOT OF AVERAGE SQUARTO 
EPROR = 37,5 FOR ALPHA0,4 AND ORDINARY 
EXPONENTIAL SMOOTHING, 
CALC. FOR PERIOD 2 USING ALPHAZ0,4 AND 

OLDFCST SET TO AVERAGE VALUE OF SERIES 

SET TO 0.6 
CALC, FROM OLDFCST AND ACT, 
CALC, FROM OLPSMER AND FRROP 
CALC, FROM OLOMAD AND ABSCF 

CALC, FROM ANUSMER AND AN! 
CALC, FROM OLDFCST AND A’ 

NUFCST30, G#ACT(1)60, 6#0LDECST 
OLDTS#0,4
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58 THIST(1) - THISTC2) 20 
5° CALL FMOVECTHISTC4) ¢ EHIST(3) 010) 
60 c 
61 C SUBSEQUENT PFRIODS 
62 C0 teaewnnnn- --nee-- 
63 c 
64 sumsa=0.0 
65 pO 13 122,NOACT 
66 ERR=ACTCT)=OLDFCST 
67 SUAS QSSUMSQFERRSERR 

68 ANUSMER=0,15¢FR@R40, RS *OLDSMER 
69 ANYYADE0, 15e(ABSCERR) 40, R5#OLDMAD 
70 : ANUTS=ANUSMER/ANUMAD 
7 AOLDTS=2ABS(OLDTS) . 
72 ANUFCST=AQOLDTS #ACTCI)+(1+AOLDTS)*OLDFCST 
73 c 
74 c CHANGE IDENTITY OF VARIABLES FOR USE NEXT PERTOD, 
7 c 
76 OLOFCST=ANUFCST 
77 OLDTSZANUTS 
78 OLDMANSANIIMAD 
79 OLDSME NUSMER 
80 c 
BY c SORT FRROR INTO CLASS INTERVAL TO BUILO UP DISTRIBUTION OF ERROR 

82 c 
83 INTVL2(CERR4100,09/10,0942,0 
84 UTFCINTVL=2) 0611-41 
85 INTVL=1 
86 GO To 12 
87 4 TFCINTWL=24) 1261200 
BB : INTVL=22 
Bo 12 THISTCINTVLI SINISTCINTVLD 4 
90 43 CONTINUE 
91 Cc 
92 € OUTPUT SECTION 
93 C0 weetee wneneee 
94 c 
95 Ne=100 
96 20 14 121,20 
97 LINE CT) AN 
98 44 NEN@1O 
99 WRITEC[¢95) CLINECT), 121,20)



PROGRAM: ERROR DISTRIBUTION = ADAPTIVE SwooTHING 

400 
401 
102 
103 
194 
4105 

106 
107 

4198 
109 
110 

444 
a42 
413 
114 

445 
416 
117 
Vis 
419 
4120 
424 
122 
123 
124 
125 
426 
127 
128 
129 
130 

a2 

a
a
0
o
0
 

419 

20 

FORMAT (1 H4//G5Xe32HDISTRIBUTION OF FORECAST ERRORS+/GSXe4204H™) 1X 
DeZHmme AK ROTH) eT oP CUHM IAAF OKA VOSCIK ATOKA TH. VOX ETH e POX STH 
2UX/ 1H. 6164 CLASS . 201Gb SX eth e/ VIX He TON » UT 
3 420€GH TO),6N GT .) 

=-90) 
pO 416 121-20 

LINECT)2N 
NENSTO 

WRITEC2,17) CLINE(T) ¢ 121-20) 
FORMATC1OK, 12K, INTERVAL ,,5H =100,2014,604 100 ,/10Ke1H. 10K GINS 9D 

VOX THe TOK TOSCIHI/VOX THe pL OX THe DOK THY? 

WRITE FREQUENCIES, 

WRITEC2,9A) FREQ, CIHISTCI) e124 022) 

FORMATCTO% 2K, PAR 2H oe LG eI Xe2114e2H e/VOX GH VOX THe ce IOX CTH S10 
Xe OSC1HLD) 

CALCULATE PROBABILITIES. (DIVISOR 1S 'NOACT=1' BECAUSE ACTC1) IS 
NOT USED TO CALCULATE A FORFCAST ERPOR IN THE FIRST PERIOD) 

NOACT=NOACT=1 
pO 19 121,22 
PRORCTYEFLOATCINISTCI))/FLOATCNOACT) 
WRITEC2,20)APROB, (PROB(T) eTE1 422) eSUMNSQ 
FORMAT COX, THe TOK Ne PUK TH ASTON ZH, 2ABlAM oo IKeF See e2V IK ek 

VS.20 02H L/TOK ETH, DOK TK POMS IH, STOX eS 1OSCIN, S//10X%~ "SUM OF SQUAR 

ZEN ERAORS = '-F9,1) 
stop 
END 
FINISH 

PAGE NO, ‘4
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D
A
R
U
N
 

A 
D
0
M
N
O
U
R
U
N
 

18 
49 
20 
24 
22 
23 
24 
25 
26 
27 
28 
290 
30 
34 

a
a
e
n
o
c
n
0
a
 

42 

FUNCTION FUNCTCT > T POS) 
COMMON LINE (106) pTOATAC3 610065) eNO, NOHORMK » THORMK (16) + HORMKC15)¢ 

TNOVRTMK e LVRTMK C16) ¢VRTMK C15) ¢DATAR(3/ 10075) 

ON EACH ENTRY, FUNCT TS SET TO "OLD FCST! AND A NEW FORECAST IS 
CALCULATED (1A NU FCST')», WHICH IS THEN SET TO "OLD FCST! FOR USE 

IN NEXT ENTRY, 

INITIAL VALUES ARE TAKEN FROM AN EARLIER RUN USED TO ESTABLISH 
THE SUM OF SQUARED ERRORS, 

TFCT=1) 11,0,91 
OLD SM ER=-20,831   

“OLD MAD=45.294 
OLD TS=0.45991 
FUNCT,OLD FCSTH123,95 
EPR=62,1-0LD FCST 
GO 10 12 
FINCT=OLD FCST 
ERR=MATAR(2,T,IPDS)=OLO FCST 
ANU S4 ER20,15HERR40,85#OLD SM ER 
ANU .TS#ARSCERR)+0,B5#OLD MAD 
ANU TSA NU SM EPA NU MAD 
AOLD ARSCOLD TS) 
ANU OLD TS#DATARC2ple1PDS)+(4RAOLD TS) *OLDFCST 
OLn NU FCST 
OLD TS=A NU TS 
OLD MADZA NU MAD 
OLD SM ERSA NU SM ER 
RETURN 
END 

  

PAGE NO, 4



PROGRAM: ADAPTIVE SMOOTHING = TRIGG'S T,S,. LAGGED PAGE NO, 2 

32 FUNCTION FUNC2(T/ IPDS) 
33 COMMON LINE(106) 4 TOATAC3/10045) NO, KOKORMK, THORMK (46) pHORMK (15) ¢ 
34 ANOVRIMKSTVRTMK (16) ¢VRTMK (15) @PATAR (3410015) 
35 c 
36 c IF NEGATIVE SUBSCRIPTS ARE POSSIBLE THE FORECAST EQUATIONS 
37 c USE FUNCTION 'IS' TO AMEND THIS SITUATION, WHEN CI,GT.MXNEG) 

38 c THIS FUNCTION IS NOT USED, 
39 c 

40 TECT99) 1140511 
44 READ(1,10) MXNEGs CDATAR( 2rd, 1PDS) -J=60,60%MXNEG) 
42 10 FORMATCIO/(10F0,0)) 

43 1 FUNC2=DATARC2/TSC1=1) sTPOS) #0, 64468,24 
44 RETURN 
45 END



PROGRAM: ADAPTIVE SMOOTHING = TRIGG'S T.S. LAGGED 

46 
4? 

4a 
49 
50 
34 

52 
53 

FUNCTION ISCIX) 
TFCTX,LF,0) GO TO 14 

IS=IX 
RETURN 
1S#60-1X 
RETURN 
END 
FINISH 

PAGE NO, 3



APPENDIX P6 

Program Description: Program RHO. Details 

are given within the program.



PROGRAM: SPEARMANIS RHO 

N
B
S
 
C
a
v
 
a
n
e
w
 

ne
 

14 
45 
16 
17 
418 
49 
20 

21 
22 

23 
26 

25 

inv. 
28 ep 
a
n
n
 

An
 

AF
A 
O
A
A
A
A
A
A
 

OA
 
A
A
D
 

PROGRAM (RHO ) 
Inpuy 1=CRO 

OUTPUT 2=LOO 
USE 3=/ARRAY 
OUTPUT G=TPO 
COMPRESS INTEGER AND LOGICAL 

TRACE 2 3 
END 

SPEARMAN'S RHO ON OBSERVATION MATRIX, 

THIs PROGRAM WILL PROCES ORSERYATION MATRICES CONTAINING YP 
TO AND INCLUDING 25 OBSERVATIONS AND 20 VARTASLES, INPUT TAKES THE 
FORM OF INTEGER SCORES, WHICH ARE SUBSEQUENTLY FAAMINED FOR TIES 
CALCULATED FOR ALL N&(N#1)/2 VALUFS POSSIBLE BETWEEN 'N' VARIABLES 

deena nee 
INPUT SECTION 

THE SIZE OF THE MATRIX IS DECLARED ON INPUT AS BEING 
‘NROWANCOL' WHERE 'NROW' IS NO, OF VARIABLES, 

AND 'NCOL' TS NO, OF OBSERVATIONS, 

THE ORSERVATION MATRIX TS READ ROW BY ROW, A VARIABLE DESCRIP= 
TION Tg WRITTEN IN CARD COLUMNS 1-30 FOLLOWED BY THE SCORES (2510) 

PAGE NO, 4



PROGRAM: SPEARMAN'S RHO 

29 
30 
3 

33 
34 

36 
37 
38 
39 
40 

42 
43 
6a 
45 
46 
47 
48 
469 
50 
51 

52 
53 
54 
$5 

36 
57 
58 
59 
60 
64 
62 
63 
64 
65 
66 
67 
68 
69 
70 

MASTER 3 
DIMENSION VNMESC20,4)¢TSCOREC20 525) pLEXTNT(S) pAMIDRNK(5) ¢ TK 20) 6 

4 RHOC20,20) -RANK(20/25) 
c 
c READ AND WRITE TEST REF. (AS) 
c 

READC1+101) VDES(444) 
104 FORMATCAR) 

WRITEC2,192) VDES(441) 
102 FORMATC/"1TEST REF, ', ABS 

4 ewer oanet//)) 
READ (1,494) NROW,NCOL 

4 FORMATC2TN) 
00 12 1=1,NROW 
READCT,144) CVDESCI ALD eLEt eS) eC ISCORECT sd) det, NCOL) 

a4 FORMAT(3AR,AG,2510) 
42 CONTINUE 
c 
c PRINT INPUT DATA, 
c 

WRITEC2,13) 
43 FORMAT(//52X,1BHORSERVATION MATRIX/S2X eT (AHH) TKO THM ISI I/3Xy 

PUTO OPH SK ep He SAK et Hee 77K eG Hel 3M e SMe NOoe {2X eRHVAPTABLE 1 2Xe foe 

ZeskrSeSnORE NOs 34Kr1H,/3K05Hy eA2XeBCVHM) eA eH SOX AICI) e 
Barve IHel Xe Hee SOK e THe 77K THe l Ske THe S6Xe He 77K OTH? 

Cee 46) (1,T24425) 
14 FORMAT C3, 1H, 6 SOK THe 2ST Se2K THe! Xe THe SOX oH PPXo THe /SKe Hee 

TS6X eee 77K oT He?D 
DA 15 T1,NROW 
WRETECZ 164) Te CVDESCT el) L146) o CISCORECI J) ,JET,NCOLD 

    

144 FORMATCRX THe eT Se2X¢ SAB, AG ,2H 4 e 2513) 
$ WRITEC2,162) 
142 FORMAT CAMS ETATX THe / BX 01H, SOK THe eT TX OTH.) 
n>) CONTINUE 

WRITEC2,1549) 

  

  

a4 FORMAT(3X+196(1H,)) 
c 
C ROW TRANSFORMATION 

Reso Re ee ee ne wee ae 2 
c 

D0 24 1ROWs1TeNROW 
c 

PAGE NO, 2
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m1 
72 
73 
74 

75 
76 

77 
7a 

79 
80 
84 
82 
83 

BS 

85 
86 
87 
a8 
ago 

90 

a 
92 
93 
94 
95 
96 

Fe 

99 
100 
101 
102 
103 
104 
105 
106 
107 
408 
109 
410 
"1 
142 

16 

20
 

47 
em 
o
e
n
a
a
o
 

4184 

182 
4183 

49 

o
o
0
n
e
o
 

CHANGE SCORES TO RANGE RETWEEN 4 AND 5, (ON INPUT SCORES MAY 

RANGE BETWEEN =2 AND 42, 
DO 16 1COL#1,NCOL 
TSCORFCTROW/ICOL)STSCORFCIROW,ICOL) 43 

CONTINUE 

SORT SCORES INTO ARRAY 'LEXTNT#, AFTER ZEROISING LATTER, 

00 47 124-5 
TEXTNT CI) 50 
DO 18 TCOL=TeNCOL 
TFXTNTCTSCORECTROW, TCOL) )=LEXTNTCTSCORECTROWFICOL) ) +4 

NRNKSS 

CHECK IF TEXTNT(I) IS ZFRO, IF SO SET TEXTNTCJDELEXTNT C41) 

FOR Jet,No13 SO ENSURING TEXTNT(1) TO TEXTNTCNRNK) ARE GREATER 
THAN ZERO, ALSO REDUCE ALL SCORE VALUES GREATER THAN (I) BY 

ONE, THUS AT END OF SEQUENCE ALL SCORES HAVE BECOME RANKS 
(POSSIBLY TIEN) OF NATURAL ORDERe 

D0 19 Te145 
TFCTEXTNTCL 060019 
TECT,GT.NRNK) GO TO 19 
TFCT.FO,5) GO TO 183 

Dn TAT JET eh 
TEXTNTCJDSTEXTNT CJ OV) 

CONTINUE 
ba 182 TCOLs1,NCOL 
TECTSCORE(T DON, ICOL),GT.1) ITSCURECIROW, ICOL) SISCORECIROW, 

COL) #4 

CONTINUE 
LEXTNT(NRNK) =O 
NRNKENRNK@4 
CONTINUE 

CONTINUE 
IRNK»NTYSEO 

CALCULATE THE MID-RANKS OF THF TIED SCORES, THESE DEPEND ON 

THE NO. OF SCORES HAVING THE SAME VALUE,CIE. THE EXTENT OF THE 
TIE) THE SUM OF RANKS OF ABSOLUTE VALUE CORRESPONDING TO THE 

TIE 1S CALCULATED USING THE FORMULA’ 
Ne CAL /2 WHERE NSEXTENT OF TIE 
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PROGRAM: SPEARMAN'S RHO 

A
U
P
E
 

417 
148 
419 
420 
4121 
122 
123 
426 
125 
126 
127 
128 
429 
130 
4131 
132 
4133 
4134 

435 
136 

137 
438 
439. 
140 
144 

442 
443 
146 
445 
146 

447 
148 
149 
150 
454 
452 

453 
154 

o
o
o
 

on 24 T=1,NRNK 
TFCTEXTNTCTI=4) 27420100 
NTYS=NTYS#4 

  

SUM=IFXTNTCI) #C1#2*IRNKSLEXTNT(T)9/2,0 
AMYTORNK CL) SSUM/TEXTNT CS) 

204 TRNKETRNK+TEXTNT CT) 
TF CTEXTNTCI) .£Q.1) AMTORNKCI)=SIRNK 

24 CONTINUE 
CONTINUE 

c 
c GIVE SCORES THEIR MID=RANK VALUES, 
c 

29 22 TCOLSteNCOL 
22 RANKCTROWs TCOL) =AMTDRNKCISCORFCTROW + SCOL)) 

TCTROW) 20,0 

c 
c CALCULATE CORRECTION FACTOR FOR ROW 

DO 23 THT, NRNK 
IFCLEXTNTCI),FQ,4) GO TO 23 
TCTROUDSTCIROW)+CTEXTNTC(T) ##S=TEXTNTCIII/12,0 

23 CONTINUE 
24 CONTINUF 

CALCULATION OF SPEARMAN'S RHO, c 
Co een ennnn ene ne conn nen ane one 

c 
RHO(1,1) 30.0 
CALL FMOVECPHOC1+1) /RHOCZ01) 1399) 
CUBE N=CNCOL##3-NC1LI/6,0 

DO 25 1=1,NROWM4 
09 25 Jatet,NROW 
sum20,0 

  

90
 

DO 264 1COL=1.NCOL 
DIFFERANK CT, TCOLD=RANKCI¢I COLD 

244 SUMSSUM#DI FF RDI FE 
ANUMERATOR# (CUBE N)@SUM=T(T)=TQI) 

DITTO 

TCTROW) 

CALCULATE SUM OF SQUARED DIFFERENCES BETWEEN RANKINGS, 

ASFIRST ASSOLUTE RANK, 
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PROGRAM: SPEARMAN'S RHO 

155 
156 
S87 
458 
159 
160 
161 

162 
163 

1646 
165 

166 
167 
168 
169 
170 
474 
172 
473 
474 
475 
176 
177 
478 
4179 
180 
181 
182 
183 
184 
185 
186 

187 
188 
189 
4190 
494 
192 
493 
196 
195 

196 

DENOM4= (CURE N)=2*TCT) 
DENOMZR (CUBE N)-2*TCI) 
RHOCJS, 1) =ANUMERATOR/SQRTCDENOM4 #DENOM2) 

25 CONTINUE 
CONTINUE 

c 
c SeT RHO(Ted)=4 FOR ALL TaJ 
c po 251 TROW=1+NROW 
254 RHOCTROW,/TROW)E1,0 
c 

PAPER TAPE OUTPUT c 
C wenan wenn wancee 
c 

WRITEC4, 252) 
252. FORMATCAHNOC TAPED 

NPAR=(NROWANROWFNROWD/2 
WRITEC4+2521) NPAR 

2521 FORMATC23HORSERVATION MATRIX, /RHO/QHMATRIXe Te eL3e1HeeTOHRHOPRWel 14 

) 
WRITECG, 253) CORHOCT edd ede eT eT Bt eNROW) 

253 FORMATC (2X, 100F54¢201K))) 

WRITEC4,255) 
255 FORMATCITHEND OF DATA/OHSWITCH/GHeewe) 

  

c 
C FORMATTING SECTION 
En ame ae woe delinne- cer 
c 

CALL DEFRUFC3,2000+TSCORE) 
c 

iS WRITE "RHO! TO DEFRUF IN 'F4,2" FORMAT AND READ BACK IN 'A' FORMAT 

c 
WRITECS, 26) CCRHOCT J) o TET, NROW) ¢ JET, NROW) 

26 FORMAT (LONFS.2) 

READ( 3,261) CCRHOCT ed? eT ET eNROW) 21 ¢NROW) 

64 FORMAT(400A5) 

ALL tRHOD VALUES ARE NOW HELD AS S CHAR, NOS, CIE, 112,451 WITH 

DEC, POINT IN POSTTION 3) 

COPY BLANKS INTO UPPER TRIANGLE 

a
a
n
n
0
0
N
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PROGRAM? SPEARMAN'S RHO 

197 
198 
199 
200 
201 
202 
203 
204 

205 
206 
207 
208 

- 209 
210 
214 
212 
243 
244 
215 

216 
217 
218 
219 
220 
221 
222 

223 
224 
225 
226 
227 
22k 
229 
230 
231 

232 
233 
234 
235 
236 
237 
238 

e
o
a
o
 

f
a
a
a
n
 

DO 27 Tet,NPOWN4 
DO 27 J=T4t,NROW 
CALL COPYRCRHOC(TsJ) 28H » 

CONTINUE 

OVER-WRITE DECIMAL POINT WITH SIGN IE, 0,98 RECOMES 98 AND 

=,61 BECOMES =61 

DO 28 I=1,NROW 
09 28 Jetet 

CHECK TF CHAR, 2 1S '1', Se SO CHECK IF CHAR, 1 1S 'w', IN 

EITHER CASE COPY APPROPRIATE VALUF INTO 'RHO' AND PROCEED, 

t=1 
CALL COMPCLARHOCT sd) ¢2eTH1 91) 
TF(L=1) 272-0,272 
si 
CALL COMPCLARHOCT sd) ete tHe ed) 
TECL#4) 271400274 
CALL COPYC3+RHOCT sd) ote 3N@IRed? 
60 TO 28 
CALL COPYCS/RHOCT J) oT pSHOIRG1) 
GO TO 28 

TF 'RuO' 7S FRACTIONAL? COPY CHAR. & & 5 OF "DUMMY! JNTO POSNS. 

2% 3 MF 'RHO' AND SO PRESERVE SIGN, 

CALL COPYRCOUMMY + RHO(T J?) 
CALL COPYC2RHOCT ed) p2e DUMMY eb) 
CONTINUE 

TFCNROW.EQ,20) GO TO 32 

SET REMAINING ROWS AND COLUMNS TO BLANK, 

OM 30 TeNRnWst,20 
pO 30 J=4,20 
CALL COPYACRHOCT,J),8H ? 
pO 34 T=1,NROW 
DO 34 J=NROWS1, 20 
CALL COPYR(RHOCT +d) s 8H 

PAGE NO, 6



PROGRAMS SPEARMAN'S RHO 

239 
240 
241 
242 
243 
246 
245 
246 
247 

248 
249 

250 
251 

252 
253 
254 
255 
256 

c 
¢ 
c 
32 
33 

34 

35 

OUTPUT SECTION 

WRITEC2¢33) (UeT#1420) 
FORMAT (1N1//G5X»S2HSPEARMAN'S RHO CORRELATION MATRIX/45X,10¢04H=) 914 

ghr sue n eg hong CUH=) 24X46 CHW // 52K ef PHRETHEEN VARTABLES/52X 0704 HS + 
QUK POMHRAIALT IA 3K OSCAH DANSK THe VOX GVH pB2XV TH A/T SK e THe ep TOK VARTA 
BBLE ether R2X eT He /ASXe THe VOX THe B2K AH ef T3K eT He SX SHNOV AK eT Hee 
G20TH 2K, VHeIT3K 01H VOX GH e pB2Xe Hel TSK AISCVH A IATSK eV He TOKE THe 82 
5x,1K.) 
WRITEC2[, 34) CTeCRHOCT ed) 6581220) 0751420) 
FORMAT CCUSX THe OX eT 2e4K oT e p2OCTK AS) e2K eH / TSX e THe VOX IH ¢B2Ke 

114,92 
wRITE(2,35) 
FORMATCA3X,95 01H.) 
STOP 
END 

FINISH 

PAGE NO, t
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Program Description: Program GOODS. See Appendix M3 

for details of operation and organisation.



PROGRAM: Gooos 

N
O
U
 
R
U
N
S
 PROGRAM(GNOD) 

INPUT 1=CRO 
USE 23/ARPAY 
OUTPUT 3=LP7 
COMPRESS INTEGER AND LOGICAL 
TRACE 2 
END 
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PROGRAM; Goods 

R
U
N
S
 

Om
 

16 
17 
48 

49 
20 
24 
22 
23 

25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
60 
44 

62 
43 
46 
45 
46 
47 
48 
49 

0
0
 

20
 

MASTER GOODS 
INTEGER REFOTC10) ,PT C10) ¢AST, COMMA, EMM yp RLANK 

ODIMENSTON NESCS¢5) .FUNC(100,5) eTFIINC(10075) e FDESCS #5) eHORMK (15) TH 
QORMK (46) oVRTMK (15) eTVRTMK (16) CLINE C106) PNOENTRY(S) FIMKER(S)FIACS) # 

ZIXCS) eDATAR C3 10045) p IDATAC 3710045) @NKCS) ¢DATAL C100) 
DIMENSION STN FORMAT(11) 
COMMON LINE, EDATAyNOpNOHORMKs LHORMK ,HORMK (NOVRTMK¢IVRTMK GVRTMK y 

4DATAR FING, TFUNCENF /NOENTRY ¢ IPDS 
COMMON IXI CENTRE CHO) 

ODATA REFPT/ Te ee Ol ', te Welk othe cans 
etd re "Leastl 'e "7eRLANK/® "/4COMMAL + "7 EMM 

ZL NULLINO « FeTEL'S MS eMINUS/§@ NS 
DATA LPAREN/'C © '/eTRPAREN/') = '/ 

      

PRINT TITLE SHEET ON FIRST RUN 

WRITEC3,15) 
15 FORMATCVH1 6220/7) 

CALL TITLE 
CALL DATECDS) 
WRITEC3,16) 04 

46 FORMATCANC/) OXI DATE te AB/IGXe 1 SCTH@)? 

CONTROL CARD AND ASSOCIATED INPUT = ALSO DATA INPUT 

OREAN(1 +1) NeNOSNES IPOS TOFS TSE 
TLOGY SUNN GLNY  TEMATS TSEPSILINE 

1 FORMATCI2¢611¢2A10811) 
NGEN 
ISTART=O 
DO 100 Jwst,NG 
CALL FMOVECREFPT¢PT +5) 
LVRTMK C4) eo TVRTMK (2) 20 
CALL FMAVECEVRTMK (4) pTVRTMK CS) 07) 

NXMIN,NYMINZO 
NOHORMK /NOVATMKSO 
TECISTART) (4290 ae 

QREADC1 +1) NeNOPNFeTPDSeLOFe TSETSCLeTSELPT LORD r LABS r I SUPRZ + LOGKe 

TLOGV,UNX, UNV, TEMAT s ISEPSILINE 

TSCLeTSELPTr LORD es LABS e TSUPRZ/LOGKe 

PRINT NOTES ON DATAy DETAILS OF ANNOTATION ETC. 
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PROGRAM: GOODS PAGE NO, 3 

50 2 ISTARTS4 
34 TFCHSUPRZ-1) 0714,0 
52 WRITEC 3669) 
53 61 FORMAT CHT) 
56 CALL TITLE 
35 14 TFCISETSCL=1) 760,7 
56 RFADC1+R) XMINGXMAX GS YMING YMAX 
57 B FORMAT CAEN, OA) 
58 7 TECISELPT=1) 97009 
59 ’ RFADC4,10) PT 
60 10 FORMAT(19a1) 
61 9 seh 
62 » CALL COMPCJ+LORDsT¢NULL OI) 
63 TECI) 14-0,44 
64 READ (1,13) NOHORMK 
65 43 FORMATCIOD 
64 READC1,R1) CHORMK(L) , 184 ¢NOHORMK) 
467 81 FORMATC10F0,0) 
68 14 Je4 
69 CALL COMPCJ+LABSe1¢NULLe1) 
70 TECS) 1249612 

a“ READC 1413) NOVRTMK 
72 READC1¢R1) CVRTMKOT) ¢ Txt ¢NOVRTMK) 
73 TVCHERS4 
74 42 TESET=0 
75 IFCCIPDS=NO),EQ,1) LFSETET 
76 TECTLINE $1) 121-0,1214 
77 READ C1122) XMINGXMAX¢NOLINES 
78 122 FORMATC2F0.0,10) 
79 TFCILINE*{1000) 121,121,0 

80 * WRITEC 3,123) 
81 423 FORMATC! VALUE OF "ILINF™ EXCEEDS 1900 = PROGRAM MALTED') 

B2 stop . 

83 c 
84 c READ DATA 
85 c 
86 121 D0 3 N=t,NO*IFSET 
87 READ(1,4) (MESCT OND T8405) 
88 & FORMAT (SAR) 
89 TFCTSEP=1) 341406394 
90 READ( 145) NOENTRYCN) pCDATARCT el eN) ¢ 181 eNOENTRYCNDD 

of READC 44312) COATAR(2rT ON) ele eNOENTRY CN)?



PROGRAM: GOODS 

92 
93 
96 
95 
96 
a7 
98 
99 

100 
401 
192 
103 
104 
4105 
106 
107 
q0R 
109 
4 
v4 
442 
W143 
4114 
W145 
416 
Ww? 
118 
1419 
120 
124 
s20 
123 
4126 
125 
126 
427 
128 
129 
130 
431 
132 
133 

96 

a
n
o
 

o°
0 

o1 
90 

93 

92 

95 
94 

97 

72 
24 

26 

25 

FORMAT (10FO,0) 
GO TO 3 
READ(4,5) NOENTRYCN) » CDATARC4,T,N) pDATARC2,T¢N) ¢ L271 ,NOENTRYCN)) 
FORMATCTO/(10FO,0)) 
CONTINUF 
TFCLOGK=1) 90,0090 

DO 91 Jat NO*TESET 
DO 94 TsteNQENTRY CI) 
DATARC1, 1,4) =ALOGTOCDATARCT ¢ 20d) 
TECLOGY=1) 9200092 
dO 93 ono 
po 9s PNOENTRY CS) 
DATARCS Tr JI SALOGINCDATAR C2 rT 05)? 
TECLNK=1) 94,0498 
09 95 Jat, NOeLESET 
DO 9S T= ,NOENTRYCI) 
DATAR(1,1,d)=2A4L0G (DATAR(1,1,9)) 
TECLNY=4) 9640296 
DO 97 J=ten0 
DO 97 T=t,NOENTRY(I) 
DATAR( 2, Te J) SALOGCDATAR(2eT oJ)? 
TECHE) 26724,0 
READC1 46) CCRDESCT ND T5195) @NBT GNF) 
DO 72 Jet eNMENTRYCIPOS) 
DATALCJVEDATAR CI ede IPDS) 
TFCISETSCL-1) 27,0 

      

CALCULATE MAK AND MIN VALUES OF ORDINATES 

YMAX,YMINEDATARC2¢1¢1) 
DO 25 J=1,N0 
oo 25 PNOENTRY(J) 
TFCDATAR(2¢ bed) @YMAX) 2602660 
YMAXSDATAR(2, Ted) 
GO TO 25 
TFCDATAR(2,1¢d)°YMIN) 0625025 
YNINSDATARC2e1 0d) 
CONTINUE 

     

CALCULATE MIN. AND MAX, VALUES OF FUNCTIONS 

LEONE) 106,106,0 
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PROGRAM: Gooos 

434 
4135 

136 
137 
138 
159 
160 
141 
142 

443 
446 
145 
146 
147 
448 
4149 

150 
454 

452 
953 
4154 
4155 
156 

457 
158 
159 
160 
164 
162 
163 
164 
165 
166 
167 

168 
169 
170 
471 
472 
173 
474 

175 

a
e
a
n
e
 

a
o
c
e
 

o
o
 

PAGE NO, 5 

DO 21 T=1,NOENTRYCIPDS) 
FUNCT; 4) =FUNCT CIT poe enmedN) 
FUNCOT,2)=FUNCZCIT pI2emme IN) 

prTro 
AITTO 

FUNC CTs S)SFUNCSCI1 5 d2y 
24 CONTINUE 

FMAX, EMIN=FUNCOT 91) 
DO 104 JE4,NE 
00 101 TH1,NOENTRYCIPOS) 
TECEMUN@FUNC(T Jd)? 102,102,0 
FMUNSEUNC(T.d) 
GO TO 194 

402 TECEMAX=FUNCC(T ed)? 069010104 
FMAXSFUNC(I Jd) 

101 CONTINUE 
LE CYMIN@=FMIN) 103,103-0 
YMINZEMTN 

403 TFCYMAX=FMAX) 041066106 
YMAX=F4AX 

  - JN) 

  

CALCULATE MAX AND MIN VALUES OF ARBSCISSAE. IT IS ASSUMED THESE 

ARE IN INCREASING ORDFR OF MAGNITUDE 

106 LECTILINF@1) 0-27-60 
XMAKEDATAR CT, NOENTRY C1) 61) 
XMINSMATAR(1,401) 
DO 27 J=1sNOFIFSET 
TECXMAX=DATARCT + NOENTRYCJ) 05)? 0428528 
XMAXEDATARCT/NOENTRY CJD 2d) 

2B LFCYMINADATARCT ot, I2227 2700 
XMINEDATARCT 1/4) 

27 CONTINUF 

PRINT DATA SERIES 

IFCTSUPRZ) 177400977 
IFECLEMATZER,O) GO TO 474 
DO 29 Jat,~a 

20 WRITECS. 17) CDESCT ed) e121 45) oDATARCL eI 0d) PDATAR CZ eT 4d) 4 CCOMMAL DATA 
ARCL eT ed) eDATARC2¢ Ted) eT R2eNOENTRY CID) 

AZ FORMATC/// 14K e SABIGA CIN D/ ECP 2H CeE1Se Sete EMS, Se IH) SCAT ATK (PETS



PROGRAM: GOODS 

176 

177 
178 
479 
180 
484 
4R2 
183 
VAG 
185 

18K 
1387 

18R 
4189 

190 
494 
192 
193 
496 
495 
194 

197 
198 
199 
200 
201 
202 
203 

204 
205 

206 
207 
2u8 

. 209 
240 
244 
242 
213 
246 
245 
216 
217 

174 

475 

4174 

tes 
477 

f
e
o
.
 

79 

BS 
76 

PAGE 

VSP et ee 2.SeTHII0AT)) 
GO TO 177 
CALL DFEQUFC2,;80+STD FORMAT) 
CALL DYN FORMATCXMAX,XMIN,TFTELD X) 
CALL DYN FORMATCYMAXCYMINGTEIELD Y) 

TFUFLMSTFIELD X#TFTELD VHS 
NREPEATHIZ0/ TFIELNA=1 

NSPACE=(41204120/TFIFLDMTFIELD)/ 2414 
WRITE(20475) NSPACE,TFIFLD XeTFIELD YeNREPEAT 
FORMAT CECCI, L2e XAG cP el Se of eAt rE lelae tat el 

VaVe AT eRe eT Zeta VeAV GAVIIND 
00 173 J=1,N0 

-WRETECS,176) CDESCT eI) e T1705) 
FORMAT C/I I 11K, SABION CI HMd/1) 
WRTTECS,STD FORMAT) LPAREN+DATAR(1 4105) sCOMMAsDATARC2s4 03) p TRPAREN 

1, CCOMMA,L PAREN, DATAR(1,1 63), COMMA, DATARC2rT yd) ¢ IRPAREN¢ I my 

2NOENTRYCID)Y 

CONTINUE 
CONTINUE 

AXMINGO LF 

AYMINSO,0 

TFCYMIN) 0676476 
HeATEDXCALOGTOCEYMIND) 
FIXCHYMIN/YLOG) #Y¥LOG 

TEC=YMIN@AYMIN,GT.0.0) AYMINSAYMINGYLOG 
YNINEO,O 
TFCAYMIN,FO,0,0) 60 TO 76 
00 79 Jat eNOS FSET 
00 79 THT ,NOFNTRYCS) 
OATAR(2,T, J) SDATAPC2¢ Te J) +AYMIN 
YMAX MAX#AYMIN 

FIeL 
otal 

  

   

  

AMEND HORMK FOR NEGATIVE DATA 

LoRDstE 
NOWORMK=NOHORMK +4 
HORMKCNORORMED EDO 

09 BS (a4 ,NOKORMK 

HORMK(T) SHORME CT) #AYMIN 
TFCXMIN) 9677077 
KLOGS1 OMe TET XCALOGIOC@XMIND) 
AXMINSI ELK (@XMIN/XLOG) #XLOG 

    

  

NO,



PROGRAM: GoOos 

21R 
219 
220 
221 

222 
223 

224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
254 
255 

236 
237 
238 
239 
260 
241 
242 
243 
246 
245 
246 
247 
268 

249 
250 
254 
252 
253 
254 
255 
256 
257 

258 
259 

a
n
o
 

e
o
0
 

a0 

84 

87 

86 
8s 

8s 

7? 

TE C=XMIN@AXMIN,GT.0.0) AXMINSAXMINGXLOG 
XMINSO,0 
TRECAXMIN,FQ,0,0) GO TO 77 
DO RO Jet NostESeT 
DO RU THT, NMENTRY (I) 
DATARCT, 1,4) =DATARC1 Ty d) FAXMIN 
XMAX=XMAX#AKMIN 

AMEND VRTMK FOR NEGATIVE DATA 

LARS=™INUS 
TE(NOVRTMK) 85485,0 
OO RG T=, NOVRTMK 
VRTMK CT) EVE TMK CT) #AXMIN 
DO Re L=1,NOVRTMK 
TECYRTMKCT)@AXMIN) 8607760 
OO RZ Jet eNOVATMK=T +4 
VATMKCNOVR THK 2=J) SVRTMKCNOVRTMKS1 = J) 
VRTMK CL) SAXMIN 
GO TG RA 
CONTINUE 
NOVRTMKENOVRTMKOT 
GO TO 77 
VRTMK (1) SAXMIN 
NOVRTMK=4 
IVCHEKS4 
tet 
CALL EXPONENTCXMAK ep TEXPX ole XeTPSET) 
L=2 
1as0 
CALL EXPONFNTCYMAXPTEXPYelLeVo TA) 
IXNTNSNINTOXMIN/X) 
IXMAXENTNT CXMAX/X) 
NXMINEN TNT CAXMEN/M) 
JYMINGNINTCYMIN/Y) 
TYMAX=NTNTCYMAX/Y) 

    

PRINT FUNCTION COmORDINATES IF ANYe THEN SCALE 

IFONF) 2242260 
TFCESUPRZ=1) 0,22,0 
TECIEMAT@4) 23120,231 
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260 
261 
242 
263 
266 
245 
266 
267 
268 
269 
270 
274 

272 
273 

274 
275 
276 
277 
278 
279 
280 
284 
282 

283 
284 
285 
286 
287 

288 
289 
290 
291 

292 
293 

294 
295 
296 
297 
295 
299 
300 

304 

234 

176 

233 
2 

a
n
o
 

a
a
o
e
 

23 

32 

1a 

22 

73 

70 

69 
58 

32 

89 

33 

DO 23 J=t,NF 
WRITEC S17) CEDESCT J) o L221 65) sDATALCT) @FUNC CS pd) o (COMMAS DATAL CT) ¢ FU 

ANC(T ed) ¢ TEP eNOENTRYCIPNS)) 
GO TO 232 
DO 233 JsteNe 
WRITECS, 176) CEDES(T ed) 12465) 
FarMarcss/1y, SABLEV (THAD) 
WRITEC3,$TD FORMAT) LPAREN,NATAL(4) ,COMMA,FUNC(4 eI), IRPARENy 

4(COMMA, LPAREN, DATALCT) ,COMMA,FUNC(T,J), IRPAREN, Te2,NOENTRY(IPDS)) 
CONTINUF 
00 1A NF 
Do 18 PNOENTRYCIPDS) 
FUNC CLI) =CFUNCCT J) ¢AYMIND/Y, 
TEUNCCE ad) aNINTCFUNCKT 9d)? 

  

PRINT TITLE FOR GRAPH AND OUTPUT SCALE FACTORS (X40EXP) 
ALSO CALCULATE AND PRINT SCALE 

WRITEC3,61) 
CALL TITLE 
WRITECS,73) 
FORMAT CS/S4X,"SYMROL KEY'/54K¢10C1H@)/) 
TECIOFR1) 046940 
WRITECS,70) CPTCI)¢CDESCT od) ¢ 18145) -dB1,NOD 
FORMAT(/44%X,A1," = ',5AB) 
TECNF) S8,5R069 
WRITECS +79) CPT CI*S) ce CENES(CT ed) efat eS) edBiONF) 
WRITEC3,32) TEXPX,TEXPY 
FORMATC// &X,*CABSCISSA VALUES X (OEXP'el2et)*eTBSe* CORDINATE VALU 

VES X VOEKPTDT20°//) 
INFO=? 
TFCAYMIN) 29,8940 
NYMINENTNTCAYMIN/Y) 
CALL SCALE CTYMING TYMAX¢ ID eTVeINFOsTAQNYMIND 
WRITECS,33) CLINECI) (124611) 
FORMATCTO,TMTVO/SX 4? Ht, 200" #'y) 
IMD=4 
CALL SCALECIXMIN, TXMAX¢ TI ye IV, IMD/TESET + TAD 

CHECK EFFECT OF SCALING IF 'GROUPING! HAS OCCURRED, GROUPING 
CAUSES NOENTRY(J) TO BE REDUCED IN VALUE TO JX(J) 
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302 
303 
304 
305 
306 
307 
308 
309 
340 
344 
342 
313 
314 
345 
346 
347 
348 
B49 
520 
321 
322 
323 
326 
325 
326 
327 
328 
329 
330 

334 
332 
333 
334 

335 
336 
337 
338 
339 
340 
344 
342 
343 

2
9
0
 

n
o
 

Jie 
DO 34 Jat, NOSIFSET 
IxCS) 
DO 29 [=2,NOENTRYCJ) 
TFECEDATACT Ted )mEDATACT eT =1 9d) 040750 
Jissiet 
GO TN 290 

BO UX aIK CI 44 
TOATAC3,IXCJ) ed 2U4 
3434 
TDATACT £ SXCI) pI ETDATACT (Te 4 od) 

29 CONTINUE 
IXCID EIKO ET 
IDATAC3,SXCJ) 2d) BNF 
jist 
TDATAC1, IX CI) pdDSTDATACT (NOENTRYCJ) pd? 

34 CONTINUE 

  

OUTPUT SECTION 

JORTIANXNIN 
34 FORMATCI5,106¢1K#)) 

WRITEC3£34) JO 
36 FORMATCAH+ 1 09X/1 HCD Set He eT Se1H) eae!) 
35 LINEC1) LINE C2) =RLANK 

CALL FMOVECLINECT) (LENEC3) 652) 
00 37 J=4,5 
JACI) 80 

37 gMKR(J)=4 

  

ABSCISSAE CONTROL LOOP 

SOLON HIN 
NUINESI02 
TFCTLINE,£Q.1) NLINESNOLINES 
DM G6 JQQ=4 NLINE 
Lxso 
Jazsaastin4 
TECMORCIQ,4099 1940019 
TFCJQ9=1) 044960 
JOLSIQL+IMD 

419 NUR 
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PROGRAM: GOODS 

346 
365 
346 
347 
348 
349 
350 

351 
352 

353 
356 
355 
3546 
357 
358 
359 

360 
364 
362 

382 
383 
384 

385 

47 

42 

44 

48 

é PAGE NO, 10 

TFCTOF@4) 074000 

DATA SFERTES OUTPUT LOOP 

DO 39 Jat,no 
NKCI) 20 

OLECCTDATACT + IMKROID 05) »NE JOD LOR. CIO6GT.IOATACT A IXC I) 0529) GO TO 3 
19 
NKCJ) 24 
LINE(I)=AST 
KeJACII=IACII ET 
IVETDATAC2, Ks J) +1 
LINE CAvy=PTCy) 
TFCMODCIN219)2) 41,0764 

TFCJURTT) 42,0¢42 
Nus2 
WRITEC3,67) LINE 
FORMAT (4H+, 4X, 10689) 
LINECIV)=RLANK 
TE(JV=1) 48,0068 

OLFC CI, EO.1) AND. CTSELPTLEQ,0)) WRITEC3¢30) EDATACT®JMKROG) 91D ¢ 
TIDATAC2,I#K2C1) 01) 
GO TO 4 

CALL SELFORMAT (NUS JVeJQL/ BLANK) 
TFCSVA1) 48, 0,48 
IXETDATACTSIMER OT) oT IONKMIN 
TECCS. £0.14), AND. CISELPT.EQ,0)) WRITECS/36) IXpIDATACZ+IMKR(1) 61) 
GO TO 4 

CALL SELTWO CNUs JV, BLANK) 
TFCJV91) 68,0,68 
TXSTDATACT,IMKR OV) ¢ T)=NXMIN 
TECCI,EQ,1), AND, CISELPT,EQ,0)) WRITEC3¢360) IX, IDATAC2,JMKR(1) 4,1) 

TLETDATACT,IMKRGI) 6d) 
SMKPCSDEIMKR CID OT 

TECIL=4) 3963900 
KeIACS IACI VA 
Sums0,0 

DO 469 TORKt,tL 

KeKe4 
IKSIDATAC2¢Ked) 
SUMESUM#TK 
IKSTKe4 - 

 



PROGRAM: GOODS 

386 
387 
388 
389 
390) 
394 
392 
393 
394 
395 
396 
397 
398 
399 
400 
404 
402 

403 
406 
405 
406 
407 
4OR 
409 
440 
414 
442 
413 
44a 
445 
416 
417 
4th 
419 
420 
424 
422 
423 
426 
425 
426 
427 

49 

39 

40. 

64 

62 

63 

54 

55 

52 

S41 

50 

LINECIK)=PT CS) 
WRITEC3,47) LINE 
LINE CTX) SRLANK 
JACID RK 
TAVENINTCSUM/IL#1) 
LINECTAV) =EMM 
WEITE(3,47) LINE 
LINE CT AV) =RLANK 
CONTINUE 

FUNCTION OUTPUT LOOP 

IFONF) 50,50,0 
TFCIQ=EMATACT  IXCTPDS) 6 1PNSI2070050 
TFECTPDS=NO41) 0466.0 
TECUKCIPDS)) 62,64,62 
LF CJQ=TDATACT ,IMKR (IPDS) »TPDS) 50,63 450 
TFCJQ-INATACTeIMKRCIPDSI@1/IPDS)) 50e0¢50 
SMERCTPDS) SIMKR (IPDS) =4 
iret 
DO 541 INS1,NE 
TYSTEUNCCIMEROCIPDS) , IND OT 
LINE CITY) SOT CINGS) 
TFCTOF=$4) 52,0052 
LINE (1) =AST 
LINE CTY) SPT CINGS) 
TFCMONCIO¢19)) 5340/53 
TFCJQ=01) 5600546 
WRITEC3,47) LINE 
LINE CT) LINE CTY) SRLANK 
GO TO 54 
CALL SELFORMATCNU, IY, JQL > BLANK) 
GO TO 51 
CALL SELTHOCNUPTY, BLANK) 
60 TO 54 

WRITE(3,67) LINE 

LINE CTY) =RLANK — 
CONTINUE 

  

OLFCCLORLEQL1) OR, CIPOS,EQ,NOS1) OR, CLK,EQ.1)) JMKRCIPOS) aJMKRCIPDS 
Vet 
TFCNU=2) 045570 
IFCJQ,£9,11) GO TO 55 

PAGE NO. "1
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428 
429 
430 

434 
432 
433 
434 
435 
436 

437 
G38 
439 
440 

444 
442 
443 
4b6 

44s 
446 
447 

4B 
449 

450 
454 
452 
455 
454 

455 
456 
457 
458 
459 
460 
464 

e
a
a
 

a 

74 

68 

57 

So 
45. 

55 

60 

59 

44 
100 

TFCMODC19/19)9 5640/56 
TFCMOHOPMY) 68,68,0 
00 71 T=1,NOHORMK 
LINF (THOR KCL) 44) = LORD 

LINE CV) EAST 
WRITECS, 74) JOL,LINE 
FORMAT(TS,106A4) 
69 10 59 
WRITEC3¢57) JOL 

FORMAT(TS,1H®) 
GO To 59 
WRITES, 45) 
FORMATCT «") 

CNECK FOR KORMK AND VRTMK 

TFCNOHORMK) 5945960 
DO 60 T21,NOHDRMK 

LINE CIMORNK (1) 41) 2LORD 
WRITEC(%,47) LINE 

LINECT) LINE (2) BLANK 
TFCNOVRTMK) 64,6446,0 

CALL FMOVE(LINECT) @LINEC3) 652) 
TEC SQ@TVRTMKCTVCHEK)) 4660064 
IVCNEK=IVCHEKS4 
LINE C1) LINE C2) =LABS 
CALL FMOVECLINE CT) (LINE C3) 54) 
WEITECS,47) LINE 
LINE (1) ¢LTINEC2)=BLANK 
CALL FMAVECLINECT) -LINEC3) 659) 
CONTINUE 
CONTINUE 
STOP 
END 
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PROGRAM? GOODS 

462 
463 
464 
465 
466 
467 
468 
469 
470 
474 
472 
473 
474 
475 
476 
477 
478 
479 

480 
4a 
48? 
4B3 
ABe 
485 
4R6 
487 
4aR 
480 
490 
494 
492 
493 
496 
495 
496 
497 
498 
499 
500 
504 
502 

503 

4 0 

we
 

SURROUTINE SCALECMINVL MAXVLe IIL, IV, IMNeTFSETsNEG) 
ODTMENSTON LTNEC1Q4) eTDATAC3S £10005) eTHORMK (16) ¢HORMK(1S) + 
TIVPTMK C16) /VRTMK C15) »DATARC3,10055) sNOENTRY(5) pFUNC(100¢5) ¢ TFUNCES 
200,5) 
COMMON LINE, TDATA + NO+NOHORMK ¢ THORMK ,HORMK ¢NOVRIMKe TVRTMK gS VRIMK 

ADATARS FING + TFUNCONF ¢NOENTRY 
THRNSO 

TOTP REMAXVL@MINVL 
TECIDIFFS509 07-059 
LFCTOLFF=20) 07002 
TURNS1 

INVL/10840 
T+20 

TECHAXVLATV) 07002 
AMULT?5.0 
CALL CHANIJSCLOLFSETsTOLEFeIMDe&47¢AMULT OTT) 
TFCIMD=2) 04440 
IMps2 

TFCNOVRTMK) 12412,0 
09 10 T=1/NOVRTMK 

IVATMKCT)ENINTC CYR TMK CT) 911) 95,0) 
TFCNOVRTME 194201200 
CALL TVRTRANK 
RETURN 
Tep=5 
IF CNOHORMK) 1321360 
DO 14 J=1,NOHORMK 
THORMK CJ) ENINTCCHORMK (J) 911) 95,0) 
g=0 
po 3 r21,14 
LINECID SLL edeNEG 
gess2 
RETURN 
IFCMANVL=50) 0,075 
TWRNST 
1t=0 
Iv=50 
AMULT#2.0 

CALL CHANJSCLOIFESETsIDIFFe IMD RIT +AMULT SII) 
TECTMD=2) 06640 
IMD=5 
TECNOVRTMK) 1844860 
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504 
505 
506 
507 
508 
509 
$19 
514 
512 
513 
514 
5415 

516 
S17 
SiR 
519 
520 
524 
522 
523 
524 
Ses 
526 
527 
528 
529 
530 
534 

532 
533 

534 
535 

536 
537 
538 
539 
Seo 
544 
542 
543 
544 

545 

21 
19 

4 

W
a
n
 

0M 19 LST ,NOVATMK 
TVPTMKCTYENTNTCCVRTMKCL) 9119 02,0) 
TECNOVRTMK=1)18/1840 
CALL TVRTRANK 
RETURN 
J20 
00 14 Tat+44 
LINE CT) St Te daNeG 
Jaded 
IMD=2 
TFCNOHORMK) 1574560 
DO 16 Jet +NOHORMK 
THOPMK CID ENINTCCHORMK CS) 9119 02,0) 
RETURN 
IFCMINYL=50) 12400 
Twane4 

Tr=50 
Ivst0n 

AMULTS2.0 
CALL CHANISCLCIFSET+IDIFFeIMDr&17eAMULT II) 
TECIMD=2) 06640 
IMDeS 

  

LF CNOVRTMKD 070024 
RETURN 

Ir=0 

Ivei00 

TECTWRN@4) 74007 
AMULT=1,0 
CALL CHANIJSCLOTFSET IDLER e IMD se B17 ,AMULT/ IT) 
TECIND=2) 0,80 
IvMp2i0 

TEC(TWaN=1) 22,0,22 
TFCNOVRTMK) 22422,0 
DO 23 1=1,NOVRTMK 
TVRTMK CT) ENTNTCVRTMK(T)) 
LECNOVRIMK@1) 2202260 
CALL IVRTRAMK Te 
RETURN 
Jao 
00 9 124/14 
LINE CT) SIT +J=NEG 
J2set0 
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566 RETURN 
547 END



PROGRAM: GOuDS 

545 
549 
550 
554 
552 
553 

554 
555 
556 
557 
558 
559 
560 
564 
562 
563 
564 
565 
566 
567 
568 
569 
570 
574 
s72 
Sr 
574 

w
n
s
 

SUBROUTINE SELFORMAT(NU, JV, JQ, BLANK) 
INTEGER RUANK 
DIMENSION LINE(106) 
COMMON LENE 
FORMAT C1H+, GX 10681) 
FORMATCT5 440644) 
FORMAT CSX¢406A1) 
GO TOO Gd eeu 
nse 
WRITEC3,2) JQsLINE 
LINE C1) LINF CIV) EBLANK 

RETURN 
LINE (1)=BLANK 
WRITECS,1) LINE 
LINF (Jv) =RLANK 
RETURN 
ENTRY SELTWOCNUrdVe BLANK) 
GO TO(0,5),NU i 
Nus2 
WRITEC3,3) LINE 

LINE(1) LINE CJV) =BLANK 
RETURN 
LINECT) SRL ANK 
WRITEC3,1) LINE 
LINE CIV) EBLANK 
RETURN 
END 
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PROGRAM: GOODS 

575 
576 
577 
578 
579 
580 
5at 
562 
5&3 
5k4 
585 
SHA 
587 
S8R 
589 

son 
594 
592 
593 
594 
595 
596 
597 
SOR 
599 
600 
601 
602 
603 
604 
605 

ue
 

40 
43 

SUBROUTINE EXPONENTCTMAX + TEXPNo Le Xe TFSET) 
ODIMENSTON LTNEC106) ,LDATAC 3, 10065), DATAR( 5010045), FUNC(10005 
VD TFUNC (10005) ¢VRTMKC15) cTVRTMK (46) pHORMKC 15) ¢ THORMK(16) ,NOENTRY(S 
2) 
COMMON LINE, LDATA.NO,NOHORMK,THORMK,HORMK ,NOVRTMK,IVRTMK,VRTMK, 

AOATAR,FINC, TFUNC,NE,NOENTRY, IPDS 

EXPNSALOGIOCTMAX) 
TEXPNSEXPN 
IFCEXON=TEXPN) 04061 
TEXPNSTEXPNO2 
60 10 5 
LEXPNSTEXPN=4 
X=10,0*#TEXPN 
DO A Jat, NO+TESET ; 
DO 6 T=1,NOFNTRYCHD 
DATARCL + Te JV SDATABCL ATs d)/X 
TPATACLr Ted ENINTCOATARC Le Ted)? 
TFCL#1) 7,047 
TFECNOVRTMK) 13713,0 
DO 9 1=4,NOVRTMK 
VRTMK CT) =VRTMK(T) /X 
TVR TMK CT) ENINTCVRTMK CLD) 
TEQNOVRIMK=4) 1361500 
CALL TVRTRANK 
GO TO 1% 
TFCNOHORMK) 1341540 
DO 10 T=t1,NOHORMK 
HORMKCT) SHOMMKCTD/X 
THORMK (1) SNINTCHORMK(T) 
RETURN 
END 
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606 
607 
608 
609 
610 
611 

612 
613 
64s 

615 
616 
617 
648 
619 
620 
621 
622 
623 
624 
625 
6246 
627 
628 

Nw
 

SURROUTINE CHANISCLOTFSETSIDIFFsL,*,AMULTs IT) 
DIMENSION LINECSOASTOATAC3,I000S)¢ {RORNe Cie MhWii es STYRENE GAS) 

TeVETMK C15) -PATARC3¢ 40065) ¢ FUNC( 10045) eT FUNC (100,5) eNOENTRY(5) 
COMMON LINEr TDATArNONOKORMKe THORMK » HORMKe NOVRTMK r LVRTMK eVRTMK > 

TDATAR, FUNC, TEUNC INF ¢NOENTRY, IPOS 
00 1 JateNO*TFSET 
DO 1 T=4,HOFNTRYCJ) 
TOATACLs Te SD BNINTCCDATAR (Le Ted) @ IT) #AMULT) 
TECEDATACL Tedd) Ontet 

INLFFSINIF RST 

    

RETURN 4 
CONTINUE 
TE(L#2) 2,0,2 
TFENF) 2 0 

     dO 3 NE 
po 3 + MOENTRYCTPOS) 
TFUNC CT + JDEMINTCCEUNC CIT od) @IE)PAMULT) 
TECTFUNCCTeJd)) 06303 
IDTERSIDIFF ST 
RETURN 4 
CONTINUE 
RETURN 
END 
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629 
630 
631 
632 
633 
636 
635 
636 
637 
638 
639 
640 
644 
642 
663 
646 
645 
646 
647 
648 
669 

an
 

SUBROUTINE TITLE 
DIMENSTON LINEC104) 
COMMON LINE 
COMMON /X/CENTRECI0) 
DATA TBLAMK/GH 
CALL NFFRUE C2; 30+ CENTRE) 
REANCT 64) MKeCLINECT) of et e772 e LENT 
FORMATCT4¢77A01/12) 
TFCTONT.FO,0) GO TO 4 
ICTRECRO-TCNTI/2 
WRITEC2,5) CLBLANKe T&1,TCTR) oCLINECT) oTRV eo TCNT HT) 
FORMAT(SOA1) 
TLETCTR+TCNT $4 
RFAD(2,5) CLINECT), 184,11) 
FORMAT (24X,80A9) 
WEITECS,2) CLINECT), 154,11) 
GO TO 6 
WRITEC3,2) CLINECT) 124-77) 
TF(MK,EQ,1) GO TO 3 
RETURN 
END 
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650 
654 
652 
653 
654 
655 
656 
657 
658 
659 
660 
661 
662 
663 
666 

SURROUTINE TVRTRANK 
ODIMENSION LINE( 1046) eLDATAC34190¢5) ¢ THORMK (16) eHORMK (15) oe LVETMK (16) 

1 AVRTME CIS) 
COMMON LINE, TDATA,NO,NOHORMKs THORMK ,HORMK ¢NOVRIMK p IVRTMK pVRTMK 
k=0 
DO 1 T#2eNOVRTMK 

TECTVRTMK CT @IVRTMKCT=9)) Tele 
KeK+4 
IVRTMK CK) STVRTMKCT 94) 
CONTINUE 
TECIVRIMKCNOVRTMK) @=TVRTMKCNOVRTMK=4)) 26200 
KEKe4 
IVRTMK CK) ETVRTMK CNOVRTMK) 
RETURN 
END 
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665 
666 
667 
668 
669 
670 
671 
672 
673 
674 
675 
676 

677 
678 
679 
680 

SUBROUTINE NYN FORMATCTMAX,TMIN,ITFIFLD) 
TFCTMAXK) 1,0,1 
TMAK35,0 
IFTFLNS3 
GU TO 2 
TNAX LOGSALOGTOCARSCTMAX)) 

STMAX LOG#3 
TF CTMIN.GF.O.0) RETURN 
THIN LOGSALOGIOC=TMIND 
TFCTMAX) 3,3,0 
TFCTMIN LOG+1,GT,TMAX LOG) TFIELD=TMIN LOG+4 
RETURN 
TFIELOSTMIN LOGS6 
RETURN 
END 
FINISH 
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1693 SUBROUTINE CONCARDCT1el2 rT 3elGrTSelOr lel Oe TP eT VOI eli eel i Sel tbe 
1694 4 145,146) 

1695 COMMON/CONTROL/NO NF eT PDS e IOF,/ ISETSCL+ISELPT/LORDr LABS s ISUPRZ+LOGK 
1696 TrLOGYOLNXOLNVeTFEMATe TLINES TXSCALE 
4697 NOHTY 
1698 NEET? 
1699 IPpSats 
4700 TOF=I4 
1701 ISETSCLETS 
1702 ISFLPT=16 
1703 Lor 7 

4704 LAR 
1705 TSUPR7519 
1706 LOGx=t10 
1707 LOGY=144 
1708 UNXsIt2 
1709 UNYSI13 
4710 TFMATSIVG 

1714 TLINF=115 
4712 UXSCALESI16 
4743 RETURN 
4716 END 
4745 FINISH


