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SUMMARY ._ 

The object of this investigation is to develop new strategies 

that minimise the maximum demand on the electric power system, and 

maximise plant utilisation, for ensembles of electroheat processes. 

Two classes of ensembles of similar on-off electroheat processes 

are thoroughly examined. The first ensemble is of magnitude ten or 

less, as when the processes are installed in a factory. The second 

is of large magnitude, as in domestic space and water heating. 

New strategies and important design criteria are presented for 

demand control of loads that are switched (a) deterministically, and 

(b) by thermostat. In the latter case, control decisions are based 

upon prediction of load by monitoring of past energy consumption and 

of process temperature states. 

New models are established to determine the statistical properties 

of the demand due to ensembles of similar two~position space heating 

processes. Results are applied to determine the penalty incurred, as a 

probability function, due to the demand exceeding a set level. These 

results are of particular value in assessing the economic viability of 

proposed space heating installations. 

The models are verified by digital simulation using pseudo-random 

numbers, and by sampling from known probability distributions; computer 

programs are presented. 

Switching characteristics are investigated experimentally for a 

number of similar thermostats, operating in turn within an environmental 

test chamber. 

Two criteria of demand optimisation are thoroughly analysed: 

1 The maintenance of a "minimum-comfort" level for space 

heating. 

2. Minimisation of the cost per unit product for a specific 

industrial electroheat process. A case is presented for 

control of the maximum demand by digital computer. 

A proportional plus integral controller is designed for continuous 

demand control of an electrothermal process. The system performance 

is simulated on an analogue computer,
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SHAPTER 1. 

INTRODUCTION. 

As the use of electricity for industrial and domestic 

purposes continues to expand, the efficient utilisation of electrical 

energy becomes of increasing importance both to the producer and the 

consumer, 

Current research into this problem includes the long-term 

planning of future energy requirements and the alleviation of the 

immediate demand upon the electricity supply. Heating load is 

anticipated from past records and by updated weather forecasting, 

and industrial consumers are encouraged to restrict their individual 

maximum demands. As a result, continuity of supply may be maintained 

except in abnormally cold weather conditions. 

Minimisation of the maximum demand due to process ensembles 

of finite magnitude is of importance to the industrial consumer, who 

may arrange his load to take maximum advantage of existing tariff 

rates. Area Electricity Boards will be interested in the application 

of a probability cost function to large process ensembles, whereby the 

economic consequences of uncontrolled load may be appraised, The 

evaluation in monetary terms of the penalty incurred when exceeding 

a given demand can then form a_ basis for assessing the viability 

of a proposed installation. 

The economics of demand control for any specific industrial 

project will need to be determined from operating experience, as the 

KWh per unit product are generally not independent of the production 

level. The application of electrical demand control is so widespread 

that it has been decided to concentrate in this thesis mainly upon 

on/off electroheat processes. However, mixed loads are also considered. 

Briefly, the objectives of the investigations described in 

the following chapters are: 

Te To develop an analytic basis for determining patterns of 

load behaviour for ensembles of two-position processes. 

ns To develop strategies for control of the demand due to 

these ensembles.



Bi To investigate a "minimum-comfort" criterionof optimisation 

for discontinuous temperature-control systems, and its 

effect upon the electrical demand. 

4. To analyse the economic considerations arising as a result 

of the implementation, of demand control. 

The course of the investigations presented in this report 

is displayed in the flowchart Fig, 1.1.
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CHAPTER 2, 

TARIFFS AND STRATEGIES FOR THE DEMAND CONTROL OF PROCESS ENSEMBLES 

WITH ON-OFF LOADS. 

Zooks INTRODUCTION. 

The purpose of this chapter is to introduce the problems 

involved in the demand control by computer of process’ ensembles 

with on-off loads; also methods proposed by the author for 

dealing with these problems. 

The computer will carry out a policy whereby the maximum 

demand on the operating system is minimised and the utilisation of 

plant equipment is maximised. These two conditions are in general 

compatible, with the particular exception where the maximum 

integrated demand is reduced by increasing the waiting time between 

successive cycles of the load, 

An outline of tariff structures formulated by the Central 

Electricity Generating Board and Area Boards is given, together with 

a review of attempts which have been made to minimise load penalties 

in the consumer industry. 

For the purpose of clarity, the term "indicated maximum 

demand" will be used to replace the term "maximum demand" quoted 

in current industrial electricity tariffs. 

This is obtained as follows: 

The instantaneous demand is integrated over a nominated 

period tj, (30 minutes in the United Kingdom), and over consecutive 

periods throughout the Electricity Authority's account month; for 

each period the KVA-hours are metered to give a KVA demand of 

KVA-hours x ot » the greatest value of which is taken as the "indicated 

maximum demand" for that month. However, alternative terms are 

available from different Area Boards- for example, in a tariff 

published by the Midlands Electricity Board,the maximum demand for 

the account month is taken as the greatest demand value within that 

month or the preceding eleven months, whichever is the greater.



Ze ELECTRICITY SUPPLY TARIFFS. 

The development of the electricity supply tariff structure 

in the United Kingdom since nationalisation of the industry has been 
it . 

reviewed by Sayers , so that it is now proposed only to survey the 

more recent developments. 

2a 2571 Bulk Supply Tariff. 

Electricity is purchased from the Central Electricity 

Generating Board by Area Boards(for resale to customers) under 

the terms. of a national Bulk Supply Tariff, in which there is a 

demand charge of the order of £10 per KW of defined national "average 

peak demand," 

Prior to the present structure, the national chargeable 

demand was defined as the average of the highest demands (summated 

for all Area Boards) set up in any one half-hour before 3lst December 

and in any one half-hour after 3lst December during the C.E.G.B. 

supply year terminating on the 3lst March. 

Under the revised structure’, the highest demands before 

and after 3lst December are again recorded to obtain an average 

peak demand, except that the times of recording are confined to 

"potential peak warning periods" in December and January. Readings 

are operative for charging purposes only if they occur in "potential 

peak periods" the aggregate of which does not exceed 50 hours a year. 

Demand charges payable by an Area Board consist of a 

"peaking capacity" charge per KW which reflects the cost of plant to 

meet short-term peaks, together with a "basic capacity" charge per 

KW, which is based upon plant cost to meet the winter load plateau 

(defined as 90% of the national average peak demand). 

Running rates are adjusted for day and night periods; also 

for peak periods during December and January. 

oon eo Industrial Maximum Demand Tariffs. 

Tariffs set up by Area Electricity Boards have been formed 

to reflect in practice the various cost-forming aspects of the pattern 

of electricity consume len. to bie 

Although considerable developments in electric space heating 

have taken place in the commercial and industrial fields, this demand



represents a relatively insignificant part of the industrial load, 

in which the main use of electricity is for motive power cr for 

electro-chemical or electro-thermal processes. On the other hand, 

it is the temperature- sensitive loads, of which space heating is 

foremost, that decide the day of peak demand. 

Maximum demand charges are normally formed as a high-priced 

primary block followed by a number of lower-priced blocks, each 

proportional to the maximum demand. A reduction in the tariff may 

be offered if the customer is willing for part of his plant to be 

treated as a sheddable load at short notice. 

The second part of the tariff is a flat rate charge for 

the energy consumed after payment of initial high-priced blocks of 

kilowatt-hours per KVA of maximum demand made in the month. The 

flat rate may be reduced for energy consumed between 11 p.m. and 

7 a.m. if the consumer makes a capital contribution to the extra 

metering equipment required. The payment made per KWh supplied 

in each month may be subject to a stipulated variation according to 

change in the cost of fuel used for the purpose of electricity 

supply in bulk by the C.E.G.B. 

Alternative Maximum Demand Tariffs for industrial supplies 

are available to the customer according to his load requirements; 

individual terms may be negotiated for supplies which have special 

load characteristics, e.g. when the supply is required exceptionally 

during the night compared with the day, or during the summer compared 

with the winter. 

23) DIVERSIFICATION OF CONSUMER LOAD. 

Owing to the diversity of consumer load requirements, it 

becomes uneconomic to supply generating or distribution plant 

capacity of magnitude approaching the total load connected to the 

electricity supply system. 

Broadly speaking, electrical energy has to be produced as 

demanded, and cannot be stored in significant amounts, Although 

peak loading during the day can be alleviated by the use of night 

storage heaters, no facility exists for transfer of seasonal load. 

Responsibility for the peak load problem during the winter 

months lies largely with unrestricted electric space heating, and



various tariff suggestions have been niade> for discouraging 

the further development of this load. ‘Tariffs aimed at shifting 

domestic consumption to off-peak periods may effect considerable 

savings to Electricity Boards which more than outweigh the extra 

metering charges, and may also represent saving to the consumer. 

High-capacity storage radiators have been developed for 

an eight-hour night charging period for domestic use, since day- 

time charging is no longer available for new customers. A White 

Meter tariff is offered by the Area Electricity Boards, in 

which the consumer's complete domestic supply is switched over to 

a cheap night rate during the restricted hours. 

For industrial consumers whose production load is necessarily 

confined to the day time, electricity charges may be reduced by 

adopting control strategies that minimise the maximum demand. 

As the size and complexity of process increases, demand 

control by computer becomes desirable. 

On-line computer controls for optimising process products 

in the face of parameter variations are fairly widespread in 

industry ae , However, the installation of a computer 

specifically to control the maximum demand must be justified by 

the savings thereby achievedin electricity and overall production 

costs. 

At the Steel, Peech and Tozer steel-making factory a 

digital computer is used predominantly for this purpose. 

The principles of this particular method of control, 

together with a number of maximum demand schemes currently in 

operation, are described briefly in section 2.4. 

2.4 STRATEGIES FOR LIMITATION OF MAXIMUM DEMAND, 

The choice of the maximum indicated demand level to 

which the load is restricted will be a major factor in the economics 

of any demand control scheme. 

Once the optimum target demand is determined for a given 

load, any subsequent increase in production schedules will necessitate 

a re-assessment of the situation.



Methods of containing the total load within the nominated 

value include: 

C1) Selective shedding of load, which, although serious where 

production is affected, in other cases may cause no more 

than temporary discomfort, e.g. in certain space heating 

applications. 

(2) Increase of waiting period before re-cycling the process, 
Although this measure effects a reduction in indicated 

maximum demand, a limiting feature is the resulting 

inefficiency of plant usage, 

(3) Staggering of incidence of the separate loads in a systematic 
manner. For a finite number of identical processes, the 

switching incidence of individual loads may be controlled 

closely by a master timer. 

240 Predictive Computer Control at Steel. Peech and Tozer. 

At Steel, Peech and Tozer, Rotherham, six 120-ton arc 

furnaces, each of rating 40 MVA, are used for steel-making and are 
currently controlled by a digital computer. The main task of the 
computer is to restrict the maximum demand to an economic level 

without incurring serious production loss. 

Engineering details of the application B59) 10; 11 will be 
confined to those which are necessary to outline the computer 

strategy. 

2.4.1.1 Melting and Refining Program and Computer Control of Power Input. 

The total charge of 120 tons of scrap is loaded into the furnace © 
from two large: baskets, The melting and refining program may be 
described by Fig, 2.1, which represents a typical power input program, 
The contents of the first basket are almost completely melted before 
the power is cut, and the second basket is then charged, after which 

power is restored and the melting process completed, There’ then 

follow two refining periods, before tapping of the charge and fettling 

of the furnace walls complete the cycle. 

Automatic control of the power input level was achieved 

initially by a‘ programmed controller, which effected given transformer 
tappings for pre-set times before on-load changing to new taps. 

The input was specified in terms of energy levels by counting pulses



from the furnace integrating KWh meters. 

This method of power control was superseded by the use of 

on-line digital computer, thus providing flexibility as a result of 

continuous monitoring. 

2.4.1.2 Computer Control of Maximum Demand. 

The maximum demand target level was obtained by plotting 

production loss curves and cost curves as functions of maximum 

demand for a model simulating the plant. The actual set value 

of maximum demand was a function of the total production level and, 

in fact, was assumed, for a given percentage loss of production, to 

be approximately proportional to the level of production. 

The computer control strategy adopted is illustrated in 

Fig. 25.2... 

If the maximum demand level P MW is assumed constant 

throughout the half-hour monitoring period, the energy consumed 

during this period is 7 aD x + MWh, represented by the 

straight line oh Thus P = i? The line OXY represents the 

locus of actual energy consumed through the period. 

Predictive control may be established in either of two ways, 

the energy being monitored at 5-second intervals: 

bia At the monitoring point X, AA represents the tangent to 

curve OXY, and a is the straight line joining X and the 

target point TS The condition XX'>> 0 shows that the 

proportion of the quota tS up to time OX" has been 

exceeded by the amount XX'. 

The difference between the slopes of AA and a gives the 

power shedding or permissible power increase in MW required 

to achieve the quota mo Increase of the energy consumption 

above a requires instant operation of the overload trip-out. 

(25) At each monitoring point the energy Eq consumed from time 

zero to t = OX" is measured; in the remaining time 30 -tan 

energy amount EQ See Ejis available before the quota is 

exceeded, where T!' = = - S, the term S being a safety margin. 

At the monitoring point the computer estimates that an energy 

EE will be consumed by the furnace shop in the remaining time 

ee ee Eo - E, %% O , corrective action must be taken
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so that the condition Eo ~ Ea = O is obtained by the time the 

monitoring period has been completed. 

Dig les Principles of Ordered Load Cutting and Restoration. 

Cuts were achieved on individual furnaces by reducing the 

supply transformer tapping to a point where the heat input from the 

arc balanced the heat losses. The first furnace to be cut was that 

one in the earliest stages of melting; if energy restoration were 

required, this was achieved in the reverse order to that for load 

cutting. ; 

A cut became necessary when E. —. En < 0, where FQ was 
Q 

the energy available from the quota e during the remainder of the 

© Bee CON oe ee - half-hour. However, the relation E C 

E, <{ 0 was modified to 

T,-S-E,-B, +f GO-t)< oo, (254) 

The function f£ (30 - t), which was taken as directly proportional to 

Q 

the remaining time 30-t, was introduced to restrict control action 

during the early part of the half-hour. 

During the time of a cut a restoration of power was- considered 

if» 

-S-E,_-E Dee. T, eet De. (252) 

The magnitude and time of the cut or restoration was computed 

so that the estimated energy E, in the remaining time 30-t was in the 
E 

zone defined by the inequalities (2.1) and (2.2). 

Load was inhibited from coming on within the last three minutes 

of the monitored period, when maximum demand limitation could not have 

been implemented in time to maintain the energy consumption at: or 

below T - S. 
P 

2.4.2 Maximum Demand Control Equipment. 

2.4.2.1 At Stewarts.and iiovuar 

At the Bromford works of Stewarts and Lloyds, Birmingham, 

England, equipment has been installed by Thorn Automation automatically 

to control two electrical furnaces so that a nominated maximum-demand 

level is not exceeded. 

The total load is divided into nine zones, each representing 

about 200 KW, which may be shed (or restored) sequentially to maintain 

the desired control.
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The principle of control is similar to that employed 

at Steel, Peech and Tozer: the total consumption up to time t 

after the commencement of the tariff period is monitored by pulses 

at 5-KWh intervals, so that the energy available in the remaining 

time 30-t may be evaluated by a counter by comparison with the 

pre-set maximum-demand value, 

A further counter, which is fed from a crystal 

oscillator and clock counter, provides a "periods-remaining" output 

every 90 seconds; a divider then divides the "remaining-energy" 

output by the "periods-remaining" output to give a "permissible" 

load. At the end of each 90-second sub-period the current "90-sec 

usage rate" is compared with the permissible load: the equipment 

is designed to initiate any load change in order to maintain the 
(energy consumed over the tariff period, indicated demand tariff period 

at or below the pre-set value. 

An interesting feature of this system is that the 

Midland Electricity Board not only supply the 5-KWh summing 

pulses, but also the 30-minute signal at the end of each monitored 

demand period. This signal resets the equipment so that the 

control of the furnace load is maintained over the exact accounting 

period used by the Board. 

Substantial savings in maximum-demand costs are claimed 

for the system as a result of installing this control equipment. 

Detadee At Alcan aiatrien si 

At the Rogerstone Works of Alcan Industries Limited, 

maximum~demand control equipment has been installed by Thorn 

Automation with the object of minimising maximum-demand penalties 

by maximum utilisation of the available energy. 

The principle of operation is as for the installation 

described in 2.4.2.1 , and the load may be reduced either manually 

or automatically, or increased under manual control, Digital 

displays are given of the maximum "permissible" load, "periods 

remaining", and the magnitude and direction of the load change 

required to achieve the desired maximum-demand control.
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e459 Staggering of Load by Ripple Control. 

as is a method of control of "Ripple control" 

electrical equipment by means of switching devices which respond 

to audio-frequency signals superimposed upon the 50 Hz supply, 

‘the conventional time switches being replaced by Ripple Control 

receivers. 

Investigations into Ripple control have been carried 

out at the Midlands Board Feckenham 275/66KV grid supply point, 

from which considerable industrial and domestic load is drawn, 

The arrangement of injection circuits at the Feckenham sub-station 

is shown in: Fig; 2.3. 

The injection equipment consists of synchronous 

motor-generator sets giving a signal frequency of 300 Hz, This 

signal is made up of an initiating pulse, which starts the synchronous 

motors in all the receivers, succeeded by coded follow-up pulses, 

selected combinations being used to actuate particular receivers as 

required, The receivers contain a resonant circuit tuned to 300 Hz, 

a synchronous motor-driven cam selector, and separately controlled 

load switches for independent control of off-peak space heating and 

water heating. 

Ripple control is claimed to be economically feasible® 

for the above two typesof load, in which the energy is not necessarily 

used immediately upon production. 

The advantage to Area Boards of replacing time switches 

by Ripple control receivers, responsive to different signals, is that 

a reduction in the maximum demand can be achieved by staggering of 

the storage heater load in cold spells. 

2. APPLICATION OF DEMAND CONTROL TO ON-OFF LOADS. 

A two-level generalised cyclic pattern for each process 

may be considered, for example, as in Fig. 2.4. 

It is not desirable to achieve demand control by 

increasing the waiting time t. significantly above the minimum value 

t ata? when the requirements of minimum maximum demand and maximum 

utilisation of generating plant will conflict. When the load is 

periodic, as for discontinuously-controlled electroheat systems, 

Cee =. t at Soe fa. et mere too te Ses ° ol 02 wnin P ° P q 

In Chapter 3 a control strategy of programmed switching
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is developed for minimising the maximum demand due to a small yy 

number of similar two-position processes, 

Chapter 4 deals with the case of demand control for a 

large number of on-off processes where the incidence of loads is 

assumed normally distributed, 

A strategy for control of the demand when the incidence 

of loads is random is presented in Chapter 7. 

2.6 SUMMARY . 

In this survey chapter electricity tariff structures 

relating to maximum demand are briefly reviewed, together with a 

number of demand control schemes currently in operation. 

An introduction is given to the problems encountered in 

minimising the maximum demand in the most economical manner, which 

for a varying load pattern are indeed formidable. 

If load shedding can be confined to one or two large loads, 

the task of demand control within each integrating half-hour period 

will be greatly simplified. Moreover, the accuracy of predicting 

future energy consumption may be improved significantly by curve 

fitting and extrapolation of the immediate past energy, leading to 

an improved quality of control.



CHAPTER 3, 

DEMAND CONTROL OF TWO-POSITION PROCESS 

ENSEMBLES OF FINITE MAGNITUDE. 

Oak INTRODUCTION, 

In this chapter, demand control is considered for a number 

of similar two-position processes of ten or less. A strategy is 

established for minimising the maximum demand by staggering of the 

loads in a systematic manner. 

Implementation of the policy depends upon closely-defined 

switching of each process. No load prediction is required as the 

incidence of loads is controlled by program. However, a back-up 

policy is described whereby the plant may be operated at reduced 

power if, during the integrating half-hour, monitoring of demand 

indicates that the target level will otherwise be exceeded. 

Since the switching is deterministic, this strategy cannot 

be applied to thermostatically-controlled processes. 

Se PATTERNS CONSIDERED AND CONTRAINTS IMPOSED. 

The specifications covered within this analysis are: 

ike The switching index m will be restricted to the values 

0 and 1l,8i.e.;.zero or full power, P. 

one The load pattern for each process is a repetitive rectangular 

wave with a duty cycle defined by: 

Ph = on time per cycle. 

¥. = off time per cycles 

ta = cycle.time: = t '2+.t., 
q nO P 

and average power m = t / Bae 

Ss The incidence of switching is deterministic. 

Gs The number of processes Q is given by 2 <Q Ss 10, 

All processes are identical in terms of m and m, and the 

power is the same for each process. 

6. The phasing of the loads is to be arranged so that the 

indicated maximum demand is minimised, and the load factor 

is maximised. 

18



19 

Oho ASSESSMENT OF LOAD DUE TO ENSEMBLE OF SIMILAR 

ON-OFF PROCESSES. 
  

A square wave pattern of amplitude E and period 2T, and 

switched on at t = O may be defined as: 

y- 8, rh stig (et 1) 2 i r = 0,2,4 - + -(3.1) 
web (t,o CE ee Cee 2) 

or 

yr=E{ u(t)-m(t - T)4 H(t. — 2)— ---{ (3.2) 

where the Heaviside unit step function 

H(t) #07 =< 0 \ 

= Les Co 0 . (3.3) 

The Laplace transform may be expressed as: 

L(t, s)=E f et ae es ----4 
s 

=E tanh % ST. (3.4) 
s 

For Q loads the overall transform is: 

Sys oe" ee), (3.5) 
Kean d 

where the transform x (T, »8) for the Kth process which is switched 

on at ae cime tes a, = 0 is obtained by the Heaviside's shifting theorem. 

To the author's knowledge,there is no known method available 

for obtaining the time function which has a minimum value if the 

overall transform is known. 

If we confine our attention to the time domain, we may sum 

individual load values at any time t on a digital computer using 

the relations: 

lst load. 

t/t. = an integer + a fraction F, 

Py = , 

Ry. 0,..m ie 

I e ss oO
 

IN
 

n
e
e
 

nth load. 

(t-(™m-1) & VY 
_~
, 

rs
 " an integer + a fraction FA 

0 = Fo re m 

Re Oe KT, ee 

where successive processes are staggered in time by a constant amount 

rg
 tl os
 

. 

 , and the nth load lags the first by (n- 1)Q&.
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However, the most promising approach is to study the 

change of load level at each discontinuity and hence build up a 

general formula for the overall load pattern. 

3.4 PHASING OF LOADS TO GIVE OPTIMAL OVERALL LOAD PATTERN. 

The optimal load pattern is defined as that which minimises 

the maximum demand and maximises the load factor. 

If the constant stagger is & (see Fig. 3.1), it is 

desired to find the optimum value a, and the resulting minimum 

value of maximum demand; also over what range of  's this 

minimum value may be maintained. 

We will consider first the simplest case m = % for Q 

either odd or even, followed by m= 2 coe m Q both integral 

and non-integral. 3 

A general analysis will be developed for m Q both integral 

and non-integral in the duty cycle range 0< m < Alig 

In this section the term "demand" refers to the instantaneous 

KW level, as distinct from the "indicated demand" already defined. 

Brot Cane of a = 4, ties t= % t 
o q 

The switching index is; 

m = 1, 0 < t <S ty 

m=0, bt ee ty 

and the duty cycle Ww 2s tS is identicalfor all processes. 
ws 

q 

If the first process is switched on at t = O, the nth 

process may be switched on at a time lagging the first process by 

(n- 1) & . For Q = 2, the maximum demand (MD) is minimised 

at the constant value of P, once the overall load pattern is 

established, by making @& = % ta = 4, where ty is normalised 

to have unity value. The criterion of maximum plant utilisation 

is also satisfied, since the load factor is unity. 

Consideration of the overall pattern for Q processes leads 

to the following results: 

1 The mean value of the total power, taken over a complete 

load cycle, is constant and independent of the phasing of 

individual loads.
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An optimum phasing for minimum MD and maximum utilisation 

of generating plant is obtained by a uniform stagger Q , 

where: 

The average number of processses on at any time is m Q. 

For this phasing and mQ integral (Q even) the actual 

number will be the integer m Q;. for m Q non-integral the 

actual number will be either|m Q | or E Q | et old 

where [m Qjis the nearest integer < m Q. 

The optimal pattern LS: 

For Q even, Xo eas The overall KW are constant at 

Q P, and the load efctor is unity. 

2 
For Q odd, a= i. The overall KW follow a square 

wave pattern, switching between the two levels (Q_ +1) P, 

and (Q - 1) P, and the pulse width is 1. The load 

factor ts maximised at a value of Q an 
(OF scant 

The patterns for Q = 3 and Q = 4 are drawn in Fig. 3.1. 

For Q even, Kar 1 is the only value which produces the 

minimum MD of Q P. Q 

For Q odd, howeued: there will be a range of &€, 's, which 

will give the same minimum MD of (Q + 1) P and the same load 

factor. For example, Fig. 3.2 otitis the load patterns for 

Q = 3 and RM Sige et Se The maximum demand and the 

load factor are the ghar a for...) OLe Sam 1 , but different 

rates of switching between the maximum afd it eetanim levels are 

obtained. The complete range of 's for two-level switching 

with Q odd is defined by the condition that,at any instant, 

the number of individual load patterns overlapping must not 

exceed Q + 1 and not be less than Q -1; also the staggering 
Se ae. 2 , ; oe 

between succeeding loads must be uniform. 

For the simplest case m = % the range of ©&@'s for Q odd 

may be established by inspection of load patterns. Results 

are shown in Table 3.1.
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Minimum Stagger Maximum Stagger 
Q C% min OX max 

3 a 3 
4 4 

5 L 1 
6 4 

7 1 L 
8 6 

9 L 1 
10 8 

TABLE 3.1 

6:. : There are successive bands Qimax to Amin which will 

give two-level switching for m Q non-integral. The first band 

for Q=3 is from Q=1 to 3, the second band from & = 

11 to 13, and so-on. for 4 = 5-the first band is from 

4 O&K = iL es 1, the second from 3 to 5, and so on. 
6 4 8 8 

However, the first band only need be considered in each 

case as of practical interest. 

t 94,2 CASE OF nm H'2": fee. 4 ae “ 02% 
3 

m and m are as defined in section 3.4.1, and are identical 

for all processes, 

The cases to be considered here are: 

m Q integral (given by Q = 3, 6, 9) and 

m Q non-integral (Q = 2, 4, 5, 7, 8, 10). 

t will again be normalised to have unity value. 

The following results will apply: 

Le. The optimal pattern is: 

For mQ integral, Ky e aket the overall KW are constant 

at m QP. Q . 

For m Q non-integral, X, = 1; the overallKW will be a 

rectangular wave pattern switching Between the two levels 

( [me | *1) ? = Py and|n | P= P,. The value m Q may be 

expressed as an integer plus a fraction K,/ Ko: IEE 4 is the 

time of the overall pattern at level P; and t 2 is the time at 

24
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level Pos. then Lon ee and t af m2 S K,/K, 2 Ky 

ei ed 
Also tl 3 C2 og so that 

Q 

t Ket 
ml =< mS eS (Reo KR) te 

The; patterns for: <q = te ; n= 2 are drawn for Q = 3 
wend, — 

and: 4 in’ Eis 353% The pulseQ widths for 3 m Q non-integral in 

the range Q = 2 to 10 are shown in Table 3.2. 

  

  

      

Q rr "at sy na i C3 = = 

K c Cc c 2 ‘ ‘ Q 

2 L L L L 
3 6 3 2: 

4 2 1 - 1 
3 6 eZ 4 

5 L L 2 L 
3 15 15 5 

7 2 2 L L 
5 21 21 7 

8 L 1 1 a 
s ‘24 12 8 

10 2 L 1 L 
3 5 30 10 

TABLES a2 

2 For m Q integral, the total demand is minimised at a constant 

value m QP and the load factor is maximised. 

  

For m Q non-integral, the variation about the mean demand 

of m QP is Ae m QP and - (m QP - P,), and the load factor is again 

maximised. 

Ss For mQ integral, XK, = 1 is the only value which 

Q 
produces the minimum MD of m QP. 

For m Q non-integral, there will again be a range of Q's 
  

which will give the same minimum MD of P,, and also successive 

bands of stagger Qmax to OQ min over which switching is produced
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between the two levels Pi and Po. The range of  's to give two-level 

switching for m Q non-integral will be derived in the general analysis 

for O x m < 1 given in Section 3.4.3. 

In Rig. 3.4 are shown the overall patterns for Q = 4, m = = 
3 

with staggers A min = 2 and & max = 1. 
9 5 

As expected, the overall load pattern becomes asymmetrical as 

the value _ is either decreased to Q_, _ or increased to 
oO min 

A ,; though in each case the average power per cycle remains at 

m QP. 
max 

3.4.3 GENERAL ANALYSIS FOR  ,. AND OQ ,, WHEREO?m< 1 
  

The general analysis for 0 < m < 1 will be carried out for 

the more difficult case of m Q non-integral, and the theory extended 

to the case of m Q integral. 

We will again consider the optimum stagger % the effect 

of this choice of GQ upon the maximum demand, and the limiting values 

Kaas and ee beyond which two-level switching is no longer 
  

maintained. 

3.4.3.1 m_Q NON-INTEGRAL. 

lysi , Analysis for Kos: 

On average m Q processes will be on at any time, i.e. : there 

are either [m Qlor [= Q| + 1 on at any time, where| m Qlis the next 

integer < m Q. 

The two-level switching pattern given by Oe 5 t can 
a 

be spoiled in two ways: Q 

i-) By the fewest number of processes on at once being reduced 

from [in Q| to [m q| ee 

ii) By the largest number of processes on at once being increased 

fron[im Q| dO. [m a+ a 

In Fig. 3.5 the pattern represents Q processes switched on at 

intervals Q, = 1 (the value ce being normalised to unity value). 

Q 
. 

Let the processes be numbered 0, 1, 2, .ccesseccerecereeceresereeeQ = Ll. 

Case (i) occurs at point A, i.e. : t =O or t = 1, when one of the 

processes (process rs ) gets switched off at t = 1 as & is 

reduced below Ho: As m Q > 1 except in the most trivial case, 

A, < m and process number Q - 1 is on at t = 0. There is
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a 

no point in considering the case  (Q = 1) > - CXS 1 : 
Q-1 

  

since the pattern then becomes unsymmetrical in order of 

switching on (see Fig. 3.4). Yr represents the general number for 

any process, and tS is the smallest process number such that 

+ m ise, - -~mQ. re Ge it, Ase ro>l Mg ONsE 4. DQ m Q 

° 
Since m Q is not an integer, this is the same as r ie" 

og 

Q -[n Q| : and the smallest oe [= Q | . 

Now let us reduce OQ from oa to a smaller value such 

that process to is just being switched off at t = 1. This means 

reducing ( to a value such that Sho m = 1, giving 

C= X nin "tas = fon we ee eee ee Case (i) 

° Q - | ma Q (3.6) 

As CG is reduced below Xx 9? Case (ii) occurs at point C, 

when the process which is switched on just after t = m with value 

ee becomes switched on at t =m by reducing Q . This is 

  

process number r, where r > nm, ioe. e oe m or mQ 

so that r = [m Q] + Mee Ao 

Therefore if this process is switched on at t = m, the 

ini alue 7 beesuch that fr oe 
a a min rs - 

i.e. ie 

oa = M ee eee eee ee ee Case (ii) 

[m Q |+ 1 (3.7) 

The minimum permissible value of CM is therefore determined 

by which of cases (i) and (ii) occurs first if C is reduced below 

the value sae 

Thus Q&_. must be the greater of m and l ém é 
min Meo ae ae eT Se oo A ee ae 

[=] 3 q- [= 9] 
If these alternatives are called aie and Or 2, 

then > ree ek 
[= Ql+ 1 aL. al min 1 min 2, 

i.e. ra [ a ac eohecs [ =| -m ; 

Or: eae > 1.-hne, 

tie. * eta 0). > Poe, (3.8) 

where F (m Q) is the fractional part of m Q. 

As an example, 

Por. n 24°C #3) (mn -Q) = Lyk aes 2 
5 w

y
]
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hence ox min 2 oe min Ls 

For in = 2, Q= 7, F(mQ) =4 ; Lim mee 32, 
5 5 5 

hence Kg 1 md: Wt oe 
ne = } = m rt “ m = When m™ Re O87) Fi Q) 1 =m, and we min 1 min 2 

= a A 

8 

Form = +, all non-integral values of m Q will give 

XK minl = % min 2 

For cases where m is not a simple fraction, however, the 

easiest method of determining o4 ae is to evaluate aH 

and ms 
min 2 

larger of the two results. 

min 1 
for the particular value of m, and choose the 

ANALYSIS FOR sna 

As & is increased from oA oa the two-level pattern can 

be spoiled in two ways: 

(i) By the fewest number of processes on at once being reduced 

by; 

(ii) By the largest number of processes on at once being increased 

DVL. 

- Consider again Fig. 3.5. 

Case (i) occurs at point C, when the process r - 1 which is 

switched on just before t = m with value XC becomes switched on 

at t =m by increasing Cc ve 

Tha {r= 1): % 5M 

wr. 1 mQ, so that r - 1 =[mQ| ‘ 

If this process is switched on at t = m, the maximum value 

x i h es =m is Si such*that “(r= 11)*. of aS mM 5 

bgG AOS anh. a ----- ee eee Cage Ci); (3.9) 

cet QS 

Case (ii) occurs when process tO 8 T gets: switched off-at t.=.1, 

i.e: A= X where (r_ -1) A +m =1, 
max ° max 

ice: x = Tis ys a ee Case (ii) (3.10) 
max 2 er eee ee ee 

Eero ie 1
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Let the front edge of a load pattern be called F and the 

back edge B. 

The two-level pattern changes when an edge F of one load 

catches up with an edge B of another load as CG is increased 

from value ot rhis is condition (i) defined above. 

It may also be spoiled due to an edge B of one load catching 

up with an edge F of another load. This is condition (ii) defined 

above, 

A third possibility is due to an edge F of one load catching 

up with an edge F of another load (or to an edge B of one load 

catching up with an edge B of another load.) in this condition 

process Q - 1 will arrive in phase with process O at t = 1 when 

& is increased from o& o? ieee: aly a a 1, 

or 
A ee Be a Le Pine aaa ic ae eb qe Dg ees Vs ee | 

oy aoa 1 Case (iii) 

‘ Q-1 

(3.313 
X should then be taken as the least of CX ’ 

max ae max 1 

&% max 2. OX max 3 

Now re ee oe ee 
a oe if m (Qi [a Q| - 1)>(1 - m)/m a], 

max 1 max 2 

i.e, if mQ- [ia | i ae 

fe. 4hGr (mw Ocoee as 2 (37323 

where F (m Q) is the fractional part of mQ. 

Also 

OH nax 1 > “max 3° 18 @ (OQ 2*2) > Exel : 

i.e. ifmQ- [a Q| >n 

i.e. if Botm.Q).. Dy m.. 
: C343) 

Also 

% max 3>%max 2 if Q - [a |- Foe aa 3) ee 

deo SE Q-[ma]- 1 > Q-1-mQen, 
ite. A we. eS fe Ole hms 
hee 8 4E eG) Sn. (3.14) 

Therefore if F (mQ) > n, Oe joe 3% 
max 2, 

and ee should be taken as equal tom 2. 

a should be taken as equal tom. 
max xls



If F (mQ) =m, Baas ae Aas 2 2 Saas 3a 
Thus XX is only equal to & when it is also 

max 3 max 

equal to & aa t and A 9 9 $0 that A ax can be taken 

as the lesser of @& che iog and ne 2, 

iherefore. -K% bis is uniquely determined except in the case 

when the fractional part of m Q ae , and this case needs separate 

attention, 

SPECIAL CASE FOR Q | WHEN F (mQ) =m 
  

Examples are: 

we, 0 = Sion 9. 

tea 6 SS. 57. 

For all cases except Q = 3, a 2 %, the two-level pattern is 

spoiled when the last process Q - 1 is switched on at t = 1, where: 

CO. = 3) ct Oe OY ae = 1 ‘ (3.15) 
max max 

Q-1 

In this position the spoiling of the two-level pattern is 

  

accomplished not at t = 0 or 1 but in between, and will require a 

minimum of two switching points in the rangeO<t<l. 

max 
For example, with Q = 5, m = &, OX = %, and the two- 

% and %; for m = & it is spoiled level switching is spoiled at t= 

at t = % and % (see Fig. 3.6). 

The only exception to the rule is the particular case of 

Q = 3, m = 4, where the formula gives Oe. = %, In this case 

there is only one switching point for I % (at t = 4) in the 

range O < t <1, and the condition is not satisfied. Due to the 

small value of Q and the symmetry of load patterns given by m = %,y 

the two-level switching pattern is not disturbed until OX i is 

3 increased to a value of %. 

SUMMARY OF ANALYSIS FOR m Q NON-INTEGRAL. 

The results of the analysis for m Q non-integral may now be 

summarised as follows: 

dig The optimum value of Q is X Se oes 

2% Provided|m Q]is not less than 1 (the? most trivial case): 

a 
Fa 

Oo wt should - taken as the greater value of
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and 1 =m ; 

a- [nd 
aH should be taken as the lesser value of m 

max ——- i 

[m a] 
and 1 metas 

of q-2 
a: For F(m Q) =m, oo = 1 is identical to 

* max i-Gee 1 

the above two values for & z 
max 

The only exception to the above relationships for ON ae 

is for Q=3,m = 2 when Q ay 7 | % 

3.4.3.2 mQ INTEGRAL, 

The results of the general analysis of section 3.4.3.1 may now 

be extended to the case of m Q integral. 

If m Q is integral, oO ia = 1 since 

Rice 

> ie m 
[mq]-mo, 

Also # fe ets 

min 2 a OG 
Q (1 - m) 

: Since m is positive, Rots oe XK nin 1 for all ee: 

m Q integral. Taking the greater of the two values, AX aah te Q 

= OX =f the optimum value as expected. 

As far as & eae is concerned, a constant overall load is 

only maintained when, if CO is increased, the trailing edge of 

process r reaches t = 1 just as.the leading edge of process Q - l 

passes t = 1. This condition is satisfied by 

PO ete 26 - 1) >). piving 

A = m ™ L = & 

on Io(O she 2 Q 
  

oO 

There is, in fact, no latitude in the choice of Q for 

mQ integral, the only possible value for minimum constant total load 

being l. 

Q 

35.5 RESULTS OBTAINED FROM ANALYSIS OF 3.4. 

We may now examine the effect of the value of Q upon the 

parameters CQ _., and o& » and also determine the load factor 
min max :
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as. .a function: of QO. 

We will consider first m Q non-integral and then m Q integral. 

3.5.1 m_Q NON-INTEGRAL. 

Dependence of re t. and ee upon Q. 
  

Families of points may be plotted for CX ae and 

Lor.) < Q < 10 with fixed valuesof m. 

max 

  

  

  

  

For m= 5, & evi Che es may be found as follows: 

OX min CO max 

Q m oo value m ey 1 value 

Im q+ r/o - [m Q| selected fm Q] Q -[m al--alo 4 selected 

3 1/4 te 1/4 1/2 1/2 1/2 3/4 * 

5 1/6 1/6 1/6 1/4 1/4 1/4 1/4 

7 1/8 1/8 1/8 1/6 1/6 1/6 1/6 

9 1/10 1/ie2 }* 1716 1/8 1/8 1/8 1/8                   
  

* Exception to the rule. 

  

  

  

TABLE 3.3 

For m = 2, the results are: 

Si 

Cf min XH” max 

Q m Lin value m 1 He value 

fn g|+ 1 q-[m q| selected [nm Q| Q -|m Qj-1 — selected 

2 1/3 1/3 1/3 2/3 oO iL 2/3 

4 2/9 1/6 2/9 1/3 1/3 1/3 1/3 

5 1/6 1/6 1/6 2/9 1/3 1/4 2/9 

7 2/15 1/9 2/15 1/6 1/6 1/6 1/6 

8 1/9 1/9 1/9 2/15 1/6 1/7 2/15 

10 2/21 viz 2/21 1/9 1/9 1/9 1/9                   
TABLE 3.4 
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These results are shown in Fig 3.7; adjacent points cannot, of course, 

be joined, since only integral values of Q are realisable, However , 

if a zone were to be imagined with boundaries defined by ha and 

ot aes the range aoe: ot min’ over ses rapidly towards zero 

value as Q approaches 10. For Q => 10, therefore, a control policy 

for limitation of maximum demand with m Q patesral would not differ from 

that for m Q non-integral,. 

CHOICE OF &. 

  

The limits q hes Xe and Xo - le for two-level switching 

.to be maintained may be expressed in terms of of “ 

For example, form = “ the values of Oe - X a LA. a 

LR. - OF LON: are givén by: 

33.3% and 11.1 % respectively for Q=4 , 

16.7% and 6.67% respectively for Q=7, 

11.1% and 4.76% respectively for Q = 10 . 

However an essential requirement of the switching policy is 

complete symmetry of load patterns, so that once & has been set anywhere 

within the range to ; this value must be reproduced Be % ax Rin? P 
precisely for all succeeding processes. As a consequence ,deterministic 

switching at a value of & set by the second process is essential, 

The simplest switching policy to implement, therefore ,will be to 

set CX exactly to AK, for all processes after the first. 

DEPENDENCE OF LOAD FACTOR UPON Q. 

Provided two-level switching is maintained for m Q non-integral, 

the load factor is maximised in the range XK COLO i ca The load 
<2 max min ons 

factor is defined by _mQ and is evaluated below for m = % and 

[m q] eee 
= 2 for non-integral values of m Q in the range 2 < <10. 

3 
¥ 

m For =% bid load factor as a function of Q is: 

  

  

Q 3 5 7 9 

1% 2% 3% 4s; 

[m Q|+ 1 2 3 4 5 

Load factor% 50 G35.35) 372541 90             
  

TABLE 3.5 
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ok 
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O= amin. 

LI = allowable range of & for 
2-level switching when MGA Non-integral. 
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For m = 2 , the load factor is given by: 
3 

Q 2 4 5 Z 8 10 

_ 1 2, 1 2 1 2 
m Q ly 25 33 43 93 63 

[mq] +1 2 3 4 5 6 7 

Load factor % 66.7 88.9 “00.59 93,3 S80" (4952 

TABLE 3.6 

The load factor is plotted as a function of m and Qiin Fis. 13.8. 

As expected, the load factor increases with m3 for fixed m the 

trend of load factor is to increase with Q, individual values depending 

upon the fractional part of m Q. 

3.5.2 mQ INTEGRAL. 

Choice of © and Dependence of Load Factor upon Q. 

As shown in Section 3.4.3.2, for m Q integral, the only choice 

for Q& which leads to a minimum constant load is XK 5° This load has 

a value m QP and the load factor is 100%. 

Sel CONTROL STRATEGIES TO MINIMISE MAXIMUM DEMAND AND MAXIMISE 

PLANT UTILISATION. 

7 

3.6.1 Use of Computer to Implement Switching. 

A small on-line computer may be used for implementation of the 

switching strategy, where ® is set equal to Xo 

It must be emphasised that the control is essentially open-loop, 

in that the symmetry of the load pattern must be maintained by deter- 

ministic switching, . 

The function of the computer will be: 

lee To provide the master switching pulses controlling the power 

supplied to each process. 

whe To phase in processes at earlier times than dictated by the 

switching sequence without increasing the maximum load level. 

3% To provide a back-up predictive control to ensuxe that a 

nominated "indicated demand" level is never exceeded by accident, 
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2p 

3.6.2. Earlier Switching of Processes. 

The sequence requires process Q - 1 to commence at 

= (Q- Lt, » where there are Q processes numbered 0,1, Sehr 

ek . 

In practice one may not wish to accept this delay, and 

power to the last process may be switched on at a time one cycle 

earlier without altering the switching symmetry. 

A possible previous cycle of this process could commence 

theoretically at t = -(1 - Qe or, in practice, be switched 

on at t = 0 and switched off 2 at. =. (nm = (1 Q - 1) es 

The possibility also arises of switching on at t =% Svicckecs 

preceding the last, and accepting the first cycle to be only a 

portion of m before switch off, followed by the normal duty cycle. 

A process r which has to be re-introduced into service after repair 

or a power cut, must be switched on at the correct instant in order 

to maintain the switching symmetry when this extra load is placed 

on the supply. 

If the application allows the first cycle of process r to 

be of reduced width, this cycle will be defined by: 

to © 1) Q' 03s so Sas Se Se (i) —G.16) 

ee ae ee ae Ch) (3,99) 

Condition (i) defines the start of the first cycle (in practice at 

t = 0) and condition (ii) defines the finish. The second cycle will 
t 

then commence at t = r q , and so on. 

Q 

3.6.3 Back-Up Predictive Control. 
  

The principles of a computer back-up policy to ensure that the 

nominated level of indicated maximum demand is not exceeded are 

illustrated in’ Figs. 3:59 and 3.10% A curve of energy may be drawn 

to a base of time assuming a constant set demand of {an Q hp, where 

{nn ah is the nearest integer > m Q; this covers both cases of m Q 

integral and non-integral. The energy consumed up to time t with 

this set demand is {a m Q} P x t, and the target energy consumption by 

the end of the monitored period will be Sm m Q} Pix ty pee 

The energy Th consumed up to time t is sampled throughout ty, 

(say at times t = Ao» 20.5 3 ens her if KS t;).
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At each sampling instant the energy is compared with that which 

would have been used if the demand were maintained constant at {mQ} Pe 

Suppose in Fig. 3.10 that the predicted locus of Ty is given by 

the tangent XX at the sampling point previous to t. The locus must 

then be corrected so that the tangent X' X' at time t satisfies the 
° . yk pete s = : 

condition 8 TE &1 Ths where or, (t, t) x slope of T. at time t. 

Under normal operation the target energy will not be exceeded. 

If, however, load reduction becomes necessary, the relative phasing 

of the loads must not be changed. Limited nominated fluctuations in 

power level for individual processes may be tolerated, provided an 

adequate safety margin is included in setting the target energy value. 

Visual indication of "target" and "indicated" demand give 

warning as the target energy is approached, and automatic cut out is 

effected if this value is exceeded, 

3.6.4 Alternative Control Strategies, 
  

Subject to the restriction that all process load patterns 

must be the same, the following alternative methods of control are 

possible: 

1 Change of Q by integer values. 

2 Change of m by the same amount for each process, 

Bie Voltage control so that P changes by the same amount for 

each process, 

Suppose we have ten processes, each having the same m and ato, 

and the stagger is XK, a t,/lo. ‘If the tenth process is removed * 

as a result of demand control, the remaining nine may be switched to 

a cam system giving & - cas so that the maximum demand is again 

minimised, 

If it is required to re-energise the tenth process, we revert 

to the original stagger and phase this process into its original 

position in the switching sequence, 

Alternatively, the position occupied by an existing load may 

‘be taken ; at the same time this process is temporarily shut down 

before being re-phased in the position which the tenth process would 

normally occupy. The electrical power system will recognise no 

change in the load pattern, and unnecessary delay may be avoided in 

re-commissioning the tenth process.
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Thus the stagger & can always be maintained at its optimum 

value & - corresponding to the number of processes in service, when 

the maximum demand will be continually minimised. 

For ‘an ensemble of two-position processes, the ratio energy 

per er lsite mi OP’: Thus demand control can be effected by continuous 

control of m by the same amount for each process, which should prove 

easier than changing Q. 

If equal voltage control to all processes is applied in 

conjunction with equal variation of mt, it will be possibile both to 

supply the energy required and to maintain m Q integral, so that the 

power level is constant at m QP with Ke = t/Q. 

For m Q non-integral, the two-level load pattern with 

55, = t /Q has a maximum value ( [mq] + 1) P and a minimum 

[ m Q] Pe Thus the percentage ripple of load will be insignificant 

if m Q St, when demand control by equal variation of m alone will be 

adequate, 

3.6.5 ‘Application of Control Strategies. 
  

An application of deterministic switching is to bring a furnace 

to a required temperature by cyclic energising of a number of resistance 

heaters. The period and the phasing are so arranged that the maximum 

demand is minimised at a nominated value. 

Greater versatility of load control is available than when the 

heating is effected by a smaller number of continuously rated elements, 

especially when the energy requirements vary from day to day. 

Temperature control of individual processes within an ensemble 

cannot be applied owing to the symmetry requirements of the load pattern. 

However temperature control in an overall sense is possible, where the 

m of each process is adjusted by the same amount as the result of a 

closed-loop control, 

The above strategies for maximum demand limitation may be 

applicable when an on-off process ensemble represents the controllable 

part of a larger factory load.
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3.7 SUMMARY. 

A generalised policy for computer control of maximum demand has been 

established where the maximum number of similar two-position processes to 

be controlled is-of the order of ten. The load patterns arising from 

control of the demand have been thoroughly analysed. 

The principle of load staggering to minimise the maximum demand is, 

of course, well known. However this new work shows that, if Q is the 

number of processes and rs the cycle time: 

Le For mQ integral. 

The only choice for the stagger Q between successive loads which 

leads to a minimisation of the maximum demand is given by & = _g- 

Q 
2. For mQ non-integral. 
  

The above choice of & also results in a minimisation of the maximum 

demand. However, there is some latitude in the value of stagger which 

gives rise to this minimum maximum demand. Once chosen, the stagger is 

invariableand must be made equal for all processes succeeding the First; 

The simplest switching policy to adopt for all value of mQ, therefore, 

is to make Q® constant and equal to t,/Q. 

Where the process ensemble forms the controllable part of a. larger 

factory load, scope exists for continuous minimisation of the maximum 

demand, As loadsare shed due to the action of demand control, the stagger 

may be changed to the optimum value corresponding to the number of 

processes on load, at the same time maintaining a systematic pattern of 

incidence, 

Strategies for control of the demand due to this class of load are 

given in section 3.6.4; an application is described in section 3.6.5. 

These strategies will not be applicable where the switching sequence 

is random, as in situations where the load characteristics are thermo- 

statically-controlled. 

For large ensembles of processes the constraint of deterministic 

switching is not so severe, when the incidence of loads will be 

characterised by a distribution spread about a mean time.



CHAPTER 4. 
ene en ee 

DEMAND CONTROL IN LARGE ENSEMBLES OF TWO-POSITION PROCESSES. 

4.1 INTRODUCTION. 

A problem of current interest is when the number of 

processes becomes very large, such as off-peak water heating 

in utility supply areas. 

The strategy adopted here is to sectionalise the total load 

into large blocks of power, which are staggered relative to each 

other in a systematic manner to minimise the demand. The switching 

incidence of the members comprising any block will have a 

distribution about the mean position, e.g. the spread in the 

operation of time switches, 

This distribution has been assumed Normal. 

The dependence of the load fluctuation upon the switching 

pattern will be evaluated for a range of switching spreads and 

for a range of duty cycles. 

a2 PATTERNS CONSIDERED AND CONSTRAINTS IMPOSED, 

We will assume a large number Q, of similar two-position 

processes which are sectionalised into. Q blocks, each containing, 

say, 100 processes. Thus Q) =eLoo) Or 

The analysis of load demand will be subject to the 

following constraints: 

Le The switching index m will be restricted to the values 

of.0 and: 1, ise. zere or full. power Be 

47
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ais All processes have repetitive rectangular load patterns with 

the same values of cycle time eas the same m = tlk gs where 

og m1, and the same power P. 

‘The 100 members comprising a block will be assumed to be 

distributed normally about their mean position with a standard 

deviation equal to o- , The values of o~ in respect of switching 

on and switching off will be taken as equal. However, if necessary, 

the overall load pattern may be determined in a similar manner for 

unequal values of o- and for other distributions. 

4.3 ASSESSMENT OF LOAD PATTERN AS A FUNCTION OF TIME. 

In order to minimise the indicated M.D. and maximise the 

load factor, the mean positions of successive blocks of power will 

be staggered by ft: 
peed, 

a Q 

The 100 processes comprising a block will each be controlled 

by a time switch to operate nominally at the mean time specified 

for the block, but there will be a spread in the actual operating 

times. 

Fig. 4.1 has been drawn for the case Q = 4, m=2.to 2 
3 illustrate the switching sequence. 

The probability of a process being switched on anywhere 

in the range -GoO to+08 is 

Pi= fy (x) axe (4.1) 
Oey 

where x = time and y (x) is the probability density. 

The probability of a process being switched on in the time 

band t = Xo - Ky is 

Xo x) 

P (x) = ms f (x) dx adel (x) dx, (ho) 

where for a normal distribution with a shift in the x - axis 

Z. 
if 2 

£ (x) = ——— exp (- (x OD! COM) :), (4.3) 
o,/ 2 

in which), o- Foo variance and x =7) is the distribution midposition. 

Then pf x< ae ot So (x5) - F (x); (4.4) 
x 

- ak x”) where F (x) : oa (y) dy = 5 + erf = (4,5) 

3 1 > 2 and erfx = ———— exp (-y"/9)dy, (4.6) 
N20 oO
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erf (-x) = - erf (x), (4.7) 

erf 9° = 4%, 
(4.8) 

ii ci sa af I~ so that P JS x < x)= etx =) “ {gs - n (4.9) 

Oo: (og 

For example, if. Oo = 100 seconds and 7) = 300 seconds, the probability 

of a process being switched on between -1 minute and O minute of the 

mean is: 

erf 300 - 300 ~ erf 240 - 300 
100 P00. gen 

Thus for 100 processes the probable number lying in this band is 22.57, 

or a total of 45 symmetrically positioned about the mean and within 1 

minute of the mean, 

Let us consider a time displacement from the mean position 

equal to three standard deviations, The area under the probability 

density curve outside the +0 0 dimits is less than 6.3%. Then the 

lower limit of integration in equation (4.2) may be changed without 

serious’ error, fron’ = OO to - 3 6+. 4%". If processes commence to be 

switched on after time - 3 o@ , then the area under the probability 

density curve between -~ 3 o and any time t_ will give the probable 
1 

number of processes switched on between these times. The number on 

at time ty may be taken without serious error as the corresponding 

ordinate of the probability curve (Fig. 4.2), values of which are taken 

15, 16 and the amplitude scale multiplied by 100, from published tables 

If the time variable is stepped at regular intervals, the build-up of 

load between - 3 &@ and ty may therefore be constructed. 

Gs) Sisal: Overall Load Pattern Assuming No Statistical Spreads. 

The load pattern with no statistical spreads will be similar 

to that deduced in Chapter 3, 

Thus if the stagger between successive blocks is oF ds 

where a is normalised to unit value? For m Q integral, the tot 1 load 

is constant at m Q (100P). For m Q non-integral, the total load has a 

two-level pattern, of maximum value ( [= 9] + 1) 100P and minimum value 

[i | 100P. 

He. 2 Overall Load Pattern Assuming Normal Incidence of Loads 

per Block. 

The Q blocks again have a stagger between midpositions of
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Aa. 
Q 

The incidence of the 100 loads per block is assumed normally 

distributed within a range 3 o on either side of the mean starting 

position. The same distribution is assumed for switching off as 

for switching on. 

Fig. 4.1 (a) shows that from t = 0 to (or l1ltol +X) 
the overall load pattern just spans this region, and is then repetitive 
at intervals of. Gx. . Tn ‘this band some blocks will be completely on 

and some completely off, and for the remaining blocks the number of 

loads on will be given by the probability distribution curve. Where 

these distributions overlap they may be summed by the principle of 

superposition, the load pattern depending upon the ratio 2 On 

The condition for a block not being entirely on or off is chat the 

peak of the probability density "bell" is not more than 36. 

displaced to the left of t = 1 or to the right of t=1+ CQ 

For 3.0 < 1 only a small number of tells fall in this category, 

_ but as 3 0 > 1 more blocks of processes will be involved in switching. 
Ok 

4.4 MATHEMATICAL ANALYSIS OF LOAD PATTERN ASSUMING NORMAL 

INCIDENCE OF LOADS PER BLOCK. 

Fig. 4.3 shows the general case in which the Q blocks are 

Spacedeat a = 4. 

Q 
let the blocks be numbered 0, 1, 2°+ == 4-4 Rw + oe Oc- ae 

The rth block comes on at time rQ@ and goes off at rX +m. 

The on and off times of the mean positions are: 

  

  

ON OFF 

Block O 0 m 

Block 1 x ast a 

Block r Oe rag + m 

Block Q°= 1 F(@ ~"1 ot) -Co.— 4 + im         
  

TABLE 4.1 

_It is required to find which switching distributions fall within the 

band C commencing at t = 0 or l.
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We may assume that m +3 0 ly ees m <4 -453 037380 

that block number 0 does not appear twice in the range O S & i ee 

If we consider first the starts S:- 

By definition, block r = 0 and r = 1 are within the band & 

commencing at t = 0 and finishing at t =Q , 

For other blocks the criterion of falling within this band 

is whether catia 

Pk -3 0 < oe 
ic. ON r C1+p, where p=30 i Case (i) 

a x (4.10) 
The second criterion is derived at t = 1 at the beginning of 

the band &, and is whether 

mee + 8 ete TS 

i.es RO 1 - 3.6, OF E>: 0.=:p, 
Xa 

But R must be < Q- 1, 

so that 

Goel > R SSG op - see ee ee ee ee Case (ii) 
(4.11) 

  

As an example , if is 0.35 (see Section 4.5), 

OL F Sl 4+ 0.35, 1. er © = Oren tT. 

Mae 6.6.4. pos Q' = 0.35; se. there are no R's. 

If we now consider the finishes F:- 

1 the criterion is whether 

ih+raK +30 >1, 

ee Ro Li} 0 - m, 
CX 

tS 1k S eG a ee a ae ood tn ore iil Case(iii) 
a (4.12) 

ACG 

  

>
 
c
r
e
 

ct
 i 1+ Q_ the criterion is whether 

thin Sor YF 4 OC x 

i.e. te A oom + 3 ot 4 1, 
Ae, 

OR Me A wt ye al ee ig ee ae Case (iv) 

(4.13)   

For example, ifs Q .=:1 and m = O27, Pp 80.35", poe 

100 
then r > 30 - 0.35 

Lie. LT. = 30-and 315 
53135 i
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Suppose we take an example where 

Q’= 100, a = be, 

il and m 

From Case (i), 

0: Sir 22.5, “oine. ee Oat, 2, 
From Case (ii), : 

OG i ok > Oe 1.4, £6. k=O = 1 only, ox 95: 

only 4 of the 100 blocks start in the region t = 0 to & 

From Cases (iii) and (iv), the eriterion of blocks finishing in the 

region 0 to &% 

ig Fn 5 Sr eT Se 1,5 41 
x, ia 

i.e. 335 = noe ee Soe ee vy 

ive. (81,83 Cae < 95.8525 

fier rv 6°32, 33° 34,. 35. 

2 

only 4 of the 100 blocks finish in the region 0 to C( 

Clearly 4734 3\5 440,76) Se am 31 are not on at all in the period 

o- &% ? 

and r = 36, 37, 38 ------- 98 are on fully in the period 0 -Q 

Thus, of the 100 blocks, 63 are fully on and 29 are fully off, so that 

their total load may be easily summed. 

Then we need only consider in detail the other 8 blocks. 

Block: + = Gystartso at 6 O.er S 1 abate , 

Be = 2 eat tS 2X r= 99 at CEs = = OX 

Die. F453, 

1 ie PO 

2A toe See, 

99 is. & (t+. AK), 

‘where f (t) is the amplitude of the probability curve (Fig. 4.2). 

il Contribution from block r 

Contribution from block r 

" Contribution from block r 

Contribution from block r 

The contributions from the other 4 blocks may be found in a 

similar manner. 

Fig. 4.4 (a) shows the positions of blocks r = 32, 33, 34, 

35 relative to t = 1 for Q= 100, m= 2, 36 = 1.5. 
0° Os : 

32 is 100 - f (t+ 15), 

33 is 100 - f (t +1 ) 
3 

Contribution from block r 

iH Contribution from block r
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FIG.4.4 BLOCKS BEING SWITCHED. 

(A) Q=100, m=, 30/K= 1-5. (b)A=100, M=k, 36/K=1-5
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Z 
Contribution from block r = 34 is 100 - £ (t - 3 es 

2 
Contribution: from block © ="35 18) 100-— £.Gr 3 1D) 5 

since in the region t = 1 to l + these 4 blocks are in the stage of 

being switched off. 

=D APPLICATION OF THEORY TO OBTAIN OVERALL LOAD PATTERN. 

LE a = 24 hours, say, then MQ = 14.4 minutes for Q = 100, 

so that 3 o@ may reasonably be expected to have a value of less than 

X : unity (0.35 for 3 o = 5 minutes, for example). For Ze = 100 minutes, 

however, = 1 minute, so that larger 3 o- ratios may merit 
: ; i X : : consideration, It will be shown, however, that there is no point 

in considering values greater than 1.5, when the fluctuation in total 

load is virtually eliminated. 

The stagger between the mid-switching points of successive 

blocks (50% of the processes within a block on) is @& =t » and is 

taken as 1 minute for load summation purposes. By Q 

considering 3 -second intervals in the range 0 to & , the overall 

load pattern will be obtained for spreads given by: 

3: 80587, es Land 1 
_ 

A ' ES 
The cases to be considered are: m Q integral and m Q non-integral. 
  

4.5.1 Overall Load Pattern for m Q Integral. 
  

Initially we will consider m = %, Q = 100 (with 100 

processes per block) and to = 100 minutes. Consider a spread 

3 0=p=4. 

XK 
By applying the criteria 

OQxr < ltp, (4.14) 
Q-12R2 >Q-pP, (4.15) 
Lorre? <r Le + p+, (4.16) 

“A < s AX 
we obtain in theperiod t = KX tol+Q 

Blocks r = 0, 1 are switching on and blocks 75, 76 are 

switching off; the relative spacings are shown in EL. 4.0: 

BLOCKS Var 2. yah cs So 8 74 are not on at all (a total of 

fo2s 

Blocks r = 77, 78, 79 - ~ - - - -99 are fully on (a total of 23). 

The number of processes in the act of switching in the period 

t=1ltol+€& (or 0 to & ) may now be summed from Fig. 4.2 

as follows:
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Fig. 4.5(b) 

FIG. 4.5 BLOCKS BEING SWITCHED. 

(a) Q@=100, M=5,36/K=0°5. 
(b) Q=100, M=0-3, 36/M% =1-5. 

 



  

  

  

  

BLOCK NO. OF PROCESSES ON 
‘: 

t = Os 3 6 Ot a Ol Re OF 9G 

0 50 62. 372 81. 89 94 06, 98> 7.99.2. 100. L0G 

0 0 0 0 0 0-9 0 0 0 0 

75 50 352° 78° 19° 11 Tae 2 1 0 0 

16. 100 100: 100 .100 100° -100 100 *.100 100...100 100 

aie 200 200 200° 200° 200° 200 200: 200 200. * 200 200         

  

  

          

= t= <355 36 Riis 62. 6b GR pe oe ot BO. eas 

0 100 100 100 100 100 100 100 100 100 100 100 

1 1 2 4 7 le U8 e285. 30) Ok or, 

75 0 0 0 O 5 Of 0 0 0 0 0 

76 O9 og 985i. 96 95 89: 282 Neetu Odes 204 430 

200 

TABLE 4.2 

The statistically-determined load is therefore constant throughout &% 

Adding the: contributions due to the 23 blocks fully on, the total 

number of processes is constant at 200 + 23 x 100 = 2500, which is 

equal to 100 x m Q. 

As the spread is increased, more blocks will be in the partially- 

switched state over the period A 

For example, for m = 0.3, G* 100; A=: 1 minute and: 3 o- = 1.5, 

a total of 8 distributions need to be summed, giving a eeaaare 

number of processes on equal to 400. There will be 26 blocks 

fully on, giving a total number of 400 + 26 x 100 = 3000, which is 

again equal to 100 x m Q. The relative spacing of the blocks in the 

state of switching in the interval t = 1 to 1 + @ (100 minutes to 

101 minutes for the example taken) is shown in Fig. 4.5. 

Inspection of Fig. 4.5 shows that for every block switching 

on there is another block switching off with the same distribution, 

which gives rise to the constant total.
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This symmetry of switching can only be obtained when: 

The mid-switching points of the start of some blocks or the 

finish of some blocks coincide with either the point t = l 

or the point t = 1+, or are displaced from t = 1 by integral 

multiples of Q. 

We may now examine under what situation these conditions 

obtain: 

The start of any block r lags the commencement of block 

r = 0 by r@ and must therefore precede t = 1 by 1 -re@=(Q-1r)da,; 

where Q - r is integral. 

The finish of any block r lags the commencement of block 

Er > OF by tr Qe m. LOptaetinish Co,;commeldewl thts] boom Cee m= ie 

OFS r= .Q4- m Q, which is only integral for m Q integral. The finishes 

of all other blocks will be displaced from that of r by integral 

multiples Of. CXS 

For constant e and the same symmetrical on and off switching 

distributions the total load for m Q integral is constant irrespective 

of the spread, and equal to 100 x m Q% 

4.522 Overall Load Pattern for m Q Non-Integral. 

For m Q non-integral the distribution of blocks switching on and 

off is asymmetrical with respect to the points t = 1 and1lic. 

Furthermore, the blocks being switched on in the band & may be 

either odd or even, depending upon the value of m and upon the spread 

30e. 4 

a wo eee ls ey 7 
The loads have been summed for m = 3 3 3 3 for values of 

spread given by 3 o = 0, %, %, 1 andl%. The positions of the blocks 
OX 

being switched on relative to the period t = 1 to 1 + are shown in 

Fig. 4.4 for two of the above cases. 

Detailed calculations are shown below 

form = “ E The loads are summed throughout the period 

in: Tables 4:3 to. 4.6. 

For 3 6 = 1%, the fluctuation of total load about the mean 

value is foo" eiail to be observed with sufficient accuracy by readings 

taken from Fig. 4.2. For this value of spread, we may effect a 

numerical integration of the probability density function to obtain 

ordinates of the probability curve.
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We will again assume © = 60 seconds, Q = 100, and 

number of processes per block = 100. 

  

Detailed Calculations for n = ‘ 

Sr = 0 

eX 
ee creme 

Blocks being switched in period t = 1 tol+CA = 0, La 

Blocks ro 14, Tyee cesses ereeees ~.99 all on (86). 

Wioske. ¢ ALi 2y Se sess eee as rls ell ott 12), 

i 

ul “Distribution of r = 0 is f (t), where t is in seconds, and3 O07 = O. 

Distribution of r = 13 is 100 - f (t ~ 30). 

From t = 0 to 30 seconds, total load = 200 + 8600 = 8800. 

30 to 60 seconds, total load = 100 + 8600 = 8700. 

Load fluctuation = 100. 

From t 

3 Oe ey 

O 

Blocks Switched Distribution. 

r =0 f(t) for 3.0 = Lor secs, 
(Figs; A.27. 

Yo = (t= 60) 

r= 13 100 - £ (t - 30) 

yr =414, 6 yg cee PEER TF ie ars cheese oa eee On (86). 

Foe Dig iy ca agen wns avtasaeassgeayete BLT Off (CH), 

SUM OF LOADS. 

  

  

  

  

  

Block | 5 0a." 3 6 es ee aes ey a ey ay Fae 
- 

0 50 oot. 96 Ue 258598) Age. POD 300-100. 100% 200 

1 0 0 6-2 0 0 0 0 0 0 gh 

13 100 100 100. 100° +» 100; 6 160 '99""s 96. 89 72 50 

150 172. 489-196. 199 «300°. 199. 196 .- 189: “172° ag 

14 - 99 | 8600 Si 

8750 8772 8789 8796 8799 8800 8799 8796 8789 8772 8750       
 



  

  

  

  

          

  

  

  

  

  

    

Block t.=1338 BG 39 42 45 48 OL 54 57 60 
se 

0 100 100 100 100 100 100 100 100 100 100 

1 0 0 0 0 1 4 i: 28 50 

Ls 28 Lt 4 1 0 0 0 0 0 O 

128 tea 104 101 100 101 104 EL: E262 150 

14 - 99 8600 Se 

8728 S7LI 3704 = 3708 8700 8701 8704 CFL 0120-40750 

Load Fluctuation = 100. 

TABLES 453 

30. =% 
KX 

Blocks switched. Distribution, 

©: =-0 f 6E)= (36 =230- secs). 

r= £.-Ct-—. 60) 

ee as 100 - f (t = 30) 

eas AD, cs 5a asa eeee ee oes oo ahd, On (EET. 

Pe Aap ae: + ee T EET Cabs a ceneke- G20 GfT- G14), 

SUM OF LOADS. 

Block t = Os 8 6 9 12 LS, 18 yHk 24 27 30 

18 

(@) 50 62 72) 81 89 93 96 98 99 99 100 

Ih 0 0 (@) 0 0 0 (0) 0 0 0 (@) 

33, 100 99 99 98 96 93 89 82 72, 62 50 

150 161 L/L S79 185 186 E85 180 E71 161150 

14 - 99 |} 8600 a 

S7507., 8761 S771. 8779: = 8/85 = 8786-8785." 8780. 8771. 8761-8750      
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Block ties 38 36 39 42 45 48 SL 54 57, 60 
. 

0 100 100 100 100 100 100 100 100 LOO: L00 

Li i 2, 4 7 Li 18 28 38 50 

L3 38 28 19 EE 7 4. Zi 1 eek 

139 129 Ze: TES didi tLe 120 129 39) 50 

14 - 99 8600 jo 

8739 87298 28721 6715 © 1B 7 Ve 7015526 82042 6729" 873983750 

Load: Fluctuation = 72. 

TABLE <4 24 

Bee sik 

A 

Blocks switched. Distribution. 

r=0 f(t}: o- = 60: secs.) 

re £f (t-- 60) 

r = 12 100 - f (t + 30) 

re=13 100 ~ £ (t - 30) 

r= 14 100 - f (t - 90) 

eH PoC TO. chee cus tai ehces eee ee ear On 185). 

5 ke 35. e °  ehig moe acess all OLf (10) 

SUM OF LOADS. 

Blocks | t-=0s 3 6 G2 eee 46 te. oe a 7 a 

Oe le se 245: 8750 §:/ 542258756 1267 a0. 6/57 8/5/22 01Dr* 8750: 8756-8755:.0/50 

Bea VP Ea eae ag 39 AD ee ae I gh eee 
+ 15 to 99 

(8500) 
8745 S744— 8743 8743 - 8/42° -8/44: 87/44. ° 8/44. 8747. 8/50 

Processes.       

Load Fluctuation = 

TABLE 4.5 

LS) °



  

3 or? i we Le 
XK 

Blocks Switched. Distribution. 

r =0 £7) 43" on: 90 secs). 

r=l1 £ (t - 60) 

r= 2 £ (tin 240) 

r = 99 £ (t + 60) 

ee Ie 100 - £ (t + 30) 

r= 13 100 - f£ (t - 30) 

r=14 100 - £ (t - 90) 

Sg. pan 4s or os VE cee PERT hab co ge tate Mee OR 404). 

OO ike a's ty ha 5 SoG oo Hh de 0s 99h ORT Se i I 

Sum of Loads (Switched Loads Summed by Computer Program, 

See Section bg Se2vl y 
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Blocks t = Os 5 6 9 TZ #5 18 2E 

o+i14+2 S500 875031. 8/505 226750723, 8750.4 8750748750. 426750; 5 

+99 + 12 

tse. te t=24§ 27 30 a3. 36 39 42 45 
+ 15 to 98 : 

(8400) 8750.2 8750.0 8749.8 8749.9 8749.8 8749.7 8749.6 8749.6 

Processes. 

t = 48s 5h ae by 60 

8749 262. 8749. 7... 8749 9: 8750.0'.8750.0     
  

Load Fluctuation = 0.8. 

TABLE 4.6 

Similar computations have been carried out for m = 1/8 (where the 

switching distribution is identical to that for m = 7/8.),2/3 and 1/3, 

with values of 30 =0, %, %, 1, 1%. 

X 

The overall load fluctuation over the period Q® is plotted for each 

case in Bigs. 4.6 to’ 4,8. 

For m= 4 and < the fluctuation is symmetrical about the mean value 

owing to the symmetrical switching distributions relative to the period
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Leto 1 + ot This does not apply tom = 1/3 and 2/3, however, 

(see Fig. 4.4), in which case the oscillation of load is asymmetric, 

The load fluctuation as a percentage of 100 m Q is given in Table 

4.7, and is plotted in Fig. 4.9 as a function of 3 o- 

values of m, 

incidence of switching is to improve the load factor; 

pronounced for small values of m. 

for constant 

For m Q non-integral, the effect of an increased spread in the 

this becomes 
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z 7/8 2/3 1/3 1/8 

100 m Q 8750 6667 3333 1250 
Ag. Load Fluctuation 100 100 100 100 

Fluctuation 1 Le teeS ID 330 8.0 

Oo 100 m Q 

Load Fluctuation 100 95 95 100 

1/4 Fluctuation % Eas L425 2685 &.0 

100 m Q 

Load Fluctuation 72 63 63 2. 

1/2 Fluctuation % 

100 m Q 0.823 0.945 1.89 5.76 

Load Fluctuation H5 14 14 ay 

1 Fluctuation % (OP ETAL Og? 1: 0.42 12, 

100 m Q 

1% Load Fluctuation 0.8 On7. Os 0.8 

Fluctuation % 0.01 0.01 0.02 0.06 

100 m Q 

“TABLE 4.7 

He eee. Numerical Integration of Probability Density Fluctuation, 
  

For m Q non-integral and 3 o = 1.5,the load fluctuation is too 
Xx 

small to be read with accuracy from the probability curve of Fig. 4225
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mQ non- integral 
  

    
LOAD FLUCTUATION -Y 
Te ee ae rane. ZO 

  

  

100M Q 

$ \ lig 

3 \ a 
= A \ 

Teo 

2   

  

                er 
  

FIG.4.9 PERCENTAGE LOAD FLUCTUATION AS A 

FUNCTION OF SWITCHING SPREAD.
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For the sampled values of time over the 60-second period & , 

the distributions due to the processes being switched have been summed 

by digital computer for Q = 100 with 10C processes per block, and 

Ls 2 er | | 
ec Bh ee 3. FS 

The probability values at the sampled points were obtained by 

numerical integration of the probability density function (Equation 

4.3, section 4,3), between t =-3 o (where the probability was assumed 

zero), and the point in question. Having obtained the probability 

ordinates for the first process being switched, the separate 

distributions were summed with the appropriate time displacements, 

The computer program (NUMINT), flowchart and input data are 

shown in Appendix A.1l. 

4.6. CONTROL STRATEGY TO MINIMISE MAXIMUM DEMAND AND MAXIMISE 

PLANT UTILISATION, 

For m Q integral, the total load is constant for a normal 

incidence of processes provided that one adheres to the switching 

policy described. For m Q non~integral, the worst case will be a 

two-level switching, with 3. © = 0, corresponding to the conditions 

shown in section 4.3.1. x 

Since the maximum demand charge is assessed on the greatest 

value of successive half-hourly integrated demands in a given accounting 

period, no advantage may be gained in attempting to position the overall 

load pattern relative to the monitoring intervals. 

If it is desired to decrease the demand, power reduction may be 

applied equally to all processes, Alternatively, individual processes 

or complete blocks of power may be taken temporarily out of commission; 

upon re-introduction into service, the processes comprising any block need 

be switched on only nominally at the mean switching position allocated 

to the block. 

A computer may be incorporated as an on-line control, whereby 

the integrated demand is inhibited from exceeding a nominated level, 

The control strategy will be basically similar to that described 

in section 3.6.3. Control decisions are made at a number of points 

within the integrating period, when the energy is compared with that 

consumed due to a constant load equal to the set demand. 

As before, the target energy is chosen to accommodate nominated



  

7 

variations of power. 

4.7 SUMMARY. 
In order to render the problem of demand control tractable to 

analysis, all loads are allocated the same m and the same cycle time 

Cs This approximation will be realistic only when the processes are 

similar and are subject to a common environment. 

This strategy may then be regarded as an extension of that 

described in Chapter 3 to the case where precise switching of individual 

processes is not possible. 

Analysis of the load patterns arising out of demand control for 

this class of loads yields the following results: 

Let the total number of similar on-off processes be split into 

Q equal blocks, and the mid-distribution points for each block be 

staggered sequentially by QM = res where 4 is the process cycle 

time. If the members comprisige a block are distributed normally 

about their mean position and the distributions are the same in respect 

of switching on and switching off, then: 

ie For mQ integral. 

The total load is constant irrespective of the distribution 

spread. 

2 For mQ non-integral. 
  

The load fluctuation can be symmetric or asymmetric about the 

mean value. An increased spread in the distribution of the 

switching incidence results in an improvement of load factor, 

the effect becoming more pronounced for small values of m. 

Thus when the number of processes to be controlled is large, 

precise switching of individual loads is unnecessary provided that a 

measure of control is maintained over the average position of the 

separate blocks.
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CHAPTER 5. 

DEMAND DISTRIBUTION FOR THERMOSTATICALLY- 

CONTROLLED TWO-POSITION PROCESS ENSEMBLES. 

Dm INTRODUCTION. 

An important class of processes contributing to the demand 

on the pewer system is that where the incidence of load is thermostatically- 

controlled, e.g. for space heating applications. 

The duty cycle will be dependent upon the ambient conditions 

and external disturbances, so that a range of values of m must be 

considered. 

A mathematical model is formulated which is representative 

of an ensemble of similar two-position processes operating under dynamic 

equilibrium cycling (d.e.c.) conditions. 

A statistical analysis is performed to establish a confidence 

level that a given value of indicated demand will not be exceeded. This 

is used to predict the frequency of the load correction required to 

restrict the maximum demand penalty to a specified amount. 

As a result of the analysis, a system design requirement is 

established for minimising the variance of the demand. 

$2 THERMOSTATICALLY-CONTROLLED THERMAL PROCESSES. 

Recent developments in continuous and discontinuous control of 

electrothermal processes are described in the literature ae he 

However, it is necessary briefly to introduce some of the more important 

performance characteristics, in that they affect the power and, in 

consequence, the electrical demand.
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It has, been Aiea" that many thermal processes may be 

represented by an electrical analogue consisting of at least one 

time constant and a transit delay. Fig. 5.1, for example,presents 

an analogue of one heater within a room subjected to two disturbances. 

G represents the gain of the heating apparatus in 26 and the manipulated 

variable m is a numeric representing the heater power dissipation (m = 1 

with full rated dissipation and m = O with heater disconnected). 

Control is achieved conventionally by sensing the temperature 

at the "location of particular interest" (l.p.i.), the thermostat 

closing the loop between the controlled variable © and the manipulated 

variable m. 

A block diagram representing the temperature control of an 

electrically-heated room by a thermostat with secondary-feedback 

deadspace compensation is shown in Fig. 5.2 (the parameters being 

defined in the "List of Symbols"). Fig. 5.3 gives a time-domain 

display of @ (t) and m(t) during the d.e.c. process. 

In dynamic equilibrium cycling the controlled variable 

alternates between the two exponential trajectories 

    

® (t) -o+rc { 1-exp(-t) | (5.3) 
mos Ty 

and 

@ 7 ie = 0 tO { exp ( iE ) ; (52) 

as it cycles between the limiting values P 9 and @ ; Ma min 
F is a numeric representing the thermal attenuation,the product 

F.G is the "runaway" temperature of the process when @ = 0, and the iy P P ‘ 

mode-dependent thermal time contant T (m) has value T, when heating 
A 

and ‘. when cooling. 

Displays of the d.e.c. characteristics of thermostatically- 

controlled heating processes have commonly shown oe; ois 

(i) The variation of t_ as a function of the command Q. for a 

steady-state disturbance o° 

(id) The variation of te as a function of 8, for a fixed command 

e.- 

These two displays, which are mirror images of each other, are 

shown in Fig. 5.4. m is also displayed in each case as a function 

of the command. (The switching index m (t) is + 1 or O, and 

mel fe: m (t),. dt = t ). 

= q ° | q 
c



  

delay 

    
             

thermostat. 

FIG.5.1 ELECTRICAL ANALOGUE - PROCESS CONSISTING OF 

HEATER WITHIN ROOM SUBJECTED TO TWO 

DISTURBANCES. 
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See List of Symbols for definition of terms. 

FIG.5.2 BLOCK DIAGRAM FOR THE THERMOSTATIC 

CONTROL OF ELECTRICALLY- HEATED ROOM. 
ti, 
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It may be shown that, for mode-independent processes, the 

period e attains its minimum value ‘ when the on—and of f- 

times are equal. In this condition the offset 2. ~ 0.is zero, 

_ where the d.e.c. mean temperature = di Ig Ct) 2 dt. 
: e . 

A convenient basis for comparing the d.e.c. characteristics 

of on-off electric space heating systems is to measure Ea at m = & 

3 and the amplitude of temperature oscillation 0, = @ - oe. 
D max min 

also the offset which arises at other values of m (see Chapter 7). 

5.3 STATISTICAL ANALYSIS OF LOAD. 
  

In this section the load will be analysed for an ensemble 

of n similar two-position processes, each member being controlled 

by a separate thermostat. 

After the cold-start, all the thermostats will settle down 

to dynamic equilibrium cycling. It will be assumed initially that 

all processes cycle with the same period x, and a value of m equal 

to %. In practice, m and =. will depend upon the room size and 

thermal capacity, the location and mechanical characteristics of 

the individual thermostat, and upon the external disturbance, 

5.3.1 PROBABILITY OF MORE THAN A GIVEN NUMBER OF PROCESSES BEING 

ON AT ANY TIME. 

  

The Binomial Probability Distribution P.. will give the chance 

of x processes out of an ensemble of size n being on at any time. 

Thus 

dp 4q 2 €5, 3) 

where x, =:0,713,-=-!- > =.— n 

and (x ) = Ln = nc ae 

fae 
in which we have a sequence of n independent Bernouilli trials and 

compute the probability of getting x successes. 

Pa uecknayi Mo 

(failure) 
= q, where p+q=l. 

Thus -orp:=eq..— a — 5, 

the chance of 1 process being on at any time is 

dC te! en ee
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the chance of 2 processes being on at any time is 

Py eC, (BY en. (em) x 2S, mn 
2 

La 
and the chance of n processes being on at any time is 

P ™ 2 e 

n 

The probability that the number of processes on at any time 

exceeds a value x, is 
1 n 

P{ x <x<n} = oe) pt gh ® (5.4) 
Sit ee 

For n small this expression may be evaluated directly without 

difficulty: 

For n large, however, the term (x) proves cumbersome. If np 

is of the order of 1, the Poisson theorem estimate may be used: 

Se Na - 71 er (x) pq ~ (np )* 

ES 
for x of the order of np. 

For the cases to be considered,however, npq > 1, when the 

expression for P {* qx & at may be approximated by a normal 

distribution centred about a mean np with a variance npq, and 

Pfxy <x <n} x a) (5.5) 

4 pq npq 

For m = % and n in the range 26 i 500,the probability 

  

P { 1S x< nf has been evaluated for x} = 55%, 60%, 65%, 70%. 

n 
The results are plotted in Fig. 5.5 as a family of curves, each for 

constant x,. 

n 

It should be noted that for n = 25 orsless the normal 

approximation (5.5) loses validity, and the exact expression (5.4) 

must be evaluated. 

Values of m = % and % have also been considered. 

For m = %, x, has been set at 80%, 85%, 90% and for m = %, x, has 
al 
n n 

been set at 30%, 35%, 40%. (Figs. 5.6 and 5.7). 

Tt will be seen from Figs. 5.5 to 5.7 that, fora. given m, 

the ratio xy for a constant probability P { x S x< n}becomes 

progressively smaller as n is increased, This is clearly illustrated 

in Fig. 5.8, where Fig. 5.5 is replotted as a family of curves, each
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FIG.5.8 RE-PLOT OF FIG.5.5 FOR 

CONSTANT VALUES OF PARAMETER n.



of constant n. 

Suppose that P i x <n} - 1%, gay.>. then ff 

this probability may be assumed the same at any instant, the condition 

x > x, would only occur for-one half-hour in every 50 hours. However, 

the distribution of this half-hour is not known. 

Dio oe PROBABILITY OF MORE THAN A GIVEN NUMBER OF PROCESSES 

BEING ON CONTINUOUSLY FOR AN INTERVAL I. 
  

For convenience of writing, the symbol re will be 
  

replaced by T for the remainder of this chapter and in chapter 6, and 

should not be confused with the symbol for time constant. 

The overall load pattern for an ensemble of n equal- 

amplitude rectangular waveforms, each of period T, will also be cyclic 

with period T. 

The probability that a process will be on continuously 

for time I will be zero for I >m TT, where m = to 

Ss 
To determine the probability that a process is on 

continuously for an interval <a 7 we may consider its load pattern 

to be stationary, upon which is super imposed a window of width I (see 

Fig. 5.9). The limiting condition is that the right-hand edge of 

the window coincides with the peint t = mT, so that mT - I points 

are conducive to a continuous load. As there are a possible T points 

in the complete ere the probability P [ process being on continuously 

t 
for interval r| eT dS pu. For n processes, the number x on 

during the interval I ee clos 9 tabled distributed with probability 

  

[ %on]= Gr =p) Maas ~ x 
(By (BE=1x L+P Oe wy ee 09.62 

T ( T 

The probability that more than x, processes will be 
1 

on continuously for a period I is 

- ae P{x<xsa} = 2 @ 3Gtat 41. pty” x: £5 349 
LE x= xX) 

provided that Lee oe 

This can be solved for large n as in equation (5.5) provided 

ne Gp ) Seeds 

Equation (5.7) is of the same form as (5.4), where p 

is replaced by p' and q by 1 - p'. The ordinates of Fig. 5.5 will 

therefore also give for p' = % the probability that more than x) of
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the total n processes will be on continuously for an interval I. 

5.4 EVALUATION OF EXPECTED VALUE AND VARIANCE OF INDICATED DEMAND. 

The expected value and the variance of the indicated demand 

D due to a single process will be determined; the analysis will then 

be extended to an ensemble of n independent processes, each having 

the same values of m, T and P.. 

The power P may be normalised to have unity value, 

If the integration is carried out from time =O oO 4; 

then indicated demand : 

D = (area under power/time curve in interval 0 to I)/T. 

A single process may be considered to start at time t = x te 

where x, can have any value between O and T with equal probability 

(see Fig. 5.10). The process pattern may be expressed as: 

£(t) = H(t - x.) - H(t -(x, +m7T) ) 
ROR Ee Rt TY) ge Ch) Ge + CL tom) )" ie (5g) 

where the Heaviside unit step function H (t) is defined in equation (3.3). 

Fig. 5.11 (which is drawn for ae 0) shows a plot of D against 

t for m = % and I = 1%, where the integrating interval I commences at 

time t. This, be course, gives the same result as starting I from time 

zero and varying Xe 

Rig. -o,12 1s\drawn simtlariy tor m = % and %, for the cases 

i. =tyand-1, 
T 

The following analysis will deal, firstly, with a median value 

of m = %, and then with the general case 0 <m < 1. The variance will 

be evaluated for a range of values of I for the cases m = % and 4 

which for the purpose of analysis will be considered as reasonable limits 

on m for a well-designed heating system. 

For convenience of writing, the variable x will be replaced 

by x for the remainder of this section. 

The expected value of D will be denoted by E (D) and the 
: 2 

Variance: by. ..07 7; 

The order of calculations is as follows:
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1. Calculation of E (D) and oO : for m = *% and Set, 

2% Extension of results for m = % to cover the ice 12 Tes 

3. Calculation of E (D) and o 7 for O0< m<1 and . I<¢l, 

4 Extension of results for m to cover the case 1. > ie 

iD 

Bis Ae EVALUATION OF E (D) AND VARIANCE ©& 4 for m = %, 

Initially we will consider m = %, Without loss of 

generality we can take the integrating interval I to be less than T, 

since for I >T we can deduce the result from that for I< T. For 

example, if I = 1.5 T we can deduce the result from I = 0.5 T since we 

are only adding a complete period to I. If any one process is equally 

likely to start at any time x in the interval 0 to T, the probability 

of a value within the interval (x, x + dx) is dx and the probability 

density 1. _ 
EL 

D is a function of x, and there are two cases to be considered, 

(i) when I>T and (ii) when I< T. 
2 2 

L Case (i). Suppose I >T, m= ¥, 
pace? es - 3 

D as a function of x depends upon the position of x in relation 

to T, 1, a (eee Fig. 5.13), 
2 

At. Ome ei. $c Tgthen D = T. 
2 27; 

te Tee Ty then, D0 = x4. 
2. 2 a 

; if ek 
If Tg xq i, then D= 1 “7 

2 e 

I 

; T 
lféIQ 2g T, then D= x - > : 

x 

(Since 1 >T and i<_T, 

} r 
then T Te eh 2S) 

20, > as 

D is plotted against x in Fig. 5.13 , 

If the probability density of x is P (x) and that of D is 

BAD), then: 2 Go Ge = P<). dD « - ee es (5.9) 

and P (D) = P (x), dx 
dD 

ap 3 dx , 
aD dD 

so that the probability distribution for D is
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P(D) éDye db ads (5.10) 
5 dD 

In order to obtain dx , the curve of D against x is replotted 

in Fig. 5.13 with x as ordinate’ and D as abscissa. 

E 
Then as x goes from 0 to T, D goes from T , down tol - 7 

and back again, on I 

dx is either + I or - I, or (I - >) §& (D) with the impilse function § 

fecated at ; : 

Dee we 
21 

Hence the probability distribution for D is 

Ee Le SEE eee eee 
z 2 21 2 21 

A property of the impulse or delta function © (D) is that 

Dy 
| f (D) 6(D - Ds) dD =f (Do) 

D : 1 it Dy me USF (5.11) 

(As a check that P (D) dD=1>:: 

fr? Mo-La-p+1a-n+a @-a-) 
T a ae 2 a ek a 

m2 Ve Bim 22 eel y, 
£ rE 

The probability density distribution of D is shown in Fig. 5.13, i.e. 

P (D) against D. 
2 

It is now easy to find E (D) = D and E(D - D) if 

Clearly from the symmetry of P (D), 

D = the average of 1 - T andT, 
2a 2D 

5. 

2 ae Foe cae 
Now variance 6 =E (D - D) =k. (Ds )4-) Dis. S 

je age (p*) = f? (D) D dD 

  
  

* f2a-pbO-a-D)a+/p wa-y O-» 
; 2 21 T 2 21 

kd 2 
aif 2 sy 2. aD 

1? T 
21 qT 

a ae Moe es (i) +P 21 
= 21 SS 21 TIS Jpeg 

21 

If we let r (r<1), ee 
21
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oye itis te Ft Gia + oe (eee ey) 
i 1 Se 

=1 (tin Br + 6x7 m Bris 
; 6r 

oo =1 Oe we bet at + 

6r 

2 
=.1 (2 ea @r -, 1) : F517) 
br 
  

: 2 
(As some check, when I =T, r = % and O =O). 

Case (ii) , 

Still for m = 4%, I<Tis the final case, The treatment is 

similar to, but easier than, -case (i) (see Fig. 5.14). 

g if’ 0 <2 6.4) then’ * tue 
I 

6 

tf I See 1, then D- = 0. 
z 

N
i
s
 

a 2 Sx Ci +235 then D = x - 
2 2, I 

So Se Lf 

The curves of D against x and x against D are plotted in Fig. 5.14. 

Again as in case (i), dx is either + I, - I, or (I - I) 5 (D), 
dD 2 

Hence probability distribution for D is 

P (D) a cree | Gaey 1) § () + (2 - 1) 6 (= 1) + ar], 
2 2 T 

The probability density distribution is shown in Fig. 5.14,and 

clearly D = %. (5,13) 

As before, E (p?) = fe (D) p* aD 

89 

-fp (rt - I) 5 (D) a+ fp ap ([ - I) & (@ - 1) 
ee T 2 

1 2 
+ 21D dD 55 

One 

© OAR oe Tol te 2k gk 
2 T T4935 

=5-1 4 

3T 

Zz 
: o 7 = yr -D 

30 

=~ 1, where r+ 7 irate (5.14) 

6r 21h 

(As a check, when I =0, r = CO and o 2 = %e 

This checks with the Binomial Distribution
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ar 

ere [pq with p = q = 3; 

when I = T , r = 1, and both equations (5,12) and (5.14) give 

  

2 2 
oO = 2%) 

2 

5.4.1.1 EXTENSION OF ANALYSIS FOR m = % and L> 1 
Li 

We may now extend the. results for I <1 to the case when 

ta. 
T 

Let us examine the case where I = 3T (see Fig. 5.15). 
2 

This is similar to the case where I = IT except that the power 

. ; 2 
is on £or’ “an - extra time: T. 

2 

If D is the demand when I = Ly 

then the demand when I = 3T is given DyeDx * + * D+’ 1,’ so that 

2 ————-_ —-_— 3 

  

ae 

4 ? 2 
we must find the mean and variance of D+1. 

3 
Reel BO Se 

i 7 one + — SS ot — = = + ~= = ee The mean is E GS 3 ) tS ait e Ls 

The variance of D + 1 is clearly the same as the variance of D, 

which is 1 e*,? : 3 

9 
Now when I = T , using either equation (5.12) or (5.443. 

r=1ando 2 = 1? so that 
1 2 

variance in the case when I = 3T is _O * dios 

2 9 108 

In general, 

ot Dd, is the demand with an integrating interval I); where 

O $1, Ti and D. is the demand with an integrating interval I) apetks 

  

Z 
1 then D, .D, x 1) + 20. ($515) 

I + T 

. 2 i PE hae ND I : 5 and variance of Dy = variance o 1 c. (2+) “0; I 
3 +t eter : 

(5.16) 
where o A is the variance of Di: 

ef 
All possible cases have now been dealt with for m = % for all values 

OF GE ys 
re 

2 — 

5.4.1.2. EVALUATION OF o form=% andOgI Ql. 
T 

‘ 

  

We may now evaluate o— : for values of I between O and 1 
ak
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as follows: 

    

  

  

  

  

        
  

  

mae pe Dae, 

case) 1S2.r=2) iy, o? = @- +) Gr 2 
: 2 2. D7 

bese(Wte ed. oe Pere Oe k > oe. 
: = a 6r 2 21 

I ES POSS O.Qige ste 00g BiG) Os5 Di ees s 0.84 Det © 0 

ropa 5. 5 5 5 Lee ie oS oe 
9 8 7 6 

2 : or |.0 tae i ae y ee ee 1 ieee 2 
Gapo 800° 2940. 35. T2880 20 60 60 

0 0.00268 0.01145 0.0276 0.0519 0.0833 0.1167 0.15 0.18330.2165 0.25 

Pa SZ: 
“ee ae =e 

Case (i) TABLE.. 5.1 Case (ii) 

The variance is plotted in Fig 5.16 as a function of I. 

(Also shown are the results for m = % and %, which are evaluated - in 

“section 5.422.2). 

Nast EVALUATION OF E (D) AND VARIANCE FOR m = % and 

The values of E (D) and o? for I < 1 may now be used 

to find the corresponding values for 1 > l. é 
ED 

For example, for I = 1.4, equations (5.15) and (5.16) may be 

applied, together with the known result x for 1 = 0.4. 

  

1 E 

Thus demand D De x80 AE OT O85 et 024 Dow, 
2h). BS ae ek 1 

Tear : 

Then mean = E(0.5 + 0.4 D,) — 0.5 + 0.4 on ee 
eG as VG 194, 2ah4 ec 

Variance = Variance of 0.4 D 

Te os. 
Vb Cee yd 
AE dt 49-60 105 

Having obtained the variance of the demand for I = 1.4, the variance 

for I = 2.4 may be obtained in the same manner = and so on. 

T 
on 

The mean of the demand for m = 4 is always % whatever the 

value of I. 

. 2 
Taking the values of OO from Table 5.1 for values of I 

T



from 0 to 1, the variance has been calcuiated for values of I up to 

3.0. 
io 

The results are shown in Table 5.2, and the variance plotted 

in Fig. 5,17 ese function: of 2%; (Also shown are the results 

for m = % and %, which are evaluated in Section 5.4.2.3), 

  

  

  

  

  

  

      
  

  

  

      
  

  
          
  

: al 142 1.3 1.4 1.5 

Variance 13 Pt 27 il 1 

7260 2160 3380 105 108 

0.00179 0.0051 0.008 0.00953 0.00927 

= 1.6 197 1.8 1.9 2.0 

Variance yi) 81 11 i O 

=p 960 17340 4860 21660 

0.00728 0.00466 0.00226 0.0006 0 

t aA 2.2 2.3 2.4 2.5 
dk 

L3 1 27 7 1 

Variance 2646 660 10580 2160 300 

0.000491 0.00152 0.00256 0.00325 0.00333 

rT 
T 2.6 at), ZG 2.9 3.0 

— . 

ie tuniog 7 81 ll is) 0 

a 2535 43740 11760 50460 

0.00277 0.00186 0.000936 0.000257 O 

Mean demand = % for all cases. 

TABLE «5 «2 

Saco Evaluation of E (D) and variance o- 2 for O<m il. 
  

os a 
Having dealt with the particular case of m = “3, we may consider 

oO Km €1. (For those interested, the following detailed calculations 

are included to justify the results shown in Fig. 5.17). 

25
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Again we can take the integrating interval I to be less than T, 

and the result for I > T can be deduced from that for I <i 

D is a function of x, and we must consider both m > % and 

m < %. 

The treatment will be similar to that for m = %, but there 

will now be a total of six cases to be considered: 

m >. 

Case (i). i? ut. 

Case iy, 1 << dekh 

Case (lit). "C1 - m) tT CF < mT. 

a. * 

Gabe (is. cS —Gn) 8, 

Gase- Gi) sian T, 

Case (iii), mT < I < (1 -m)T. 

3 
| 

V nv
’ Case (i). Ent . 

The position of x in relation to m T, 1, Tis shown in Fig. 5.18. 

If OXNx <I -mT, then D=mT. 
I 

Ifl-mT {€xK(1-m)T, thn D=L-x. 
¥ . 

if (=< m) PS x & 1, then D.- L= U1 2m) T =1-(l1-m)T, 
I I 

6.5 5 2m 9; then D=x-(1-m)T. 
T 

(Since ICT, then mT > L-G-mT ss 
I a 

The probability distribution for D is 

p(p) dD= dD | (I-mT) § MW-mT)+ (1 - (1-m) 7/60 - (1 
T I 

Cae ey oe ‘ 
rT 

Fig. 5.18 shows the probability density distribution, together with 

plots of D against x and x against D. 

Now E (D) = fP (D) D dD. 

12 (I1-n?t 5(-mT) @ 
- a hi bs 

+ fp (I- (1 - m) T) 6 @ -(1-(2 - ) 
t 
T) ) dD 
: 

nT 
\ eee 07 a 

nay a 
1+. <a) 5 

I
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FIG.5.18 PROBABILITY DENSITY DISTRIBUTION OF DEMAND. 

(m>4, 1>mT).
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(mt yo? + Che Um) tT) (1-1 - a) DD 
Te 39 I T i 

+1|(m Det Gh «ee 
T I Pe I : 

Ifr=mT ands = (l1-m)T, 

  

I 1D 

them PMY oe Gl obra (0) FL fet caey db g)oO 

Tt of T 

=I (r es =m", (56177 
T 

Now E (D*) =f P ©) p? aD 

si fe (I-mT) §(-m Dap + pp “1% we) 
rf. be 7: f 

S(D - (1'- (1 - m) Tye 

  

mT a 

+ I 23.0. aD 
bk T 

Hives, CL =m) = 

I 
ec ND) = os a 

oe enn Og Cr ee 
E I af 

= \S x 3 

var | (as -(l1-(i-m TI) 
stall a I 

=m (3 r° - eta 3 s)° as 
ST 

e* In! (oe. 2 oe 

5r 

en bre meee (lie ey 229 mtd (5.18) 
3r 

- 2, 

CAs a check, for. m'* %,: i =,1; 7%" S. = 4,,end Oe 0s 

= Ay 2 

for oe S,-T ay YS BPiandyeo. 3b 

L 12 

For m = 4, I = 0.8, r = S = 5 and * = 11). 

E. 8 960 

All results agree with those obtained from equation (5,12); 

m> &. Case (it). - 1 40 = m)t. 

The position of x in relation to mT, I, T is shown in 

Figs °5.19 

If0¢x <I, then D = I — x. 

If 1¢x¢ (1 - m) T, then D = 0. 

If Gy <a ae Te <i) t, then D = x‘- (1 - m) T. 

us
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M>>. Case(ii). I< (1-mM)T 

ae ree 
O | | 7 

z mT 

  

DA | a 

I+ (i-m)T 

  

(i-m)T 

    
  

7
 

oY
 

  

p(p)4 

§ Spikes 

  

        

FIG.5.19 PROBABILITY DENSITY DISTRIBUTION OF DEMAND. 

(m>g, L<(I-m)T).
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If I+ (1 -m) TEx <T, then D = 1, 

The probability distribution for D is 

Pp (Dp) dD = ap | ( (L-mT) - 1) 6 (D- 0) + (T- (1 + (1 - m).T) 9 CD - 1) 

eae 
The pregeh er density distribution and derivation are shown in 

Bic 5.19: 

E (D) "1 

cm
, 

B
I
 (Q-9 1-0 )8O) w+ fo@-a4T-RDSO-v 

a+ f- ae RM 

= Meise hor aren eras | 

=m 521.9") 

2 
E (D)-= fe Crem the) OP a t £2 (mT = I) 6 (D - 1) aD 

+ fet p* dD 
oO. 

nO em To 2+ 2b et 1 = 1) 
T 5.0 She, 

; a =m obve ne 
She 

=m (l1-m-1 ) ap (5.20) 
ST 

(As a check, for m = %, I = 0, r =99 and ee = % 
T 

For m = ets %, r = 1 and ar = i oN 

T 12 

mn >% Case (iii). (1 -m) T<I< mT. 
  

The position of x in relation tomT, I, T is shown in Fig.5.20. 

IfO<¢x ¢ ¢(1 - m) T, then D=I - x. 

I 

If (l-m) T€x< I, then D=1- (1 - m) T. 
I 
ett so mr, 

I 

  

Il ¢x<1+ (1 -™m) T, then D 

Tit +0 #m) TO x .g:7, then D #1, 

The probability distribution for D is 

PD) ep = av | T> Xen)? $0 - GU ter 3 
L I 

+@-G+Q- 1 6@-0 +2], 

The probability, density distribution and derivation are shown 

inners, 8.20.
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m>s. Case(iii) (I- mM)T <I < mT. 

| ee 

i 

D | 

I-(Hin)2     
    

  

§ spikes s 

  

      [8
 

  

I-(I- mM) T | D =F 

FIG.5.20 PROBABILITY DENSITY DISTRIBUTION OF DEMAND. 

Cm >$, (I-A) TS I< MT) 

o
Y
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E(D)=fp(-(-m) 1) 6@-@-G-) 1) w@ 

I 
+fo(r-G@+Q-m)7T)S(@-1) @ 

T 
+ Lor D dD 

T 

Ta (lid wm)? 
I 

=I (P65 = mh) THC aC mY DB) eT -. CF + Gy 7) 
T I 

~< 2 
+IQ1-/1-Q-m T f.-(g-22)' 
=I Q-s +2 -G+s)+1-G- 5) | 

T I 

eS =m (5.21) 
ee i 

BAP Dea eth nt TE Di CE eet) Pn 
T I 

a 
+ Mr (6 a) = )) B te Den 

L dD 

o
s
 

fe 

os 
oe 

p[r-a-Bn(r-g-ms)Per-a+0-H0 
T ae 

+2 rq) -(E2@=a@) tr) | 
3 I 

iia ag ee 8)" ) 

  

=<l-m 

3 

Sy ae ee dees 64 8)? ea 
3r 

= l-m 4 tee Gee Cee 9 st hoo) 

3r 

(As a check, for m = 3, = 4, r = S = 1 and Pee eS 

I
H
 

ne
r 

This completes all cases for m > 

m<%. Case (i). I> - Py 

The position of x in relation to mT, I, T is*shown in Fig. 5.21. 

If O¢x €1-mT, then D=mT. 
= c I 

If l -mT&x¢(1 -m)T, 
then D =I - x. 

iL
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if (15 my? Bx cc 1,sthen D9. 1 - (1. = h).T. 
I 

If lx <T, “ 

then D = x - (1 - m) T. 

I 

This distribution #% the same. as: for m >> % case (1). 

Sok OY Se (5.23) 

and ‘ok = Tm (3x7 - :* + (1 - s)? - 3mr). (5.24) 

3r 
  

mn < we Cape (It), Te 
  

The position of x in relation to m T, I, T is shown in Fig. Sidi s 

If eet a” then D« 5 is 

If Poe Pe a ts then D = 0. 

If T-mT<€x¢1+ (-m)T, 

then D = x - (1 - m) T. 
I 

Ifl+ (l-m) TE xT, then D = 1. 

This distribution is the same as for m > 4%, case (ii), 

See EN) © oo (5:95) 
2 

and. on = m mee). (5.26) 

sr 

Ke S Cae tiht): mPa sm) T. 

The position of x in relation to m T, I, T is shown in 

Fig.; 5.21. 

If OX<xK1-mT, thenD=m 

IfI-mT< x<7,°.. thes 0 = L.-.x- 

If 1¢x <(1 - m) T, then D= 0. 

If o>. mts x. C75 

hak Diente (em) T. 
I 

“The probability distribution for D is 

P (p) ap = ap [( (1 = By ten 1) 6 @ = 0) 
T 
+ -a1) 6-H +2], 

I 

The probability density distribution and derivation are shown in 

Fig. 552k 

Gy sf oe ee Pero ome ae Se eee 
T =e T I 

ff I 21D 4D 

fe) 

Hi
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FIG.5.2| 
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M<4. Case(i).T > (I-A)T 

(i 
      O oe eee inh “. 

Probability Density Distribution the same as in FIG. 5.18. 

met. Case (ii). T< MT. 

O | ihe T 
7 

‘Probability Density Distribution the sameas in FIG 5.19. 

  

      

m<t. case(iii). AT< I< (I A)T. | 

L~——(1-m) T-—> 

° WT a - 
: cn 

  
  

  
  

21 

t 
O m1 2 

7 
PROBABILITY DENSITY DISTRIBUTIONS OF DEMAND. 
(M<5,L>(I-M)T, L<MT, MT< TK (I> m)T). 

  >>. 
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T 
=o+ (1-7) @r)+1(as) 

ro r 

IC(1 - r) Shee 

a 

=m (5.27) 

  

BD) = fo (1-m T-1)) §de 
T | = 

9 cs S TE 2 

+ 72 (1-mT) §& (D-mT) dd +t bo 21 D° aD 
¥ I ae 

Ordo aty(aty +e Lfazry 
oa I 3° The 

-L (e? -14°) 
T 3 

oat (et wp ee 

T 3 

=n (30-5 = 3 mr). (5.28) 
3r 

(As a check for m = 3, I = %T, r = S = 1 and o7=1). 

| : : | 12 
This completes all cases for m < Be 

5.4.2.1 EXTENSION OF ANALYSIS FORO <m€1 andI > 1 
T 

  

We may now extend the results for 

1s 

L£ the demand is D for the case I = m T, then for the case 

< 1 to the case where 

I
H
 

r
j
e
 

I = (1 +m) T the demand is given by 

  

  

  

Dent +a DxmTt an 

(1 + m)T (1 + m)T (1°42) T 

Then Mean = a ae . m T a - 5 

(1 +m) T (1 + m)T 

© ms (5.29) 

The variance of DxmT i Mg 

. (1 + m)T (is TT 

is the same as the variance of DxmT 

St (1 +m)T 

= (——) ae (5.30) 

1+ @ 

_- = 
For exanple, withm=%;1°*T, Oo 1. 

2 12
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oe variance when I = 3T fof Br: Ge 7 = o* be 

3 9 108 

In general, 

Lf Dy is the demand with an integrating interval I), where OG qT 

< T and Dy is the demand with an integrating interval q +1, 

See ak (5.31) 
2 

dee ee 
1 

and variance of D, = variance of ( I, ) dD, ft I, ) Gen pe (5432) 

eta Se 1 
: I, oe I, +. 

where o~ is the variance of D,. 
I) di 

The variance may thus be evaluated for any value of I - iL 

from the value o- ¢ ror I. <i. 4 
‘ I — 

1 ay 

I
H
 

< it 5.4.2.2 EVALUATION OF oO ‘ for m = % and %, where o¢ 
  

2 ; = 
We may now evaluate O° for the particular values m = % and %. 

m= %. D = %. 

  

We apply the results for the three cases when m > %. 

Case (i). I>mT. 

  

  

  

  

          
  

r=mT, S=(1-~m)T, 
I I 

Cen Cr wt + Gs es ey 
Sr 

Case (ii). 1< (1 - m) T. oie Cf ecw 1 
3r 

Gase (iii). (1. - mm). T< I< mT. Cs.) > a (l + 38.4 Jar-= (1 & 8) )., 

3e 

Applying the above relations for discrete values of I, we have: 

a 

FAL (Oe 0.8% B7 ).0.6 40.5, 0:4 408 0-2 «0.1, 0 

pee 1 8S phe A Bat 1S PS ae 
6 16. 14 4 2 8 6 4 2 

De Spee a ee ee ee 
18 16°14 12 Ks 8 6 4 2 

o? 0" 207002 0.007 0.015 0.0272 0.0415 0.06 0.088 0.121 0.154 0.1875 

C en oe ae IX ae =) 

Case (i) Case (iii) Case (ii) 

TABLE 5.3
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Cases (i) and (iii) cross-check at I = 0.75 ( o? ee SD 
iL 432 

and cases (ii) and (iii) cross-check at IL = 0.25 ¢ os «= SJ. 
ik 48 

The variance is plotted in Fig. 5.16 as a function of I. 

am os i. 

m= %s Ds %, 

We apply the results for the three cases when m 5. 

Cage) 1S mt. ee, ee Oe: 
wb rE 

em fOr’ So 48 8) 8 els 
3r 

Ragen OL ns. a aL D>). 
ax 

Case (iii), mT< I< (1 - m) T. ot em Gr S yee 3 eR 

3x 

Applying the above relations for discrete values of I we have: 

Le 

I i" 6.9% O82 0.750 Ob Ore Ome Om BAO 8 
oh 

5 5 5 5 4 _ 5 5 5 

. % fo: th, te, ae 6 Gare oe 

beet eet WB Se Bee tee 
6 16 14 4 2 8 6 4 2 

2 0.0415 0.1875 

Oz 0 0.002 0.007 0.015 0.0272 0.06 0.088 0.121 0.154 

XS rN, fe Set uy 
WAT NG Vor 

Case (i) Case (iii) Case (ii)' 

TABLE 5.4. 

Cases (i) and (iii) cross-check at 1= 0.75 ( o? m3) 
tT 432 

Pai ay Boe 2 
and cases (ii) and (iii) cross check at 7 = Oren: Cari. “a5. 3S 

48 

The above results show that for a given value of = the 

variance o? of the demand for n= % has the same value as that 

for m = %. 

Fig. 5.12 has been drawn showing the demand as a function of 

x for m = % and & respectively, This shows that the demand variation 

about the mean value for m= % is of the same shape and has the same 

magnitude as that for m = %, but is displaced in time. 

In general, for a given value of I the values of o 7 

+ = = : Le i 
are the same for m and 1 -m , reaching a maximum at m = %.
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A rigorous proof of this statement necessitates differentiating 
: os 4 2 -— 

with respect to m the expressions for 6°, where 0X m S 1, and equating 

the derivatives to zero. 

We may consider equations (5.20) and (5.26), each of which are: 

2_- -2 1 (where K = T), 
Co eae ; 

subject to the conditions 

LSAi -"m) Ff; or KY 1 for’ m2 4%; 

l-m 

and 1€ mT, or i form < %, 
: m 

Thus if K is taken as equal to 10, a range of m from:0.1 to 0.9 

may be consideredusing the one equation. For K = 5 the relevant range of 

m is from 0.2 to 0.8. The equation remains valid for values of K not 

less than 2. 

In Fig. 5.22 the variance is plotted as a function of m for values 

of K equal -toel0, 5; 3° and: 2. Each curve exhibits a single maximum ac 
= By ee = 
m= %, and values of oO ° for m are equal to those for 1 - m. 

o? may be plotted against m for fixed values of K of interest, 
2 

in contrast to Fig. 5.17, where oO § is displayed as a function of 1 for 

constant m. Care must be taken to apply each individual equation fok 

o? only over the region of m for which it remains valid. 

For example, for K = 5,equations (5.20) and (5.26) are relevant 

for 1 & m< 4, when d( o& - = 0 gives m = & as the maximum variance. 
5 2 dm — 

(5.22) is relevant ‘for ~ g m< 1, 

(5.28) is relevant for 0 gm : 
3 

(5.18) is not relevant, since “for m > % the conditionm < 

A
l
e
 

is not realised with K > 2, 

(5.24) is not relevant, since for m € % the condition 1 -m el 

is not realised with K>2. , 

The equality of the variance values for any two values of m 

displaced equally above and below m = % may be verified from equations 

05,18)5(S..207,: to s23 dy. (5724); 65526), te 28) 

Thus if in equations (5.18), (5.20), (5.22), we replace m_ by 

1 -m, r by S, and S by r, we obtain equations (5.24), (5.26), (5,28) 

respectively, proving symmetry about m= % for a given value of K.
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FIG.5.22 DEMAND VARIANCE AS A FUNCTION 

m 

OF m FOR CONSTANT Ke=/IA.
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5.4.2.3 EVALUATION OF E (D) AND VARIANCE FORO ¢m <1 AND - > 1. 
  

  

The values of E (D) and o? for e<l may now be used to 

find the corresponding values for =21. Thus we apply equations 

(5.31) and (5.32), together with the known value os for < 1 

(Tables 5.3 and 5.4). t 

For example, for I = 1.4 and m = %, 

DoD, *. Og. O75 2 
Ts4:T 

and mean = 0.75 4 0.48 z m (Since D, =m = 0.75) 
1.4 TG 

=m 

Also variance = 0.4\" x .0= ‘ =4 4x 0.06 = 0.00489, 
1.4 1 49 

Using this result, the variance of the demand for = = 2.4 

may then be obtained in a similar manner, 

Taking values of os from Table 5.3, the variance has been 

calculated for m = % for values bs - up -£0,3.0. The results for m 

= } will be identical to those for m = %. 

The results are shown in Table 5.5 and the variance plotted 

InoPie oe 7 asa function: of =. 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

        
  

a gel: ey 13 TG 135 
T 

Variance 0.00128 0.00335 0.00471 0.00489 0.00462 

L 1,6 bes 1.8 1.9 220 
it 

Variance 0.00382 0.00254 0.00138 0.000446 0 

I 
T Beli 232 223 24 2.5 

Variance 0.00035 0.000996 0.0015 0.00167 0.00166 

oT: 
7 2.6 Za 2.8 2.9 3.0 

= —— 

Variance 0.00146 0.001 0.0005 0.00019 0 

TABLE 5.5 For M = %, mean = %, 
For ™ = %, mean = %,
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2 

5.4.3 USE OF MOMENT GENERATING FUNCTION?” 
  

Having obtained for one process the probability density 

P (D), the mean of D and the variance may be obtained alternatively 

to the method used by finding the moment generating function 

z (0%) = fr oe? a=Ra+er+e D+ Shih Se ee ) 

w by OE (B)b O71 BCD), + aint He dae 

(2. (5°33) 

where 9 is a dummy variable. 

If the moment generating function for one process is 

Bae) Quath OS 4 eae Sree + . (5.34) 

ce 
the mean of D will be given by d and the variance by 

2 
Ao e 

2 P 1 

For n processes,the moment generating function M may be 

raised to the nth power and expanded in terms of 0, the new coefficients 

of © and Qo” giving E (D) and E (p*) respectively. 

(2 
Taking , as the oe example ,the probability sage! 2s 

distribution of Fig. 5.14 for m = % and the case where L<s 

P(D) consists of spikes a ®(D) and a §(D- 1) at D=0 

and 1 respectively, joined by a horizontal cross-bar of height. b, 

ves Lat ee 
where a = 5 (5 - I) and b= “ri 

Since the probability, or total area under the probability 

density curve, is 1, then 2a + b= 1. 

  

li 

For one process the m.g.f. is M = f P (D) ee dD 65:35) 

= Ja §()e a0 +) Sips. 1.80 dd 

ce dD 
o 

=a (1+ é) tab it a i. 
8 

disgiuce a to8 oan Be - see Sash Cr Ga beet ats .o%,), 

[2 pe 
Then mean = coeff, of Q=a+b = %. 

2 lhaies 

E (D7) = coeff. of of =a+b. 
[2 3 

Then o? = —E (p*) - > =at+b- % 
a 

=l-b +b-%=%-b 
2 3 6 

= & = Lo) wheresr => Ty 
6r 21 
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agreeing with equation (5.14). 

The characteristic function E (eorny for one process is 

the same as the moment generating function with @ replaced by je. 

The characteristic function is determined by the probability density 

of the distribution; conversely, the distribution is determined 

uniquely by its characteristic function, the relationships existing 

153233; 
as Fourier transform pairs. ie 

To obtain the demand distribution for n independent processes 

we need to find [™ (je)]", and then the probability distribution 

of the demand y from the Fourier transform se [x (39)]" e 187 de, 

=-0O 
which appears intractable analytically. 

  

De DISTRIBUTION OF DEMAND, 

The distribution function of the demand due to one process, 

equal to » P (D)dD, will be obtained by integrating the 
-OO 

probability density, and will depend upon the ratio = 

Fig. 5.23 shows the probability distribution for the case 

m = % and I > = (oe = = %, the probability curve becomes 

a ramp with zero value at D = O and unity value at D = 1, and of 

mean value D= 4%, For : = 1, however, the distribution is located 

entirely at the midpoint D = % with zero variance, i.e. the most 

favourable distribution. 

The distribution function may be compared with the error 

function for the worst case m= 4%. We see that for = = 4%, 

Ones ee 0.29, and the area under the probability density 

curve bovveed D=OandD +o =0 5 i+ .Ovo9xc0.29 2 = O27/9); 

Then the probability of the demand being not mor’ 2han 0.29 above 

the mean is 0.79, compared with 0.5 + 0.341 = 0.841 for the error 

function. 

Thus for m = %, the probability of the demand being more 

than o- above the mean is optimistic by only 6% for = = % if a 

normal distribution is assumed. As the ratio = is increased in 

the range 3< = <1, the assumption of a normal distribution 

becomes conservative. This is clearly seen from the probability 

distribution curve shown in Fig. 5.23. 

If we have n similar independent processes, and the demand
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FIG. 5.23 PROBABILITY DISTRIBUTIONS OF DEMAND. 
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= ‘ Z 
due to each process has a mean value m and a variance o , then: 

the mean of the sum of the demands = nm (5.36) 

and the variance of the sum of the demands =n @ *, Garou), 

The mean of the distribution of means due to the several processes 

  

is nm = mn, : (5.38) 

and the variance of the mean value of the separate values is 
2: . 

wee a o e # (5.39) 

2 n 
n 

By the Central Limit theorem, as n increases towards infinity, 
  

the probability density distribution of the demands approaches normal. 

Thus the mean of the demands due to the n processes is normally 

i : aa Se ; 2 : 
distributed about the common mean m, with a variance _ 0 which 

a aaiees n 
approaches zero as n approaches infinity. 

Although for n finite we have not specified the probability 

distribution of the total demand, we nny establish values for the mean 

and variance from equations (5.36) and 5.37). In order to establish 

a confidence that a given demand will not be exceeded, the best approach 
: 

is to assume a normal distribution with these parameters. 

Deed MAXIMUM DEMAND PENALTY FOR AN ENSEMBLE OF n SIMILAR TWO- 

POSITION PROCESSES. 

By means of the standard normal distribution we may determine 

a suitable set level of maximum demand: 
u 

Pf ujguce,} oo le Byte") duy (5.40) 
uy 2 y 

  

Jax 
This gives the probability that u, chosen at random, has a value 

between uy and Uos 

where u = Observation x - mean value =x -nm (5.41) 

standard deviation rei 

Values of u are pub cia adhe 

For u = 1.0, 68% of the values of demand due to n processes lie in the 

is fi 2 
ao a0 n : 

For u = 1.96, 95% of the distribution of the demand lies in the range 

nm + 1.96N a a 

For u = 3.09, 99.8% of the distribution lies in the range n m + 3,09 

ae o 2



Example. 

We will determine the maximum demand penalty due to an 

ensemble of twenty similar 50 KW on-off industrial loads at unity 

power factor. 

The demand variation may be calculated for m = % and % 

for the case I/T = %. 

For m = 3, o? = 0.0833 for one process, when the ensemble 

demand for the limits corresponding to u lies in the range 

(10+ u 20 x 0.0833) 50 KW. 

For m = %, o = 0.0415 for one process, when the ensemble 

demand lies in the range (15 + ud20 x 0.0415) 50 KW. 

The upper limit of demand for given probabilities is plotted 

for each case in Fig. 5.24. 

Also shown are the corresponding monthly maximum demand 

charges, which have been evaluated for the Midlands Electricity Board 

tariff No. 7 (see section 8.2). As the demand charge per KVA does 

not change over the range of demands considered, both the demand and 

cost curves will have normal distributions. 

Suppose that T = 2I = 60 minutes and m= %. For u = 1.96, 

corresponding to the 95% limits, the demand will exceed 626 KW in 

% x 5% of 1440, or only 36 of tne 1440 integrating periods in the 

account month. 

The problem then arises of determining the economic demand 

level at which control action should be taken. The monthly demand 

penalty at a maximum demand of 626 KW is £520. This may be reduced 

to £500 by restricting the maximum demand to, say, 600 KW, but at 

the expense of lost production due to the increased control action. 

As shown in section a3, the demand penalty is doubly felt, since 

the tariff is so arranged that energy charges bear a portion of the 

charge due to the maximum demand. 

The assessment of the production worth is a matter for the 

individual project. The economic maximum demand setting ,as 

constrained by production requirements, is determined for a specific 

application in the first case study of section 8.5. 

5.6 PRACTICAL APPLICATION OF RESULTS. 

It has been shown that the maximum variance of the demand
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; wees ; = : for a given ratio 7 is obtained at m = 4; also that for minimisation 

of the demand variance, . should have an integer value, In practice, 

this ratio should be as high as possible, and preferably not less than 

unity. S 

Roots, Woods and Welle” have shown that for electric space 

heating processes switched by thermostat, m and T do not vary independently. 

T is a minimum at m = %, and will increase as m departs from this median 

value in either direction. If the system demand variance is to be 

minimised, therefore, T should ideally be less than I for the maximum 

value of m to be expected. Design methods for reducing T are discussed 

and analysed in Chapter 7. 

5.7 SUMMARY. 

If the incidence of processes is thermostatically-controlled 

a staggered start of blocks will be necessary, so that the maximum 

demand is determined by the steady~state load, and not the transient 

following a cold start. 

. In this chapter an analysis is presented of the statistical 

properties of the demand due to an ensemble of similar thermostatically- 

controlled processes operating under dynamic equilibrium cycling conditions. 

If the demand variance is reduced, a closer control of the maximum 

demand can be achieved. 

New work establishes the following important design requirement for 

minimising the variance cf the demand due to the above load: The ratio 

integrating interval/process cycle time should be an integer. Otherwise, 

the value of this ratio should be as high as possible, and preferably not 

less than unity. 

As the integrating interval has a fixed value, this shows that a 

rapid on/off sequence of load is desirable for reducing the demand variance, 

i.e. the period of the load should be minimised. Methods for achieving 

this object will be analysed in Chapter 7. It will be seen that the 

reduction in period also satisfies a "minimum-comfort" criterion of 

optimisation for discontinuously-controlled space heating systems in which 

the fluctuations of temperature are to be minimised, 

The probability distribution of the demand due to an ensemble of 

similar thermostatically-controlled loads is shown to be a function of m 

and of the ratio integrating interval/load period, Analysis demonstrates 

that a confidence in not exceeding a given demand will be obtained 

conservatively by assuming a Normal distribution with the same values of
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mean and variance as calculated for the actual dtettibution. 

The worth of the results of section 5.5 lies in the planning 

and costing of future projects requiring on-off loads of the type 

described. Knowing the likely demand costs and the energy charges, an 

economic assessment of the viability of each proposed installation may 

then by made, since each component of the tariff is referred to the 

maximum KVA demand. In determining the maximum demand penalty for a 

practical situation, curves such as those presented in Fig. 5.24 will 

be invaluable to the supply Authority. 

An applicationwhere minimum demand variance can be obtained 

is in pulse width modulation control of electric space heating systems. 

The ratio integrating period/process cycle time may be set by the 

designer to have a fixed integer value; control of the temperature 

is then achieved by continuous adjustment of the parameter m. 

The object of this chapter has been to explore the extent 

to which analytical techniques may be applied to describe the 

probability distribution of the demand due to thermostatically-controlled 

loads, In order to render the problem tractable to analysis, therefore, 

all processes were assumed to have the same m and the same value of 

cycle time. These restrictions are overcome by simulation techniques 

in Chapter 6.
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CHAPTER 6. 

DIGITAL SIMULATIONS ON MODELS OF DEMAND DUE TO AN ENSEMBLE OF 

THERMOSTATICALLY-CONTROLLED TWO-POSITION PROCESSES. 

  

  

6.1 INTRODUCTION. 

The demand model established in chapter 5 is verified by the 

use of pseudo-random number sequences drawn from published tables. 

A PDP-9 digital computer is employed for generating further random 

variates, and also for carrying out the simulation computations. 

By sampling from known theoretical distributions, the model 

is extended to take account of spreads in the parameters m and T, 

A simulation is then performed which yields realistic information 

of the statistical properties of the demand. 

Experimental work is carried out to estimate the spread in 

performance parameters for a random sample of thermostats manufactured 

to the same specification. 

  

6.2 PRINCIPLES OF SIMULATION BY GENERATION OF RANDOM VARIATES. 

A requirement often arises for generating a reproducible 

“yandom number" sequence for check calculations. Techniques have 

been developed for the generation of pseudo-random numbers in a 

Jae ar : : ; , Ae 25 026 
deterministic way for use in conjunction with a digital computer z 

The randomness of such sequences may be detected by subjection to 

; 2720 
statistical tests " :
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Comprehensive tables of random digits, which may be used in 

collections as approximations to uniform random variates, are 
29: 5-305 a also computer programs have been written for 

S235 

available 

the generation of pseudo-random numbers 

It is most desirable to sample random variates from empirical 

probability distributions for the system under consideration, However, 

in the absence of representative experimental data, it is necessary to 

sample from a theoretical probability distribution which adequately 

simulates the behaviour of the process. The accuracy of subsequent 

numerical calculations will depend upon the sample size. 

6.3 MEAN AND VARIANCE OF DEMAND OF ENSEMBLE IN TERMS OF VALUES 

DUE TO A SINGLE PROCESS. 
  

The “instantaneous demand" x for a cyclic load pattern, when 

averaged over an interval I = ty ah ty (see Fig. 6.1), will have a 

mean given by: 

  

a igs ee 22 (6.1) 
Srl ae tee 

1 2 

and a variance given by: 
= 2 

Var x = (average value of Re oo x 
2 2 

— *%, t, +, t, os i (6.2) 

t, + ty 

The results of the analysis of section 5.4 to determine the 

corresponding parameters for the "indicated demand" may now be 

checked by numerical simulations using pseudo-random numbers. 

6.3.1 MEAN AND VARIANCE OF INDICATED DEMAND DUE TO A SINGLE 

2 - POSITION PROCESS. 

We may read pseudo-random numbers into the computer line by 

line from published tables (or generate the sequence on the computer 

itself), to represent 1,000 events, say, of a single process with 

incidence X. The integrating interval I is measured commencing at 

time zero, and X is uniformly distributed in the range 0 to T 

(see Fig. 6.2). 

If the period T is normalised to unityvalue, then X lies in the
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range O gX< 1, so that an individual process coming on at X will go 

off at X +m. The “indicated demand" D due to an individual process 

depends upon m and upon whether X is less than, equal to, or greater 

than I/T, where I/T ¢1 (see Appendix A.2). 

In the following sections the term "demand" will be understood 

to mean "indicated demand", 

For 1,000 events of 1 process, 
  

mean value of D =D 

1000 1000 
a ihe = (6.3) 

e Se Pe Ps ae ir A» 
1000 n=1 10001 Nee Le 

where AL is the area under the load pattern in the interval O to I for 

the nth event. 

Also, expected value of p? = E (D7) 

  

1000 

= Too n“1 Di = : 9 oe (6.4) 

3 10001 ee ee 

and variance of demand = a, = E (0°) - at 6, 5) 

62342 MEAN AND VARIANCE OF DEMAND FOR AN ENSEMBLE-OF N INDEPENDENT 

SIMILAR 2-POSITION PROCESSES. 
  

If an installation consists of an ensemble of N similar processes 

with random incidence, a table of 1,000 random numbers will provide 1000 
“ 

groupings of the N processes. " 

Let the demand for the ensémble be W. 

We will- consider a value N = 20 for illustration. The question 

of the sample size required for given confidence levels will be 

subsequently investigated. 

For 50 groupings of 20 processes, 

mean value of demand W = W 
20 40 1000 

= 1 >) A + »> Neo ee oe ue ee at > A 

(2, te ak” n= 981 " 

= 20 x (D for 1000 events of 1 process). (6.6) | 

In general, for an ensemble of N similar independent processes, mean 

value of demand = N x D for 1 process. 

Now Var W ae 

= E[[o, +D,+t------ 4D, ,) = @, +2, +--+ Doo) | ‘| 

=E [[ - D,) + (D,- D,) terre ce + My - Boats % 

u 
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vt 
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Kk 
-e{t 224 (D, - 51° where k = 20 

] poe k k ea 

=f£ (De SD ot (DD) Dag 

ose : ey fe ‘aad >| 

k eet iy 

ews ip en 21 FO - 3 EO, - BY 

Le 4 

(since if x,» X, are independent variates, E (x; x5) = E (x,) E (x5) ) 

-k j 
a ae ; Var D, + 0, since E (D; - D;) = E (D;) -~£ (D,) 

=p- p= 0, where E (D,) = pe 

Thens if: Var De = o2 = 
D 2 

Var W for an ensemble of 20 similar independent processes = Bow 20 o% a 20p5s 
  

(6.8) 

where Ho is the 2nd moment of the population about the mean for a single 

process, and Hong is the corresponding figure for the ensemble, 

In general, for an ensemble of N similar independent processes, 

variance of demand = Nx variance of demand for 1 process, 

The above relations connecting W and D, and Var W and Var D 

respectively, were checked (see computer programs 1 and 2, Appendix A.2, 

and section 6.5). 

Taking a sample of 1,000 random everuaea, W was computed from 

the mean of 50 groupings, each of 20 independent processes. Var W 

was obtained from the relationship Var W = z| w’]- oa 

A further check was made for 500 groupings by generating 10,000 

pseudo-random numbers on the digital computer. 

6.4 CONFIDENCE LIMITS AS A FUNCTION OF SAMPLE SIZE. 

We must first determine a suitable sample size to obtain a 

high level of confidence in the demand computations. 

Confidence limits will be expressed for a uniform variate x 

in terms of the sample size drawn from the population. They will then 

be adapted to apply to calculations of the parameters characterising the 

demand. 

6.4.1 EFFECT OF SAMPLE SIZE OF VARIATE x UPON CONFIDENCE LIMITS. 

The standard error of the mean and the variance of a random
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sample drawn from the population may be investigated for different 

sample sizes of uncorrelated sets of random numbers. 

If a variate x is uniformly distributed in the range O to l, 

its probability density function is a rectangular pulse given by: 

echae gt for i 
> O elsewhere. 

The mean of this distribution is 

Exe [faeces 
Oo 

ony the variance is 

ie ) - E Go]? oF £(x) eA (4)? oe 

Consider a sample of size n, i.e. Maye aT eo Ae xo 

Then mean of the sample = x_ = 1 Ss a (6.9) 
25 g i 

n aes L 

re ey 
Variance of the sample = m, = £2 ome (x, = x.) F (616) 

eo 

Godel ak STANDARD ERROR OF MEAN OF THE SAMPLE. 

By the Central Limit theorem, the distribution of x, may be 

assumed to approach normal for large n, with mean yp and standard 

share (i.e. square root of the sampling variance) equal to 

a0 = 1: 

de fire 
population from which the random sample of n values is drawn, 

2 ; 
; where p and O° are the mean and variance of the 

  

  

equal to % and respectively. 
12. 

Then the 95% fiducial or confidence limits for the mean of 

the population corresponding to the sample of size n are given by: 

x, - 1.960 /f#n< pcx, +1.96 o/fn , 

or approximately 95% of the observed means will fall within 4+2 x 

standard error 

ek Re 2c (6,11) 

12n 

  

For a sample size n = 50 this approximates to % (1 + = 5 

and for n = 500, to % (1 + Fo) 

Oca le 2 STANDARD ERROR OF VARIANCE OF THE SAMPLE, 

The variance of the sample variance m, can be Shawl? to be: 

var (m,) =(n=1)" (u,- Wy) + _2(n- 1) 45 (6.12) 
a 2 

n n 

a 2 = Ch, re re) to order Es (6.13)
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where H. is the rth moment of the population about the mean, i.e. 

Hef (x - 5)” £ (x) dx, where £(x) = 1. 

oO 
. ot (ool 14 A. 

oP e Hy, f (x os ) dx 80° 

‘Now Po = population variance = foe ~ 1)? dx = + = To) 2 

oO 
2 

ewer (m,) ~ Hy - By 

  

n 

4 
Bee Re ee 

n 180n 

. « Standard error (m,) = 1 . (6.14) 

af 180 n 

Assuming that the distribution of sample variances m, can 

be approximated by the Normal distribution for large n, approximately 

95% of the observed values of the variance fall within 

1 + 2 ew te a, 

i al 180n 

For n = 50, this approximates to os (I + %); 
: 1 2 

and for n = 500, to 75 (s+ 75)° 

6.4.2 APPLICATION OF RESULTS OF SECTION 6.4.1 TO DEMAND D. 
  

The results of section 6.4.1, which apply to random 

samples of the variate x, may now be adapted to determine the error 

in the values of demand and variance for one process as calculated for 

a given sample size n. 

664.261 STANDARD ERROR OF MEAN VALUE OF DEMAND D FOR _ONE PROCESS 

AS DETERMINED FOR A SAMPLE OF n VALUES OF x. 

As shown in chapter 5, the mean value of the population D 

for a uniform distribution of x is equal to m. 

Further,the variance of the population D, which we may call 

o a depends upon m and upon the ratio z Then if the distribution 

of the values of D as determined from samples of size n may be assumed 

to approach normal for large n, | 

approximately 95% of the calculated means of D WLlde fall 

within 

m+2 Oy (6.16) 

Ie 

 



As an example, 

ay Ty 
form = % andT DI25, s 

o? mT” cae ee ee ce. where a oo m 

fsa 2D) 12r 

so that approximately 95% of the calculated means of D will fall within 

  

Fe Lethe £) iF eae, : (6,17) 
eG AEE Ry men | 

which may be evaluated for the value of r concerned. 

6.4.2.2 STANDARD ERROR OF VARIANCE OF DEMAND D_ FOR ONE PROCESS AS 

DETERMINED FOR A SAMPLE OF n VALUES OF x. 

Assuming that the distribution of the calculated sample 

variances of D can be approximated by the Normal distribution for 

large n, approximately 95% of these values will fall within 

2 
2 H, > B 
Doe n 

ee 2, io — 4 
where Hy = OS and BH, = P (D) (D-m) = dD, 

where P (D) is the probability density of D. 

H, may be integrated in parts as in chapter 5, where Cy 

and P (D) have been derived for all values of m in the range O< m< 1 

and for all cases of = ‘ 

For the special case m = % and - = %, i.e. r = 1, equation 

(6.17) is identical to equation (6.11). Also P(D) is constant at 

2I = 1 (see Chapter 5,section 5.4.1), and equation (6.18) is identical 

BY. equation (6.15). 

For all other cases, however, P (D) is not contant, and it is 

necessary to evaluate equations (6.16) and (6.18) for the values of m 

and I. of interest, 

T 
Taking the example quoted above where m = 4%, but r given 

by $< rKl, 
o 2 PS. 1 {2° eF (2e° = 1) in. the range Ibn 

D Lor 2 

)) @- a)" a andy, = f @-2)60-0- 
2 a 

= 
21 

+), (I.-T) §@-T) (p< u) aD 
2 21 T 

Tr 
Se fi alee ad dD 

T : : 

Yoo 
Zi
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(1-$)|Q-72)'-48G-T)?+6m G-2) -4m 1-2) 
= T 21 20, 21 ra 21 

€ I-62.) r\t chp [Ey +6 me Lt Ve oe (T)+m 
= 2 21 21 21 21 

Ly T ; 

pee Se ees a eae? 21 
T 5 lent ° 

21 

‘from which equation (6.18) may be evaluated. 

Taking Three Examples: 

oa 1-5 4% -%4+1 1 
= k = = —_ od a if i= ewe chee ee OF OF (S 16> go? 28 before, 

so that the 95% confidence limits for the calculated mean and variance 

of the demand corresponding to the sample size n are given by equations 

(6.11) and (6.15) respectively. 

If I= 1, r = % and o =p, = 0. 
7 D 4 

1. eee @ 2 and os oe H, = 4,75 x.10- * 

iT 3 54 

Then from equation (6.17), 95% confidence limits for mean of demand 

corresponding to the sample size = 4% + 2 (24 (1 + =D for 

n = 500), 54n 

and from equation (6.18),95% confidence limits for variance of demand 

Veter 
8 

corresponding to the sample size = 1 + Roo er hee § 
1 

nim S00), 54 ij istemian 

For other cases of m and I, similar confidence limits may be L 

evaluated using the appropriate value for P (D). 

For the examples considered we may conclude that, for a single 

process, a. sample size of not less than 500 will give sufficient 

accuracy for estimation of the population mean and variance. 

We must now determine a suitable sample size where the demand is 

due to an ensemble of N independent processes. We will call this 

demand W. 

6.4.2.3 STANDARD ERROR OF MEAN VALUE OF DEMAND W FOR AN ENSEMBLE 

OF N INDEPENDENT PROCESSES, AS DETERMINED BY ny GROUPINGS 
  

OF THE ENSEMBLE, 

It is assumed that the ensemble is made up of N uniformly 

distributed independent processes, so that mean value of demand
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W=Nn, 

where m is the mean value of the demand for one process. Also 

variance of demand W = N g i 

where Fs is the variance of the demand for one process. Then 

approximately 95% of the calculated means of W will fall within 

Nim + | Noe (6.19) 
  

te 

As an example, for I = %, N =-20 and ny = 50 (corresponding to 1,000 

values of the anion variate x), 

On = eis 

fiz 
and the 95% fiducial limits corresponding to the sample ny, are 

10+ 2. [10 ete lodl #1). 
6: 27 

vw 
6.4.2.4 STANDARD ERROR OF VARIANCE OF DEMAND W FOR AN ENSEMBLE 

OF N INDEPENDENT PROCESSES AS DETERMINED BY my GROUPINGS 
  

OF THE ENSEMBLE. 

Approximately 95% of the calculated values of the variance of W 

will fall within 

2 

Wh ee Pa ea ye 
om Paw aw 7 (6.20) 

: : 2 5 
where ow N Ho Nop ; 

E [ow - a)" | and wp = 

heen a 5 pee i i ; 

2 ~ 206 #73 _ _ tag TES (D, - D,)* + 4e s . (D; - D,) (p,- 3,)° 
f=1 ie T y= 4 ? 

4. #4 

HB a 4 (D, - D,) (D, ~ D,) 

i # j 

aR tee a 0s. Die OPS OP a 
LATE ie 

eb © nai 3° (D, = D,)(D, = D,) (D, - D,) (D, - D,) 
1S 14S 1 Ke 11 = 1 J 

17 jfk Fil 

; : 20 mh 
The first termisE > (D; - D,) = 20 py , 

Li=1 20 20 on ser 
The second term may be expressed as 4 >= = ve (D; - D, ECD, -~ Ds) 

i ze 1" 
f
i
e
s



*0,-since,E (D. - D,) = 0; 
he ot 

The third term may be expressed as 3 = 3S E(D; - D.)*EO. - 1 
fe sl enn 1 L al 3 ey ae dL 

Lehe5 

ee a YS ay ee = 3x 20x 190) = 1140 Op, since E(D, - D,) = BAD, 2 ),) aE, 
In both the fourth and fifth terms, the expected value of the product 

may be replaced by the product of the individual values such as 

E (D, ~ dD) = 0, and is therefore equal to zero. 

iy 4 
Thus p07 = 20p,, + 1140 oy < 

For example, for I = 4%, m = % (P(D) = 1 in this case) ,approximately 

95% of the Relaudeted variances of W for an ensemble of size N will 

fall within the range 
1 

Pe aN (hol) <p 
-— 4+ — 

144 ane 

  

N N 
eet 72 Tap 

Ny 

aN eee 73 for N ¢ 10. (6.21) 
de 

n 
Ww 

For 1L.* %, N = 20, the 95% confidence limits for the variance of W 

corresponding to n= 500 are 20 (1 + 0.126), and 20 (1 + 0.04) 

’ corresponding to S 5,000. a6 be 

6-5 CHECK PROGRAMS ON RESULTS OF CHAPTER 5. 
  

The following FORTRAN check programs were carried out on the 

digital computer, as described in section 6.3.2, to obtain the mean and 

variance of the demand D for a single process; also of the demand W 

for an ensemble of 20 processes. 

1,000 events of 1 process. 

Demand for m = % with I = 0.25, 0.5, 0.75. 

Demand for m = % with 1 OSs 

Demand for m = & with rt = 0.5, 
iL. 

20 and 500 groupings of 20 similar independent processes. 

Demand for m= 3 with I = OF 52 Incidence of processes 

Hl
 

uniformly distributed. 

Detailed results, including pseudo-random number generating
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program and sample computation programs, are given in Appendix A.2. 

Spot checks for groupings of 500 gave numerical results within 

3% of the theoretical values, thus verifying the analysis of the model 

established in chapter 5. 

6.6 EXTENSION OF MODEL TO TAKE ACCOUNT OF SPREAD OF PARAMETER 

VALUES AMONG PROCESS MEMBERS. 

6.6.1 Philosophy of Demand Calculations. 
  

The model for the ensemble demand in the d.e.c. condition 

may be improved by simulating m, Toand x by three independent variables, 

each of which has a distribution spread over a given range. 

It has been shown that m and T do not vary independently 

for individual thermostatically-controlled space heating processes, 

so that for an ensemble we would expect correlation between the average 

values cf these two parameters. If m and T are represented by random 

variables rH Tn respectively, we would then need to know their joint 

distribution function, since E (r_r,,) # E (r-) E (r,,). 
Tock m T 

In practice, however, m and T are determined by the combined 

effect of diverse factors (room size and thermal capacity, disturbance, 

thermostat design, location, command setting, etc.). For an ensemble 

of processes, therefore, we are justified in representing m and T by 

uncorrelated independent variables. 

A Monte Carlo approach will be adopted for establishing a 

model which takes into account these parameter variations. 

In the absence of comprehensive data concerning the distribution 

of the parameters m and T, one must regard the philosophy of summing the 

loads by the use of known theoretical distributions as the best 

available approach to the problem. 

Experimental work has been carried out for a small batch of 

similar thermostats in order to give some indication of the spreads 

to be expected in practice. (See section 6.7 and Appendix B). 

Considerable spread in parameter values is apparent even 

when the thermostats function under similar environmental conditions. 

In view of the diversity of operational factors affecting 

mand T, it appears logical to simulate their spread by a uniform 

distribution.
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6.6.2 Effect-of Transient u upon Steady-State Load Pattern. 

Quite apart from the "steady-state" parameter values for 

a given value of u, the effect of an environmental transient will 

be to produce a shift in the respective distributions. 

Conservative calculations of indicated demand may be based 

upon the "average-worst" value of u. 

The "average-worst" temperature is defined as the average 

minimum daily temperature, taken over a number of years for a 

particular location, during the months of December, January and 

February (see chapter 7). 

The transient effect may be simulated by performing a number 

of computations for small bands of u throughout the entire range of 

disturbances, The rate of change du will be sufficiently small for 

u to be regarded as constant for aie tudivd dud) computation. The 

requirement here is to assign realistic figures to the spreads of m 

and T for different values of u, which must be obtained as a result 

of operating experience. 

6.6.3 Computation of Mean and Variance of Demand W for Ensemble of 

Similar On-Off Processes, assuming Uniform Distributions for 

. Xs m and T. 

For computation purposes, the spreads of T and m for an 

“average-worst" value of u will be taken as: 

15 minutes x T & 45 minutes, (6:22) 

ae em kf, (6.23) 

each parameter being uniformly distributed over its range. 

The principle of computation will be the same for extended 

ranges of T and Ms the demand being deduced as shown in chapter 5. 

An_ensemble of 20 processes is considered; the analysis is 

applicable to any ensemble size, however, provided the sample size is 

sufficiently large for the results obtained therefrom to be meaningful. 

Assuming an incidence x of loads which is uniformly distributed 

in the range 0g xx T, the mean and variance of the indicated demand 

due to the ensemble will be computed. 

T, m and x will each be generated as independent random variates; 

one grouping will require 20 values of each variate. A sample size 

of 500 groupings of the ensemble will be taken, requiring a total of
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30,000 pseudo-random numbers. 

These will be generated on the digital computer by an 

é. 9 

algorithm described by Naylor, Balintfy, Burdick and diusk 

Procedure for the demand calculations is as follows: 

The condition 15 mins. ¢ T < 45 mins. corresponds to 

- kK ¢ i j 2, which for computational purposes will be split into the 

oe =. ¢i <1 and Lg I €2 respectively, where I has the fixed 

3: si 
value of 30 minutes. 

For % < m € %, the conditions to be considered for aN ix 1 

= 

“Tat Cis 

(4) I DmT. 

(ii) (1 -mTg¢igmT. 

_ For the purpose of obtaining the demand D due to one process 

for the condition 1 ST a, the lower. limit of I is extended down to 
—| 

value zero, when the céndition C1207" €a - mT must also be 

considered. 

ee 
Region 3 QF 4 1. 

  

Case (i), I 2 m T. 

1eOgx<1-m, then demand D = mI. 

IfIl-mT<€x<(1 - m) 7 bee 
I 

if dew Ss Sie S10 a) 

If T€x€t D=x- a= m) T. ; 

Case (ii), (1 - m) PCT iat; 

TE 0 <a ay DL 
I 

If ‘Ue? &« <i, D= 1-0 =m) t. 
I 

If T<x€1+ (1 -m) 1, D=x-(1-m)T. 
I 

Hi (1 6G) Tox St, DH. 

Region Le : « Ze 

The demand D for all values of I in this region may be computed 

from (i), (ii) and the extra condition tiii) for I< 1. 
T 

Gase-Ciad.) for 

t Sl 

Oh x £.F, 50 @ hn se 
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If l¢x €(1 - mt, D #0. 
If (1 -mTQx€1+(1-@T, D=x-(1- wT. 

I 
ff Ll ~ mt eee, D © Lh, 

For I >1 we first compute the demand D' due to one process for an 

intebrating interval I' = I ~ T, using the appropriate case (i), (ii) 

or (iii) above. 

Then demand D (for 1 € I € 2). _D'.I' + mr | (6.24) 
T I 

(If the spread for T had included cases where I > 2, the analysis 

could have been extended, as shown in chapter z 5: to obtain the demand). 

Having covered all the possible cases which may occur for one 

process, we now consider the demand W due to an ensemble of 20 processes. 

Now demand W, for the Kth grouping of the ensemble 
K 

a2 OK ; = Dis where the demand Do due to one process is 

ner "20K = 49 

calculated from the sequentially generated random number n. 
eee ge 40 

Thus Wy . D> Wo = = Dis etc... 

n= 1 n.=.21 

For G groupingsof the ensemble, 

expected value E (W) = 1 S Wy oat, = =k Ds 

G we 1 G K = 1, n = 20K -19 (6.25) 

AlsoEWW’) =1 £ ue DY (6.26) 
G Kee n= 20K °=<19 

2 2 and Var W = E(W) - (E(W) )°. 66.27) 

The pseudo-random number algorithm generates a sequence of 2- 

digit numbers between O and 1 with uniform distribution. If these are 

taken in sequence as My> Mos 2, to represent T, m and x respectively, 

we may scale the numbers to represent the assumed ranges: 

Period T = 15 + n, x 30 mins. = A mins. (6.28) 

m = "2 + % = B mins, (6.29) 
4 

so that 

On-time = mT = A x B mins. (6.30) 

Incidence x =n. xT. (6331) 

The computer program DEMAND for determining the mean and variance 

of the demand for the ensemble of 20 similar independent processes is
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given in Appendix A.3. Also shown is the subroutine RANDOM for 

generating the pseudo-random number sequence, which requires 

initiating by an odd integer. 

With a starting integer of 1, the results obtained were: 

Mean value of demand = 13,23. 

Variance of demand = 0.479. 

Repetition of the program, with starting integers for the 

subprogram of 5 and 7 respectively, in each case gave values for the 

demand mean and variance within 3% of the above corresponding figures. 

6.6.4 ALTERNATIVE DISTRIBUTIONS FOR m AND T. 

Although we have assumed m and T to be uniformly distributed, 

similar computations may be effected if their spreads are described 

by other distributions. Specific techniques are available for 

generating random variates from some of the better-known probability 
36.32.33 

distributions by the use of a digital computer. 

By the property of the Central Limit theorem, we may justifiably 

compare the foregoing results with those obtained by assuming m and T to 

be normally distributed, 

6.6.5 COMPUTATION OF MEAN AND VARIANCE FOR ENSEMBLE DEMAND ASSUMING 

A NORMAL DISTRIBUTION FOR m AND T AND A UNIFORM DISTRIBUTION 

FOR x; 

The probability density and cumulative distribution functions 

for the uniform and normal distributions are shown in Fig. 6.3. 

Normally distributed random variates may be generated on a 

digital computer by taking the sum of K uniformly distributed random. 

variates Ly9 Loo “a"l ys ~omTps where O Ex i: 

A single value of a normally distributed variate x is given 

| Kees AO fle 2( K 
n “(e ( z Poe ah As (6.32) 

fo Sal. 2 

where H and os are the mean and variance respectively of the desired 

distribution, and K uniform variates are summed over the interval 0 to l. 

Taking K = 12 reduces the above expression to: 

a 12 | 
xe Oak e: ' rye H: (6.33) 

Now maximum value of x, = OY (12 - 6) Pte eas



134 

F (x) 

UNIFORM 
DISTRIBUTION 

    
  

| ' 

f (x) = density function fm for X,;£ XQX_y 
O elsewhere. 

F(x) = distribution Function 

  

    
  

  

fF (xc) = d F(x) 
aes 

| | 

ir 

NORMAL ; 

£ (x) DISTRIBUTION 

° 7) "3c 

gs | Pi 52 2 
fF (x)= ejor exp ¢ bx 1) f2e 7) 

FC) = 4 Perk * xy 
Ss 

FIG.6.3 PROBABILITY DENSITY AND CUMULATIVE 

DISTRIBUTION FUNCTIONS.
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and minimum value of x = o (0-6) +p =x _, 
n x x n min. 

If the normal variate distribution is truncated at O and 1 

to give the same range as for the uniform variate, then Hot %, and the 

only value of Oo “3 compatible with this requirement is given by: 

=6O0,.+%=1 (6.34) 

Ge aie 6 oe =6, —- (6.35) 

whence Oo “ ids 

12. 

The resulting distribution is somewhat peaky (the maximum value 

of the normal density function being 1 . 4.75, compared with 

. o, fx 

unity for the uniform density function), It will therefore prove useful 

as a standard of comparison for results obtained using other distributions. 

The normal distribution thus generated truncates at +6 O = %; 

over 99% of the generated normal variates lie within the + 390 . limits:, 

beyond which the computation becomes unreliable. A choice of a less 

peaky distribution with truncation at 0 and 1 leads to a loss of the tails. 

Choice of values for K much in excess of 12 will lead to excessive 

computation time in generating normal variates. 

The computer program DNORM for determining W and Var W is shown 

in Appendix A.4. 

A uniform distribution has been assumed for the incidence X of 

the individual processes comprising the ensemble, where 0 exer. The 

parameters T and m have been taken as normally distributed over the ranges 

15 mins. g T< 45 mins. and'€{om « %, and centred about T = 30 mins. 

andm = 5 respectively. Normal random variates between O and 1 have 

been genegated fon. oO ‘ = 1 by the use of subroutines RANDOM and NORMAL; 

: : 12 : 
the resulting variates have then been scaled as before to fit the required 

distributions. 

500 groupings of the demand W for the ensemble of 20 processes 

have again been considered, requiring a total generation of 10,000 (1 + 2 x 12) 

= 250,000 pseudo-random numbers. 

The results obtained were: 

With starting value N = 1 for initiating random variable generation, 

Mean value of indicated demand for ensemble of 20 processes = 12.99.
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Variance of indicated demand for ensemble of 20 processes = 0.505. 

With starting value N = 5 to obtain a new set of random 

variables, the results were W = 12.96 and Var W = 0.524. 

For mM; T and X all uniformly distributed the results were: 

We. = 13;23"and: Var Wir 06479. 

  

For purposes of comparison, we will take W = 12.99 and Var W = 0.505 

as the reference results. 

Then for m, T and X all uniformly distributed: 

error in W = 1.8%, 

5.2%. and error in Var W 

G7, EXPERIMENTAL DETERMINATION OF PARAMETER SPREADS FOR LINE- 

VOLTAGE WALL-MOUNTED ROOM THERMOSTATS. 
  

Details of testsfor assessing thermostat performance when 

operating within standardised environmental chambers, are given for 

35:,236 
, 

and in papers by hoor’ and by Roots, Woods, Wells and Tutors 

the United States in N.E.M A. and A.S.H.R.A.E. publications 

Comparable tests in the United Kingdom are detailed in a British 

Standard Specification - field trials on sample thermostats 

produced by leading British manufacturers have been conducted by 

Area Electricity Boards. 

It was decided to determine the spread in m and T, under 

standardised test conditions, for a random sample of twelve thermostats 

manufactured to the same specification. Although the sample size 

could have been increased by an analogue simulation, it was considered 

more representative of actual working conditions to test the thermostats 

themselves. 

A wooden test chamber some 3% ft. x 3 ft. x 2 ft. was thermally 

lagged with polystyrene and placed within a room maintained at a 

nominally constant temperature. This arrangement was preferred to 

creating an artificial environment by encasing the cabinet in a 

large water jacket. 

The thermostat under test was mounted vertically in the chamber, 

and controlled the internal temperature by switching a small resistance 

heater. 

Details of the experiments and the results achieved are given 

in Appendix B. 

6.244 DISCUSSION OF TEST RESULTS. 
  

It can be argued firstly, that the test conditions do not
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simulate fully the operational environment, and secondly, that the 
sample size is.too small for the results to be meaningful. 

If a diversity of loads subjected to a range of environmental 

temperatures is to be considered, demand estimates must, of necessity, 

be based upon past records, However for specific installations where 

similar two-position processes with a common environment are controlled 

to the same command temperature, the results will be of the right order 

for demand calculation purposes. It will be appreciated that, by its 

nature, a room thermostat is a difficult type of product from which 

to collect test results on a large batch basis. The reason for this 

is that equipment typically used by the manufacturers, e.g. a N.E.M.A. 

Wabfuet™’: does not have a high through-put rate of thermostats on 

test. Consequéntly, statistically accurate results are hard to obtain 

over a time scale extending into weeks. However, it is to be expected 

that the spread of parameter values obtained for the thermostats tested 

is typical of the performance of this design under standardised test 

conditions. No significance can be attributed, of course, to standard 

deviation values obtained for this small sample. 

6.8 SUMMARY. 

The validity of the analysis of the basic demand model developed 

in Chapter 5 for an ensemble of similar thermostatically-controlled 

processes has been verified by numerical simulation checks. Care has 

been taken to derive and to utilise an adequate sample size so that the 

results obtained for the demand mean and variance are representative 

of the population. 

Extending the problem to the case where m and T can 

have a range of values, it is necessary practicallyto obtain the 

spreads in these two parameters for a given installation. It is shown 

in detail how the demand mean and variance may then be computed. 

It appears logical to base the readings for m and T upon an 

"average-worst" winter daily temperature for the particular location, 

as defined in section 6.6.2. The choice of the set demand at which 

control action should be taken is an economic matter, as investigated 

in Chapters 7 and 8. 

Justification is given for simulating the incidence, duty ratio 

and period each by independent uniform variates. As a standard of 

reference, comparison of the demand computations is made with a 

simulation where m and T are represented as normal variates over the
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same corresponding ranges as for a uniform distribution. 

The results are as follows: 

The mean value of indicated demand where m and T are uniformly 

distributed, agrees closely with the mean when these two parameters 

are normally distributed. 

The standard deviation for the variates corresponding to normal 

distributions of m and T has been taken as_l , compared with _1 
12 Tr 

where m and T are both uniformly distributed . However, the standard 

deviations of the indicated demands for these two cases differ by 

not more than about 5 per cent. 

Thus, for simulation purposes, the choice of the Normal 

distribution assumed for m and T is justified for this ensemble size. 

The appeal of the work in this chapter is that account has been 

taken of the distributions of m and T in determining the statistical 

properties of the demand. The restrictions of the analysis of Chapter 

5 are tuerefore overcome, resulting in a simulation which is represent- 

ative of a practical situation.
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CHAPTER 7. 

"MINIMUM-COMFORT" CRITERION OF OPTIMISATION AND DEMAND CONTROL FOR 

THERMOSTATICALLY-CONTROLLED TWO-POSITION PROCESSES. 

Fok INTRODUCTION. 

An obvious criterion of optimisation when applying demand control 

to two-position thermostatically~controlled processes is one of minimum 

operating cost. For process quality control applications ,however, an 

over-riding requirement may be the maintenance of the temperature 

excursions within prescribed limits for a range of disturbance inputs. 

_. Although the chief merit of thermostats is their low cost, the 

operation of discontinously-controlled processes results in temperature 

fluctuations. 

These are due to: 

Le Hysteresis of the thermostat. 

The effect of hysteresis can be adequately compensated by 

the incorporation of secondary feedback ae 

Ze Transit delay of process, 

Oscillations of temperature are caused primarily by the 

transit delay which is inherent in the space heating process. 

Reduction of offset errors and of the amplitude and period of temperature 

oscillations may be effected by: 

(i) Use of multi-position Santierierat’ 

(ii) Indirect control by means of a model with small transit 

Guan
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Git) Pulse width modulation 48 a3 

‘ ji ; : 4 
Gin?) Derivative discontinuous control 5 

Offset errors may be reduced by anticipatory switching of 

the power to the heaters by temperature-dependent thermistors, which 

i 65 
automatically adjust t. and . as the ambient temperature changes . 

For domestic space heating, radical departure of the temperature 

Q.at thes l.p.i. from the command value o implies discomfort. A 

minimum-comfort criterion can be that 0 should not fall below a 

designated minimum eo, and not exceed a maximum Le The d.e.c. mean 

value 9 will be greater than eo. which implies energy wastage proportional 

toe - eg Thus a minimum value of 85 =9@ - 0 is required, 
n 

corresponding to a minimisation of the period % aot e 

In this investigation a design requirement will be that the 

temperature 9 at the l.p.i. is restricted to the range 10 Fi & 8 < 80°F. 

The range of disturbances u over which this criterion must be satisfied 

has been taken as 25°F. ou <50°F., based upon the "average-worst" 

winter daily temperature (see section 6.6.2), as charted for selected 

areas of the United ees don ak The energy requirements to meet this 

specification will depend, of course, upon the particular application, 

(size of room, heat loss coefficients, etc.). The amplitude of 

temperature oscillation for a discontinously-controlled process increases 

as the ratio transit delay/process time constant is increased (equation 

78524 The design will be based upon a ratio of Ce which may be 

regarded as typical of space heating applications, 

It will be found that conventional thermostatic control is 

barely adequate to satisfy the above specification, The amplitude 

of temperature oscillation is therefore suitably reduced by a design 

incorporating derivative feedback. The effect of this modification 

upon the indicated demand is investigated. 

For space heating processes where the need to maintain close 

temperature limits is not critical, demand control may be applied 

advantageously. 

A strategy for control by computer of the demand due to two- 

position space heating processes is presented, 

+ Practical verification is provided in a project supervised by 

the author: 

Obidi, U.E.:'P.W.M. Control of Electric Space Heating', M.Sc. 

Project, Aston University, October 1970, 
 



- 140 

742 JUSTIFICATION OF DESIGN SPECIFICATIONS. 
  

Table 7.1 gives an extract from tables of average temperature 

for Birmingham/Edgbaston, published by the Meteorological Office’? 

as a result of observations over a period of thirty years. 

Analysis of Meteorological Office Per ceds gives the number 

of days when the maximum temperature is less than a stated value, i.e. 

below that value all day. This information (excluding the night-time), 

is presented in Table 7.2 for maximum temperatures of interest in the 

months of January, February and December, as recorded at the Kew 

Observatory in the period 1955 ~ 69. 

If these observations are taken as typical for Southern and 

Midland regions of the United Kingdom, a space heating design may 

reasonably be based upon the winter daily temperature variation 

specified in section 7.1. 

Short-term drops below 25° F,will not unduly affect space 

heating eusembles of large thermal capacity unless close control 

of process temperature is required. Temporary raising of the thermo- 

stat command temperature may lead to an increase in the maximum demand, 

when the provision of non-electric standby heating equipment may be 

. justified economically. 

  

  

  

          

ne | ear eee ee rae ee 
ae oe ee” Min. : month, _ ageey. 4 salt oat 

crm me as is ap. 59 iL 
February - 43 35 53 25 5g 13 

March 49 Sf 61 27 70 iby, 

April 53 40 66 31 75 28 

May 60 45 73 3D 85 30 

June 66 50 79 42 87 37 

July 69 54 81 47 92 44 

August 68 55 79 46. 91 42 

September 63 50 74 41 83 7 

October 3D 45 66 34 Us, 28 

November 47 39 57 30 or 25 

December 43 37 53 26 58 20 

Year 55 43 85% 21% 92 11 

No. of years! 30 30 30 30 30 30 

* Average of highest each year. ** Average of lowest each year. 

TABLE 7,1
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No. of daysin period 1955 ~ 69 when 

Max. Daily Temperature. temperature is below the maximum 
stated in Column 1 all day (excluding 

  

  

            

night time). 

January February December 

35° F. 35 22 31 
30° F. 7 9 7 

a6" §, ‘a ae aa 

TABLE 7.2 

TS PERFORMANCE INDICES FOR CLOSED-LOOP DISCONTINUOUSLY-CONTROLLED 
  

ELECTRIC SPACE-HEATING PROCESSES. 
  

Mathematical models for a wide range of processes involving 
; ‘ 4 , 

electroheat, have been expressed by a number of investigators oe. 7t 

in terms of one significant time delay and one or two major time 

constants, 

These models take the form: 

G(s) FG exp(-sL)/(1 + sT(m) ) : (7543 

or GAs) = FG exp(-sL)/( (1 + sT, (m) ) (1 + sT,(m) ) 25 (7.2) 

where L is the transit delay which arises as a result of the distributed 

nature of the process. The parameters F, G and T(m) are defined in 

section 5.2. 

Fig. 7.1 gives a block diagram representation of a discontinuously- 

controlled electric space heating process with a major mode-dependent 

time constant T(m) ae where the time constant of the heating elements 

is negligible in comparison with that of the process. The secondary 

feedback loop may be optimally designed - so that the feedback by 

compensates for the deadspace of the discontinuous control element. A 

derivative component of output has been added to the primary feedback 

in order to effect a reduction in the amplitude of temperature oscillations. 

7.3.1 ON-OFF CONTROL. 

It will be assumed that T(m) is mode independent and equal to T; 

also that the process performance is not significantly affected by the 

rate of change of the disturbance input.



  
Thermostat. 

FIG.7.1 CLOSED-LOOP DISCONTINUOUS CONTROL OF ELECTRIC SPACE-HEATING PROCESSES. 
pear 
i 
ND 
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Fig. 7.2 gives the temperature/time response to a step input 

of power for the disturbance condition u = 0. When u has a finite 

value, the heating and cooling trajectories are asymptotic to 

@ = .u + FG and © = u respectively, as in Fig. 7.3. 

On-off control of electroheat processes has been analysed 

elsewhere ie so that the results will be briefly quoted, 

Maximum value of process temperature @ (t) is 

Qo = ©. exp (-L/T) + (u + FG) (1 + exp (- L/T) J. (755) 

Minimum value of © is 

0, =O, exp (- L/T) + u(l - exp(-L/T) ). (7.4) 

The amplitude of oscillation is 

Oy RS Oe Bare = expC. L/T). de . (7.5) 

The command value of @ is 

oe @ exp (- t,/T) + (u + FG) (1 - exp(-t,/T) ) (7.6) 

= 6 exp (- t,/T) + u (1 - exp (-t,/T) i C72) 

The on-time is 

Gees ke 

  

oO iL 

-L+Tin[ @+re-9)/ +R -@,) | : (7.8) 

The off-time is 

ees 

=L+ Tin ee -u) / (@r - oly (7.9) 

The period i ; 

t = 2L + Tln a G + FG - On G7. 10) 

G + FG - Or ‘ 

The d.e.c. mean value of 9 ‘ is 

@ =u+m FG, where m= t/t, (7,11) 

The offset error is 

728. - Q. C7 12) 

gots offset will be attained at m = %, when - has its minimum value 

iP This will occur at a command temperature 9. = 

7.4 DESIGN REQUIREMENTS TO SATISFY MINIMUM-COMFORT CRITERION. 

Teak On-Off Control. 

The command 0. may be fixed at the median value of 75° F. to 

t The general case, where the plant has the property of mode dependence 

and the controller is hysteretic, has been analysed by GBnene”
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FIG.13 RESPONSE TO STEP OF POWER (U POSITIVE). 
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give @ in the range 70° F.<e < 80° 1 ee 

The design will be based upon an L/T ratio of 0.1. If we 

make FG = 290. = 150° F., we see from equation (7. 5) that 85 = 14.3° F. 

"i Then @ o = 75° F. only for a disturbance ‘value u = 0: .¥, 

It is required, however, to obtain a value m = % for a 

disturbance in the middle of the range specified for u. Also 85 must 

satisfy the specification; this may be accomplished by reduction of G. 

= 25° F., and the median u, = STs Fig We will let u 3 . oO 
ie 502i Uy 

at which value it is desired to make the offset zero. 

O° oO 

  

  

Then . Tuy + FG = 75° F., whence FG = To eas 
2 

ee ete 8 
ee tee ae 

ae aes Os 
u+FG 100 P oye 

it 2 5, 

The design condition, therefore,is that 2 ‘e 0. A %. 

u + FG 

The thermal constant F may be taken as unity without loss of generality. 

For ease of further calculation ,exp (-L/T) is taken as 0.9 (when L/T = 

0.1053). Applying equations (7.3) to (7.12) gives: 

  

At‘u; > 50° F. 

@ = 80 OF ee Feo Rss p84 5° F 

fe = 0.154 -P = 0.288 “4 = 0.442 
Hh 2 eh ; Beeps aa : 

mn =O. 840¢ @. = 762°. F. Offset = -1.2° ¥. 

At Us = 23% i. 

GQ $77 Re oO Lea Bes one 2S" iy 

Fo 0.288 Be 0.154 as 0.442 
Dee oth Diet. | Tae 

as 0.651,, 6 °*-73.8° F. . Offset = + 1.2. F. 

At u, = 378° F 

99 BS Fe = Tee Fry Bnet 750 ee 

a 0.201 ae 0.201 “os 0.402 == 0.201, = 0.201, 5 402. 

mn © 0,5; 0+ 75 #2", .Offset = 0.
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The specification for ®5 is therefore satisfied. An 

undesirable feature of reducing G, however, is the increase in 

start-up time from the "cold" condition. 

A design will now be effected using derivative discontinuous 

control, and the effect upon the indicated demand will be considered. 

Tis bev DERIVATIVE DISCONTINUOUS CONTROL. 

In the control diagram Fig. 7.4, the derivative feedback is 

KS, where K is the derivative feedback coefficient. The secondary 

feedback loop isoptimally designed to compensate for the discontinuous © 

control element deadspace, i.e. m (t) = 0 Len 

a 
tun Oo 

The reference and feedback transfer coefficients are taken as unity, 

  

and the gain figure G includes the thermal attenuation F. The 

disturbance is assumed steady or slowly varying. 

An analysis due to Roots and Sictahac’” gives the following’ 

relationships: 

Let K/T = & 

L/t = B 

oP) ep 
: u=- © 

O = exp (-8) 

6 = in(1/o) 

Yec= =O... 

1). Ee. = % and QM=K = 1 - exp(- B ) cee: «4 
e Tr 2 2 

and if u = 0, i.e. P= 3, 

then t. =.2L:and.0. = os =8 OF ne 1G Y =, which tends to 

4 1+o 
Gy: a6: @ -->+1,,0r L-->0, 

2 r 

Comparing these results with equations (7.5) and (7.10) for conventional 

on-off control, we see that the effect of adding a derivative term to 

the primary feedback is to reduce both 85 and ‘ 

YB K cannot be increased arbitrarily without introducing instability. 

@ is no longer responsive to the command P for derivative feedback 

A> 1, and forA>7 control of the process is lost for a range of 

commands symmetrically distributed about P = 4%.



    

      
    

Disturbance 

u 

— G expCLs) 

: Lt: Ts 

   
   

   

Secondary Feedback Process 

Loop 

FIG. 24 BLOCK DIAGRAM FOR DERIVATIVE DISCONTINUOUS CONTROL. 

7
1
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Os For any command P , the droop and period are minimised if 

is chosen so that 

OQ = py or A= ¥(1-p) 
PL¥ p> 

Roots and Shridhar considered the case where the disturbance 

a
 

‘ 

u was constant or controlled within close limits, as for process 

control within a factory. 

However the results may be extended to the situation where 

u can have a range of values, as in space heating. 

Taking the parameters of the previous analysis: 

oe 50° F., vt es ¥ ws ake V5 i 150 Os. 15 we, 

For controllability, u <4. fone: G; 

Now q. = uy oe P46, whence Py = 9. <a, i S : 

G 3 

8. =u, + PG, whence Pew ~ Uy ie a 

G 3 
Then &, = P,7} =1 x 0.1 = 0.0333. 

Me EPs & 3 
[P= 3 

..5 Tl <P) po TO. 1:80, 0335, 
2 2 4 S Po eee 3 

3 

The process is controllable since & = x, a x, r ae 
3 2 

The relevant parameters may now be evaluated. 

At uy = 50° F, 

X= 0.0333, P= +,’ = 01,-0 = 0.9 cs . ’ if a2 75S > 

so that & < Pig -), 

when the following equations apply: 

Ca te Gee EDO. > et ae (7.13) 
G 1- & 1-A 

Qe el a oO pk Py (7.14) 
G . 1-o& 

Kove Inf ts Ou ey C7595) 
¥ o (1 -p,) 

u 

4 » [assrie |, (7.16) 

oO whence Q= 78.5° F., @ = 73.3) F., 0, = 5.2° F.
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fo #601053; sp = 0.2005y.q = 023058. 
tT : 

Met 970.345, 0 =u, hing © 715.9% ¥. 
2 

q 
O° 

Offset.= - 0.9 F, 

At u, = 25" Pe 

ee” 00303) Bae ee 0 la Oe 09, 
3 

so that (1 - &) Ks & L; 

when the following equations apply: 

  
  

  

  

‘ ; 2.79 
ae, Pe +4 ee i 

G 1-X LOR 

@ -u " a2 eee oe Ce 2 (7.18) 
3 L =e I-oa 

2 
ce ee nee (7.19) 
tT o (1 - Py) 

te sty [3] ; (7.20) 
T iS 

whence 0 sWvG.8° Fj /@ mci 6 F., GQ, =25.2 FB: 
m n. D 

‘ ts ty —F = 0.2005, —F = 0.1053, gt = 0.3058. 

m = 0,655, 0 =u, + mG = 74.1° F. 

Offset = + 0.9° F. 

aaa 374° P, 

0. =U," + PaGee mnenee 2, = ea) om. 
G 

In order to maintain controllability at the extremes u, and Uys the 
5 1 

derivative feedback has been restricted to 

he Ko 000333 1 
T 

Then X= 0.0333,P, = Bt OO 1 = 8.9; 

sothat A < §, C<(1- W, 

and Sauatous Ciit3) to (7.18) will apply, 

whence @m = 77.6° F., @n = 72.4° F., 6, = 5.2° F, 
t t bre 
sO Uae Oe, lee 

Le fly iL: 

noe OD’; ‘0 = Go nC 75° F., giving zero offset. Thus over the 
3
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complete range of u, maximum value of 0 = a8 7, 

and minimum value of 9 = 71.6° Ve s 

The design with restricted derivative feedback therefore 

ot ene : -O 0 ° Oo 
satisfies the requirement 70 F.X at. 86" £. fot 23 <F. < ug 50; aE. 

The value 85 = 5,.2° F. for constant u may be compared with 

®, = 7.5° F. for &% = 0 (zero derivative component): 

*D | 

OX = 0.0333 

    

  

69:73%; 

e 

e “sO t 

Also the normalised period “q at u = 374° F, has been 

reduced from - 

ic 
ae = 0.402 

T|A=0 

to “| 2 0.276, or tuimla = 0.0333 he 

TIA = 0.0333 t ise. 
q/T 

  , n=. 0 

The design represents the best approach over the range 25°R ¢ u . 50°F. 

  

to that=for.constant -u.> uy? 

= L = es “yi = ry 

when p = 4%, %=PY 7 MOS = 3.95° F., 
2 eo V 

and the smallest possible normalised period is fa = 20% 0,281. 

Le ae 

We may now consider the energy requirements to achieve this 

reduction in 85 and > and also the effect upon the electrical demand. 

Le ENERGY REQUIREMENTS FOR DERIVATIVE DISCONTINUOUS CONTROL AND 

EFFECT UPON DEMAND. 

Tee ENERGY REQUIREMENTS. 

As shown in section 7.1, a reduction in fo will enable the 

command Q. to be set at a level closer to the minimum specified Z 

temperature > and thus reduce energy wastage. 

We will compare the results of the analyses of sections 7.4.1 

and 7.4.2 for the same values of 0. and G, i.e. with and without 

derivative feedback. 

Now offset y = 0 - @=u+ PG - (u +m 6G), 

so that m = Pp - y/G, where P = (0. - u)/G.
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At u = 375° F, 

  

m = P = 4% for both cases, since droop = 0. 

At _u = 50° F. 
emt 

. Bi 3 

With derivative feedback, @ = 75.9° es y=-0.9° I 

whencem = £- (- 0.9) = 0.345. 
3 mee 

es 

Without derivative feedback, @ = 16.2%... Viz s Le es 

whence m = s hel Zest Of 349% 
7 eh 

LD 

At u’'= 25° PB, 

ae 2. 
ea a 

With derivative feedback,0 = 74.1° F., y= 0.9° F., 
—- 2 On9rs 

whence m = ets payer) : : 

Without derivative feedback, @ .= 73.82F.. y =.1.2°F., 
— Z 1le2 whence ref 2h oe ™ 3 5 CG. 658 

thic foe-25° <u 37s E.., 
hp 4. hee 

A=Kk A= 0     

The reduced offset with derivative feedback is achieved, of 

course, only at the expense of increased energy. 

For 375° F< u <50°F., however, 

m 5 ™m 

  

QK = K= 0, 

  

K 
T 

so that the energy consumed over the range sor Bi< u ¢ 50°F. is the 

same with or without derivative feedback. 

deDek REDUCTION OF PERIOD AND EFFECT UPON DEMAND. 

The reduction in t, due to derivative feedback is as follows: 

Without derivative feedback, 

oF = 0.402 and ad em OG G2. 
u = % re — 

  Cc wn
 

° ts
 

With derivative feedback, 

  

iz 5 7 0.276 and fq 5 70-3058. 
t vu e372. F. Pyae <'50 °F 

U=.95. ¥,
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This reduction in a brings about the following advantages: 

(1) Since m changes only slightly from the value when 

OQ = 0, the utilisation of generating plant is improved. 

(2) Under certain conditions the "indicated maximum demand" 

may be reduced. 

Let the account period be divided into integrating intervals I. 

Then the maximum reading of the "indicated demand" due to a 

single process has a finite probability of being equal to the power 

BAL t Es 

It is easily seen that a reduction in mt =t fromt wel 
qd oO of 

to to < I brings about a decreesed maximum indicated demand. 

As shown in chapter 5, for an ensemble of similar thermo- 

statically-controlled processes a reduction in te leads to a smaller 

demand variance, resulting in greater confidence that a given indicated 

' demand will not be exceeded. 

150 DEMAND CONTROL FOR AN ENSEMBLE OF THERMOSTATICALLY.~CONTROLLED 

SPACE HEATING PROCESSES. 
  

Thasyadl Relation between weather and electrical demand, 

Attempts have been made in recent years to establish a 

correlation between the weather and the demand due to the heating load, 

This research has been based mainly upon forecasting and the analysis of 

past load data. Upon the basic cyclic demand curve for the year is 

superimposed a predictable day-to-day variation, together with an 

irregular variation due to various meteorological factors. 

Advance warning of expected increase in the heating load is 

essential for the generating stations. The reliability of short-term 

prediction will be dependent upon the accuracy of day-to-day forecasting 

and upon the speed of processing meteorological observations. 

A summary of current techniques for predicting this demand is 

given by Matthewman and Nicholson?” 

T0.2 Short-term load control. 

‘The start-up time t,, to achieve d.e.c. from a cold-start is, 
W 

from equation (7.8), 

ty ob +t in i ) (7.21) 
1 -(0 — u)/€s)
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For the switch-on transient after a load cut, the time t taken ! 

fl 
to re-establish d.e.c. depends upon the minimum value oe. to which @ 

falls, and may be determined from (7.8), where e, is replaced by Os 

ty is readily calculable, so that individual processes may be 

staggered such that the maximum demand is determined by the d.e.c. 

condition and not the start-up. For switch-on transients after load 

cutting, however, ty will differ for each process according to the 

lowest temperature reached while power is removed, 

Suppose in Fig. 7.5 that, due to demand control,power to a 

process is cut off at point P and subsequently restored ‘at Q. Owing to 

the transit lag,the temperature rise upon switching on will be delayed 

to point R. The energy required to bring the temperature back into 

specification will result in the on-time i being considerably longer 

than the d.e.c. on-time = There is then an immediate dangerof the 

set demand level being exceeded, causing yet a further power cut. The 

control of an individual process should therefore be considered not in 

respect of its own demand,but in the context of minimising the maximum 

demand due to the ensemble of which the process is a member. 

Suppose we have an ensemble of 1,000 similar processes subjected 

to on-off heat cycling, and requiringequal power P per process. For load 

shedding purposes the ensemble may be subdivided into 10 groups ,say, each 

of 100 processes, 

In the integrating interval I the mean energy consumed under d.e.c. 

conditions is 1000 mP x I, where m= tains and the mean demand for the 

ensemble = 1000 mP. 

Suppose that, as a result of a load cut, K groups remain cycling 

while 10-K groups are switched off. 

Let y of the 10-K groups be returned subsequent ly to load. 

Assuming the worst condition where none of these groups attain d.e.c. 

within the next interval I, and working upon mean values, energy consumed 

in this interval = (100 K mp + 100 yP) I. 

.’. for the d.e.c. demand not to be exceeded on returning y groups to load, 

1000 mP x I > (100K mP + 100 yP) I, 

or m (10 - K) > y. 

If m is taken typically as 0.5, we have: 

When K= 7, y (1.5.
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When K = 8, y<¢l. 

When K = 9, ¥¢ 0-5. 

The restoration rate of the remaining 10 - K - y groups will 

then be determined by the times taken for members of the y groups to 

re-achieve the d.e.c. condition. 

In practice, the situation will be better than that analysed 

above, as some processes restored to load will attain d.e.c. while 

others are still operating at mek. The optimum restoration rate 

may therefore be determined from operating experience, combined with 

a prediction of the future demand. 

7,003 Demand Prediction as Processes are Returned to Load. 
  

Demand control within each integrating half-hour may be 

effected as a result of two alternative strategies: 

iE The KWh target is Tp = indicated demand in KW x 30. The 

energy is monitored at time t after the Soumencen sit of the 

half-hour. If the demand were constant at the defined 

"indicated" value, KWh consumed up to time t = Tp SeGbw 

Suppose that the energy is sampled at successive intéevals Xe 

Then for this demand, KWh consumed up to a time t + nM = 

Te he ns : 
30 

.where n = 0, 1, 2, ------- 50) = ot. 

Load cutting may be implemented if the actual Kwh consumed 

up to time t + nm 

ST, Ga (7.22) 
30 

If the actual energy consumed up to time t is Kwh, » load 

cutting may be implemented if Tr < KWh, + (30 ~- t) x rate of 

change of energy at time t, C#223) 

giving a measure of prediction of future energy consumption. 

Suppose that, as a result of demand control, one or more 

selected processes are removed from load at a particular 

sampling instant t. 

It may be possible to restore power at the next sampling 

instant t +, at a rate determined by the following 

considerations: 

(a) Owing to the stochastic nature of the demand due to



the loads still cycling, their contribution to the 

energy must be monitored at each sampling point. 

At time t + Q we extrapolate recent observed 

data to predict this contribution up to a subsequent 

sampling instant t + M(n + 2). 

We will call this predicted energy as 

(b) Those processes which are returned to load will have a 

value of m equal to unity until their temperatures reach 

the e. level, The times to achieve d.e.c. may be 

obtained from the known heating trajectories. 

The condition determining the rate of return of 

processes to load immediately subsequent to a measurement 

at time t + Q is that, at a subsequent sampling instant 

t+ a(n: 22 

the energy 

(kwh, + the KWh due to the processes returned to load) 

+ Ty. t+ & (n + 2) (7.26) 
30. 

for the first strategy described, or 

KWh, + A(n +1) ( T, - kwh, +a ) (7.25) 

30 - (t+Q) 

for the second strategy described. 

Ge OX 

n will normally have zero value, since extrapolation 

to more than one sampling interval ahead may lead to a 

considerable prediction error. 

In order to predict the maximum rate of return of load, it is 

necessary to know the temperature reached at a given time subsequent to 

load cutting or restoration. Thus for each process we must obtain the 

heating and cooling trajectories shown in Fig. 7.5. 

The required information may be stored in a computer, and will 

be acquired experimentally for a specific plant as standard trajectories 

for constant values of u, stepped at, say, 5° F, increments. Any 

change in environment temperature will be sufficiently slow for u to 

be considered constant during the integrating period of interest. 

Knowing the instant when a process is cut relative to the d.e.c.switching 

instants, the temperature at the time of the cut and subsequently may be



obtained by reference to the nearest standard trajectory. Hence we 

may obtain the time to re~achieve d.e.c. after load restoration. 

Me Oi.0% L Choice of Sampling Frequency. 

The validity of extrapolation beyond the range of observations 

is somewhat open to question, since we assume the curve-fitting polynomial 

to be unaltered in the immediate future. 

The accuracy of the energy prediction will depend upon the 

choice of sampling frequency, which will be related to the rate of 

load perturbation within each integrating half-hour. For fluctuating 

loads, infrequent sampling can result in incorrect decisions being made 

in respect of load restoration, as other than very recent observations 

will be too stale for use in extrapolation. On the other hand, a 

high sampling rate will be unnecessary for a slowly-changing load. 

For several processes being switched, the computations cf 

temperature states will become exceedingly complex. Control will 

become more practical if switching is confined to one large load 

whose effect upon,the demand pattern is known. 

EXAMPLE. 

Suppose we have an ensemble of similar on-off electric 

space heaters, where the target energy for each integrating half-hour 

has been set at 100 KWh. Demand control is effected by 

switching of a single 10 KW heater. 

Suppose that the energy consumption is monitored every 1 

minute, and that, as a result of demand control, the 10 KW load 

is switched off at t = 19 mins. 

At the sampling instant t = 20 mins., we must consider whether 

load may be restored immediately by predicting the energy consumption 

at.t = 921k mins, 

A polynomial is fitted to observations of the energy due to 

the cycling load at, and recent to, t = 20 mins. This curve is 

extrapolated 1 minute ahead by means of the "Gregory-Newton backwards' 

DOs so ue: 
formula 

Be e+1 2 
f(a + Oh) =Y¥,+eAY, * 2 ) A Vig +—_ we we eo 

zi The: 

pee Bet wr breed 

where we know the values Y_ re Yo» Yi19% . of a function 

at regular intervals h of its argument, say a - nh, - - - - a = 2h,



a-h, a, 
‘ 

and where (Q) 28 (@ -1) -----= (QO en 1). 

The polynomial f (a + @h) of degree n in © which passes through 

the n + 1 points a - nh,- - - - a - 2h, a - h, a and through a 

point a + @h, is obtained by constructing a difference table, where 

the forward differences are defined by: 

ny,” YO ey" YW. ; (7527) 

2: 
A ae A Te AY 7,20) 

3 2 2 i 
A ri Be ee : eed) 

CEC. 

Alternatively, differences may be measured backwards, commencing 

with the most recent information, where the backward difference operator 

V is defined by 

Vitae es td 30) 

The degree of the collocation polynomial can then be determined 

by computing terms until they no longer appear significant. 

This method of curve fitting is preferred to the Lagrange 

formula oF or to the Method of Least pinarase ts which, although not 

requiring prior computation of the difference table, have the 

disadvantage that the degree of the polynomial must be chosen at the 

outset. 

Suppose the monitored energy due to the continuously bvil tne 

loads is 47.15, 50.72, 54.39, 58.15, 62.0, 65.95 KWh at the times 

t = 15, 16, 17, 18, 19, 20 minutes respectively. The corresponding 

total monitored KWh (including the sheddable load) at these times 

are 48.40, 52.05, 55.80, 59.64, 63.59, up to t = 19 mins. 

For a constant demand equal to the defined "indicated" value, 

the proportional values of the target energy are 50, 532 394. 90),.01 5 

60, 63.33 KWh at t = 15, 16, 17, 18, 19 mins. respectively. If load 

cutting is effected at any sampling point when this proportion is 

exceeded, the 10 KW heater will be switched off at t = 19 mins. 

At the next sampling instant t = 20 mins. we monitor the 

energy due to the cycling load as 65.95 KWh; we then predict this 

energy at t = 21 mins. by constructing a difference table for the



values £ (a - 5h), f(a - 4h), - - ---~-- f (a), £ (a + Oh), 

where a = 20 mins, h = 1 min., 6 = 1 (table 7.3)- 

  

  

  

  

  

  

  

  

                    
  

Argument KWh of DIFFERENCES 

x mins. cycling load 
a 2 3 4 A? 
=yY Ay ey Ay A’y Y 

15 GT V195 

SiR 

16 DO, 1.2 0.10 

3.67 -0.01 

17 54.39 0.09 0:01 

3.76 0 0 

18 5o215 0.09 i 0.0L 

3.0) 0.01 
L- 0 

19 62.00 0,10 0.014 

(=a hes h) Eat 
el 

3.95 10.02 

20 65.95 0.12 

mane mote | 
Predicted KWh ag 
f (a + oe 

a + Oh 70.02 

At Q9=l1 

TABLE 7.3 

In the example chosen, the 5th difference column becomes zero for 

the given sampled values of cycling load. The polynomial representing 

the KWh due to the cycling load for a given argument x P: L5Semiais .ids:e 

KWh, = 47.15(1 + a 

47,15 (1.4K fo RAR? 1) A + K(K - 1)(K- 2) AG 

[2 Lag 
CRE: DUE OK ~ay A), (7.31) 

ie 
  

where K = x - 15, 
Zee Bere 4 

A =:3557;*. Bo 0.10, A 0.01, ae 001. 

Alternatively, working back from the 5th difference column to the 

predicted point f(a + Oh), we obtain the consumption due to the 

cycling load as 70.02 KWh at t = 21 min., which exceeds the allowed 

target proportion 70.0 KWh even with thelO KW load removed.
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This shows that if the target energy is not to be increased, 

and load shedding is confined to one process, we must increase the 

value of the sheddable load for this particular energy/time pattern. 

We will take an example where the sheddable on-off load is 20 KW. 

The monitored energy due to the continuously cycling loads at 

. © 15,.,16;:175: 18, 19,- 20 mins. 1.42.40, 50.65; 53.90; 57.30, 60.20; 

63.25 KWh respectively, and thetotal monitored energy at these times 

is 49.90, 53.23, 56.56, 59.84, 63.53 KWh up tot = 19 mins, At this 

time the allotted proportion of target energy is exceeded, and the 

single load is again shed. 

The difference table 7.4 may be constructed from observations 

recent to, and including,t = 20 mins. for the energy due to the 

cycling loads. 

  

  

  

                
  

ARGUMENT KWh of DIFFERENCES 

x mene. cycling 

load = yf Ay A*y Ary | a‘ty Ay 

LS 47.40 

3.25 
16 50,65 0 

325 -0.05 

17 53.90 -0.05 0 

3.20 -0.05 0.10 

18 57.10 . -0.10 0.10 

3210) Os OS 

19 60.20 -0.05 

305 

20 63525 

TABLE. 7.4. 

The 5th difference column content is sufficiently small for the 

KWh/time curve to be represented approximately by a quartic equation. 

Applying equation (7.26) to find f(a + @h) where @ = 1, we 

obtain: 

Predicted Kuh of cycling load at t = 21 mins. 

=<65. 25. +.3.05:°='0.05 +:0.05 ‘+.0.10
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= 66.40 KWh if we neglect the error due to the 5th difference. 

If.required, values of predicted energy intermediate between 

t = 20 mins. and 21 mins. may be obtained by applying fractional 

values of 0. 

From the stored temperature/time data for the appropriate 

value of u, we know the temperature state of the 20 KW load when 

it is switched off at t = 19 mins; also its subsequent value at 

t =.20 mins: 

If this load were switched on again at t = 20 mins., it would 

operate at m = 1 until the associated process temperature reached 

in, say, 30 seconds, and would then continue to cycle at its 

d.e.c. value of m, say. 0.5. 

Then total predicted consumption up to t = 21 mins. 

66.40 + (20 x 4 + 20 x-% x %)/60 

66.65 KWh, which is below the proportional target value i 

‘of 70 KWh. The surplus of energy is due, of course,to the decreasing 

slope of the energy/time characteristic of the cycling load for 

ts 7 mins. 

The computation shows that the 20 KW load may be safely 

switched on at t = 20 mins., when the complete ensemble is allowed 

to cycle until demand control is next effected. Any prediction error 

is corrected at each sampling point by updating the observed data 

upon which the prediction is based. 

If we accept the premise that extrapolation beyond the range of 

observed data is justifiable, the question arises as to what degree 

of prediction accuracy is required. 

In Table 7.4, the error in predicting the energy due to the 

cycling load at t = 21 mins., caused by the 5th difference column 

having a finite value, is 0.10f63.25 + 3.05 - 0.05 + 0.1) = 0.15%. 

It must be shown practically that if this is taken as the 

maximum allowable percentage error, an acceptable control of demand 

is obtained. The computer strategy will then be to continue to 

evaluate the difference table until this desired accuracy has been 

achieved. Difference columns may be terminated at the third for 

this example, though for the higher order polynomials describing 

fluctuating loads, more observations, and hence more columns, will 

be required.



Possible errors in successive columns eventually commence to 

build up due to rounding-off errors in the original readings, so that 

calculations should be made with at least two more figures than are ~ 

required in the result, 

Optimisation of the sheddable load value to minimise demand 

variations may result in this load being switched at an inconvenient ly 

high rate. It will then be more practical to sacrifice some quality 

of control by allowing a greater prediction error, and provide an 

adequate safety margin in the target energy value. 

If the energy at any instant subsequent to time t = O is 

characterised by its mean and variance, then the predicted energy 

obtained from the difference table will be likewise specified. 

It can be Sonne” that if Z = x - y where x and y are independent 

variables, i.e. cov. (x, y) = 0, then 

mean Z = mean x - mean y C7389 

and 

Var (Z) = Var(x) + Var(y). (7.33) 

Thus if the elements in the difference table are specified statistically, 

there will be a cumulative build up of variances when evaluating the 

predicted energy. 

For a given project, however, the sampling interval may best be 

chosen by actual observations of the magnitude and gradient of the 

“energy perturbations. 

Lot SUMMARY. 

The transit. lag inherent in the electric space heating process 

gives rise to undesirable oscillations in the temperature when the heaters 

are switched by thermostat, By means of derivative feedback 

a design has been achieved where the amplitude of temperature 

oscillations has been reduced to a value compatible with the specification 

given in section 7.1. 

The use of derivative control gives rise to the further 

advantages: 

1ES Owing to the reduced value of 85> the command temperature e 

may be set at a value closer to the minimum specified 

temperature Qe thus reducing the energy requirements. 

ae A reduction is achieved in the offset 9. = 9. soccurring an 

discontinuously-controlled space heating systems due to 

variations in the ambient temperature.
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oe A significant reduction in the period eS is obtained. Thus 

not only is the "minimum-comfort" criterion of optimisation 

satisfied, but for an ensemble of similar thermostatically- 

controlled space heaters this reduction will lead to a smaller 

demand variance (see Chapter 5). 

Demand control may be applied advantageously to an ensemble of 

temperature-sensitive loads provided the heating energy requirements 

are met at the same time, i.e. control action will be limited by the 

allowable drop in temperature. The quality of control that can be 

obtained is a function of the energy/time characteristic, and depends 

upon the accuracy of load prediction. 

Prediction accuracy will increase with the size of ensemble, 

but is limited by the inherent load fluctuations due to the switching 

action of individual process members. 

The scheme described in section 7.6.3 may be readily applied 

where a switching strategy can be imposed upon a single sheddable load 

within a process ensemble in order to achieve control of the overall 

demand. At each monitoring point a control decision can then be 

made by comparing actual energy and proportional target consumption 

without the necessity of computing the power to be shed. The more 

complex problem when several loads are shed together requires further - 

consideration, 

Demand control of thermostatically-controlled loads may be 

applied to the situation where blocks of flats are provided with 

underfloor heating or "Electricaire" units. 

Control will be provided bya centralised digital computer upon 

receipt of telemetered signals of the demand due to each block. 

Owing to the high thermal inertia of the heated space, 

interruption of the supply to each block for a few minutes within 

every integrating half-hour period will cause little noticeable fall 

in temperature: load shedding may be applied sequentially to ensure 

infrequent cessation of power to any one block. In this way, 

significant demand reduction may be obtained at peak times without 

discomfort to residents, 

When estimating the cooling effected during a load Cut. Leo will 

be inconvenient to monitor the temperatures of individual premises 

within the block being switched. 

The best compromise will be to assume an equivalent cooling
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trajectory which commences at an initial temperature value of 70° F, 

at the instant of switch-off, and which corresponds to the average 

load recorded for the block in the previous sampling interval. As 

may be seen from the worked example in section 7.6.3, this assumption 

will give insignificant error in the total predicted energy at the 

next sampling instant. 

Optimisation of the load to be shed may be obtained by 

monitoring the space heating demand pattern at the incoming feeder 

to each block, and by observing the effects upon the overall demand 

of removal and subsequent restoration of the associated load. The 

further implications of this technique could form the basis of 

subsequent research.



CHAPTER 8. 

ECONOMIC ASPECTS OF DEMAND LIMITATION. 

Silss INTRODUCTION 

In this chapter an appraisal is made of production costs for 

electroheat processes, as affected by the KVA maximum demand, energy 

consumption, power factor and load factor. 

Calculations are based upon Maximum Demand tariffs published 

by the Midlands Electricity Area Board. 

The economic advantages of maximum demand limitation are analysed 

in two case studies: 

Ly, For the melting cycle in a foundryproducing cast iron, where 

the savings thereby effected are compared with the cost of lost 

production. 

‘ea For a factory producing a variety of metal products involving 

the use of electroheat, where the need to maximise production restricts 

the implementation of demand control. 

8.2 MAXIMUM DEMAND TARIFFS FOR INDUSTRIAL SUPPLIES. 

The following economic calculations will be based upon industrial 

tariffs published by the Midlands Electricity Board (M.E.B.), which 

became effective for electricity used after 30th September, 1967. These 

are the two-part tariffs Nos. 7 and 7 (a). 

8.2.1 MAXIMUM DEMAND TARIFFS Nos. 7 and 7 (a). 

The following information is relevant to the subsequent 

16:
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calculations: 

TariEt NO. /.. 

Maximum Demand (M.D). Charge each month: 

Each KVA of the first 200 KVA of M.D. = Cy a1 /sr 2d. 

Each KVA of the next 300 KVA of M.D. = Cy aH IOS 7/0. 

Each KVA of the next 500 KVA of M.D. = C., = 16s%5 Od: 

Each KVA of the next 4000 KVAGOL MoD. Cy m4 LoBy  OO+ 

Each additional KVA of M.D. iS C., =" 14s.10d. 

For demands exceeding 20 KVA "maximum demand" means twice the 

greatest number of kilovolt-ampere hours during any thirty consecutive 

minutes determined by the M.E.B. during the account month. 

-Kilowatt-hour (Unit) Charge each month: 

Each of the first 180 KWh per KVA of M.D. Dd, = 1,14d. 

Each cf the next 180 KWh per KVA of M.D. = Dy = 0.95d,. 

Each additional KWh supplied = D3 = 0.82d. 1 

A rebate of 0.13d.is allowed in respect of each KWh consumed 

between 23.00 hours and 07.00 hours, subject to the consumer making a 

capital contribution to cover the cost of additional metering equipment 

required. 

_An adjustment charge is payable to cover variations in fuel costs; 

a supplementary charge is made for metering at 650 volts or less. 

Tariff No. 7 (a). 

Each KVA of the first 200 KVA of M.D. = 7199\, 2d 

Each KVA of the next 300 KVA of M.D. =) b8s./d. 

Each KVA of the next 500 KVA of M.D. = 18s. Od. 

Each KVA of the next 4000 KVA of M.D. = S'. Os 

Each additional KVA of M.D. = 16s. 9d. 

An important feature of this tariff is that'"maximum demand" 

means twice the greatest number of kilovolt-ampere hours supplied during 

any thirty consecutive minutes during the account month or in any of the 

preceding eleven months whichever is the greater. 

Kilowatt-hour (Unit) Charge each month: 
  

Each of the first 180 KWh per KVA of M.D. made in the month = 0.99d. 

Each of the next 180 KWh per KVA of M.D. made in the month = 0.82d. 

Each additional KWh supplied = 0.70d.



The Off-peak rebate rate and conditions are the same as for 

Tariff No. 7% A fuel costs adjustment charge is payable; metering 

tsat over 650:.volts. 

It should be pointed out, however, that Area Board tariffs are 

now tending to reflect the Bulk Supply Tariff structure by charges 

which relate the demand costs to specified seasonal peak aoa tede.. 

8.3 COST PER UNIT OF PURCHASED INDUSTRIAL POWER AS AFFECTED BY 

. LOAD FACTOR AND DEMAND, ENERGY CONSUMED AND POWER FACTOR. 

8.3.1 Load Factor, Demand and Energy Consumed. 
  

We may evaluate the cost per KWh of energy purchased for the 

rates given by tariff No. 7. 

Now load factor . KWh supplied per month 
M.D. in KW x 720 
  

Let M.D. in KVA =M 

Power factor = cos @ 

F Load factor 

KWh supplied per month = K. 

Then K = M cos 6 x 720 F. (8.1) 

Maximum demand Charge, 
  

1 to C. above are first converted to 

pence to give equivalent charges Ce to Cc) 

The maximum demand charges C 

respectively. 
0 

Then Ce = 206, Cy = 199, Cy = 192, 

Cy = 185 5 Chios 178, each in pence. 

For 0 <M< 200, 

maximum demand charge = Ce M pence, (8.2) 

For 200 ¢ M x 500, 

maximum demand charge 

= ex 200 + Cl (M - 200) pence. (8.3) 

For 500 < M ¢ 1000, 

maximum demand charge 

= op 200 + Cx 300 + Cy (M - 500) pence. (8.4) 

For 1000 ¢ M < 5000, 

maximum demand charge 

= C. x 200+ C. x 300 + CL.x 500 
6 7 8 

+ Cy (M - 1000) pence. (8.5)
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For 5000 < M, 

maximum demand charge 

= Ce x 2007+ Cy x 5005+ Ce x 500 

+ Cy x 4000 + Cy, (M - 5000) pence. (8.6) 

Equations (8.2) to (8.6) represent,of course, linear relationships 

between the maximum demand charge and M. 

Kilowatt-hour charge. 
  

Let D 7=2b.14 pence, Dy = 0.95 pence, D3 = 0.82 pence. 
1 

For 0 ¢ : < 180, 

KWh charge = DM x K. pence. CS. 7) 

M 

For 180 ¢ K < 360, 

KWh Maarge 

= Dy x 180 M + DM (K - 180)pence. (8.8) 

; M 

For 360 <¢K , 
M 

KWh charge 

=D, x 180M +D, x 180M + D, M(K - 360) pence. (8.9) 
M 

We may take a load which has a maximum demand level of 1,000 KVA 

at 0.9 power factor and a load factor of 80%. 

From (8.1), KWh supplied per month = 1000 x 518.4. 

Then from (8.4), M.D. charge per KWh supplied = 0.38d.,and from (8.9), 

kilowatt-hour (unit) charge per KWh supplied = 0.9/76d. 

Thus total charge of purchased power 

= 1.356 pence per KWh of energy supplied. 

- If a load has a maximum demand of 10,000 KVA at 0.9 power factor 

and a load factor of 80%, 

KWh supplied per month = 10,000 x 518.4. 

From (8.6) and (8.9) we may again evaluate the maximum demand and 

kilowatt-hour charges per KWh supplied. 

Then total charge of purchased power 

= 0.353 + 0.976, or 1.329 pence per KWh of energy supplied. 

For a power factor of 0.9, the charge per KWh of purchased 

electricity has been calculated for values of KVA maximum demand ranging 

from 100 to 10,000 with load factors of 20 ~ 100%. 

The total charges per month are shown in Fig. 8.1 as a function
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of KVA maximum demand, load factor, and energy supplied. The proportions 

of the total charges directly due to the maximum demand are shown in 

Fie w.852, No account has been taken of the rebate allowed for energy 

consumed during the off-peak period. 

These curves show clearly how the pence per KWh may be reduced by 

increase of the energy consumption and by improvement of load factor (or 

reduction of maximum demand). 

For example, if the energy required per month is 3 x 10° KWh, 

the load may have a maximum demand of 7500 KVA with load factor 62% and 

p.£. 0.9, when the cost of electricity is 1.49 pence per KWh; improvement 

of the load factor to 80% with a maximum demand of 6000 KVA reduces the 

electricity cost to 1.34 pence per KWh. Thus a monthly saving of 

£1875 is effected. 

The effect of load factor upon the total costs is also clearly 

PLlustraved in. Fic. 8), 3. This is drawn for a load with an M.D. of 

5000 KVA,and shows how the total charge for electricity supplied is 

apportioned between maximum demand and energy charges. 

As the energy is increased, reduced electricity charges per KWh 

become payable owing to the graduated scale of energy charges shown in 

equations (8.7) to (8.9). 

It will be appreciated that the tariffs Nos. 7 and 7 (a) are 

so framed that the running costs bear part of the charges due to maximum 

demand. In other words, a high maximum demand incurs a double penalty. 

8.3.2 Power Factor. 

We may now consider the effect of power factor upon the unit 

charge. 

It is well known that, for highly inductive loads, power factor 

correction is not only economically desirable, but is insisted upon by the 

supply authorities, owing to the otherwise high loading upon the feeders 

.and supply equipment. 

Maximum demand tariffs based upon maximum kilowatt demand normally 
  

include a penalty charge for average power factors below a stipulated 

value, say 0.9. For tariffs which are based upon maximum KVA demand, 

a poor power factor is inherently penalised, since the KVA demand is 

inversely proportional to the power factor for a given KW rating. 

Suppose for a given power that the power factor is improved from 

Cos 9}, for an uncompensated system, to Cos 9, as a result of p.£.
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correction. 

It is shown in standard texts that, for tariffs based upon maximum 

KVA demand plus a flat rate per KWh, the M.D. charges are minimised when 

cos 6, = N 1 - (Bp/(1o0a) 2, | (8.10) 

where A is the yearly charge per KVA of maximum demand, B the cost per 

KVAR of p.f. improvement capacitors, and p the percentage annuel interest 

and depreciation. If we take A and B to be £10 per year per KVA of M.D., 

and £10 per KVAR of phase-advance equipment respectively, and p = 20 per 

cent per annum, we obtain the result $., = ace 0.98, which is independent 

of the original power factor. Since the leading KVAR increases as 

tan 9, - tan Go: further power factor improvement leads to the situation 

where the cost of the phase-advance equipment outweighs the savings in 

maximum demand charges, 

These basic results are modified somewhat for industrial tariffs 

where the standing charge per KVA of maximum demand has a sliding scale; 

also any reduction achieved in maximum demand is reflected as a saving 

in the energy charge, which is therefore not a flat rate per KWh. 

Suppose a consumer's load has a maximum demand of M KVA at Det. 

Cos O,> and the load factor is F. Compensation by capacitors improves 

the power factor to Cos b> Le. M, is reduced to a value My a M, Cos g,/ 

Cos $,- 

Monthly savings in maximum demand and energy charges may be obtained 

from equations (8.2) to (8.9). We will consider the economy effected 

by power factor compensation in four cases. 

Case (i), 

M, = 1000, Cos 8, = 0.6, F = 80%. 

The power factor is improved to Cos 9, = 0.9, whence My= 666.67. 

Maximum demand charge per month. 
  

Equation (8.4) applies both before and after compensation. 

Then saving effected = Cy [ % - 500) - (M, - 500) | 
ae 

240 

= E2006 01.5 

Energy charge per month. 
  

From (8.1), K = M, Cos 9, x 720F = 345,600 KWh per month. 
1 

Before compensation, 

180< K < 360, wien (8.8) applies,where M = M 
M . 5



After compensation, 

360<. K , when (8.9) applies, where M = My» whence saving effected 

M, 

« = £104.73. 

Then total saving per month vy £371, and we may calculate the time 

required to recoup the capital cost of the power-factor correction 

equipment. 7 

Compensating KVAR to be supplied 

=M_ sin 9, - M. sin 6 = 510. 
1 7 

If this capacitor cost if £x per KVAR, and is recouped in N months as 

-a result of the saving effected, N = 510x/371. 

For x = £10 per KVAR, for example, N = 13% months. 

Case (ii). 

Suppose now that the consumer has a maximum demand M, Or 1,000 

KVA at Cos 8, = 0.6, but that the load factor F is 60%. The power 

factor is again improved to Cos 65= OL 9: It is found that: 

Monthly saving in M.D. charge = £266.67 as before, 

but monthly saving in energy charge = £57.9, 

whence N = 15% months if x is as above. 

Case (iii). 

This case is the same as case (i) except that the power factor is 

improved to Cos %, = 0.95 instead of 0.9. 

' The monthly saving in M.D. charge = £294.7. 

The monthly saving in energy charge = £116.5. 

The required compensating KVAR, however, has now increased from 510 to 

600, whence N = 14% months, 

Case (iv). 

This case is the same as case (ii) except that the power factor 

is improved to 0.95 instead of 0.9. 

. The monthly saving in M.D. charge = £294.7. 

The monthly saving in energy charge = £86.4, 

whence N = 15% months. 

We may conclude that power factor compensation to a value of at 

least 0.95 remains economically attractive in spite of the extra compensating 

KVA required, as worthwhile savings may be achieved once the cost of this 

equipment is recouped. 

The economics of buying leading KVAR has been considered in the
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light of power factor improvement for a fixed load. When demand control 

is applied, however, we have the situation of a fixed capacitor in 

parallel with a variable inductive load, and the power factor will change 

as load is shed. 

However, the sheddable load normally represents only a small 

proportion of the total, so that the electricity cost calculations will 

not be substantially modified. 

8.3.3 Relative Merits of Tariffs Nos. 7 and 7 (a). 

Electricity charges for tariff No. 7 (a) have been evaluated in 

the same manner as for tariff No. 7. The results are shown in Figs. 

8.4 and 8.5, which correspond to Figs. 8.1 and 8.2 respectively. 

Comparison of corresponding curves shows that, for load factors 

of 40% and above, the more economical of the two tariffs is No. 7 (a). 

Tariff 7 (a) will therefore be suitable for demands of high and 

relatively constant load factor, e.g. wat2r pumping stations. 

An undesirable feature of this tariff is the lack of flexibility 

over short periods, Thus an isolated high demand, once registered in 

any monitoring half-hour, brings about a high maximum demand penalty for 

a complete year. 

For tariff 7, however, this penalty applies to each month taken 

separately. Where the demand is mainly seasonal, e.g. due to 

space heating, economies may be effected by judicious adjustment of the 

set demand at which load is shed. Production involving the use of 

electroheat may also be maximised over short periods, when the profit 

resulting from early completion of urgent orders may outweigh the high 

demand charges thus incurred. 

8.4 IMPLEMENTATION AND ADVANTAGES OF DEMAND LIMITATION, 

Limitation of the demand over each half-hour to a nominated 

"indicated" value may be termed tactical control of load. 

In the long term, strategic control is required, whereby the 

load factor is maximised over an extended period of time. 

The principles of tactical control of load are described in 

chapter 2. The Duomax and Trivector meters have been developed for 

: ; : : 53,499 
use in conjunction with such schemes a :
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Industrial applications for automatic control of load are 

54 ; : , 3 
described by Severin” , and include power interruption of electric 

arc furnaces, on-load tap changing of furnace transformers, and step 

control of discrete loads. 

For new installations the incidence of load may be planned to 

avoid excessive demand peaks. 

For existing plants, however, major reorganisation of production 

to achieve significant load factor improvement may often prove too 

costly to implement. 

8.4.1 Advantages of Demand Limitation. 
  

As far as the industrial consumer is concerned, a criterion of 

optimisation is the cost per unit of production, say the cost per ton 

of metal produced. 

If the load factor is poor, significant M.D. reduction may be 

achieved by peak lopping, with only minor reduction in the energy 

available for the process. Implementation of this method of control 

must, of course, be subject to the constraint that the level of 

production is not thereby seriously reduced. 

Let us suppose that the production cost per ton is £P and that 

a maximum demand reduction of, say, 10 per cent, has a Py per cent 

effect on production costs, The value of Py will depend both upon the 

loss of energy due to load shedding and upon the proportion of the total 

load which is not related to production. 

Let the electricity costs be Py per cent of the total production 

costs, and the monthly saving in electricity charges due to a 10 per 

cent maximum demand reduction be P3 per cent. 

Then saving in production cost as a result of reduced electrical 

charges = P3 px Po % of P.N, where N tons per month are produced before 

maximum demand reduction. 68.11) 

Also cost of production loss per month = Py* of PEN. Thus net 

saving per month due to maximum demand reduction ; 

=P.N(Py% x Pae - Py%), (8.12) 

which is positive for By P3 > 100 Py: 

Progressive reduction of the maximum demand will eventually lead 

to the situation where the cost of production loss exceeds the saving 

achieved in electricity charges,
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Realistic values can only be assigned to the above parameters 

for a specific process, as they will vary considerably according to the 

type of product, electrical load pattern and tariff rate. 

We will now obtain the M.D. reduction for a specific project, 

the application of which results in minimum overall cost per unit 

product. 

oD A SPECIFIC CASE STUDY - A MELTING CYCLE IN AN IRON FOUNDRY. 

The case to be studied concerns an existing foundry which operates 

cupola equipment for producing Grade 17 iron to B.S.S. 1452. After 

machining the cast material, it has proved econonical to install a 

coreless induction furnace, of nominal rating 800 KW, to melt the 

resulting borings. Under normal practice, the maximum indicated 

demand for the foundry does not exceed 2,000 KW. 

Records of the indicated demand in KW are available for all 

the 1440 half-hourly integrating periods of the account month at a 

time of high production. 

Demand recordings for seven days and nights are shown in Figs. 

8.6, 8.7 and 8.8, and include those for the day when the months 

maximum demand occurs. The energy consumption and load pattern vary 

from day to day owing to factors such as maintenance, week-end 

interruption of work, holidays, etc.. 

Significant demand reduction by load redistribution cannot be 

achieved without major expense. At a time of full employment, transfer 

of load to night-time and to week-ends will necessitate the introduction 

of costly bonus schemes, 

8.5.1 Saving in Electricity Charges due to Reduction of Maximum Demand. 
  

Total energy consumed in the account month = 562,720 KWh. 

The maximum recorded demand is 2000 KW, so that 

562,720 load factor = =——2-—-__ = 2000 x 720. 
We will consider lopping of the peak demand by values increasing 

from zero to 20 per cent at 2 per cent increments. Owing to the high 

corrected power factor, the KVA may be taken as equal to the KW with an 

error of less than 2 per cent. 

The demand peaks of interest and their summed durations over
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the account month are given in Table 8.1. 

  

  

              

INDICATED DURATION INDICATED DURATION 

DEMAND Hours DEMAND | Hours 

KVA KVA 

2000 Ord 1760 10.35 

1960 - 1720 io 

1920 On> 1680 14.5 

1880 - 1640 - 

1840 5.0 1600 LD 

1800 a 

TABLE 8.1 

Electricity is supplied by the M.E.B., the charges being given 

by tariff No. 7. 

On no day does the indicated demand in the off-peak hours exceed 

1600 KVA. 

25.4% of the total energy delivered per month is consumed in the 

hours Ll%p.m. =-/-a.m.3 a rebate of 0.13 pence is due in respect sf 

each KWh consumed in this period. 

The cost of electricity per month before load cutting is £4025 

(made up of £1590 M.D. and £2435 energy charges), or 1.717 pence per 

KWh. 

-The M.D. and energy savings per month effected by M.D. reduction 

have been evaluated as follows: 

  

  

M.D. Reduction|Monthly Saving} Monthly Total Pence | Energy 

Per cent in M.D. Saving in |Monthly per KWh}j Reduction 

charges Energy Saving in per month 

£ Charees £ {Charges £ KWh 

0 0 0 0 ee ALed O 

2 30.83 5.78 5G. Gf. 215 POL 20° 

4 61.66 Leo 1 2k 1.686 40 

6 92.49 JET eee: 109.91 Ld ; 80 

8 123.33 23.28 146.61 1.654 120 

10 N545 Vz 29.92 184.09 13639 360 

12 185.0 36.58 221258 1.624 600 

14 ; 215783 44.89 260.72 1.609 1260 

16 246.66 | Ae 299.86 15594 1920 

18 ZELEaO 63.81 341531 Le56 3160 

20 308.33 74.42 382.75 1.566 4400                 
TABLE 8.2
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The savings achieved in M.D. and energy charges as a result of 

load limitation, together with the pence per KWh, are plotted as a 

function of M.D. reduction in Fig. 8.9. 

Savings in M.D. charges are obviously directly proportional 

to the maximum demand reduction, since the range of maximum demand 

considered does not involve movement to a new charge rate (see 

equation 8.5). 

Savings in energy charges are a function both of the demand 

pattern and the maximum demand reduction. However the reduction in 

M.D. charges represents a sufficiently high proportion of the total 

costs saved to linearise the overall characteristic. 

8.5.2 Effect of Demand Reduction upon Production Costs. 

For afoundry producing a variety of products,each of which 

requires heat and metallurgical processing, operating experience may 

_present the only way of determining the effect of maximum demand 

reduction upon production costs. 

However, for steel melting or heat treatment, experience has 

shown that the KWh per ton are substantially constant. It is therefore 

reasonable to assume that the percentage saving in energy due to load 

cutting produces an approximately equal percentage loss of production, 

provided the resulting heat loss over the increased holding period does 

not become appreciable. 
  

This assumption is justified by experience at the Templeborough 

electric melting shop of the United Steel Companies Limited, where the 

maximum demand due to six arc furnaces for producing steel is controlled 

by computer (section 2.4.1). 

The production curves of Fig. 8.10 are replotted in Fig. 8.11 as 

percentages of the values obtained before load cutting. The curves of 

percentage production lost and percentage energy saved diverge 

appreciably only when the M.D. reduction exceeds about 20 per cent. 

This divergence may be explained as follows: 

The heat supplied to the furnaces may be divided into: 

(a) That required to produce a change of state, including latent 

heat plus any endothermic reaction. 

(b) That required to maintain the melt temperature by replacing 

the radiation losses over a period of time.
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For a given charge weight and composition, the energy represented 

by (a) will be virtually constant. However, if the effect of load 

reduction is to spread the production cycle over an extended period, the 

requirement to maintain the temperature for an increased time will 

eventually result in a loss of production not compensated by the energy 

saved. 

In this case study, details are not available of the operating 

costs for the whole plant. However, information is eiiiched’ of the 

operating costs for a foundry using an induction melting furnace of 

identical type and rating to that described,and producing the same 

“product. We will. therefore examine a hypothetical case where the 

induction furnace represents the main factory load, and has sufficient 

rating to be available for demand reduction. 

  

8.5.3 Reduction of Maximum Demand due to Induction Furnace. 

From the demand histograms for the furnace alone: 

Total energy consumed in the account month = 214,600 KWh. 

Maximum recorded demand in the 1440 integrating periods = 900 KVA, 

giving a load factor of 33.8 per cent, based upon a 720 - hour month, 

The corrected power factor is 0.98, so that KW = KVA. 

Reductions in maximum demand up to 20 per cent of 900 KVA will be 

considered, when saving will be achieved both in day-time and off-peak 

rates, 

The relevant demand peaks and their durations are as follows: 

  

  

  

- DURATION 

INDICATED DEMAND 

eon On-Peak Hours Restricted Hours 

Liop.m. £0. 7 asm, 

900 2 - 

870 8 33) 

840 40 7 

810 5 5 

780 16 1 

770 O25 - 

750 6 2 

740 Leo -           

TABLE 8.3



° 

Of the total energy delivered per month, 67,620 KWh, or 31.5 per 

cent, are consumed in the restricted hours. The cost of electricity 

per month before load cutting is: 

Monthly M.D. charge, 
  

200 KVA at 17s. 2d. mi ELEL be oes 

300 KVA at l6s, 7d. eof OG8. TSO, 

400 KVA at 16s. Od. “". £320, 0.) @: 

£740; 8. A: 

Monthly KWh charge. 

180..x 900. x71,,14d. a £769: LO ge 0. 

(214,600 - 162,000) x 0.95d.= £2087 iden 2 

£977, tae ae 
Tess767,6020°x 0, 13d. 3 SOc U2, 3 

(off-peak rebate) £941. 1. 7. 

Then charge/KWh = £1681. 9. 11 = 1.88 pence. 
214,600 

For a 4 per cent reduction of maximum demand, 120 KWh are saved 

at the day-time rate and 21 KWh at the off-peak rate. 

Then monthly M.D. charge = CPs aee A, 

and monthly KWh charge 

= 180 x 864 x 1.14 + (214,459 - 155,520) x 0.95 

=? 6/5599) x0; 19° pence. 

SALIO) . 6 On Os 

Then charge/KWh —~ £1647. 1. 0 = 1,844 pence. 
214,459 

The monthly savings in electricity charges for peak lopping up to 

20 per cent of 900 KVA have been evaluated for the above furnace load 

pattern. 

The results are given in Table 8.4 and are plotted in Fig, 8.12, 

showing the effect of maximum demand reduction upon: 

(a) The monthly saving in electricity charges. (f£). 

(b) The monthly saving in electricity usage (KWh). 

(c) Cost of electricity (pence per KWh). 

8.5.4 Production Costs. 

The electrical load consists of a line frequency coreless 

induction furnace for iron melting,of nominal electrical rating 800 KW 

and capacity 5 tons, with a gross melt rate of 1,22 tons per hour. 

Feedstock to the furnace consists entirely of borings recovered from 
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machined castings and costing £6 per ton, 

Raw materials costs and cost of purchased energy are at prices 

appertaining in May 1968. 

An analysis of operating costs (but excluding overheads not 

related to production) is as follows: 

Capital cost of furnace, including installation = £40,000. 

Output for month considered = 275 tons. 

Maximum demand charge for month , £740 

Energy charges for month, 941 

Fuel adjustment charge (assumed zero 

for this month):. -— 

  

Labour (4 men each at £1000 p.a), 535 

Refractory. 100 

Depreciation (assumed life of 10 years )333 

Maintenance and spares. 50 

| £ 2947 

Then melting cost per ton =. £9.08 

Adding the cost of the charge: 

Borings at £6 per ton. 

Melting loss (5%). 0.3 

Metallurgical additives. “ 

Therefore the overall metal cost 

Dem tone — £10.98 

TABLE 8.5 

For each value of M.D. reduction we may repeat the analysis 

of Table 8.5, using the results presented in Table 8.4, The percentage 

loss of production due to the reduction of peak demand is taken to equal 

the percentage decrease in energy. The production-related overheads 

may be assumed constant for the change in production level involved. 

Table 8.6 shows the calculated melting and total metal costs 

for each value of maximum demand, 

For any production plant certain overheads must be carried which 

are, broadly speaking, independent of production, e.g. administration, 

lighting and heating of offices; these can vary considerably, of 

course, according to the premises, management efficiency , and diversity 

of product. Ascribing a range of fixed costs to these overheads, the 

overall operating costs have been evaluated in Table 8.7. 
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8 16il 0.376 

10 1592 0.615 
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1508 2.494 

  

TABLE 8.6 

M.D. Reduction Total Monthly Reduction of Monthly Output | Melting Cost Feedstock Cost Total 

per cent Charges Output | Tons per month (at £7.3 per ton)| Metal Cost 

(M.D. + Energy) per cent £ £ Brett 

| £ 

2497 2008 4505



M.D. Reductiorz Month 

  

O
a
 

Os
. 

Per cent 

Nh 
=
 

Oy
 

co
 

10 

Ae 

16 

18 

20 

Overall 

Overall 

Overall 

Overall 

Outpu 

Tons 

ly otal | OVERALL OPERATING COSTS 
t Metal Overallj £/Ton{ Overall} £/Ton Overall | £/Ton 

Cost £ eS So eee 

278.95 132 | wa? | 23.60 | oa7 | 25 
274, 82 4469 4469 (16, 26 — 234 6969 25.30) 

Poiegie 5 

398,97 398,97 

} 273.31. | } 273.31. | 

271.13 4346 

269.69 

268.14 

266.49 

operating 

operating 

operating 

operating 

| 444g | aaa | 16.21 | | 444g | aaa | 16.21 | 6; 2. 6449 | 

ASL 4315 6315 23.41 25.26 

  

4247 4247 15.94 6247 23.44 25682 

cost with overheads not related to production en tO: Zero, 

cost with overheads not related to production equal to £2000. 

cost with overheads not related to production equal to £2500. 

cost with overheads. not related to production equal to £5000. 

Overall £/Ton 
Cost / ee 

9427 34.40 

TABLE 8.7



The calculation may be expressed in algebraic form:- 

Let M, = initial maximum demand, and charge/month = Mie 

E, = initial energy, and charge/month -E.. 

O. = Papdures con eeleter overheads/month. 

Cy = overheads per month not related to production. 

Py = monthly production in tons. 

K = cost of metal and additives/ton. 

Then ‘total metal cost per ton M, +E, +C 

  

ake een ae (8,13) 
P 

1 

and overall cost per ton 8 ies Tt vi, + KP, + Cy : (8,14) 

My 
Let the values of maximum demand and energy subsequent to load cutting 

be Mo and E, respectively, and their corresponding monthly charges M 

and E 

Ze 

2c’ 

Then new overall cost per ton 

  

a met Eo ot e. +KP, +6, (8.15) 

Po 
where Po is the corresponding monthly production in tons. 

We assume that EB ~ Ey a Po - Py : (8.16) 

Fi ‘t 
i 2. 

so that Ps Py 6y eT a2 (8.17) 
E 

1 

1 Br ES. RE (8.18) 

then. -O 8 oe Petes, (8,19) 

where AM = M, - M,. (8.20) 

The costsM) .sE,. may be expressed in terms of M Fie? respectively 
r* 

by applying the appropriate equations (8.2) - (8.9). 

However the relation (8.19) may be determined only by observations 

of the demand pattern for the specific project. Minimisation of the 

overall cost per ton then requires numerical evaluation. 

The information derived in Table 8.7 is presented graphically as 

follows: 

ine The effect of maximum demand reduction upon: 

CL) Operating cost per ton (Fig. 8.13). 

(ii) Production loss per month (Fig. 8.14). 

(iii) Operating cost per month (Fig. 8.14).
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(b) Overheads not related to production-= £2000 . 
(Cc) " = ] i " " = £ 5000 

(c) Pounds 

Monthly Production with Zero 
  

  

9500 * M.D. Reduction = 275 Tons. ee E 
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For curves (a) and (b) the overheads 

not related to production have been 

taken as £2000. 

Thus metal costs per month 
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Also presented are: 

23 Operating cost as a function of monthly production in tons (Fig.8.15). 

Sve Operating cost per ton as a function of monthly production (Fig.8.15). 

25.5 Discussion of Results. 
  

In considering the characteristics of Fig. 8.13 we may refer to 

equation (8.14). 

For the variation of production considered, Sy and Cy may be taken 

as substantially constant for a given account month, although Cy will have 

seasonal variations, e.g. office heating load. 

Rearranging (8.14) in general terms, 

overall cost per ton 

M +E C C 
a ot CR ER i eo (8.21) 

PB ie P 

Over the M.D. range considered, the magnitude of the first term of 

(8.21) decreases with progressive reduction of the maximum demand; however, 

the contributions of the second and third terms to the cost per ton become 

of increasing significance as production falls, so that a minimum appears 

in the overall characteristic. For Cy = £2000, £2500, £5000, the values 

of maximum demand reduction which give minimum operating cost per ton are 

15, 11 and 9 per cent respectively. 

An outstanding feature of Fig. 8.13 is the importance of reducing 

overheads which are not related to production. A twofold advantage is 

thereby obtained; firstly, the overall operating cost is reduced, and 

secondly, economic production is obtained with a reduced maximum demand, 

leading to smaller electricity charges, 

A constraint upon the implementation of maximum demand reduction will 

be the resulting fall in production rate. 

We see from Fig. 8.15 that, for Cy = £2,000, minimum operating 

cost is achieved at a production rate of 270.3 tons per month, a loss 

of 1.71 per cent compared with the production with no demand restriction. 

An optimum maximum demand reduction of 15 per cent will therefore be 

based upon amonthly production schedule of not less than 2/70 tons. 

If, however, production must not be restricted by more than 0.5 

per cent, or to a minimum of 273.6 tons per month, the reduction of 

maximum demand is limited to 9 per cent (Fig. 8.14). The resulting 

operating cost is £23.44 per month, compared with the figure of £23.41



if the maximum demand were reduced by 15 per cent. 

The load factor is insufficiently high to warrant a tariff charge 

from No. .7-to: 7 (a); The results apply only for this level of production 
  

and for the electrical demands recorded, They will be modified, of course, 

by subsequent changes of raw material prices, wages and tariff rates. 

Owing to loss of production due to demand control, the economic 

effect of a penalty charge for unfulfilled orders may have to be 

considered. 

In planning the monthly production,it may be found that operation 

at a maximum demand corresponding to the minimum of a curve shown in Fig. 

8.13 gives a satisfactory production rate. This economic maximum demand 

level will have a stochastic variation, since the demand for each month is 

predicted from the previous month's recorded pattern. Operation to the 

left of the minimum of the characteristic ensures overproduction, but at 

the expense of increased cost per ton. Operation to the right of the 

minimum also results in production less efficient than optimum; moreover, 

the reduction of overall costs thus achieved may be insufficient to compensate 

for the incompleted quota penalty. 

Quite apart from such considerations, ob jective management decisions 

will have to be taken on production schedules in the light of fluctuating 

market requirements. 

8.6 A SECOND CASE STUDY - 

APPLICATION OF DEMAND CONTROL IN A FACTORY PRODUCING A 

DIVERSITY OF METAL PRODUCTS. 

This study concerns an existing factory operating a number of 

furnaces in cascade to produce a variety of iron castings of varying controlled 

composition. 

The feedstock is melted in a coke-fired cupola which, by its 

nature, is essentially a melting furnace producing a continuous flow-of 

metal, In order immediately to meet the intermittent flow required by 

the casting production line, the metal is poured into a 30-ton holding 

furnace, which maintains a full reserve of molten metal. In the succeeding 

chain are included an induction furnace for raising the temperature of 

the melt, and a group of resistance-heated furnaces, of total rating 1,000 

KVA, for diverse annealing of batch products, 

SOL: Strategy Adopted for Minimising Electrical Demand. 

Owing to a full order book, priority was given to maximising
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production, which was therefore not obtained at minimum cost per tons The 

aim of this policy was to capture a rising market and to foster producer- 

customer relations. 

A Duomax maximum demand control system was installed to give 

warning when load reduction was necessary. 

The principle of implementation was that load control would be 

effected by the operator, but only at times when, in so doing, no blockage 

or delay in the overall production flow would be caused, Reduction of 

electrical charges due to load restriction was thus regarded as a bonus 

to be obtained whenever production allowed. 

At. a time of full employment, production had to be confined mainly 

to the day, in spite of incentive bonuses for night-time work. Load 

restriction could therefore be applied freely in the early part of the 

morning, but became more difficult to implement as the full electrical 

demand was reached by mid-morning. 

Setting of the maximum demand level was obtained as a result of 

extensive operating experience of the plant. Too low a level would have 

resulted in operating staff ignoring frequent warnings of impending 

completion of the half-hourly energy auger. whilst too high a level would 

have been largely ineffective in reducing electricity costs. 

Tariff 7 (a) was considered unsuitable for this application owing 

to the production variability and relatively low load factor. Thus the 

maximum demand control level was reset each month to take best advantage 

of the rates given by tariff 7. 

In Figs. 8.16 and 8,17, histograms are shown of the half-hourly 

integrated demands for four days of production. The greatest demand always 

occurs during the day, at either mid-morning or mid-afternoon. Production 

is low at weekends. 

The monthly maximum demand settings over a 2-year period are 

shown in Table 8.8. 

As expected,the cost per KWh increases substantially for months of 

poor load factor. The table clearly shows how the maximum demand settings 

must be raised in the winter months as a result of the increased load due 

to unrestricted office heating and lighting. 

DVO. 2. Scope for Reduction of Operating Costs . 

In this application,the worth of production for an individual
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KVA Setting 

  

  

  

Year & KVA Units Load Total. Cost 
Month. Max, on M.D. Control KWh. Factor Bale per Unit. 

Demand.Equipment. PernsCents. 5 Pence, 

1967 

October 2900 2880 942,300 44.51 6612 6S 

November 2950 2880 866,000 40.21 6300 1.74 

December 3200 3000 872,900 37.37 6557 2 

1968 

January 3350 3180 1,108, 300 45,32 7367 1.59 

February 3850 3120 1,017,200 36.55 7687 1.81 

March 3190 3120 1,049,100 45.05 mo / 201: 1.65 

April 3200 3000 769,300 52,93 6098 1.90 

May 2950 2820 892,900 35772 6395 Wy ea7 as 

June 2675 2640 691,700 35.42 5310 1.84 

July 2900 2760 677,300 Bi 599 5445 ioe 

August 2750 2880 693,600 34.55 5410 bles fey! 

September 3350 3180 847,500 34.65 6569 1.86 

October 3250 3000 1,104,600 46.55 7554 1.64 

November 3300 3000 1,106,900 45.94 7576 1.64 

December 3450 3300 1,010,000 40.10 7349 ee 
1969 

January 3400 3300 1,098,000 44.24 ' 7668 1.67 

February 3300 3180 1,047, 200 43.47 7287 1.67 

March 3250 3180 1,090, 700 45.97 7427 163 

April 3050 3000 916,300 41.15 6584 AL eHiz, 

May 3100 2900 928,000 41.01 4 Goa2 1,72 

June 3000 2850 943, 200 43.07 6650 LG? 

July 2800 2750 886, 300 43.36 6237 1.69 

August 2900 2900 662,000 Seer 5386 oS     

TABLE 8.8
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furnace must be assessed in relation to the complete chain, since, 

for optimum working, no stage of the process must be held up for 

lack of metal. 

Although manufacturing’ schedules and metallurgical require- 

ments vary from week to week, it should eventually be possible, from 

experience gained, to predict the demand due to various combinations 

of production routines. Should the time come when priority is not 

given to maximising production, the purchase of a digital computer 

to determine and implement the economic maximum demand reduction 

may be warranted by the savings thereby achieved, 

In this application, alternative fuels to electricity may 

be considered for heat treatment in the day-time, The high energy 

required for the melting cycle may then be supplied by electricity 

in the off-peak hours at reduced rates. 

Daf SUMMARY. 

Figures 8.1 to 8.5 portray in a lucid manner the charges 

due to the M.E.B. maximum-demand tariffs 7 and 7 (a), and the economic 

effects of varying the parameters upon which they depend. 

Section 8.3.2 has been included to illustrate the effect of 

the sliding tariff scales upon the savings achieved in maximum demand 

and energy charges due to power factor improvement, The results are * 

expressed in terms of the pay-back period which is commonly used in 

calculating the economics of power factor correction. 

The case studies of sections 8.5 and 8.6 are of importance, 

in that they deal with practical situations where the energy and 

power requirements fluctuate with time, They are, of course, only 

relevant for the particular tariff quoted, though the principle of 

optimising the maximum demand still applies for other two-part tariffs 

where each part is referred to the maximum KVA demand, If the control 

of demand is to be implemented by computer, the savings thereby 

effected must be sufficient to cover the capital cost and running 

expenses of the computer itself. 

An analysis of the economic viability of maximum demand 

reduction depends largely upon a knowledge of the relation between the 

energy saved and the loss of production. For an existing process the 

appropriate cost figures may be obtained from operating experience, 

For a new project, however, postulation of the effect of maximum demand 

reduction upon manufacturing and operating costs will necessitate a 

complete understanding of the process. Implementation of the economic
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maximum demand may be expected to produce significant savings when 

electricity charges form a substantial proportion of the total 

costs, e.g. in electric melting,
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CHAPTER 9. 

GENERAL CONCLUSIONS. 

The general conclusions of this work may be summarised as 

follows: 

i, 

tie 

The maximum demand due to a finite number of similar on-off 

processes may be minimised by staggering of the load incidence in a 

deterministic manner, i.e. by programmed switching. New work in 

Chapter 3 shows that,under certain conditions,there is an allowable 

tolerance in the choice of the stagger between successive processes 

without increasing the minimum maximum demand. However, this stagger, 

once selected,must be maintained constant and equal forall. 

processes, 

The demand patterns arising from control of the load incidence 

are thoroughly analysed. Methods are given for controlling the 

demand without altering the symmetry of the switching. 

Where a large number of processes is concerned, a statistical 

approach to demand control becomes necessary, although the principle 

of load staggering still applies. 

In Chapter 4 a demand control strategy is established where 

the total number of processes is split into several equal blocks. 

which are staggered sequentially. An important feature of this 

policy is that the incidence of individual processes comprising a 

block need not be precisely controlled, but may be characterised by 

a distribution about a mean position. 

In Chapters 5 and 6 new models have been established and 

proven for determining the mean and variance of the demand due 

to an ensemble of similar on-off processes whose incidence is random, 

Applying the results to an installation of similar discontin- 

uously-controlled space heating processes, the following important 

design requirement is established: 

For minimisation of the variance of the demand, the ratio 

integrating interval/periodic time should have an integer value. 

Otherwise,the ratio should be as high as possible, and preferably 

not less than unity. 

The principle of minimising individual load periods in order 

to reduce the demand variance still applies when there is a spread of 

cycle times, The reduction of load period also reduces the amplitude
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of temperature oscillations, thus better satisfying the'minimum- 

comfort" specification described in Chapter 7. 

It has been shown that the distribution of the demand may 

be represented conservatively by a Normal distribution, This 

result has been used to determine the probability of exceeding 

a given demand, and hence the maximum demand penalty incurred, 

Valuable information is thus provided for assessing the 

economic viability of proposed electric space heating projects. 

These analyses represent a new and original approach to the 

determination and control of demand due to on-off processes, 

In Chapter 7 a new strategy has been established for control 

of the demand due to thermostatically-controlled loads. ‘ This is 

based upon accurate prediction of future energy consumption 

within the integrating half-hour as a result of: 

(i) Extrapolation of recent observed data by curve fitting of 

the energy locus at a number of sampled points. 

(ii) Monitoring of temperature states of the cycling loads. 

The appeal of this scheme lies in situations where the demand 

due to an ensemble of such processes is adequately controlled by 

exercising a switching strategy upon a single load. Control 

. decisions may then be based upon a comparison of actual consumption 

and proportional target energy without the necessity for deriving 

the power to be shed from slopes of the energy locus. 

An application for this strategy is in the control of the 

demand due to electric space heating of blocks of flats, and is 

described in Chapter 7. The quality of control achieved will be 

dependent upon the prediction accuracy, which is a function of the 

magnitude and rate of change of the energy consumption. 

This application of demand control to thermostatically- 

controlled loads represents a considerable advance beyond 

existing work in this area. 

In Chapter 7 an on-off space heating system has been designed 

where the temperature fluctuation is minimised ovea prescribed 

range of environmental temperatures by means of derivative feedback. 

This has the added advantages over conventional thermostatic 

control of reducing the offset and of minimising the energy require- 

ments, since the command temperature may be lowered for a
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specified minimum process temperature. 

In Chapter 8 the cost figures of current maximum demand 

tariffs, and the economic consequences of varying the parameters 

upon which they depend, have been presented in a lucid manner 

not readily apparent from the tariff format. 

Although calculations are based upon a particular Area Board 

tariff, the principles still apply for two-part tariffs where 

each part is referred to the KVA maximum demand. 

In Chapters 7 and 8 "optimisation" of electrothermal 

processes'has been considered from the following viewpoints: 

(i) A "minimum-comfort" level for discontinuously-controlled 

space heating processes, 

(ii) A minimum overall cost per ton for an ironfoundry producing 

metal castings. 

(iii)Maximising production of diverse products where the use of 

electroheat is involved. 

It has been shown that the requirements of (ii) and (iii) are 

compatible only to a limited extent. 

These analyses provide a significant contribution to 

work upon the determination of the economic maximum demand 

for electroheat processes. No generalised analysis can 

be given, of course, owing to the wide variations of efficiency 

and costs in the manufacture of diverse products involving the 

use of electroheat. 

As shown in Chapter 8, the economic maximum reduction depends 

largely upon the relation between energy saved and the resulting 

lost production. For new projects,postulation of this relation- 

ship and of the cost factors involved will therefore require a 

complete understanding of all aspects of the process. 

Areas for future research lie in the field of strategic 

control, particularly in load prediction techniques based upon 

past weather records and short-term forecasting. 

It is suggested that control of the maximum demand in the 

future will be carried out continuously by digital computer, 

when substantial economic advantages will accrue to both the 

user and the supply Authority. Prediction will be based upon 

previous recorded demand patterns, and the computer will
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evaluate the economic maximum demand upom receipt of 

updated information of electricity and production costs. 

The savings in charges as a result of computer control 

must be sufficient to justify the capital cost of the computer 

itself, though running costs may be diversified by time sharing 

with other duties.
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APPENDIX A. 

SAMPLES OF COMPUTER PROGRAMS. 

Computations were performed on a PDP-9 digital computer using the 

FORTRAN IV language. 

A.1 NUMERICAL INTEGRATION. (See section 4.5.2.1), 

Numerical integration of the probability density function, equation 

(4.3), is achieved by program NUMINT for the condition 30 = 1% and 
a ~~ 
m = Z = & “ « The probability distributions are summed for 

the processes being switched in the band of width 

Integration is performed by Simpson's rule between - 3.6 and the point 

in question, which is stepped at intervals of 3 seconds between - 3 GO - and 

ao Ole 

The input data, flowchart and program are shown below. The results 

are incorporated within section 4.5.2. 

Program identifiers are as follows: 

Y = amplitude of probability density function. 

AMP = area under probability density curve between - 39 

and sampled point. 

Z = time displacement of displaced probability.density 

function f (t - Z) 

SIGMA = standard deviation = 30 seconds. 

TOT 78 = sum of switched loads in band & form = “, $ 

TOT 23 = sum of switched loads in band @ for m = 2 
Sie 

TOT 13 = sum of switched loads in band @ for m = l- 

3
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The following computations are performed in the blocks A, B, C, D shown 

inthe flowchart of Fig. A.2. 

BLOCK A. 

Y = YA x YB, 

where 

VAP ec A005, 

Oo WV2n 

YB = exp ( - 0.5 (R/O - ) 

where R= |R]| if R #0, 

Ob YS: = Lcit Ro 0; 

BLOCK B. 

Using Simpson's rule, 

area AMP = C (Y, + 4 % even ordinates + 2 % odd ordinates 

Se ee < ty Me 

BLOCK C. 

Area printed out every 5th time round J loop. 

BLOCK D. 

TOT: 78 = © 2 AMPCI) 3&4, 4) +0300: ~- Cy ame (J) o = 557), 

TOT 23.*.¢. 2 AMPC J). J = 1; 4):+ (400. = C2 AMP (J) J = 8,11): ) 

TOT 13 = ( ¥ AMP(J) J = 1, 4) + (400 - (2 AmP (J) J = 12, 15) ) 
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Z(1) GO 

L294 = 60 60 

203). 77 = 12060 

Z064) 60-0 

Z65) 30-9 

266) -30-0 

ZC(7) +9020 i. 7 1 
Z(8) 808 On 8 2 (hy to Sx F) 
Z£(9}. ° 28-0 - 
Z(18) -48.0 oe we (1) to 2 (4) 
Z(11) -108-.8 . Soler to. eg (il). 
Z(12) 40.0 5 
as -20 8 eo se) to Z. (4) 

3 © -Z.(12) to Z 1615)- Z€14) -60-0 

Z(15) -148-0 

FIG, A.1 INPUT DATA FOR PROGRAM " NUMINT". 

i
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START 

   

    
    

READ IN 
ARRAY Z(3J) 
J=1,15 

  

MC =! 
      

        
  

  

    

  

          

  

          

  

        
(BLOCK C) 

  

   

  

      

      

AMP SD 
=O 

Yes 

AMP 

o ‘ 
Yes’ |=30-0f | ~~! 

COMPUTE Y os 
(BLock A) Po R= G-Ig4 7 3S 

NO 
CD I=I+! 

YES 

COMPUTE 
AMP 

(BLOCK B)     

  

J=IT+t+I 

  
    

    

  

COMPUTE 

(BLOCK D) 
  
101 ho, 101 2Z95TOTAS 

    

      

  

  

  
MC=MC+3 

    

  
FIG. A.2 FLOWCHART FOR PROGRAM NUMINT.



Vd 

og 

de 

ae 

25 
Se 

31 

12 

ES 

16 

19 

106 

26 
98 

51 

58 

S32 

53 

44 
191 

DIMENSION Y(2860)5AMP(615)5Z¢€15) 

READ €3399)(€Z2CJ)s J=2 15) 

FORMA TC6XsF&e3) 

DO-191 “MCSt.216153 

IK=5 

JK=1 

DO 96 J=1515 

RMC=MC 

C=RMC+ZCJ5) 

PF CE=1 6225 225215 

AMP (J)=9 -@ 

GO 10.719 

TFC 6-181 +0) 315 313:32 

AMP (J)=100-@ 

GO TOLD 

SI GMA=3 «@ 

DGule el=1325 

T=I-1 

YA=100 -O/SI GMA/SQRT C2 -8*3 214159) 

R=T*C/2 400-3 e¢0*SI GMA 

IFCReLTe¢@ «G)IR=-R 

IFCReEQe@ -B)YB=1 -B 

IF CReNE e@ 00) YB=EXP (~B e5*CR/SI GMA) *¥*2 2D) 

YCI)=YA*YB 

EVEN=@ e@ 

6DD=0 -B 

D@ 15 JA=2532452 

EVEN=EVEN+Y (JA) 

DO 16 JA=332322 

@DD=ODD+Y (JA) 

AMP CJ) =C¥CY C124 4e¢Q* EVEN+2 -B*GDDtY(25))/772 9 

K=J-IK 

IF (CK)905 100390 

WRITE €2226) CAMP CII),1TI=JKsJ) 

IK=IK+5 

JK=JK+5 
FORMAT(C1X»s SF9-3) 

CONTINUE 

SUMS=6 -@ 

DO 51 J=154 

SUMS=SUMS+AMP (J) 

SUM78=@ -@ 

DO 58 J=557 

SUM78=SUM7&-AMP (J) 

TOT 78=SUM 78+ 388 -@+SUMS 

SUM2 3=6 -@ 

DO 52 J=8s11 

SUM23=SUM23-AMP (J) 

TOT23=SUM23+ 490 «-B8+SUMS 

SUM13=4 -@ 

DO S3J=12515 

SUM13=SUM13-AMP CJ) 

TOT13=SUM1 3+ 489 -O0+SUMS 

WRITE (€22344) TOT7&s TOT23, TOT13 

FORMAT (1Xs3F8-3) 

CONTINUE 

Or 

END 

FIG. A.3 PROGRAM "NUMINT". 

2
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A.2 SIMULATION OF DEMAND CALCULATIONS USING PSEUDO-RANDOM NUMBERS 

(See sections 6.3.1, 6.3.2, and 6.5). 

Demand check. programs were carried out as described in 

; f 4 1 
section 6.5, using a published pseudo-random number table : sa 

sample of which is given in Table A.1l. 

Let N be a two-digit random number drawn sequentially from the 

table. 

If a process commences at time X with equal probability anywhere 

in the range 0G XX T, where the period T is normalised to unity value, 

pen: x oeN.. 
100 be 

The indicated demand D will be a function of X, m and I, where 

tee 
T S 

For example, if the power per process is normalised to unity 

value: 

For m = % and I = 0.75. 

eee < O55: 

Then 4 X.< 0.25; p=s : 

1f 0.25% <) 0:5) D =O, 7a x ; 

: i 
if OS my Die 

If X = 0.75: 

Then D = é : 

TE RS 0575: 

Then D = X - 0.5. 
0.75 

Programs 1, 2 and 4 and sample flowcharts are shown below. 

Results were as follows: 

Program l. m= 4, I = 0.5. (1,000 events of 1 process). 

The theoretical results ares 

D: = 0.5, Var D. = 0.0833. 

The computation gave: 

D = 0.4965 (0.7% error) and Var D = 0.0859 (3.2% error). 

’ Program 2. m = 4, I. = 0.5 (50 groupings of 20 independent processes 

using 1,000 random nudbers). | 

The theoretical results are: 

W = 20x 0.5 = 10, 

Var .W's-20 x 0.0833>=" 1. 667. 

The computation gave:
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W = 9,93 (0.7 % error) and Var W = 1.575 (5.5% error). 

A repetition of the computation for a further independent set 

of 1,000 random numbers gave W = 9.971 (0,3% error) and Var W = 1.717 

(3.0% error). The sample size n, was increased to 500 by generating 

10,000 pseudo-random numbers on the computer; computations for two 

indepe@dent sets of random numbers each gave W and Var W within 3% of 

their theoretical values. 

Program 3, m= 4%, I = 0.25 (1000 events of 1 process). 
oy 

The theoretical results are: 

whence Var D = 0.1667. 

The computation gave: 

D = 0.4799 (4.0% error) and Var D = 0.1692 (1.5% error). 

Program 4, m = %, I = 0.5 (1000 events of 1 process). 
7 

The theoretical results are: 

D. = 0775. 

Var D = 1+ m Cl 38.49 te ce Pe 5)? ) 
SY 

where r=mT =.1,5, s = (1 - m) To Os Se 
in 

whence Var D = 0,0415, 

The computation gave: 

D = 0.7399 (1.3% error) and Var D = 0.0423 (1.9% error): 

Program 5. m = %, I = 0.5 (1000 events of 1 process). 
p 

The theoretical results are: 

ne ORIG, 
~ 2- 3 _ aa Var D=m_(3r" - r° - 3 mr), where r =ml = 4% » 

whence st yar D = 0.0415. I 

The computation gave: 

D = 0.2479 (0.8% error) and Var D = 0.0419 (1.0% error). 

_ Program 6. m=, I = 0.75 (1000 events of 1 process), 

The theoretical results are: 

D=0.5, ; 
Var D= 1 (2 = r) (2r - 1)", where r = es 

LZ oa 3
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whence Var D = 0.0185. 

The computation gave: 

D = 0.4915 (1.7% error) and Var D = 0.0193 (4.1% error). 

A eel. GENERATION OF PSEUDO-RANDOM NUMBERS ON THE DIGITAL COMPUTER. 

Pseudo-random numbers are generated by the multiplicative 

congruential method ae according to the rule Ny — aN , (mod m), 
slic aa 

where N.; a and m are all non-negative integers. 

The binary computer has an 18- bit word length, and m is 

chosen as gb = ant 

The procedure is as follows: - 

dee The first entry No from the main program to the subroutine to 

start the sequence is required to be an odd integer. 

2. Choose an integer a = 8t + 3 close to Pec where t is any 

positive integer. 

b = 17, whence a = 28 + Sa 2 ook 

Se Compute a No using fixed point arithmetic. Overflow of the 

store in FORTRAN results in retention of the low-order bits Ny 

and discarding of high-order bits. 

4. Calculate R = n,/2° ~ N,/131,072 to obtain a uniformly distributed 

variate on the unit interval. 

5% Each subsequent entry from the main program is required to be the 

result of the previous exit from the routine. 

The multiplicative procedure will produce a> Ye i 32,768 random 

numbers before repeating. Program 7 gives the subroutine and 

a suitable test program to generate 1,000 two-digit numbers 

uniformly distributed between O and 1; each digit is an 

independent sample from a population in which the digits 0 to9 

are equally likely.
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98 63 
01 03 

29 07 

72 O1 

WL LE 
. 63 05 

81 89 

10 24 
14 28 

35 41 
07 89 
27 89 
95 98 
1295 

35 23 
86 33 

02 82 

44 46 
08 77 

61 59 

67 70 

23 09 
89 40 

84 95 

52 14 
89 56 

65 94 
13 08 

03 18 

10 04 

23 94 
35 63 
42 86 

67 26 

91 93 
37 14 
07 46 
92 18 

00 49 

08 59 

67 05 
2499 

- 65 86 

§2 70 

32 88 

54.16 
95 22 
93 10 
19 20 

Each digit is an independent sample from a population in which the digits 0 to 9 are equally likely, that 

57,04 
89 52 

09°35 
2 16°34 

80 54 

41 82 

66 18 

42 34 
go 84 
33 43 

17 89 
36 87 
1558 

45 52 

727% 

06 68 
9573 
96 23 
34 96 
07 19 

37 08 

18 o1 

08 79 

26 39 

66 42 

49 02 
SiAr 

05 93 
15 75 
33 57 

0095 
97 28 

42 90 
03 36 

92 87 

88 56 

13.39% 

50 58 
oc9 46 

98 43 

41 41 

19 54 
48 06 

27 46 

03 20 

29 93 

39 40 
18 59 

27 94 
85 20 

81 71 

77 23 
02 54. 

49 22 
7° 99 

79 37 
76 82 

00 49 
22 16 

Ol 32 

87 04 

98 73 
19 68 

27 35 
81 84 

> Baas 
80 92 

16 46 

32 68 

94 46 

08 46 

67 19 

18 78 

74 58 
9° 74 

foot.” 

"97 87 
06 68 

02 83 

16 71 

85 04 

bo 43 
9° 74, 
45 33 
09,96 

35 76 
32 01 

08 73 
9499 
39 67 

33 59 

32 33 
96 41 

7° 93 
84 96 

58 21 

98 57 
54 57 

9° 45 

15 67 

” js each has a probability of -y. 

17 46 
61 08 
51 96 

5296 

24 04 

00 45 
1118 

97 53 
26 96 

258.30 

28 32 

77 04. 
95 47 
86 8x 
36 58 

39 55 
20 49 
Le Sr 
48 22 

Lee 

56 76 
29 49 
00 32 

5955. 
13 71 

28 15 

28 16 
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48 26 
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32 80 

42 25 

33.17 
60 77 

85 37 

97:35 
07 94 
4297 
17 41 
68 40 

43 28 
34 68 
BI 2% 

27 39 
LAS es 

71 05 
02 05 

44 22 

39 33 
78 03 
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53 29 
63 90 

9275 
00 34 

11-38 

98 54 
61 90 

33 16 

54 21 

19 54 

13 45 
75 19 
25 69 

16 29 
05 10 

92 28 

54 59 
Go 31 

40 17 
03.73 

29 48 

58 67 
86 74 
87 11 

00 71 

51 OL 
62 48 

137 
RABI 
15 18 

19 01 

26 48 

5877 
72/92 

82 61 

19 37 
78 28 
20 42 

28 60 

A139 
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29 03 

64 37 
5105 
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; 65 15° 

7235 
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32 23 
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Bae RS 4 
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26 gt 
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o5 61 

EI'90 
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28 89 
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43 25 
99 89 

33 87 
08 56 
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24 41 

19 09 
ox 84 
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48 13 
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10 76 

39 OF 

14 66 

9° 33 
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02 71 

39 35 

SE as 
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79 08 
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81 24 

88 46 

59°39 
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81 02 
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32 06 - 
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3175 
©7 40 

05 24 
12, 67 

80 co 
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39 95 
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39 26 
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40.99 
98 go 
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17 78 

7° 45 

38 13: 
42 26 
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18 00 
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O05 50 

91 29 
83 59 
48 53 

08 &6 

75 94 
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20 97 
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96 60 
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29 07 

72 9° 

97 97 
2I 37 

48 35 
99 00 
56 09 

79 68 
04 32 

53 73 
66 97 
30 29 

17 66 

46.2% 
13 04 

1538 
35 41 

14 76 

03 25 

1317 
47 73 

99 34 

07 72 

24 28 

36 94. 
76 61 

41 89 

79 79 
46 19 
21 52 

77 07 
48 45 

66 23 

51 68 

92 14 
62 59 

78 50 
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3 ee S5UMD=0 
y SUMSQ=0 

READ IN ARRAY | | 
JA OF PSEUDO- 
RANOOM NOS. 

N=] 

X= RIA/IOO-O 

5UMD 2 SUMD+tD kes SQR=0xD 

=== SUMSQ= SUMSQ+5QR 

N=N+! 

ae ee 
  

      M=m+) VAR DEMAND 
  

    =AVGSQ-(AVGD)? 
        

  

  

AVGD 
= SUMD/1I000:0 
  

Y 
      

  

      

AVSQ 
= SUMSG@/I000-9 

' 50 
Mean value of demand D=j656 a ec D n)= SUMD 

=| 1000 

50 2 
Expected value of 0 =i550 < (= Dp) = sumse 

Mel > N=! 1000 

FIG.A.4 FLOWCHART FOR PROGRAM 1.
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a Ms he J 

vy 

READ IN ARRAY SUMDA=0 

JA OF PSEUDO- SUMSQ=0 

RANDOM NOs. 

¥ 
SUMAL=0 

N=! 

X= RJA [100-0 

=O =X-0°-5 

Y 
SUMAL 6 

= SUMAL+ AREA 

<> Ne N=N+! 

YES 

DAL _| OALSQ@ 

= SUMAL /0°5 “1 =DAL * DAL 

SUMDA SUMSQ 
=SUMDA+ DAL hen =5UMSQ+DALSQ 

pe ae 
VAR DEMAND 
=AVGSQ-(AVGD)* 

AVGD 
= SUMDA/ 50-0 

¥ 
AVGSQ 

= SUMSQ /50-O 

50 20 
>. C= An ) = SUMDA 
Met ‘N2l OS 50 

oO 20 2 
( An) | = SUMSQ 

Mz! N=l@-5 50 

PROGRAM 2 
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25 
39 

32 

34 
36 

88 
99 

44 

46 

DIMENSION JAC59@) 

SUMD=@ »@ 

SUMSQ=9 

DO 98 M=15 59 

READ(3s1)CJACN)I 3s N=1520) 

FORMAT(C2913) 

DO 88 N=1520 

RJA=JACN) 

X=RJA/10@0 eB 

IF CX-@ 05) 305 32934 

D=(9e5-X)/0-5 

GO TO 36 

D=@ -0 
GO: .10 36 

D=¢(X-9 05)/9-65 

SQR=D*D 
DEMAND D FOR 1 P ESS. 

SUMD=SUMD+D 
ROCESS 

PROGRAM 1 

  

SUMSQ=SUMSQ+SQR me < CONTINUE (m = %, I/T = 0.5). 

CONTINUE 
AVGD=SUMD/1000 -@ 
AVGSQ=SUMSQ/1900 -@ 
DB=AVGD 
VAR=AVGSQ-DB*DB 
WRITEC2s 44) 
WRITEC2s5 46) DB» VAR 
FORMAT ( 3X» SH1=9 «5s 3X» SHMBAR=0 ¢S//) 
FORMAT(5Xs2F9°5) 
STOP 
END 

FIG: A.6 (a) 
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25 
* 38 

32 

34 
36 
718 

98 

44 

46 

DIMENSION JACS5@) 
SUMDA=@ -@ 
SUMSQ=@ -@ 
DO 109 M=1.550 
READC3s,1)I1A 
DO 98 M=515100- 
READ(C 351) CJACN)s N=15 26) 

FORMATC2813) 

SUMAL=6 -@ 

DO 78 N=1520 

RIA=JACN) 

X=RJA/100 e@ 

IF (X-@ -5) 30532334 

AREA=@ -5-X 

GO TO 36 

AREA=@0 -@ 

GO-TO 36 

AREA=X-@-5 

SUMAL=SUMAL+AREA 

CONTINUE 

DAL=SUMAL/@-5 

DAL SQ=DAL * DAL 

SUMSQ=SUMSQ+DALSQ 

SUM DA=SUM DA+ DAL 

CONTINUE 

AVGD=SUMDA/56 -@ 

AVGSQ=SUMSQ/5@ -@ 

DB=AVGD ; 

VAR=AVGSQ-DB*DB 

WRITEC2s 44) 

WRITEC2s 46) DB» VAR 
F@RMATC 3X» SHI =6 «5s SHMBAR=0 -5s22H5@ EVENTS 28 PROCESSES//) 
F@RMATCS5Xs2F9-5) 
STOP 
END 

FIG. A.6 (b) 
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PROGRAM 2, 

DEMAND W FOR ENSEMBLE OF 

20 PROCESSES. 

Cm © 4, 1/T = 0.5).
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DIMENSION JACSQ) 
SUMD=0 «@ 
SUMSQ=0 6G 
DO 98 M=1550 
READ(3s1) (JACN)s N=1s20) 
FORMAT(2013) 
DO 88 N=1s20 
RJA=JACN) PROGRAM 4 
X=RJA/19@ «O 

IF €X-@ 625) 30532534 DEMAND D FOR 1 PROCESS. 
D= (0 +5-X)/0 05 
GO, T6736" x 
D=0 5 (m= %, I/T = 0.5. 
GO TO 36 
IF (X= 5) 38s 38s 42 
D=0-5 a 

GO TO 36 
IF (X-0+75) 51s 53s 53 
D=(X-0 «25)/0«5 
GO TO 36 
D=1 6B 
SQR=D*D 

SUMD=SUMD+D 

SUMSQ=SUMSQ+SQR 
CONTINUE 

CONTINUE 
AVGD=SUMD/1000 -@ 
AVGSQ=SUMSQ/1000 -B 
DB=AVGD 
VAR=AVGSQ-DB*DB 
WRITEC2s 44) 

WRITEC2s 46) DBs VAR 

FORMATC3X%s SHI=9 ¢ 5s 3Xs JHMBAR=G e TSS) ’ 

FORMAT( 5Xs2F9 65) 
STOP 
END 

UL Gi cA suite DEMAND PROGRAM 4, 

DIMENSION AC1@0) 
N=1 

DO 1 K=13109 

DO 2 J=1216 

CALL RANDOMCNsR) 
ACJ)= 

CONTINUE 

WRITEC2s100)A PROGRAM 7 

CONTINUE 

FORMATCIOF 52) 

STOP 

END 

SUBROUTINE RANDOMCN>R) 

N=259*N 

R=106 *O*FLOATOCN) 71310726 O+O« 3 

R= -AINTCRI/109 20 

RETURN 

END 

FIG. A.8 TEST PROGRAM FOR GENERATING RANDOM NUMBERS ON 
  

THE DIGITAL COMPUTER. 
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A.3 PROGRAM DEMAND. 

This program is used to determine the mean and variance of the 

demand due to an ensemble of 20 similar independent 2-position 

processes, 

The distributionsof T, m and x are -given by: 

T uniformly distributed over the range 15 mins ca ra 45 mins, 

m uniformly distributed over the range % <K m & %, 

x uniformly distributed over the rangeO < x < ee 

500 groupings of the ensemble are considered. 

Pseudo-random numbers are generated using the subroutine 

RANDOM given in program 7, 

The development of the program, and the results obtained, are 

given in section 6.6.3. 

The flowchart and listing are given in Figs. A.9 and A.10 

(program 8) respectively. 

Program identifiers are as follows: 

AI = integrating interval I = 30 minutes. 

T = period 

EMB = m 

CEMB = (1 - m) T 

TION = mT: 

CIM = (l-mT+I1 

DIM = 14 mT 

X = incidence,



  

  

  

  

  

  

  
  

    

    

  

  

    

    

  

AT T=BON +1Spe—] RANOOM {be 
1 NIO. Ny 

GENERATE eri 
RANOOM m=z +2 +0-5 
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OIM GENERATE x 
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SUMAL 
= O+ CONTENTS 

OF SUMAL STORG 

    

    

   

20 
DAL® £ (DEMAND 

Lal 

SUMDA 
* DALt CONTENTS 
OF SUMDA STORE   

  

        

    

  

  

MEAN DEMAND 

      
= SUMDA Pen 

AVGSQ 

   

  

  

  

  

      

  
  

DALSQ =(DAL)? 

  

¢ 
  

SUMSQ@ 
=(DAL)4 CONTENTS     OF SUMSQ STORE 
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FIG. A292 FLOWCHART FOR PROGRAM 8. 
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SUMDA=G6 e@ 

SUMSQ=6 9 

SUMAL=@ eG 
AI=30 -@ 
CALL RANDOMCNs T) 

T= 30 eO@*T+1509 
CALL RANDOMCNs EMB) 

EMB=EMB/4-6+@6 5 

CEMB= (1 e@-EMB)*T 
TION=T*EMB 
CIM=CEMB+AI 
DIM=AI-TION 
CALL RANDOMCNs X) 

X=X*T 
K=2 

IFCAI-T)20220391 

IFCAI-CEMB)21521325 

IFCX-AI)27,27231 

D=CAI-X) ZAI 

GO TO 98 

IF CX-CEMB) 33233537 

D=G e@ 
GO TO 98 
IFCX-C1IM) 392395 45 

D= (X-CEMB) ZAI 
GO TO 90 
D=1eO- 
GO TO 98 

IFCAI-TION) 51251453 

IF CX-CEMB) 55s 552 57 

D=CAI-X) ZAI 

GO TO 96 
IF CX-AI) 59s 59> 61 

D=CAI-CEMB) ZAI 

GO TO 99 
IF CX-CIM) 635 635 67 

D= (X-CEMB) ZAI PROGRAM 8 

GO TO 90 Se ee 

D=1 

GO TO 92 DEMAND W FOR ENSEMBLE 

IF CX-DIM) 712715273 OF 20 PROCESSES. 

D=TIONZAI 

GO TO 90 ee 

IF CX-CEMB) 753 753 77 (T, m, X all uniformly distributed). 

D=CAI-X) ZAI 

GO TO 90 

IF CX-AI) 7959 79583 

D=1 -@-CEMB/ZAI 

GO TO 98 

FIG. A.10 PROGRAM "DEMAND"
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91 

96 

16 

44 

46 

D=(X-CEMB) ZAI 

GO-TO 90 
K=1 

AAT=AI 

AI=AI-T 

GO TO 20 
IFCKeEQe¢1) D=CD*¥AI+TION) ZAAT 

SUMAL = SUMAL+D 

L=L+1 
IF(L-20)75 TE 

DAL=SUMAL 

DAL SQ= DAL * DAL 

SUMSQ=SUMSQ+DALSQ 

SUMDA=SUMDA+ DAL 

L=1 

M=M+1 
IF (M- 580) 353518 

AVGD=SUMDAZ 586 e@ 

AVGSQ=SUMSQ/598 «8 

DB=AVGD 

VAR=AVGSQ-DB* DB 

WRITEC2s 44) 

WRI TEC2s 46) DB» VAR 

FORMATC3Xs23H5S8G EVENTS 20 PROCE 

FORMATC5Xs2F9-5) 
STOP 
END 

SUBROUTINE RANDOMCNsR) 

N=259%*N 

R=100 -O*FLOATOCN)/1319 72 -O+0-5 

R=AINTCR)/190 o@ 

RETURN 

END 

PROGRAM 8 (CONT. ) 

ke 7) 
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A.4 PROGRAM .DNORM. 

In this program the distributions of T, m and x are: 

T normally distributed over same range as in section A.3, 

m normally distributed over same range as in section A.3, 

x uniformly distributed over same range as in section A.3. 

500 groupings of the ensemble of 20 processes are again considered. 

Program DNORM, which is used to compute the mean and variance 

of the ensemble demand, is given in Fig. A.11 (program 9). Also 

included are subroutine RANDOM for generation of uniform variates, and 

subroutine NORMAL for generation of normal variates... 

The development of subroutine NORMAL, and the results obtained 

for the computation, are given in section 6.6.5. 

Apart from the generation of the variates, the program flow will 

be as for program 8.
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31 
33 

13 

14 

EMU=@ -5 

SIG=1 «9/12 «9 

STDD=SIG 
N= 1 

L=1 
M=1 

SUMDA=@ eA 

SUMSQ=6 -@ 

SUMAL=9 «@ 

AI=36 -B 

CALL NORMAL CEMUs STDDs Ns Rs T) 

T=3G6 «-9*T+15-0 
CALL N@RMAL CEMUs STDD»s Ns Rs EMB) 
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PROGRAM 9 
EMB=EMB/ 400405 en 

veune ©! *O-EMB)*T DEMAND W FOR ENSEMBLE 
TION=T*EMB OF 20 PROCESSES 
CIM=CEMB+AI so 
DIM=AI-TION (T, m normally 

CALL RANDOMCNs X) distributed. 
XEX*T X uniformly distributed) 
K=2 

IFCAI-~T)26320391 
IF CAI-CEMB)21521525 
IFCX-AI)273275 31 
D=CAI-X) ZAI 
GO TO 99 
IF CX-CEMBI33s 33937 
D=0 «6 
GO TO 9@ 

SUCCEEDING STATEMENTS 

EXACTLY AS FOR MAIN 

PROGRAM OF PROGRAM 8 

SUBROUTINE NORMAL CEMUs STDDs Ns Rs Y) 

JJ=1 

SUM=6 -2 

N=259%*N 

R=100 -O@*FLOATON) 131072 -G+6-5 

R=AINTCR) 7100 0B 

SUM=SUM+R 

JJ=JJ+1 

LPC dd= 12) les 1 3514 

Y=STDD* (CSUM-6-@)+EMU 

RETURN 

END 

SUBROUTINE RANDOMCNs R) 
N=259*N 
R=100 -@*FLOATON) 7131072 -0+9-5 
R=AINTCR) 71906 2 
RETURN 
END 

PIG. Alli PROGRAM "D NORM" 
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APPENDIX B. 

EXPERIMENTAL DETERMINATION OF PARAMETER SPREADS FOR LINE-VOLTAGE 

WALL-MOUNTED ROOM THERMOSTATS. 
  

Bet Test Cabinet and Thermostat. 
  

Photographs of the test cabinet described in section 6.7 are given 

in *Figs., Bil fa)-and Bj ithy, 

By insertion of heating elements within the cabinet, the performance 

of the thermostat under test can be assessed at prescribed temperature rise 

rates. A convected air flow may be induced over the thermostat by an 

extractor fan mounted in the side of the box, 

The thermostat is designed for operation at line voltage with a 

14-amp . single-pole snap-action switch, bimetallic scroll and anticipator 

resistance, As shown in Fig. B.2, the thermostat is contained in a 

ventilated housing suitable for wall mounting, 

B.2 Possible Tests for Assessment of Thermostat Performance, 

Three alternative tests may be performed which are reasonably 

representative of operating conditions: 

Fa A small heater may be placed within the test box to be switched by
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the thermostat at the command temperature. The thermostat secondary 

feedback is relatively inactive owing to the small current load. 

ine The thermostat may be used to create its own environmental temperature 

by switching of full load, causing significant 17R and contact 

heating within the thermostat case. A space heater which the 

thermostat switches isplaced remotely from the test cabinet, and 

acts purely as a current load. 

This method provides an opportunity of studying the thermostat 

performance due to the secondary feedback alone. Owing to the 

comparatively small heating effected, cyclic switching will only 

be possible for a small rate of heat loss from the cabinet, 

3. The best simulation of practical conditions, is given by a 

combination of the two previous tests. The local heating effect 

may be obtained by allowing the thermostat to switch about 90% 

full lcad (a 3KW space heater placed remotely from the test box). 

In pavallel with this load, but placed inside the test cabinet, 

may be placed a 30W heater element which is also switched by the 

thermostat. 

B.3 Test Details. 

The connection diagram for test 3 is shown in Fig. B.3. 

The temperature of the room containing the test cabinet was 
° : : 

independently controlled to a value of 70 F. to give a standardised 

environment ; this necessitated setting the command level for the thermo- 
; oO 

stat within the cabinet to 78 F. 

In test 2 it was found that, for an ambient temperature lower than 

70° F.,the rate of heat loss from the cabinet was too great to enable the 

thermostat to switch. Heating in this test was determined mainly by the 

losses of the connecting cable. 

Twelve thermostats, produced by one manufacturer to the same 

specification,were sub jected in. turneto) tests.2 and 3, The ‘thermostat 

on test was mounted vertically in the cabinet about 1% feet from the 30W 

heater; this rating was chosen to give on- and off-times of the same 

order. 

The command temperature of 78° F,was standardised for all thermostats
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independently of individual dial settings. 

It was found that the period of the d.e.c. cycle was not significantly 

affected by the orientation of the thermostat. 

Visual indication of switching was provided, and the on-off load pattern 

was registered on a Miniscript recorder, The temperature adjacent to the 

thermostat housing was monitored by calibrated series-connected NiCr - NiAl 

thermocouples with the cold junctions in icy water. Oscillations of 

temperature were recorded on a Honeywell chart recorder with suppressed zero. 

Typical recordings of load pattern and temperature are given in 

Figs. B.4 and B.5 respectively. 

& 

B.4 Test Results. 

Heating and cooling trajectories showed the active and passive time 

constants for the cabinet to be 50 mins. and 65 mins. respectively, and the 

transit lag 3% mins. (see Appendix C.2). 

Typical test results were as follows: 

Test 2. 

Thermostat mounted vertically in centre of test box and passing full 

load current of 13 amp. Operation of thermostat due to effect of local 

heating. 

Temp. of room = 70° BS 

Thermostat command temp. = 78° FB, 

Natural air convection within test cabinet. 

D.e.c. values for T and m were as follows: 

  

  

“THERMOSTAT NO. PERIOD T mins. in 

1 12 0.55 

2 10 0.5 

3 11 0.55 

4 18 0.69 

5 13 , 0.69 

6 11 0.58 

7 18 0.65 

8 15 0.6 

9 16 0.62 

10 7 0.57 

11 15 0.6 

“ 10 0.5           

TABLE B.1
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The period is in the range 7 mins. g T < 18 mins., and 

is in the range 0.5 cng 0.69. The mean values for T and 

Be
) 

ee
} 

are 13 mins. and 0.59 respectively. 

Histograms of the parameter distributions are given in Fig. B.6. 

The sample is too small to obtain meaningful figures for the standard 

deviations of the parameter values. 

Test 3. 

Sensing of temperature due to combined effect of: 

(i) Local heating caused by 12.5 amp. current load, 

(ii) Heating due to 30 W element within cabinet. 

oO 
‘Temp. of room = 70 F. 

Thermostat command temperature = 78° F, 

Natural air convection within test box. 

D.e.c. values for T and m were as follows: 

  

  

          

Thermostat No. Period T mins. m 

1 25 On 

2 20 O42 

3 18 0,22 

4 Ad 0.09 

5 50 : 0.2 

6 18 0.25 

i 38 0.18 

8 30 023 

9 e929 On55 

10 6 0.33 

11 17 0.3 

12 20 0.18 

TABLE B.2 

The period is in the range 6 mins. ¢ - <¥ 50 min., and mis in the 

range 0.09< m = 0%33- The mean values for T and m are 26 mins. 

and 0.23 respectively. 

Histograms of the parameter distributions are given in 

Hig. Bs. The results clearly show the decrease in m and the 

increase in T due to energising the internal heater.
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APPENDIX C, 

\ 

A PROPORTIONAL PLUS INTEGRAL CONTROLLER FOR CONTINUOUS CONTROL OF DEMAND. 

C.1 Application of Proportional Plus Integral Control. 

A need arises for continuous control of electroheat processes which 

are subject to sustained disturbances, e.g. variations of load and power 

supply, or of ambient temperature. These disturbances will occur 

simultaneously in a random manner, and the action of the controller will 

be continuously to adjust the manipulated variable towards the steady- 

state condition where the offset is zero. 

Thus the power may be continuously corrected to that of constant 

demand, 

The disadvantages of proportional plus integral control for a system 

with transit lag are: 

Ake The delay between the transient occurrence and the correcting action 

of the controller, 

2 The long settling time. 

Thus large load fluctuations immediately before the end of the 

integration period must be inhibited so that the target energy is not 

exceeded, 
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C.2 Use of Ziegler-Nichols Model. 
  

Electroheat processes are modelled by irrational transfer functions 
61 

of the form of equations (7.1) and (7.2). In the Ziegler-Nichols sicae kere 

the analysis of higher-order control systems is approximated by one of 

first order with transit delay. The transfer function is 

F.G. exp (-sL)/(1 + sT), 

where the parameters L and T are determined as shown in Fig. C.1l. h(t) 

is the step response of the actual process, upon which is drawn the 

tangent QR at the inflection point P. The time constant of the model 

is given by the inverse slope of QR, and the equivalent delay by the 

intersection @ QR with the time axis, 

Closed-loop continuous load control of an electrothermal process 

may be provided as shown in Fig. C.2. If the set point is Os the 

effect of a disturbance ®) is to produce an offset, which is brought 

to zero in a time dependent upon the process parameters and the 

controller design. 

C.3 Controller Design and Transient Response. 
  

The transient response may be determined by the root-locus method 

showing the locus of the closed-loop poles as the gain is altered, 

The constants F, G may be omitted without loss of generality. 

If the controller proportional and integration constants are K, and : 
1/ K respectively, then the open-loop gain @ (s) will be: 

2 
-sL 

(a) TK ee 
Kos iy ost 

-sL 
_ KK, +1)e CC 23s) 

~ Kos (1 + sT) 

  

A design procedure for the controller must be a compromise between 

a high degree of stability and the time taken to reduce any offset to 

an acceptable level. Thus whilst a fast integral action due to reducing 

Ky produces an oscillatory response, a large integral time constant will 

lead to sluggish corrective action. If we take a second-order system 

as a standard of reference, the step response for a damping factor 

of about 0.7 exhibits a single overshoot of some 5 per cent. 

We will consider first the open-loop transfer function in the 

absence of the delay term — 

Open-loop poles will be located on the s-plane at the origin and



   

  

P is the inflection point of h(t) 

FIG.C1 DETERMINATION OF EQUIVALENT L AND T 

FROM THE STEP RESPONSE OF THE PROCESS. 
LOL LOLA LLL LLL LLL LLL LL LLL ELL LEC LLL LCL ECLA L LL LILLE CLL E ELC ERLE, 

6
7
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at Sa =o ie and there will be a zero at Spe~ a Le Sp lies to the 

he 2 
Tienes OL Si the system will be non-oscillatory, but the condition where 

s lies to the left of Sy corresponds to conjugate closed-loop poles and 

an oscillatory response (see Fig. C.3). A limiting condition for no 

oscillations is when the poles, is moved away from the origin to cancel 
B 

out the pole s, ats == 1, 
. T 

A suitable design procedure to produce the quickest stable 

response, therefore,is to adjust the controller constants Ky and Ky 

s0:‘that.si-5 = ak id es-ans thesvicinity Obes = "eh: For this 

fi K,K : a T 
dia? 

condition K, Ky =T, or @(s) ~ 1 , leaving an open-loop pole at 
Kos 

2 

the origin, and producing integrating action. 

We may now consider the effect of the transit delay. Graphical 

methods for determining the root loci for a system with dead time have 

been developed by superposition of constant gain and constant phase lock’ (°°4, 

The transient response will be determined by the nature of the 

closed-loop poles, which are the roots of the characteristic equation 

L +O (8). 0, ; (c.2) 

where the open-loop gain is 

fis ig (c.3) 
Ks Ss 

For each constant gaincontour there will be an infinite number 

of roots Py Py*s Pos Po* -- eet er er eo corresponding to phase loci 

180° 4 N1360° (Nw 0, 19.2 =.-"- -), 

where 

os = OF 7 jo, » P,* = oO; Ss 5,5 

Po = Oy * J)» Po* = oO» e Jos etc., 

and for stability all roots will have negative real parts. 

The closed-loop transfer function is 

  

6 tale a) te Peat (c.4) 
1 + G(s) “ok 

giving a step response 

€(s) 2 neg ). Kc. 5) 
J s + ke neh 

By the Final Value theorem, the steady-state value of the 

transit response as t —»0o 

ig ° lim [i (e= Ve 

en . s t+ ke
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'@(s)= SK Kot! 

  

  

  

Kos(l+sT) 

Im (s) 

Spe- 
K, Ka 

~<a x O= Re(s) 
SAzs-L S=0 

Fig. hin (a) L hae Non- oscillatory response. 

Jm(s) 

  

  

  

  

  

  

2K Re(s) 
‘$290 

Fig. C.3 (b) + ae KG 7 Oscillatory response. 

Jm(s) 

~<t Re(s) 
1S=0O 

Fig: C.3(c) een when @ (5)= 7-3 

  

FIG.C.5 ROOT LOCUS PLOTS.
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Shridhar - develops a graphical method for determining the gain 

and the location of the closed-loop poles where the step response of the 

controlled process is required to have an overshoot of about 5 per cent. 

Account is taken only of the roots on the branches of root loci 

: : Oo ; 
corresponding to phase loci of 180° and 540°, since the roots on the other 

branches may be ignored owing to their large negative real parts. 

c.4 Analogue Simulation of the Transient Response. 

Graphical methods for location of the predominant closed-loop 

poles can prove time-consuming for systems with dead time, even when using 

the Ziegler-Nichols approximation. 

In practice, however, the system step response may be studied 

exhaustively and in a relativelyquick manner by means of an analogue simulation. 

Thus Ky and Ky may be set experimentally to achieve a desired responsc. 

Simulation of the control system represented in Fig. C.2 was 

realised on an accelerated time scale using an E.A.L.48 hybrid computer. 

The input was triggered repetitively to facilitate observation by oscilloscope 

of the system performance, The time scale could be made slower by a factor 

of 1,000 to enable the plotting of the transient response by an X = Y recorder, 

Generation of Time Delay. 

Time delay may be simulated upon an analogue computer by means of 

Padé approximations a a alternatively by use of a tape recorder with 

spatial separation of record and playback heads, 

The method adopted here makes use of the relation: 

lim. (1 + sL )" = Sh (c.6) 

N-oco ” 

or sets, 1 > with increasing accuracy as n becomes 

i 6 LS 
n 

larger. The transit delay may therefore be simulated by cascading n first- 

order systems each with time constant L . An even number of stages is 

i ; n 
desirable to avoid an overall sign change. 

Six stages were found to produce a relatively noise-free delayed 

signal of sufficient accuracy. 

As shown in Fig. C.4, twelve operational amplifiers were inter- 

connected via the computer patchboard to simulate the control system
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represented in Fig. C.2, In order to observe the response for a wide 

range of L/T ratios, the value of T was standardised as 1 sec. and L 

chosen as either 60 millisec. (L/T = 1/16.7) or 600 millisec. (L/T = 

{15467 

The reference e.. was set to zero, and the magnitude of 9, was 
d 

adjusted so that no amplifier was driven beyond its linear region of 

operation upon application of the step. The step response was optimised 

for potentiometer settings of K, and Ky in turn to give about 5 per cent 
aL 

overshoot. 

The optimal settings were found to be: 

Sele, 1/K, =e 2 o beat so that K Ky = 0.95 sec., compared with Ky 1 
Ts Eesec: 

The following pen recordings of the transient response are 

shown’ in Figs..C.5 to Gir: 

I With zero integral correction to give proportional control 

alone. 

a With maximum integral correction, resulting in instability. 

Oe With K, and Ry optimised as shown above. 

In Fig. C.7 we see that, provided linearity is maintained, the 

time between the application of @, and the return of @ to the value e 
d 

is independent of the step magnitude, and is of the order of 3T. However, 

the "settling time" becomes amplitude dependent when defined as the time, 

subsequent to a disturbance, for @ to be reduced to a value within, say, 

10 per cent of -
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