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Thesis summary

The studies in this project have investigated the ongoing neuronal network oscillatory
activity found in the sensorimotor cortex using two modalities; magnetoencephalography
(MEG) and in vitro slice recordings. The results have established that ongoing
sensorimotor oscillations span the mu and beta frequency region both in vitro and in MEG
recordings, with distinct frequency profiles for each recorded laminae in vitro, while MI and
S| show less difference in humans. In addition, these studies show that connections
between MI and SI modulate the ongoing neuronal network activity in these areas.

The stimulation studies indicate that specific frequencies of stimulation affect the ongoing
activity in the sensorimotor cortex. The continuous theta burst stimulation (cTBS) study
demonstrates that cTBS predominantly enhances the power of the local ongoing activity.
The stimulation studies in this project show limited comparison between modalities, which
is informative of the role of connectivity in these effects. However, independently these
studies provide novel information on the mechanisms on sensorimotor oscillatory
interaction.

The pharmacological studies reveal that GABAergic modulation with zolpidem changes
the neuronal oscillatory network activity in both healthy and pathological MI. Zolpidem
enhances the power of ongoing oscillatory activity in both sensorimotor laminae and in
healthy subjects. In contrast, zolpidem attenuates the “abnormal” beta oscillatory activity
in the affected hemisphere in Parkinsonian patients, while restoring the hemispheric beta
power ratio and frequency variability and thereby improving motor symptomatology.

Finally we show that independent signals from MI laminae can be integrated in silico to
resemble the aggregate MEG MI oscillatory signals. This highlights the usefulness of
combining these two methods when elucidating neuronal network oscillations in the
sensorimotor cortex and any interventions.

Keywords: Networks, Parkinson’s, zolpidem, stimulation, variability
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1.1. The mammalian brain

1.1.1. Structure of the cerebral cortex

The evolution of the mammalian brain can be traced back 200 million years. The cerebral
cortex is the area which shows the most dramatic development through evolution (Deacon
1990; Rowe et al.,, 2011). The brain exerts its centralised control on the rest of the
physiological system in an individual and is ultimately responsible for function and, in
humans at least, the existence of the mind (Kanwisher 2010). The average male human
brain is reported to contain 86 billion neurons, and the average size of a neuronal cell, the
neuron, is assumed to be 0.03-0.05 mm (Azevedo et al.,, 2009), with an average
connectivity of 7000 synapses per neuronal cell (Drachman, 2005). These small neurons
connect together and create large networks and areas, usually with specific functions, for
example the sub-areas of the cerebral cortex. The mammalian cortex comprises the outer
layer of the brain and is responsible for a myriad of functions; cognition, movement,
sensation, perception and vision are a few examples. It covers the cerebrum and
cerebellum, but here we focus on the cerebral cortex only. The cerebral cortex is a
structure that typically has six layers or ‘laminae’ (I-VI). Efferent cortico-cortical
connections arise primarily from layers Il/1ll, whereas the subcortical connectivity mainly is
found in layer V/VI (Mountcastle, 1997). The work of Mountcastle was based on studies in
the primary somatosensory cortex (Sl). In the primary motor cortex (Ml) layer IV is almost
non-existent, perhaps due to this layer receiving primarily sensory input, and as motor
cortex controls movement it is likely that its prominent role is that of an output station.
Motor cortex also has a thinner layer Il (Donoghue & Wise 1982; Shipp, 2005). The
laminar organization is maintained, with the above exception, in different cortical areas
and also to some extent between species. Canonical neocortical hierarchy indicates the
primary input from other cortical areas to arrive to layers I, IV and V. Thalamic input
arrives in layer IV (Shipp, 2007). Layer | is believed to integrate information from other
cortical and subcortical areas, especially since this layer also is the main target for
feedback connections (Chu et al.,, 2003; Douglas & Martin 2004; 2007b; Shipp, 2007
Thomson & Lamy 2007). Layer II/lll cells extend axons laterally and also extend axons
horizontally into layer V. Pyramidal cells with somata in layer Il extend straight to layer V
(Douglas & Martin 2004; 2007a). Layer 1V, of which the motor cortex has none, receives
sensory input from the thalamus, and to some extent also from layer VI. Projections from
layer IV mainly end in layer Ill. Layer V receives cortico-cortical inputs, and the pyramidal
cells with somata in layer V commonly project to subcortical structures, but some cortico-
cortical connectivity has also been found, primarily to the superficial layers. Layer V

pyramidal cells are interconnected to some extent, but most layer V pyramidal cells
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connect outside of this layer, likewise for layer VI (Douglas & Martin 2004; Thomson &
Lamy 2007). Layer V of motor cortex, for example, contains the large Betz cells which are
responsible for motor output from the cortex (Rivara et al., 2003). Layer VI pyramidal cells
are primarily responsible for the cortico-thalamic connections, but also show some cortico-
cortical reciprocal connectivity in between deeper layers of sensory and motor cortices
(Douglas & Martin 2004; 2007a; Thomson & Lamy 2007).

1.1.2. Neuronal microcircuits

Connections between layers or functional areas are called microcircuits, or pathways.
Microcircuits in the brain here refer to synaptic connections between different types of
neuronal cells, predominantly pyramidal cells and local interneurons. Cortico-cortical
connections can be found in all layers to different extents and involve primarily pyramidal
cells. Pyramidal cells are particularly suitable for connectivity over areas further apart due
to their canonical anatomy with one long axon and smaller dendrites. Interneuronal
connectivity is usually short-range and local since their axonal length is often much
shorter (Markram et al.,, 2004; Shipp, 2005; Thomson & Lamy 2007). Different
connections and interactions between neurons in the same cortical region have been
found to be consistent and in many cases the intrinsic connectivity in smaller areas of a
region outnumbers the connections over the larger areas (Capaday et al., 2009). The
canonical microcircuit connecting layer IV upwards with II/lll, and then down to layer V, is
called the ascending or feedforward pathway, and its main purpose has been theorized to
be processing rather than relaying (Shipp, 2007). The descending or feedback pathway
starts with input from layers II/lll to V, or VI. Pyramidal cells in these deeper layers then
project up to layer | resulting in the characteristic feedback loop suggested for neocortical
microcircuitry (Shipp, 2007). In the cortical circuit loop suggested by Gilbert & Wiesel in
1989, there was also a small loop in overall pathway from layer VI back to layer IV. An

overview of the layer connectivity can be seen figure 1.1 further down.

In a recent study of layers in rodent somatosensory cortex, Adesnik & Scanzani (2010)
found layer II/Ill pyramidal cells to project both vertically and horizontally, but the overall
effect (feedforward or feedback) was intricately determined on the ratio of inhibitory and
excitatory signals. The ratio of inhibitory to excitatory cell distribution in the cortex is
approximately 1:5 to 1:9 depending on area and laminae, and although there is less
inhibitory neurons in relation to the pyramidal cells the first group has proven to be far
more diverse in its characteristic properties (Somogyi & Klausberger 2005; Shipp, 2007;
Thomson & Lamy 2007; Meyer et al., 2011). Adesnik & Scanzani (2010) concluded that
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layer II/IIl pyramidal cells were efficient in driving pyramidal cells in layer V by horizontal
connections: feedforward excitation, and at the same time suppress the neighbouring
pyramidal cells within the same layer: lateral suppression. The inhibition of the next-door
pyramidal cells results in subsequent non-activation of those horizontally linked pyramidal
cells in layer V. These results also add to the underlying concept of networks as dynamic
entities with spatial constraints in the form of possible cellular connections, rather than

simply static constructs solely determined by anatomical connectivity.
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Figure 1. 1. Generalized overview of interlaminar connectivity in the sensory neocortex. The purple
arrow represents thalamic sensory input. Red and green arrows are the canonical feed forward and
feedback pathways described in Shipp (2007). Blue and teal arrows show a summarised view of
Gilbert & Wiesel’s cortical circuitry (1989), blue arrows are connections within one area, and teal
represent connections found between areas. Pink, lime green, yellow and brown arrows are
additional to Gilbert & Wiesel's circuit (by Lund, 1979, Martin & Whitteridge 1984, Hirsch et al.,
1998, Zhang & Deschenes 1997, Katz 1987, respectively). The diagram is summarised from above
authors, as well as Douglas & Martin (2004).

1.1.3. The sensorimotor cortex

The primary motor and somatosensory areas take up the cortical region anterior and
posterior to central sulcus, referred to as the sensorimotor cortex (SMC). The research on
the cardinal somatotopic arrangements of the primary sensorimotor cortex dates back to
the 19" century and is a well-established phenomenon (Hlustik et al, 2001; Scheiber,
2001). The motor cortex plays a critical role in the ability to perform movement and in
order to do this, information is required from the surroundings. The primary motor cortex
exercises control over muscles in a functionally integrated manner, which requires
sensory feedback (Devanne et al., 2002; Capaday et al., 2004; d’Avella et al., 2006; Ting
& McKay 2007). The finer the movement, the greater is the demand for information from
the exterior environment to carefully calibrate the movement (Neuper & Pfurtscheller
2001; Tsujimoto et al., 2009). The interactions between sensory and motor areas, and

their laminae, are thus of great importance in executing and maintaining motor function.
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Countless studies have proven that there are structural connections, functional
interactions and dynamic connectivity (see review by Neuper & Pfurtscheller 2001),
although specific details, especially in humans, are lacking. Figure 1.2 below provides an

example of the vast complexity in the structural connectivity in sensorimotor areas.
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Figure 1. 2. Connectivity between areas of the sensorimotor cortex. The different colours represent
different research references. Different authors use different connotations for certain areas, these
have been summarised at the top of the figure. Adapted from Jones & Powell 1970; Vogt & Pandya
1978; Jones & Wise 1979; Ghosh et al. 1987; Krubizer & Kaas 1990; Felleman & van Essen 1991,
Stepniewska et al.1993; Geyer et al. 2000; Lewis & van Essen 2000; Huffman & Krubitzer 2001; Qi
et al. 2002; Disbrow et al. 2003.

There is a multifaceted system of interconnectivity between the areas of the sensorimotor
cortex. Dependent on species, the connectivity has distinct features, although there is a

basic mammalian connectivity plan, which has further evolved in simians (Krubitzer &
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Kaas 1990). In between different subclasses of apes and monkeys there are additional
connectivity distinctions; evolutionary development has depended on what sensorimotor
functions were required to survive in the concurrent surrounding (Kaas, 2007; 2008). In
some cortical areas, processing of information has changed during evolution (Pons et al.,
1992). The size of functionally defined cortical fields has been suggested to change with
the genotype of the mammal (Larsen & Krubitzer 2008). The brain of primates has during
evolution increased its amount of neurons, from apes to humans, requiring an altered
architecture. Organisation between the non-human mammals, primates and humans
include modifications in cortical areas with increased number, or altered types, of

functional groups in some areas (Herculano-Houzel et al., 2008; Kaas 2008).

The most prominent local circuits found in the primary somatosensory cortex have been
mapped as connections between layer II/Ill to layer V and from layer IV to 11l (Hooks et al.,
2011). In contrast to the primary somatosensory cortex, the motor cortex lacks layer IV,
hence the question of how the connectivity is organised in this area is well-posed. The
feedforward and feedback pathways observed in sensory cortical areas lose their validity
in a cortical area which lacks the major thalamic input layer, e.g. layer IV. In addition, layer
lll is also thinner. Due to this, the ascending/feedforward pathway, which consists of layer
IV projecting to layer Ill and then down to layer V is absent in the agranular, e.g. motor,
cortex and thalamic input is instead directed mainly to layer Ill (Donoghue & Wise 1982;
Shipp, 2005). The circuitry in the agranular cortex, e.g. primary motor cortex, has been
summarised as a descending synaptic circuit from layer 1l/lll to layer V and a weak
ascending circuit from layer V to layer II/lll (Weiler et al., 2008; Shepherd, 2009; Anderson
et al., 2010; Hooks et al., 2011). In a recent study, Anderson et al. (2010) also concluded
that there are parallel pathways for the layer Il/lll to V projections, depending on the
projection target after layer V. In addition to the altered interlaminar route, there appear to
be differences in the hierarchical processing in the motor cortex compared to the sensory
processing, as suggested by Shipp (2005). Additionally, in the motor cortical region the
association areas, premotor and supplementary areas, are more involved in the

integrating and modulating of information compared to sensory areas (Shipp, 2005).

1.1.4. Neuronal activity

A typical neuron has a resting membrane potential of -60 to -70 mV. There is a constant
flow of ions and molecules over the neuronal membrane, which at cellular rest results in
the resting membrane potential. Changes to the flow of ions can either depolarise (the

intracellular compartment becomes more positive), or hyperpolarise (the intracellular
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compartment becomes more negative) the neuron. lon transport over the membrane can
be specific and actively facilitated by transport proteins, or it can be passive along the
electrochemical gradient. The active or passive flows of ions over the neuronal membrane
are also considered currents; contributions to hyperpolarisation are considered as
inhibitory postsynaptic potentials/currents (IPSP/IPSC) and contributions to depolarisation
are considered excitatory postsynaptic potentials/currents (EPSP/EPSC). If the overall
depolarisation of the neuron, resulting from the summed ion currents, reaches the action
potential threshold the neuron fires an action potential. The time it takes for the membrane
potential to return to its resting potential from hyper- or depolarisation, e.g. the absolute
and relative refractory periods, and any further IPSPs and/or ESPSs, dictate how often a
neuron can fire. When an action potential is fired, vesicles with chemical signalling

messengers are released at the axonal synaptic terminals of the neuron.

1.1.5. Neurotransmitters

The signalling molecules disperse throughout the 20-40 nM gap between cells, e.g. the
synaptic cleft, and bind to specific receptors either on the postsynaptic or, in some cases,
on the pre-synaptic cell. Ramon y Cajal, Lorente de No and Otto Loewi established early
in the 19" century the important existence of neuronal circuits, synaptic transmission and
signalling agents. Today, there are over one hundred different substances that are
considered signalling agents, e.g. neurotransmitters such as glutamate, gamma-amino-
butyric acid (GABA), serotonin (5-HT, 5-hydroxytryptamine), norepinephrine, acetylcholine
and dopamine. These all bind to distinct receptors with several subtypes.
Neurotransmitters are responsible for synaptic signalling in the nervous system and bind
to receptors on the postsynaptic and presynaptic cell. The cellular response depends on
the effect of the receptor activation, so the use of the terminology excitatory and inhibitory
neurotransmitters is only relevant to the two most common substances: glutamate and
GABA, respectively. Other transmitters, for example the first neurotransmitter to be
identified — acetylcholine, can exert both these mechanisms (Picciotto et al., 2012). Here
we consider glutamate as an example of how neurotransmitters can work and what
excitation is. Glutamate is the most abundant excitatory neurotransmitter and upon
binding to its receptor causes depolarisation/excitation of the target neuronal cell. The
excitation is achieved by two different mechanisms initiated when glutamate binds to its
receptor, and which of these mechanisms is dependent on the type of receptor. Binding
can lead to opening of a cation channel in the transmembrane compartment of the
receptor allowing for influx of sodium and calcium ions. This mechanism is typical for

ionotropic glutamate receptors which are responsible for fast synaptic transmission.
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Alternatively, glutamate binding can initiate a slow postsynaptic intracellular signalling
cascade, as with the metabotropic glutamate receptors. The binding here indirectly leads
to depolarisation of the postsynaptic cell through opening of cellular membrane channels.
There are three groups of ionotropic glutamate receptors: N-methyl-D-aspartate (NMDA),
a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and the kainate receptors.
There are eight sub-types of the metabotrophic glutamate receptor, GIuR1-R8. lonotropic
and metabotropic receptors co-exist predominantly in synaptic cleft, although kainate
receptors also found outside the synapse on the presynaptic cell (Meldrum 2000;
Niswender & Conn 2010; Granger et al., 2011; Jackson & Nicoll 2011). Glutamate is
released by pyramidal cells, e.g. excitatory pyramidal cells. Pyramidal cells generally
display the classical neuron structure with one long axon propagating the output through
the synaptic terminals while many small dendrites receive input. Pyramidal cells are
known for their capacity to connect to more distant areas than within a cortical area or
local microcircuits (Brown & Hestrin 2009), for example the large Betz cells discussed

earlier (Rivara et al., 2003).

1.1.6. GABA and GABA-receptors

Although two types of inhibitory substances exist in the nervous system, glycine and
GABA, here we will pay particular attention to the GABAergic transmission since this is
the primary modulation target in our pharmacological intervention. GABA is considered
the primary inhibitory neurotransmitter since it hyperpolarises/inhibits the activity of the
target cell. Similarly to the example above with glutamate, the effect, e.g.
hyperpolarisation/inhibition, is achieved by different mechanisms depending on which type
of GABA-receptor GABA binds to (Johnston 1996). There are ionotropic GABA,, or
metabotropic GABAg, -receptors. Additionally, the ligand-gated GABAc-receptors, or
GABA-Rho receptors are found in the visual system and were for a while considered
being a sub-type of the GABAa-receptors since they are also ionotropic (Sedelnikova et
al., 2005). Here we predominantly consider GABAj-receptors, which are pentameric
proteins of pronounced structural heterogeneity and comprise a transmembrane chloride
channel. This channel allows for increased influx of chloride ions when GABA binds to the
receptor (Johnston 1996; Sieghart & Sperk 2002; Mohler 2007). GABAa-receptor subunits
are classified into 7 sub-families; a, B, vy, 6, 6, € and p. The most predominant receptor in
the human brain has an arrangement of two aj, two B, and one y,. GABA binds in the
interface of the a;- and B,-subunits, which results in two GABA molecules bound per

receptor. Deficits in the structure of GABA,-receptors have been linked to a variety of
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neurological conditions; anxiety, epilepsy, schizophrenia and insomnia, to name a few
(Wong & Snead 2001; Mohler 2006).

Inhibition is mediated predominantly through synaptic transmission. IPSP Kkinetics
depends on the composition of subunits in the GABAs-receptor (Farrant & Nusser 205;
Wang & Buzsaki 2012). Neurons releasing GABA are often smaller and connect more
locally compared to pyramidal cells, and often interconnect groups of pyramidal cells.
These neurons are thus termed GABAergic or inhibitory interneurons. An abundance of
different GABAergic interneurons with varying electrophysiological characteristics have
been found and there has been several strong attempts to classify interneurons based on
varying inherent molecular, anatomical and physiological features of the individual
interneurons. To date, the Petilla terminology project offers the most comprehensive
overview of the different categories and features of interneurons (Markram et al., 2004;
Somogyi & Klausberger 2005; Ascoli et al., 2008).

Intrinsic inhibitory and excitatory circuits in the sensorimotor cortex are predominantly
based on GABA and glutamate synaptic transmission between neuronal cells (Keller
1993; Markram et al., 2004; Somogyi & Klausberger 2005). The type of inhibitory cell and
synapse determines effects of inhibition (Gupta et al., 2000). Fast-spiking (FS) inhibitory
neurons, late-spiking and regular spiking non-pyramidal cells are all found in the rodent
frontal cortex, e.g. in the motor areas (Kawaguchi 1993; 1995; Kawaguchi & Kubota
1997). Three main groups of neurons are involved in the synchronous activity in rodent
somatosensory cortex (Chagnac-Amitai and Connors 1989). Intrinsically bursting
pyramidal cells were found in layers IV or V, FS inhibitory neurons were found in all
layers, and regular spiking (RS) pyramidal cells were found in layers Il to VI. The IB and
FS cells were found to be consistently excited with each synchronous event, whereas the
RS cells were inhibited. RS cells and IB cells are found in abundance in layer V of the
sensorimotor cortex in rats (Franceschetti et al., 1995; Guatteo et al., 1996). In particular
FS interneurons are important for the synchronous activity in the cortex (Hausenstaub et
al., 2005; Cardin et al., 2009; Tiesinga & Sejnowski 2009; Wang 2010; Buzsaki & Wang
2012), which will be discussed further in the next section.

1.1.7. GABAergic modulation of neuronal activity

The neuronal output ultimately depends on the balance of excitation and inhibition (Wang
2010; Zhu et al., 2011; Wang & Buzsaki 2012). The modulation of neural activity and
essentially physiological functionality, by administration of barbiturates and

benzodiazepines, described and used as anxiolytics, hypnotics, anticonvulsants and
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myorelaxants has been well-documented and reviewed (Tan et al., 2011; Rudolph &
Knophlach 2012), see figure 1.3a-c below. These substances act on the pentameric
GABA,-receptors and enhance the inhibitory effects of GABA binding to its receptor.
Binding of benzodiazepines requires one of the subunit a; ;5. Benzodiazepines bind in the
‘classic’ benzodiazepine pocket, located between the a; and y,-subunits, and increase the

frequency of chloride channel opening (Johnston 1996; Priker et al. 2002; Mohler 2007).

A B C

Barbiturates 9 g 9 _— Steroids

Bz
Q- -

Loreclezole ~

Ethanol
4 Convulsants (PTX}

Figure 1. 3a-c. GABA,-receptors have a pentameric arrangement with a chloride channel in the
center (a, left). Different substances have different binding sites (b, middle). Benzodiazepines bind
specifically between the y2 and a1 subunit (c, right). A: modified from Belelli & Lambert (2005), B:
McKernan & Whiting (1996), C: Martin & Dunn (2002).

Non-benzodiazepines are substances with similar effects to benzodiazepines but
significantly different molecular structures; see figure 1.4a-b, below. In particular one of
these substances is of interest here; the imidazopyridine zolpidem, prescribed for
insomnia for decades (Nicholson & Pascoe 1989).

A B
/j Z =N
\
( °
J )
Cl

Figure 1. 4a-b. Benzodiazepines, such as diazepam (a, left), and non-benzodiazepines, such as
zolpidem (b, right), both bind to the benzodiazepine pocket but have very different structures.
Structures modified from PubChem Compound, National Center for Biotechnology Information
(2012).
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Zolpidem is a GABAa-receptor benzodiazepine site agonist, also known under the
registered trademark names Ambien, Stilnox and Lorex. Modelling studies have recently
confirmed previous research that zolpidem indeed binds to the benzodiazepine binding
site in GABA-receptor (Sancar et al., 2007; Richter et al., 2012). Zolpidem is less efficient
as a myorelaxant and anticonvulsive, as well as at maintaining sleep performance, and
more efficient at simply initiating sleep (Depoortere et al., 1986; Rosenberg 2006).
However, more than a decade of research on zolpidem has also suggested its beneficial
effects in comatose, stroke and Parkinson’s disease patients; which are suggested to be
due to the effects on the GABAergic transmission in the brain (Daniele et al., 1997; Clauss
et al., 2001; Hall et al., 2010). As with other GABAergic drugs there is a risk of abuse (Hsu
& Chiu 2012). Further details on the action of zolpidem and its relevance in PD are

discussed in chapters 5 and 8.
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1.2. Neuronal network activity

1.2.1. Historical perspective on neuronal activity

The first recordings of brain rhythms in humans are often ascribed to Hans Berger in 1924
and were published in the article Uber das Elektrenkephalogramm des Menschen, in
1929. However, previous to this, recordings of oscillations had been done in dogs by
Pravdich-Neminsky, in 1912 and Berger himself based his theories and experiments on
the work done by Richard Caton in the 1870’s. Caton’s work described changes in the
baseline currents, measured over the human scalp, relating to sleep and phenomena that
could not be attributed to respiratory and cardiac functions. The findings by Caton and
Berger were not initially well received by the neuroscience community. Not until Berger’s
findings of alpha and beta oscillations measured over the scalp, and their attenuation with
eye opening and limb movements, had been replicated by the famous electrophysiologist
Lord Adrian at Cambridge in 1934 were they recognized as important (Swartz & Goldberg
1998; Millet, 2002; Haas, 2003).

1.2.2. Neuronal network oscillations

The flow of ions over the neuronal membrane results in changes to the membrane
potential, e.g. depolarisation or hyperpolarisation. An oscillation is the periodic variation in
amplitude around a central value. Neuronal network oscillations are the summed activity
of many thousands of neurons. When neurons fire simultaneously (i.e. within a short time
window), these cells are said to be firing in synchrony. The summed activity of these
neuronal ensembles produces a large enough exchange of current for it to be measured
using a range of electrophysiological methods (see chapter 2 for methods of
measurement used in this project). Whether the neuronal network activity is measured
using in vitro electrode recordings or non-invasive human measurements, the observation
is a periodic fluctuation in amplitude reflecting current exchange over time; the neuronal

network oscillation or ‘brain rhythm’. See figure 1.5 for examples of brain rhythms.

The requirement for the activity of individual components of the population to be summed
into the average ongoing oscillation is that the events take place within the time window of
synchrony (Buzaki & Draguhn 2004; Schnitzler & Gross 2005). The time window of
synchrony is defined as the time in which two inputs can be added or subtracted before
one or both inputs have decayed, which is also dependent on the participating neurons
distance from each other. Any event taking place outside of this time window does not
contribute to the synchronised activity, since it simply does not interact with the already

occurring response. Instead it detracts from the overall synchrony by reducing the signal-
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to-noise ratio (Buzséki, 2006). Higher frequency oscillations (>30 Hz) are believed to have
a smaller participating neuronal pool, compared to slower oscillations (<30 Hz), since the
time window of synchrony is greater for slower oscillations and more neurons, at larger
distances, can theoretically participate. Further distances between reciprocal connections
also create a time lag which contributes to slower oscillations (Kopell et al., 2000; Buzsaki
& Draguhn 2004; Schnitzler & Gross 2005).
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Figure 1. 5. Brain rhythms are amplitude oscillations in the underlying neuronal populations. This
figure shows how oscillations at different frequencies appear as fluctuations in amplitude in the
recorded signals. The oscillations are often classified according to their frequency, seen to the left.
Frequency classes are discussed further in section 1.2.5. Figure is courtesy of Dr SD Hall.

1.2.3. Mechanisms of neuronal synchrony

Due to the fact that brain rhythms are the integrated activity of many thousands of
neurons, there are a number of possible bases for their emergence. There can be a
common input from a local or remotely located cell, or it can be the neuronal population

itself that generates the synchronous activity (Whittington et al., 2000; Wang 2010).

In computer models neuronal network oscillatory activity depends on the dynamic nature
of the IPSPs and EPSPs, in the participating neurons, and their connectivity (Whittington
et al., 2000; Buzsaki, 2006; Wang, 2010). However, perisomatic IPSPs were early on
shown to be more efficient at synchronisation than dendritic EPSPs (Lytton & Sejnowski
1991). This realisation, that the inhibitory activity was better at synchronisation of local
neuronal network oscillations, resulted in the originating idea of GABAergically mediated
synchronisation and the role of inhibitory interneurons in neuronal network oscillations,
such as beta and gamma (Buzsaki & Wang 2012). The original computer models based
the rhythmogenesis on inhibitory interneuronal networks (interneuron-based gamma,

ING), featuring inter-connected inhibitory interneurons only. These paced each other by
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generating synchronous IPSPs and temporally aligned the spike probability in the
connected interneurons to when the GABAa-receptor mediated hyperpolarisation had
decayed, allowing the interneuron to fire again.

The field of in vitro electrophysiology has also contributed greatly to our understanding of
some of the physiological mechanisms by which familiar oscillations such as beta (15-
30Hz) and gamma (30-100Hz) arise. The frequency of the gamma oscillations generated
from the ING model depends on IPSP kinetics and excitation of the interneurons, as
shown by both modelling, and in vitro experiments in neocortex and hippocampus where
the excitatory drive was abolished (Whittington et al., 1995, Wang & Buzsaki 1996). In
vitro experiments also showed that interneurons and their networks entrain pyramidal cells
and pace neuronal network oscillations (Cobb et al., 1995), and pharmacological blocking
of the GABAAx-receptor abolished oscillations (Whittington et al., 1995).

While ING is a neat model which highlights the simplicity of creating such a complex
phenomenon as neuronal network oscillations, it is less relevant in a physiological setting
where pyramidal cells are certain to exert effects on the interneurons present, e.g.
feedback. Subsequently, when taking pyramidal cells into account the pyramidal-
interneuron based gamma (PING) model arose (Whittington et al., 2000; Tiesinga &
Sejnowski 2009; Wang & Buszaki 2012). The central difference is which cell class
effectively excites the interneurons, the interneurons pacing each other, or pyramidal cells
exciting interneurons which then pace the network activity (Whittington et al., 2000).
Recently the PING mechanism of oscillatory neuronal network activity was confirmed in
the cat visual cortex. Additionally, the PING mechanism model derived from these
experiments was extended with computer modelling to encompass the intrinsic membrane
resonance, e.g. the natural frequency preference of the interneurons, in the participating
interneurons. The resulting model was termed resonance induced gamma (RING) (Moca
et al., 2012).

Whether ING, PING or RING is the most relevant mechanism, the core components are
interneurons, and in the latter two, also pyramidal cells. Interneurons always pace the
network in one fashion or the other (Cobb et al., 1995, Whittington et al., 2000; Wang &
Buszaki 2012). In particular, FS interneurons play a role in the rhythmogenesis in
neocortex and show strong phase coherence with the ongoing gamma oscillation (Bacci
et al. 2003, Hasenstaub et al., 2005), see figure 1.6.

Increasing GABAergic drive with, for example, the application of benzodiazepines, infers

increased interneuron mediated recruitment to the oscillation, with an increase in the time
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that the channel remains open. The effect is a well-characterised reduction in frequency of
the net oscillation (Whittington et al. 1995, Johnston, 1996; Traub et al. 1996a).
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Figure 1. 6. Fast-spiking interneurons and regular spiking pyramidal cells fire at different points of
the gamma oscillatory cycle. Adapted from Hasenstaub et al. (2005).

Inhibitory modulation, and subsequently oscillatory frequency, is to a great extent
dependent on IPSC kinetics; the GABAergic decay and chloride currents (Traub et al.,
1996; Uhlhaas et al., 2009). However, electrical gap junctions are also of importance.
Apart from providing tonic currents, these have, in combination with synaptic interactions
in dendrites, been found to pace action potential generation in the somata (Fukuda &
Kosaka 2000; Szabadics et al., 2001; Mann & Paulsen 2007). The combination of
electrical gap junctions and proximal GABAergic synaptic interactions will rapidly
synchronise the network in the gamma frequency range (30-70 Hz) in the rat
somatosensory cortex, whereas alone neither of these could create synchrony between
pre- and postsynaptic activity (Tamas et al. 2000). Gap junctions promote synchrony,
primarily by decreasing the difference in membrane potential between connected neurons.
Simulations and pharmacological in vitro studies, where gap-junctions were blocked,
abolished oscillations; supporting the theory of collaboration between electrical and
synaptic signalling (Tamas et al., 2000; Kopell & Ermentrout 2004; Roopun et al., 2006;
Yamawaki et al., 2008).

1.2.4. Measuring population activity on different scales

Regardless of the method used to record brain rhythms, whether it is an invasive animal
or non-invasive human approach, the recorded activity is the sum product of the
synchronous current exchange of tens of thousands of neurons. Measurement of direct

electrical activity with small in vitro glass electrode as is done in this thesis, the local field
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potential (LFP) results from the current variation in the immediate electrode surroundings,
estimated at approximately 500-3000 pm around the electrode tip (Mitzdorf, 1987,
Logothetis, 2003). LFPs are thus considered an average of the somato-dendritic input
signals: inhibitory and excitatory postsynaptic potentials. As a result they indirectly take
action potentials into account (Logothetis, 2003; Buzsaki & Draguhn 2004; Schnitzler &
Gross 2005).

Measurement of neuronal interaction in living subjects is more complex. This increased
complexity is due to the recorded signals from additional areas present both in the source
surrounding and in the preparation itself, e.g. compare an isolated sagittal in vitro brain
slice preparation to the sensorimotor cortex in an intact brain. The additional areas and
networks present in and around the source have independent activity patterns. In
combination with more connections that are not present in an in vitro preparation, these
factors contribute to the increased complexity in recorded source signals from non-
invasive neuroimaging methods, see figure 1.7 below. Observing neuronal activity on a
larger scale, such as in neuroimaging, the summed activity of many neurons in a
population, as well as between populations, can be visualized as the oscillatory electrical

currents in electroencephalography (EEG), and their corresponding magnetic fields in

magnetoencephalography (MEG) (Hamalainen et al.,, 1993; Gray, 1994; Buzsaki &
Draguhn 2004).

Figure 1. 7. Scaling up through the source sizes of recordings. Going from left to right, the
individual neurons can be seen in isolation, in the cortical laminae and finally in the intact brain.
This gives an indication about the complexity in a whole brain as measured with non-invasive
technigues such as MEG and EEG. Figure is courtesy of Dr SD Hall.

By using non-invasive methods like EEG/MEG, or more invasive methods like
electrocorticography (EcoG), the neuronal oscillations in a complex setting can be
characterised. The estimated source size of activity seen in neuroimaging recordings
depend on the technique used. Functional MRI (fMRI) has a spatial resolution >1-5mm? at
best, but poor temporal resolution (Olman & Yacoub 2011). EEG recordings have better
temporal resolution, but poorer spatial resolution due to the conduction of current through

distorting biological tissues. These techniques are therefore often combined in recent
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studies (Mantini et al., 2010). Likewise, MEG recordings depend on the signal-to-noise
ratio, but also the orientation of cells (see Methods for details). The spatial resolution is
suggested to be >2 mm of cortical tissue (Hillebrand & Barnes 2003; 2005; 2011;
Papadelis et al., 2009). A more precise mathematical assessment of the minimum number
of neurons that can be picked up by a MEG signal was proposed by Murakami & Okada
(2006) to be 10000-50000; this is also discussed in the methods chapter.

1.2.5. Classification of brain rhythms

Historically, oscillatory activity is classified into different frequency ranges, based on
findings from the classic EEG literature (Berger 1929; Adrian & Yamagiwa 1935; Gastaut
& Bert 1954). An example of the frequency ranges was seen in figure 1.5, but can also be
seen in table 1.1. In reality, EEG was not initially aimed at distinguishing frequencies.
Rhythmicity and periodicity were difficult to determine from paper traces, although even
Berger attempted this (figure 1.8).

Figure 1. 8. The top trace shows a recording of Berger’s original findings of alpha activity over the
scalp. The bottom trace shows an artificial 10 Hz pace added externally. Modified from Berger’s
paper in 1929.

Rather, the focus was often on the shape of the trace, as exemplified by the mu rhythm
reported by Gastaut & Bert in 1954, which was named after the Greek letter with the
similar shape. The traditional frequency bins developed in different and often clinical,
laboratory settings. There was a focus on determining normality in behaviour, and
characterisation was initially based on the appearance, while the approximate frequency
band and the location that was currently investigated in the particular research laboratory
were noted as additions. For example, the mu rhythm was originally characterised as
indicative of restlessness and general dysfunction (Gastaut & Bert 1954). Different
researchers have used different classifications, thus we consider ‘frequency bins’

approximate and loosely associated with different functions, see table 1.1.

Sorting oscillations into approximate frequency bins, and their designations, is accepted
practise in neuroscience. Some researchers put both beta and gamma oscillations in the

same group (Pfurtscheller & Lopes da Silva 1999; Steriade, 2006), while other emphasise
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strong distinctions between different small frequency bands and argue that there are clear
differences between the rhythms. Reduced computer models of network oscillations show
that beta oscillations rapidly can transform into gamma frequency oscillations after further
membrane depolarisation and additional recruitment of pyramidal cells to an ongoing
interneuron network oscillation (Kopell et al., 2000). While the contributions to network
oscillations in computer models are clear, the exact neuronal composition and
participation in any biological preparation is less clear. This makes it difficult to extrapolate
computer models to neuronal network oscillations in more physiological and complex

situation, for example in neuroimaging settings.

Tablel. 1. Different frequency classes of oscillations

1-4 Hz Delta Associated with slow wave sleep.
4-8 Hz Theta Drowsiness. Prominent over hippocampal structures during
orienting, conditioning and memory encoding/ retrieving.
8-12Hz Alpha Relaxed state. Most prominent over occipital lobe when

eyes are closed.

Mu (~10 Hz) Found over somatosensory cortex, related to and
attenuates with actual and imagined movement, as well as
somatosensory stimulation in normal subjects. Also linked
to attention and cognitive functions within the sensorimotor

system.
Tau (~10 Hz)  Found in the auditory system, responsive to auditory stimuli.
12-35 Hz Beta Found over motor cortex and basal ganglia, related to and

attenuates with actual and imagined movement, as well as
somatosensory stimulation in normal subjects. Also linked
to attention and sensorimotor processing.

35-100 Hz Gamma Suggested to play a role in attention and higher cognitive
processes.

(Adapted from Ward, 2003; Steriade, 2006b; Ritter et al., 2008).

1.2.6. Functional significance and relevance of neuronal oscillations

Different frequencies are, as mentioned, traditionally classified into different bins. As the
development of EEG recording techniques progressed and researchers were reporting
oscillations of particular frequencies, certain frequency bands became associated with
specific functions. Table 1.1 presented an overview of common functions associated with
particular frequency bands. The idea of functional significance of oscillations dates back to
Berger’'s experiments in 1929, where the ongoing alpha activity recorded over the subjects
scalp was attenuated by the subject (in this case Berger’s own son) opening his eyes. For
this reason the alpha oscillations gained the alternative name Berger's rhythm. Later
research established that alpha activity (8-12 Hz) was particularly evident over the
occipital areas of the scalp, overlying the visual cortex when the subject’'s eyes were
closed. Additionally, alpha oscillations also appear to have further functions since they are

enhanced during internal processing such as calculation and visual imagery (Palva &
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Palva 2007). Berger also reported on ongoing beta (13-30 Hz) oscillations and since then
this rhythm has been primarily associated with motor performance and movement
(Neuper & Pfurtscheller 2001). Another rhythm that can be found over the sensorimotor
cortex is the ongoing mu rhythm (~10 Hz), which is functionally linked to action and
perception (Hari, 2006). Gamma activity (30-100 Hz) is currently also linked to both motor
and visual function and stimulus presentation (Gray & McCormick 1996; Tallon-Baudry &
Bertrand 1999; Muthukumaswaramy 2010). A century of research highlights the
importance of oscillations for cognitive function and the need for further understanding of

neuronal network activity in the cortex (Basar et al., 2001).

An attractive rationale for the existence of oscillations, as opposed to a binary system, is
the capacity for energy conservation and information encoding (Buzséki, 2006). The
relevance of oscillations to information encoding is particularly well illustrated by the
binding hypothesis; rhythms such as beta and gamma in visual areas serve to temporally
align the neuronal substrates responsible for the relevant input/output and subsequent
information processing and integration (Crick & Koch 1990, Gray & Singer 1995; Tallon-
Baudry & Bertrand 1999; Ward 2003; Womelsdorf et al., 2006; Fries 2009).

1.2.7. Sensorimotor network activity

The focus of this thesis is the neuronal network activity that arises in the SMC. In the
SMC, as reflected in the original work by Berger in 1929 and Gastaut & Bert in 1954, the
prominent feature of electrophysiological recordings from the sensorimotor areas in the
human brain are beta (15-30Hz), and mu (~10Hz) rhythms. The established peak of the
mu rhythm in human studies is peculiarly shaped, featuring a double peak; albeit not
harmonics (Tiihonen et al., 1989; Hari 2006). The mu rhythm is reported to be found over
the somatosensory cortex, while the beta rhythm is observed over the motor cortex. The
somatotopic organisation of the sensorimotor cortex, and the homunculus, were
established by Penfield and colleagues in the 1930’s and 40’s, and oscillations are also
observed to have a somatotopic arrangement (Salmelin & Hari 1994; Salmelin et al.,
1995; Pfurtscheller & Lopes da Silva 1999; Salenius & Hari 2003).

33



1.2.8. Functional relevance of sensorimotor mu and beta oscillations

Ongoing beta and mu oscillations decrease and increase in amplitude during different
phases of motor and somatosensory events. The amplitude decrease is termed event-
related desynchronisation (ERD), while the amplitude increase is called event-related
synchronisation (ERS) (Pfurtscheller & Aranibar 1977; Pfurtscheller & Lopes da Silva
1999, Neuper & Pfurtsceller 2001; Neuper et al., 2009). Synchronisation of oscillatory
activity in an area is suggested by some researchers to represent deactivation of that
area, e.g. increased inhibition, not needed for the task. In contrast, desynchronisation
represents activation, e.g. increased excitation, of an area relevant to the task
(Pfurtscheller & Lopes da Silva 1999; Pfurtscheller & Neuper 2001).

1.2.8.1. Event-related desynchronisation — before the event

The attenuation of the mu and beta rhythms with movement first reported by Berger, in
1929, are now referred to as mu and beta ERD (Pfurtscheller & Aranibar 1977;
Pfurtscheller & Lopes da Silva 1999, Neuper et al., 2009), or movement related beta
desynchronisation (MRBD) (Defebvre et al., 1996; Hall et al.,, 2011). Beta ERD is,
however, also seen prior to somatosensory stimulation; attenuation of the ongoing beta
oscillations in the sensorimotor cortex during stimulation was reported already in Jasper &
Andrew’s experiments in the 1930’s, and confirmed by Pfurtscheller in 1981.The beta
ERD prior to voluntary movement has been reported to start in the contralateral
hemisphere up to 2 seconds before movement onset (Stancak & Pfurtscheller 1995; 1996;
Alegre et al,. 2004). The mu ERD starts approximately 1 second later. The beta ERD
spreads to a bilateral pattern just prior to and during execution of the movement itself,
although the contralateral beta ERD remains stronger (Stancék & Pfurtscheller 1995). In
early experiments by Jasper & Penfield (1949), the ERD was sustained during successive
voluntary movements, but short-lasting around a single self-paced movement execution.
The beta ERD prior to voluntary movement is argued to modulate change in muscle tone
and general activation of motor cortex (Stancak & Pfurtscheller 1995; 1996), and the later
part of the beta ERD is proposed to relate to afferent inputs (Alegre et al., 2002). Beta
ERD is suggested to be an effect of input and activation in contralateral sensorimotor
areas. Different activation patterns in the beta and mu frequency ranges for
cued/externally paced and internally/self-paced movements were found by Gerloff et al.
(1998). Essentially, small, but distinct, differences in activation pattern and functional

coupling between beta and mu ERD indicate that these rhythms contain different aspects
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of information processing relevant for optimising and preparing the motor task, potentially

within the same sensorimotor network (Pfurtscheller 1992; Gerloff et al. 1998).

1.2.8.2. Event-related synchronisation — after the event

The beta ERS after movement/stimulation offset generally reaches higher power than
before the initial baseline period, and is therefore called post-movement/post-stimulation
beta-rebound (PMBR). The mu rhythm shows event-related synchronisation, but does not
display rebound activity (Pfurtscheller 1992; Stancék & Pfurtscheller 1995; Neuper et al.,
2006). Subjects imagining or watching a movement display both beta ERS (and ERD)
(Pfurtscheller & Neuper 1997; Schnitzler et al. 1997). The PMBR occurs within 0.5s of
movement offset and the motor cortex shows reduced excitability during this time period
(Chen et al., 1998; Tokimura et al., 2000). The beta rebound usually occurs while the mu
rhythm is still in its ERD state (Salmelin et al., 1995; Neuper & Pfurtscheller 2001). There
are also reports of a significantly greater beta ERS for hand movements, compared to
finger movements. This is suggested to be due to the size difference in the neuronal
population responsible for the movement, more neurons are responsible for the

movement of two fingers than for one finger (Pfurtscheller et al., 1998).

1.2.9. Cognitive relevance of sensorimotor mu and beta oscillations

The similarity in beta oscillatory activity patterns and underlying effects on the
sensorimotor cortex with movement and stimulation has been substantially verified in the
last decade, and research has indeed shown that effects of stimulation and movements
involve parts of the same sensorimotor network; exemplified by the suppression of
rebound activity from actual and imagined movement (Schnitzler et al. 1997; Neuper et al.
2006).

The beta rebound activity is believed to reflect the “task-complete” state and represents
the inactivated or “idling” state of the motor cortex (Pfurtscheller 1992; Chen et al., 1998;
Alegre et al., 2004). However, some researchers argue that this is not the complete
picture; the beta rebound activity also reflects the somatosensory feedback after a
movement. The hypothesis of rebound activity as an indicator of feedback is based on
experiments where stimulation-induced rebound activity in the motor cortex is reduced by
actual or imagined movement (Schnitzler et al. 1997; Neuper et al. 2006). Additionally,
movements performed under ischaemic nerve block have been shown to result in a lack
of PMBR (Cassim et al. 2001), although another similar study reported that there was no

difference in the rebound activity (Schnitzler et al. 1997). The feedback theory has also
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been supported by studies showing a reduction in PMBR after forced termination of
movement (Alegre et al., 2008) and earlier occurrence of PMBR in no-go movement trials
(Leocani et al., 2001). These results suggest that the rebound activity in Ml is a feedback
mechanism; potentially encompassing other areas than simply the somatosensory
cortices. Closely related to the feedback theory is the hypothesis of beta ERS as a
resetting mechanism of involved [sensorimotor] networks (Pfurtscheller et al. 2005;
Pfurtscheller & Solis-Escalante 2009), where the short-lasting synchronisation prepares

and retunes the networks to the default, input-accepting, state.

1.2.10. Rhythmogenesis in sensorimotor cortex

1.2.10.1. Betarhythm

A substantial body of in vitro and in vivo animal research over the last decades has aimed
to reveal information about the mechanisms underlying rhythmogenesis in the
sensorimotor cortex (Whittington et al., 1995; Murthy & Fetz 1996; Buhl et al., 1998;
Cunningham et al., 2004; Roopun et al., 2006; Yamawaki et al., 2008). Consistent with
computational models (Traub et al., 2000), additional studies have shown that beta
oscillations in rodent MI in vitro show dependency upon GABAa-receptor activation
(Yamawaki et al., 2008). These observations are in agreement with human MEG studies,
in which the motor cortex beta rhythm is augmented following the introduction of
GABAergic modulators such as benzodiazepines (Jensen et al., 2005; Hall et al., 2010).
Recordings from discrete laminae of rodent MI in vitro reveal beta oscillations in layers
I/l and V; layer V appears to drive the superficial layers (Yamawaki et al., 2008).
Yamawaki and colleagues showed that FS cell firing at beta frequency is strongly

coherent with the LFP activity with a constant phase relationship, see figure 1.9a-f.
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Figure 1. 9a-f. Relationship between beta frequency LFP oscillations and action potentials and
IPSPs of FS cells. Example traces of simultaneously recorded beta field activity (top) and APs
(bottom), is seen in A. In B the averaged power spectrum from two recordings of field activity
(black) and APs (red) can be seen. Coherence analysis of field and APs from each recording is
shown in C. Example traces of simultaneously recorded beta field activity (top) and reversed IPSPs
(bottom, cell held at -90mV), is seen in D. In E the power spectrum of field and IPSPs received by
FS cells is seen. Coherence analysis of field activity and IPSPs received by FS cell is shown in F.
Grey shadow indicates beta band of 15-35 Hz. Modified from Yamawaki (2008: PhD thesis).

1.2.10.2. Mu rhythm

Apart from the beta rhythm, other sensorimotor oscillations are less well characterised in
the in vitro literature. The mu rhythm, e.g. 8-12 Hz, is typically not a feature of the power
spectrum seen for MI in vitro. It is unclear whether this scarcity is the result of
methodological limitations, whereby the absence of extensive cortico-cortical or other
connections precludes their observation. Mu rhythms seen in human EEG/MEG studies
appear to be particularly influenced by cognitive and attention factors (Zhang & Ding
2010; Anderson & Ding 2011; van Ede et al., 2011), and simulation studies have indicated
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that oscillations in the 8-12 Hz range can be produced and modulated by feed forward and
backwards connections (Jones et al., 2009). The mu rhythm will be discussed in further
detail in chapter 3.

1.2.10.3. Gamma rhythm

In contrast to the abundance of research literature supporting the existence of
sensorimotor mu and beta oscillations, spontaneous activity in the gamma frequency
region is not regularly reported in human EEG/MEG studies. However, increasing
GABAergic drive with benzodiazipines does elicit an increase in power in the gamma
frequency range, limited to Sl in MEG (Hall et al., 2010). This finding is consistent with
recordings from sensory areas in vitro, in which gamma oscillations are GABAergically
mediated (Roopun et al., 2006; 2010).

1.2.11. Spontaneous oscillations and resting state networks

There is a great deal of current interest in attempting to characterise and understand the
intrinsic activity of the human brain between functional states. Comparable to the
observation that global oscillatory changes occur across the brain during the various
phases of sleep and waking, the idea that the brain possesses an intrinsic ‘resting’ or
‘default’ state is one that carries favour at the time of writing. These networks comprise a
series of interconnected loci across the brain that exhibit a baseline communication state,
from which functional commands can be initiated. This network, initially termed the default
mode network (DMN), has been extensively studied with functional magnetic resonance
imaging (Raichle, 2001). The underlying concept of a task-negative state as a criterion for
the DMN has come under questioning since there are many cognitive processes which do
not necessarily result in a task being performed, but still requires activation of particular
areas of the brain. One relevant sensorimotor example is the difference between imagined
and actual movements; they both change the network activity, but only one of these is
actually a task-positive state (Deco et al. 2011). Enter the idea of resting-state networks
(RSN). The activity during resting is used as a description of network dynamics, rather
than tasks-negative states. Functional connectivity in a resting-state network involving the
motor system was described by Biswel et al. (1995), and other research has since
described several resting states networks using fMRI (Damoiseaux et al. 2006, Deco et al.
2011). In an attempt to find the electrophysiological basis for RSNs, Mantini et al. (2007)
combined EEG with fMRI. They identified 6 RSNs, one of which was similar to the
previously proposed principal DMN; responsible for internal processing. Interestingly, one

of the RSNs identified was related to sensorimotor activities and comprised the precentral,
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postcentral and medial frontal gyri, primary sensory and motor cortices as well as the

supplementary motor area. See figure 1.10 below, for the somato-motor RSN that was

suggested by Mantini et al..

delta theta alpha beta gamma

Figure 1. 10. Mantini et al. (2007) identified a somato-motor resting state network which they
correlated to alpha, e.g. mu, and beta activity in the sensorimotor cortex. Adapted from Mantini et
al. (2007). Y-axis is correlation.

This somato-motor RSN was associated with beta rhythms and to some extent alpha and
gamma,; although Mantini et al. (2007) do point out that it would be an oversimplification to
assume that the complex dynamic networks interacting in the areas covered in the RSNs

would display one or two rhythms only.

Network theory from other areas of science has generated several models of how the
information flows in the sensorimotor areas. Brovelli et al. (2004) demonstrated, using a
Granger causality model, that during motor behaviour the synchronized beta oscillations
bind several sensorimotor areas into one single large-scale network. This network is a
functioning sensorimotor loop with a unidirectional pattern in the activity of the different
subareas of the sensorimotor cortex. The results indicated that the information from the
periphery gives rise to an activity pattern starting in the somatosensory and inferior
posterior parietal cortex, and subsequently ending in the motor cortex. Detailed results
from directional modelling, or the precise nature of RSNs, intrinsic activity or dynamics,
are less than straight-forward. Although the complexity of neural networks and their
dynamics prevent exact definitions and mapping of cognitive processes, there is still the
actuality of what is known about resting-state and intrinsic network activity and dynamics
in healthy subjects; these indeed appear disturbed in many of the neurological disorders
and conditions that affect humans and other mammals. One of these is Parkinson’s
disease (PD). The synchronisation patterns in the beta frequency band are altered in PD,
which is coupled to the severity of clinical symptoms. This implies that neural synchrony is
a physiological mechanism for coordination of brain areas required for particular functions
(Uhlhaas & Singer 2006; Hammond et al., 2007Uhlhaas et al., 2009).
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1.3. Parkinson’s disease

1.3.1. The shaking palsy

An Essay on the Shaking Palsy was written nearly two hundred years ago, in 1817, by the
English physician James Parkinson, and contained the first description of two of the
clinical symptoms today associated with the disease: resting tremor and akinesia (or palsy
in historical terminology). Today the symptoms of PD also include bradykinesia and
rigidity, as well as atypical posture and gait (Rivlin-Etzion et al., 2006). PD has a
prevalence of 1%, rising higher after age 65, thus age is the most important risk factor for
PD. As the elderly population grows, so will the number of PD patients, creating a demand
for better understanding and treatments of PD (Davie, 2008).

1.3.2. The role of the cerebral cortex in PD

In PD the symptomatic motor problems can be associated with changes in the oscillatory
activity in the brain. Cortical and subcortical areas have been found to display abnormally
synchronized beta frequency outputs in PD patients (Brown, 2007; Kihn et al., 2009,
Vardy et al., 2011). To date the cortical activity alterations in PD patients and the central
role of cortex in functional connectivity, are implicit, but poorly understood. The effect of
the altered activity in the basal ganglia affects the cortical processing and characteristic
brain-state activity and one study suggested that the afferents to STN from motor cortex,
in the hyperdirect pathway, played an important, but unknown, role in the pathological
beta activity that can be seen in PD (Gradinaru et al., 2009).

The dynamics of the beta frequency activity in the motor cortex, in PD patients, has been
found to differ to those in healthy subjects (Labyt et al., 2005; Brown, 2007), again
suggesting an undetermined role of the cerebral cortex in generating and/or maintaining
the abnormal rhythm. The post-movement synchronisation of beta frequency activity, in
the motor cortex is decreased in PD subjects (Degardin et al., 2009). This has been
suggested to indicate that somatosensory processing and somaesthetics are changed in
PD (Tamburin et al., 2003), since beta ERS is believed to reflect not only the motor offset
command, but also inhibition from the somatosensory areas (Cassim et al., 2001;
Pfurtscheller et al., 2005). Sailer et al. (2003) further concluded that the sensorimotor
integration is altered in PD patients. Cortical excitability has been found to be changed in
PD (Ridding et al., 1995; Lefaucheur, 2005) and MacKinnon et al. (2005) also suggested
that there is a change in facilitation and inhibition in the intracortical pathways in PD

patients.
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1.3.3. Network activity and connectivity in PD

The notion of PD induced altered cortical excitability and activity fits well with the
suggestions of transformed network activity and layout, followed by changes in synchrony
found in PD as well as other neuropathies (Uhlhaas & Singer 2006; Brown, 2007;
Hammond et al., 2007). In particular, the findings of increased cortico-cortical functional
connectivity in early-stage PD patients, as well as a slowing of oscillatory activity as a
marker of non-demented PD patients, with changes in theta, alpha, beta and gamma
bands, are interesting when considering sensorimotor integration (Stoffers et al., 2007,
2008). The cortico-cortical coherence in the upper and lower beta band was found to
correlate with the severity of the Parkinsonian symptoms by Silberstein et al. (2005), as
well as a subsequent reduction in correlation and clinical status when levodopa or STN-
stimulation was administrated. Bidirectional communication between the cortex and the
basal ganglia was found during movement in PD patients (Lalo et al., 2008) and these
findings, taken together, indicates that there several levels of bidirectional network activity
to take into account when considering the altered cortical network activity and responses
in PD.

Since reaction time depends on the processing and interaction of information from the
periphery with the motor system, this has been a focus of studies in PD patients. Evarts et
al. (1981) found only minor deficit in reaction time in patients, and later investigations are
equally ambiguous. Results from response tasks where PD patients show decreased
response inhibition and response initiation, have often been interpreted as failure of the
basal ganglia to correctly modulate the cortical output to movement (Cooper et al., 1994;
Gauggel et al., 2004). Bradykinesia, i.e. slowing of movement, could potentially confuse
the results of reaction time and response experiments, and is a more severe problem for
patients than simply the possible slowing of reactions (Hammond et al., 2007). However,
reaction time is still an interesting point of investigation in PD patients; this would yield
information about the sensorimotor processing mechanisms in PD compared to healthy

subjects.

Resting state, e.g. ongoing, oscillations in primary motor cortex in the alpha, beta and
gamma frequency range, have been found to be decreased frequency-wise in PD patients
(Bosboom et al., 2006; Moazami et al., 2008), with a further reduction in PD patients with
dementia (Bosboom et al., 2006). This reduction in frequency during rest was shown by
Vardy et al. (2011) to correspond to disease severity, measured by UPDRS scores, and

specifically pertaining to the cognitive sub-scores.
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1.4. General aims of this thesis

In this thesis the aim was to explore the comparable nature of SMC oscillations recorded
in vitro and with MEG. Integration and comparisons of these approaches were performed
and interpreted in context of generation of oscillations in the SMC. The scale of the
observed neuronal network activities were also studied, as well as the relevance and
dependence of connectivity within and between sensorimotor areas. Additionally, the
effects on sensorimotor oscillations from pharmacological modulation in healthy and PD
subjects were determined. Finally the effects on ongoing sensorimotor oscillations from

stimulation interventions with frequency specific stimulation protocols were assessed.
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Chapter 2. Material & methods
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2.1. Neuroimaging

2.1.1 Magnetoencephalography

MEG is a non-invasive method, which allows for measuring brain activity through the
magnetic fields created when current flows through neurons in the cortex. Magnetic fields
can be mathematically described according to Maxwell’s equations, and are perpendicular

to the electrical current flow.

2.1.1.1. MEG technology

MEG was first introduced by David Cohen in 1968 and is based on the detection of the
magnetic activity in the femtoTesla range (fT, 10™*° Tesla), the typical MEG signal is 50-
500fT. This is made possible by an array of superconducting quantum interference
devices (SQUIDs). Superconducting devices contain metals with no conduction resistance
and need to be cryogenically maintained to function optimally, usually in a vacuum
container with liquid helium (Dewar). SQUID sensors are connected to flux transformers;
consisting of a pickup coil and connections to the SQUID. The pickup-coil is positioned
closest to the participant’s scalp and converts the magnetic fields generated by the cortex
into current. In order to reduce the external (non-biological) noise, and thus distinguish the
weak biomagnetic signals from other magnetic signals and electric devices in the
surround, the MEG participant is placed in a closed and magnetically shielded room
(Zimmerman, 1970, Hamaldinen et al., 1993). The basic (dc)SQUID sensor consists of
superconducting rings, allowing electrical current to pass without resistance, and
Josephson junctions, singling out the electrons through the tunnelling effect as they pass
through the junctions. The pickup coils in the flux transformers work as magnetometers;
efficient at spatial filtering. Magnetic noise signals from the surrounding will be further
reduced than signals close to the flux transformer itself, due to the inherent decay
constant of the dipolar magnetic signal (Hamalainen et al., 1993; Vrba & Robinson 2001;
2002). Aston University’'s CTF MEG system employed third order gradiometers and had
275 channels. Flux transformer function relies on electromagnetic induction and
magnetometers; the magnetic fields emanating from the brain induce a current in the
electrical superconducting wire in the magnetometer/gradiometer. The simplest is the
magnetometer. In a third order gradiometer the wire is looped several times; these loops
have distinct distances from each other, allowing the decay in the magnetic field, and
subsequent induced electrical current, to be calculated in relation to these distances (Vrba
& Robinson 2001). See figure 2.1a-c.
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Figure 2. 1a-c. The dewar with arrangement is shown in a (top left). A schematic of a
magnetometer and third-order gradiometer is shown in b (top right). The layout of the dcSQUID
sensor is seen in ¢ (bottom). Pictures from Vrba & Robinson 2001; 2002.

2.1.1.2. Neuronal basis of the MEG signal

The main contributors to the magnetic fields are the dendritic postsynaptic currents due to
their dipolar shape, as opposed to the quadrupolar-shaped axonal current. The difference
between these fields is the different decay times; the field around the axonal current falls
of more rapidly compared to the dendritic field dipole. This characteristic of magnetic
fields, in combination with the overwhelmingly larger amount of dendrites compared to
axons indicates the postsynaptic currents as contributors to the magnetic fields measured
with MEG (Hamalainen et al., 1993). Additionally, due to the decay of the magnetic field,
MEG is also not suitable for deep structures (Hamalainen et al., 1993), but essentially
MEG is able to detect most cortical signals, apart from <2 mm of the gyri crest (Hillebrand
& Barnes 2002).

Since the dendritic currents are the major contributors to magnetic fields, the distribution
of cortical cell dendrites is relevant for the biomagnetic activity. Cells with a symmetrical
dendrite organisation, such as stellate cells in layer IV, will contribute less to the overall
magnetic field because the fields cancel out overall. In an asymmetrically organised cell,
for example the pyramidal cells mainly found in layer V and Il/lll, the magnetic fields
generated around the somato-dendritic currents will not cancel out and can therefore be
picked up by the SQUIDs (Murakami & Okada 2006).
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Several studies have investigated the underlying source size of, and orientation, in the
MEG signal using a variety of methods, often combined with mathematical models.
Recording magnetic field activity from a hippocampal excised tissue, Murakami et al.
(2002) showed that the sensitivity of a dcSQUID is capable of detecting population activity
from an area as small as 100-400 um. However, recording of this activity was not only
done in optimal conditions with stimulation-induced activity, but also in a small piece of
tissue. In essence, the MEG equipment used in whole head MEG is capable of detecting
magnetic tangential field activity from 10000-50000 synchronised pyramidal cells in layer
/1l and layer V (Vrba & Robinson 2001; Murakami & Okada 2006).

2.1.1.3. Source localisation of the MEG signal

For each magnetic field there is an underlying current dipole. Empirical data, from
measuring the change in magnetic fields, need to be attributed to their electrical origin.
This is an example of an inverse and ill-posed problem, where the empirical data exists,
but the underlying actual source is one of an infinite number of possibilities (Hauk, 2004;
Barnes et al., 2006). Since the changes in oscillatory frequency and power between two
time points, or states, were the focus of this project, this allowed circumvention of the
inverse problem by using a non-linear beamformer method called synthetic aperture
magnetometry (SAM). This method is based on defining constraints for the output (e.g.
time windows and frequency bands) and then weighting all output from the 275 sensors to
give a picture of the activity in the predefined MRI space, which is divided into 5 mm?

cubic voxels, see figure 2.2.

Aston University

llustration removed for copyright restrictions

Figure 2. 2. SAM uses a spatially weighted summation of the outputs of the SQUID sensor array
to focus on one target voxel and minimise the received power from other regions. Picture from
Vrba & Robinson 2002.

Two SAM time windows are defined: the pre-functional (or passive) and the functional (or

active). The computed difference in oscillatory power in a predefined frequency band,
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between the specified time periods, are given as t-scores over the voxels; effectively a 3-
dimensional map of oscillatory power change. Usually 10-30 events results in a good
signal-to-noise ratio and SAM produces a t-statistic for each voxel (van Veen, 1997; Vrba
& Robinson 2002; Hillebrand & Barnes 2003). This ‘standard’” SAM approach foregoes
temporal resolution, in exchange for a fairly low number of trials needed. However, some
functional effects occur over a very short period of time and can be hard to detect with this
SAM approach. Event-related SAM (ERSAM) is a related approach, where the focus is on
the time- and phase-locked responses to an event, rather than the induced oscillatory
changes. This method requires more trials but allows for higher temporal resolution. Here,
in the human MEG recordings, we used these two SAM-based approaches to localise Ml
and Sl. The PMBR was used as the active period for localisation of MI, by using the
standard SAM beamformer techniqgue. ERSAM and somatosensory evoked potentials
were used to localise S| (Cheyne et al. 2006; Jurkiewicz et al., 2006), see section 2.1.1.5.

and chapter 3 (methods), for further details.

The source location of the underlying cellular currents, giving rise to the magnetic fields is
pinpointed in several steps. The MRI of the subject’s brain (see section 2.1.2 for details on
MRI methodology), is linked by spatial reference points on the subject’'s head before the
actual experiment. The spatial reference points are recorded by a Polhemus Isotrak
digitisation system (Kaiser Aerospace Inc. U.S.A), these points also assist in tracking any
movement in relation to the SQUIDs during the experiment. The polhemus digitisation
process consists of first attaching electrodes to the nasion and to the left and right
preauriculars, the position of these are monitored continuously during the experiment.
This is followed by digitisation of the position of these electrodes and scalp surface. The
digitised scalp surface coordinates are co-registered with the scalp surface of the MRI
image, i.e. the two images are digitally fitted to each other (Adjamian et al., 2004). The t-
scores from the SAM analysis will then correspond in spatial localisation to anatomical

sites determined from the subject’s co-registered MRI (Hillebrand & Barnes 2003).

2.1.1.4. Virtual electrodes

The location of interest, detected by the SAM beamformer analysis and anatomically
identified in the subject-specific MRI, can be used to position a virtual electrode (VE). A
VE is a spatially precise implementation of the SAM algorithm which allows for recreating
of the neuronal activity underlying the signal in the precise voxels of interest (Hillebrand &
Barnes 2003; Hillebrand et al., 2005). The approximate source size for detection of

neuronal activity with a SAM-based VE is >2mm, and mainly depends on the signal-to-
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noise ratio and orientation (Hillebrand & Barnes 2002,; 2003; Hillebrand et al., 2005). See
section 2.4 for details of offline analyses applied to MEG data in this project.

2.1.1.5. SAM and VE analysis of sensorimotor cortex

In this project VEs were put in M, identified using the PMBR (Jurkiewicz et al., 2006), see
figure 2.3a-b. The change in oscillatory power in the beta frequency band approximately
0.5 to 1.5s after a voluntary or cued movement, compared to a passive pre-movement
period 2 to 1s before the cue or movement onset was used as the parameters for the
SAM beamformer method described above. VEs were also reconstructed in Sl. This area
was identified using ERSAM (Cheyne et al., 2006), by averaging >90 0.5s trials with a
single pulse electrical median nerve stimulation. The stimulation elicited evoked
potentials, which when they were averaged, could be distinguished in the bundled central
channels. The time point for the largest deflection was used to set the constraint for
evoked response SAM analysis. Once individual coordinates of Ml and S| had been
acquired, these were used to focus the output data from MI and Sl into VE-channels. The
data from the VE were then exported to Matlab (The Mathworks, USA).
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Figure 2. 3a-b. The contralateral Ml was localised using the post-movement increase in beta
power, e.g. PMBR, seen in A (left). The SAM pseudo-T value is superimposed on the subjects
MRI, seen in B (right).

2.1.2. Magnetic resonance imaging
Magnetic resonance imaging (MRI) is based on the principle of exciting hydrogen protons

in the body; subsequently measuring their relaxation properties. The Siemens Magnetom
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Trio MRI scanner at Aston University has an external magnetic field of 3 tesla (3T)
(Siemens, Erlangen). The subjects who participated in the MEG experiments all
underwent MRI at Aston University to allow for co-registration of the neuronal network
activity onto their MRI. An MPRAGE structural MRI image was acquired for each
participant using an 8-channel head coil. Scans of 1mm resolution, were collected as a
256 x 256 x 256 matrix, TR =8.3 ms, TR = 3.9 ms, Tl = 960 ms, shot interval = 3 s, FA =
8°, and mSENSE factor = 3. Images were an averaged image integration of two

repetitions, with a full scan time of approximately 17 minutes.

2.1.3. Transcranial magnetic stimulation

2.1.3.1. Brain stimulation

Transcranial magnetic stimulation (TMS) is a brain stimulation method which exerts its
effect by electromagnetic induction, i.e. the induction of electrical current by addition of a
changing magnetic field. This is achieved by passing an electrical current through a
copper coil (inside the TMS coil) which creates a focused magnetic field perpendicular to
the electrical current in the coil. The magnetic field from the coil can be aimed at a specific
scalp location, overlying the desired cortical location, to induce a local electrical current.

2.1.3.2. Effects of TMS

Although the exact cell-specific details of transcranial stimulation still remain unknown, the
more general effects on cortical cells are clear; TMS pulses depolarise neurons and if this
depolarisation reaches the firing threshold of the membrane potential it results in the firing
of action potentials (Siebner et al., 2010). TMS is a minimally invasive and spatially
distinctive neuroimaging method; it is possible to evoke a motor potential in distinct
muscles (Ilmonemi et al., 1997; Hallett, 2000; O’Shea & Walsh 2007). The magnetic field
and spatial spread of a TMS pulse diminishes over a short space, further contributing to
spatial accuracy. The diffusion of the magnetic field is dependent on the coil type and

orientation, as well as the stimulus intensity (Siebner et al., 2010, Fleming et al., 2012).

2.1.3.3. TMS purposes
TMS has become both a clinical and widely used research tool to study cortical
excitability, connectivity, as well as virtual lesioning. Inducing an electrical current at a

specified location with a single pulse TMS generates an action potential. This can be used
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to determine cortical motor and corticomuscular excitability by measuring the motor

evoked potential after application of TMS over Ml (Chen et al., 1998).

Apart from single pulse TMS; there is a variety of different TMS protocols. There are
different forms of distributing the TMS pulses with varying effects (notably reviewed by
Hoogendam et al., 2010; Funke & Benali 2011). The repetition of pulses, e.g. repetitive
TMS (rTMS), has different effects on function depending on the pattern of repetition. High
frequency rTMS (>1 or 5 Hz) increases cortex excitability and low frequency rTMS (<1 Hz)
decreases it (Pascual-Leone et al., 1994; Chen et al., 1997; Muellbacher et al., 2000) and
the effect duration is variable and according to some researchers depends on the duration
of the stimulation (Hoogendam et al., 2010). Repetitive TMS of suitable frequency, pattern
and intensity can be used to create a ‘virtual lesion’ in the underlying neuronal substrate,
with obvious benefits in studying dysfunction, but in healthy subjects (Pascual-Leone et
al., 1999; 2000). Continuous theta burst stimulation (cTBS) is a form of repetitive TMS
shown to have a long-lasting effect on motor cortical excitability of <45 min (Huang et al.,
2005). Additionally, several groups have combined TMS with other recording techniques,
such as MEG and EEG (Thut & Miniussi 2009). Parkinson’s disease has been
investigated with TMS over the last decade and high-frequency rTMS has been shown to
have a beneficial effect on some of the symptoms in PD, for example bradykinesia
(Siebner et al., 2000; Elahi et al., 2008).

2.1.3.4. TMS in this project

In this project we used single pulse TMS and cTBS, applied with a 70 mm figure-of-eight
stimulating coil, which was placed over the motor area. The hand motor area was
localised by locating the vertex on the scalp, and then marking 4 cm lateral and 1 cm
anterior to the vertex. For the rTMS protocols a Magstim Super Rapid was chosen, and for
the single TMS pulse the Magstim 200 was used (both from The Magstim Company Ltd,
UK). The motor evoked potentials elicited by the TMS pulses were recorded by placing an
electromyelographic (EMG) electrode over the first dorsal intraosseous muscle. This
electrode was connected to a 2-channel EMG kit (Delsys, US) and a computer with the

software Signal (CED Ltd, UK), which displayed the shape and size of the MEP online.

2.1.4. Electrical median nerve/digit stimulation
Several decades of research has validated the findings of evoked potentials in the

somatosensory cortex areas as a response to peripheral stimulation of, for example, the
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digits and/or the median nerve and detected with EEG or MEG (Hari et al., 1983;
Kawamura et al., 1996; Vanni et al., 1996; Wikstrom et al., 1999; Huttonen & Lauronen
2012; Lim et al., 2012). The median nerve innervates the palmar side of the hand; the
thumb and index finger. Stimulation above muscle activation threshold of the median
nerve causes the thumb to twitch, while stimulation under activation can still result in
sensation depending on stimulation intensity, but does not result in a twitch. This
distinction allows for probing of the relationship between MI and Sl, since muscle
activation will evoke activity in Ml (evoked potential), while under active threshold
somatosensory stimulation should not evoke a potential in MI (Hari et al., 1983; 1994; Hari
& Kaukoranta 1985).

In this project electrical median nerve stimulation (MNS) or digit stimulation was
performed by delivering electrical pulses from a constant current stimulator (Digitimer Ltd).
For MNS, two electrodes were placed on the right wrist of each participant over the
median nerve. The intensity was set to 50-70% of the thumb twitch reflex. If the subject
found a test train stimulation of 60 Hz painful, the lower intensity was used. No participant
reported the single or train stimulation as painful. The pulse width was 200 ps at all
frequencies. The same principle was used for digit stimulation, but here the intensity was
set at 1.5x sensation threshold. The stimulator was externally controlled by Presentation

software (Neurobehavioral systems, UK).
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2.2. In vitro techniques

2.2.1. In vitro preparation and recording procedures

By placing small glass electrodes, with a resistance of 1-3 MQ, in a cortical brain slice, the
aggregate extracellular neuronal activity in the area approximately 500-3000 um around
the tip can be measured as local field potentials (Mitzdorf, 1987, Juergens et al., 1999,
Logothetis et al., 2001).

2.2.1.1. Preparation of brain slices

The in vitro experiments in this project used two different protocols for the preparation of
sagittal sensorimotor cortex slices from rats. It is not in the scope of this thesis to discuss
the intricate details that arise from differences in the two protocols. Instead, when
interpreting the results from the in vitro experiments performed in this project, the a priori
assumption has been made that the resulting oscillatory activity in the sensorimotor cortex
is comparable in power and frequency characteristics, between the before and after
conditions. The primary difference between the protocols is the improvement in slice
viability, due to fine-tuning of concentrations and adding extra neuroprotectants, as
established by Prokic et al. (under review). A summary of the two protocols can be found
in table 2.1. The rats used in the in vitro experiments were treated in accordance with the
Animal Scientific Procedures Act 1984 (Home Office, UK). Male Wistar rats were
anaesthetised with isoflurane until the heart had stopped for protocol 1; these rats were
then decapitated and the brains were quickly excised and put in ice-cold preparatory
artificial cerebrospinal fluid (aCSF) saturated with 95% O2 and 5% CO2. In protocol 2 the
rats were transcardially perfused with the preparatory aCSF instead of decapitation,
before extraction of the brains. The brains were dissected and sagittal sensorimotor
cortical slices, 450 um thick, were cut with a microslicer at 4 °C, regardless of the initial
extraction procedure. The slices were stored in an interface chamber (Scientific System
Design Inc, Canada) with standard aCSF, also specific for the protocol type, for >60
minutes in room temperature before being transferred to the recording chamber (Scientific
System Design Inc, Canada). The recording chamber was perfused with oxygenated
standard aCSF at a flow rate of 1.3 mL/min, and maintained a temperature of 33-34°C.
After 10 minutes in the recording chamber, KA and CCh were added to the aCSF to
induce oscillatory activity. The oscillatory activity was stabile after 45-60 minutes at which

point interventions were initiated.
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Table 2. 1. The two in vitro preparation protocol

Protocol 1 Protocol 2
Method of Anaesthetic overdose and Anaesthetic overdose and
termination decapitation transcardial perfusion
Preparatory aCSF 206 sucrose 171 sucrose
(mM) 126 NaCl 2.5 KCl
2 KCI 10 MgCI2
1.6 MgSO4 25 NaHCO3
26 NaHCO3 1.25 NaH2PO4
1.25 NaH2PO4 10 glucose
10 glucose 2 NAC
2 CaClI2 1 taurine
0.045 indomethacin 20 pyruvate
0.4 uric acid 0.5 CaCl2
1 ascorbic acid
0.045 indomethacin
0.4 uric acid
0.2 aminoguanidine
Standard aCSF 126 NaCl 126 NaCl
(mM) 2 KCI 3 KCI
1.6 MgS0O4 1 MgCl2
26 NaHCO3 26 NaHCO3
1.25 NaH2PO4 1.25 NaH2PO4
10 glucose 10 glucose
2 CaCl2 2 CaCl2
0.2 ascorbic acid
Oscillatory agent 50 uM CCh 5-10 uM CCh
400 nM KA 20-50 nM KA

2.2.1.2. Recording from brain slices

The excised brain tissue is held in specific conditions to prolong its viability, and as far as
possible, resemble physiological conditions, both in the storage chamber and the
recording chamber. The main difference between these chambers is the temperature, e.qg.
the slices are stored at room temperature but while recording the slices are in a heated
environment in the recording chamber. The recording chamber is connected to
polystyrene and silicone tubes and receives a continuous flow of artificial cerebrospinal
fluid (aCSF), see figure 2.4a-b. The temperature in the recording chamber is controlled by
a thermostat. Pharmacological substances are then applied to the aCSF, or locally to the
tissue; these methods are used to study the pharmacological effects on the tissue. Here
we applied all drugs used to the aCSF. The electrodes used for the LFP recordings in vitro
were chlorided silver wire inserted into a borosilicate glass electrode filled with standard
aCSF; resistance 1-3 MQ. Using a stereotaxic anatomical rat atlas (Paxino & Watson,
1997) and a dissecting microscope, the glass electrodes were inserted in deep and

superficial layers of the primary motor cortex, as well as the middle layers of the
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somatosensory cortex (figure 2.5). The LFP signals were filtered to 1-500 Hz and
amplified 1000x, with an applied notch filter at 50 Hz (EXT 10-2F, npi electronic GmbH,
Germany), then converted and digitized at 10kHz by an analog to digital converter (CED
1401, CED Ltd, UK). Observation and saving of the signal was done with Spike2 v6.08
(CED Ltd, UK). The signal was then downsampled to 1kHz and exported to MatLab
(Mathworks, Inc.) for further analysis.

Faraday cage

Oxygen delivery
through bubbler

Stimulator

Figure 2. 4a-b. Drawn schematic of the recording chamber, seen in a (left), used in the in vitro
experiments. Summarised schematic over the in vitro recording equipment can be seen in b
(right). The temperature in the chamber is maintained at 32-33°C through submerged heating
rods inside the chamber, which are connected to the external thermostat. Artificial cerebrospinal
fluid flows from a cylinder outside of the Faraday cage, into the recording chamber and is
heated. The continuous heated aCSF flow is delivered through submerged silicon tubing. The
slice is placed in the interface of the aCSF on top of a lens tissue piece; the area is then covered
with a small plastic lid. The aCSF flows over the interface and keeps the slice and surrounding
at optimal humidity before draining out through two wells at the front of the chamber. Oxygen is
delivered from a gas tank (not shown) and maintains the humidity in the recording chamber.

Superficial Deeper
layers layers

Primary
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Figure 2. 5. Schematic of sagittal slices used in the in vitro recordings. The dashed lines indicate
where cuts were placed to excise the sensorimotor cortex. The thin line indicates the border
between sensory and motor cortex, which varies horizontally depending on lateral location.
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2.2.1.3. Oscillations in brain slices

Several studies have investigated the pharmacological conditions required to induce
cortical oscillatory activity, as well as modulate it, in specific in vitro preparations. Kainate
(KA), is an agonist at the non-NMDA, non-AMPA, glutamate receptors named after this
agonist (see review by Contractor et al., 2003). Carbachol (CCh) is a cholinergic agonist
that binds to the muscarinic acethylcholine receptors and results in glutamate release
from both GABAergic interneurons and pyramidal cells. Acetylcholine is well-researched
as one of the main neurotransmitters and has been shown to modulate cortical network
activity (Lucas-Meunier et al., 2003). KA and CCh have been used in different in vitro
preparations of motor (Yamawaki et al. 2008) and somatosensory cortex (Buhl et al.,
1998), sensory and auditory cortex (Cunningham et al., 2004; Rooopun et al., 2006;
2008), hippocampus (Fishahn et al., 1998) and entorhinal cortex (Cunningham et al.,
2003), to elicit oscillatory activity in the conventionally defined beta and gamma ranges. In
essence, kainate and carbachol have been found to both be necessary to induce
oscillations in the sensorimotor cortex in vitro (Buhl et al., 1998; Yamawaki et al., 2008,
Prokic et al., 2012).

2.2.2 Electrical stimulation in vitro

Using electrical stimulation in vitro has previously shown to affect ongoing activity in the
slice (Yamawaki et al. 2008). Here, electrical stimulation to slices was performed by using
a custom-made bipolar wire electrode, in surface contact with the slice at the desired area
of interest. Using a similar protocol to Yamawaki et al. (2008), the intensity of the constant
current stimulator was set at 1.5mA with a pulse width of 100 ps (Digitimer, Ltd).
Stimulation was delivered in trains with specific frequencies. The stimulator was externally
controlled by Spike2 (CED Ltd, UK).

The concern of overall temporal effect of applying several stimulation events in a slice was
addressed on two levels. Firstly, by investigating at the changes to ongoing beta
oscillations from the first to the last stimulation event, where no trends or changes could
be attributable to specific frequencies, increased time or number of stimulations.
Secondly, by using time periods of 30s before and after when analysing the effects on the

ongoing oscillations, this concern was further abolished.
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2.3. Multimodal approach

2.3.1. Advantages and limitations to techniques used in this project

The primary advantage with neuroimaging methods is their non-invasive nature.
Recording magnetic fields in the scalp surroundings, as is done in MEG, is a passive
process, although there is a small risk of contact with cryogenics. MEG results generally
display excellent temporal resolution and combined with SAM analysis, good spatial
resolution. However, this requires an MRI, which does present the participant with risks as
strong magnetic fields are used, in addition to exposure to loud noise and cryogenics.
There is also a chance of developing claustrophobia as the MRI scanner itself presents a
small and constricted compartment. The final neuroimaging method used here is TMS.
There have been reports of induced seizures using this technique, but in most cases
these were found to be the result of ignoring safety guidelines and TMS threshold
recommendations. The loud clicking noise from the coil, minor discomfort during
stimulation and cognitive changes, as well as headaches have been suggested as
adverse effects, but have yet to be scientifically evaluated and validated. The recent years
have seen the emergence of global safety and practise guidelines based on published
data, emphasising that TMS is a minimally invasive technique (Rossi et al., 2009).

Essentially, the invasive nature of the in vitro animal studies makes it unsuitable for
human research, but this is also what makes it advantageous. These methods provide us
with fundamental understanding of the cellular and biological mechanisms that underlie
function and activity in the brain. These techniques assist in elucidating the effects of
exogenous and endogenous substances, and in the long run contribute to a more
complete picture of the human brain. One difficulty when recording LFPs is noise
elimination. Noise, in the in vitro electrophysiology setup, comes in different forms.
Vibration noise is environmental, for example ground vibration or acoustics. A vibration
isolation table is therefore used while recording. Electrical noise is also external, and is
reduced by shielding the recording equipment, e.g. chamber with slice and electrodes,
with a Faraday cage connected to a common ground. Additionally, the electrical noise at
50 and 60 Hz can be reduced by using hardware and/or software notch filters in the

amplifiers and recording programs, or noise elimination devices.
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2.3.2. Rationale for using a parallel approach

Further to the limitations and advantages discussed above there are three main
arguments to why a parallel approach of in vitro and MEG recordings was appropriate in
this project. Firstly, there is the concern of scale. With neuroimaging techniques it is not
possible to record from specific laminae using MEG, which is easily achieved from in vitro
recordings in cortical slices. Secondly, there are constraints in human MEG recordings
with regards to invasive intervention protocols; we cannot administer some
pharmaceutical substances or stimulation protocols as this would be unethical and
harmful for the participant. In contrast, the final point concerns the functions and
connectivity of neuronal networks. While a spatially focused recording of oscillations is
possible and freedom of intervention application is vast in vitro; this is still a reduced
model since the neuronal networks recorded from are neither connected to the rest of the
brain, nor able to display functionally relevant and related activity. In order to address
these limitations we have used both approaches when trying to disentangle beta
oscillations in the sensorimotor cortex. The differences in experimental approaches also
encompassed the analysis, making it difficult to optimally compare the results from these
methods used in parallel. This led us to develop a different analysis approach.
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2.4. Analysis
2.4.1. Characterisation of sensorimotor beta oscillations

2.4.1.1. Methodological differences in oscillations

Beta oscillations studied in an in vitro preparation typically appear different to those
studied in neuroimaging. In in vitro experiments, beta oscillations in Ml typically have a
narrow peak at approximately 27 Hz with an obvious amplitude difference from the
baseline (Yamawaki et al., 2008). In MEG experiments, beta oscillations recorded over
the motor cortex are typically broad in frequency (15-30Hz) and sometimes appear co-
existent with mu (~10 Hz) (Hall et al., 2011).
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Figure 2. 6. Schematic showing the shape of the oscillatory peak and its relation to the underlying
variation in frequency. There are obvious visual differences between oscillatory peaks seen in MEG
and in vitro experiments.

The difference in appearance between the oscillatory signals recorded in the two
modalities (figure 2.6), as well as conventional analysis between MEG and in vitro
research, point to the need for different analysis approaches. This is especially important
since the continuous a priori assumption is made that the elicited oscillations seen in the
in vitro experiments are physiologically and functionally comparable to those observed in
neuroimaging studies, and that they will respond in a similar way to any intervention as
would the intact brain in a living subject. Conversely, with MEG the assumption is that
oscillations observed in humans are a direct reflection of the underlying neuronal
networks. As previously discussed, the limitations imposed by reduced connectivity in the
in vitro preparation and limitation to macroscopic measurement in MEG, leaves a gap in
our understanding of the extent to which these approaches are comparable. In order to
approach these questions, it is important that analytical processes are comparable

between methods.
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2.4.1.2. Limitations of typical analysis approaches

Analysis is often based on pre-defined frequency bands from the EEG literature, such as
the beta band (15-30Hz). In vitro experiments typically make comparisons of power and
frequency at the peak of the oscillation within that range. In comparison, MEG and EEG
experiments typically make comparisons based upon the peak frequency within that range
and the power within the entire band. This poses obvious difficulties in comparing
between the two approaches, which need to be addressed. Furthermore, oscillatory
frequency varies over time within and between measurements. Consequently,
measurements from the peak of an averaged PSD computation may be misrepresentative

in terms of frequency, see figure 2.7 below.
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Figure 2. 7. A few samples with high amplitude information can skew an averaged PSD, as seen in
this schematic. The average of all samples is a broad and bimodal peak.

Additionally, measurement of a fixed frequency band does not take into account either a
mean frequency shift or change in the distribution of an oscillatory peak, or change
between conditions. For example following pharmacological manipulation (Hall et al.,
2010), power in the frequency band may be misrepresentative of the actual change, see

figure 2.8 below.
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Figure 2. 8. Oscillatory power is often measured within a pre-defined band, as illustrated in
this schematic, for example the 15-30 Hz ‘beta band’. The beta peak in the pre-intervention
condition is well within the ‘beta band’. However, when looking at the power within the ‘beta
band’ after intervention, there is a decrease. Calculating the average power within this band
in an average PSD plot leads to misinterpretations of results and principally reveals nothing
about the oscillation.
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In both in vitro and MEG recordings, the signal arises from different neuronal populations,
for example in MEG different laminae (layers Il/lll and IV) contribute to the signal
(Murakami & Okada 2006). The composition of an oscillatory signal will inevitably
contribute to the variability seen in frequency and power, which highlights the importance
of understanding the variation and distribution of the signals.

2.4.2. Comparative analysis of neuronal network oscillations

With the differences between beta oscillations seen in the different modalities, this project
required the development of analysis software capable of disentangling information about
the underlying neuronal networks generating the oscillations. The analysis also required
ability to compare the similarities in responses to the manipulations presented to beta
oscillations in the sensorimotor cortex recorded from different conditions. The analysis
approaches presented here were therefore developed with these key points, and

concerns from above, in mind.

The recorded signals from MEG and in vitro experiments were analysed with custom-
made MatLab scripts. The initial step was to process 30s Morelet-Wavelet spectrograms,
1-100 Hz. Morelet-wavelet spectrograms display the change in frequency and power over
time. The time is found on the x-axis and the frequency on the y-axis. The power is
displayed as colour changes, usually on the RGB colour spectrum, e.g. red colours
indicate high power and blue less power. Morelet-wavelet spectrograms and associated
PSDs were calculated for each sample (for a recording period of 30s the number of
samples in an epoch will be related to the sampling rate; in vitro: 1000kHz, e.g. 30000
samples; MEG: 600 Hz, e.g. 36000 samples) in each time-period for each subject or
recording, using a sliding window approach. For specific details of the outputs from the

custom-made MatLab scripts, see section 2.4.2.6.

2.4.2.1. Oscillatory frequency analysis

Measurements of oscillatory frequency usually assume that the frequency is constant
throughout the measurement period. As a consequence, the frequency measurement is
dependent upon the frequency variability and power at each frequency over the
measurement window. To circumvent this, frequency is here determined from a sliding
window PSD measurement from each sample in the time period and, independent of
power, the mean frequency is derived from this. An example of the differences in peak

frequency result between approaches can be seen in figure 2.9 below.
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Figure 2. 9. The averaged PSD plot of the spontaneous oscillatory activity from Ml and SI. The

peak values for the beta range in this plot are 24.5 Hz for Ml and 22 Hz for SI. The mean peak

frequency using the sliding window approach were 22.2 Hz for MI, illustrated by the blue

vertical line, and 18 Hz for SI, illustrated by the light green vertical line.

2.4.2.2. Oscillatory power

Similar to the observation of frequency, power at the peak is dependent upon the
variability of the frequency over time and the power at each peak frequency. Here,
oscillatory power is analysed by taking a measurement of power at the peak frequency at
each sample throughout the time period of interest. This provides a measurement of
power at the frequency peak, these individual measurements of power at the peak
frequencies are averaged to provide the mean peak power for the whole epoch. The
current analysis approach will provide a more accurate representation of the oscillatory
power during the epoch. In the example provided in the figure 2.9, above, the beta peak
power in Ml was 3.9 nAm and 2.6 nAm in Sl. Using the different analysis approach we
developed for this project, the mean peak power was 4.44+1.53 nAm in MI, and 3.06+£1.09
nAm in Sl.

2.4.2.3. Frequency distribution

As discussed above, the measurement of power in a pre-defined frequency band is
dependent upon changes in frequency and also the morphology of the frequency peak. As
a result, these approaches are insensitive to frequency variability, condition-dependent
shifts and changes in frequency distribution. The distribution of the oscillatory peak, which
is indicative of frequency composition and distribution networks involved in the measured
neuronal oscillation, is addressed by using the objective measure of full-width half-

maximum measurement (FWHM), see figure 2.10 below.
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Figure 2. 10. Schematics showing full-width at half-maximum amplitude (FWHM). Difficulties in
determining the frequency width of an oscillatory peak in a PSD, due to baseline fluctuations, are
circumvented by using the FWHM measure. Right peak has wider FWHM.

FWHM output provides an objective measure of variability and network distribution
through its peak sharpness and frequency width. The FWHM width is combined with the
mean frequency peak to provide a shape measurement of the oscillatory peak for each
individual recording. The peak shape indicates the presence of underlying oscillatory
signals, see figure 2.11 below. If one network is responsible for an oscillation, e.g. driven
by a single oscillator it should have an even distribution around the mean frequency. If this

is not the case it suggests that additional oscillators are contributing to the activity.
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Figure 2. 11. Ai-Cii. Schematic pictures showing the oscillatory PSDs and FWHM. In Ai and Aii (left
top and bottom), the individual PSD profiles can be seen, these are averaged as seen in Bi and Bii
(middle top and bottom). The existence and characteristics of more than one network oscillator and
its frequency can be determined by looking at the shape of the peak in conjunction with the mean
frequency of the peak. The average PSD on the bottom row (Bii) is broader and most likely
contains frequency contributions from more than one oscillation frequency. The FWHM plots, seen
in Ci and Cii (right top and bottom), show the individual frequency ranges and the mean frequency
peak, which in Cii indeed shows contribution from more than one oscillation.
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For each recording one FWHM value is produced, see figure 2.12a-b for examples of this.
These can then be averaged over the group to provide the mean FWHM, giving a
representation of the frequency range of the network responsible for the ongoing
oscillations in the area/condition of interest, see figure 2.12c below for an example of this.
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Figure 2. 12a-c. FWHM measurements in individual recordings from motor cortex superficial and
deeper layers (Ml LIll and LV) is seen in a and b, respectively in left and right top. FWHM values
are averaged across the recording groups to provide the mean FWHM for the group in the
area/condition of interest, shown in ¢ (bottom).

2.4.2.4. Frequency variability and stationarity

As discussed previously, the mean frequency, amplitude and distribution are subject to
the variability of the oscillation over time. In order to further disentangle the composition of
the oscillatory signals the peak frequency distribution was quantified. This provides an
understanding of how the peak frequency varies over the measurement epoch. We used a
histogram approach, whereby the peak frequency is computed for each sample in the
measurement epoch and assigned to the appropriate frequency bin (1Hz bin widths were
used). The frequency distribution is thus presented as a power-independent
representation frequency and indicates the contribution of frequency variability or

Stationarity to the oscillatory profile and mean peak frequency. See figure 2.13a for an
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example of the power-independent frequency distribution histogram. Additionally, the
power in each frequency bin can be computed to provide a normalised power/sample
distribution for each frequency. This provides a method of determining the proportional
contribution of each frequency to the PSD, see figure 2.13b below for an example of the
frequency distribution when power per sample is taken into account. This is useful to
indicate changes in power for a specific peak frequency.
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Figure 2. 13a-b. The peak frequency distribution in MI can be plotted independent of amplitude to
provide information about the non-stationarity in peak frequency, seen in a (left). The power per
sampled peak frequency can also be taken into account to establish if there are any changes in
power for a specific peak frequency, seen in b (right). The black arrows indicate where most of the
peak frequency measurements from all samples were found, e.g. the frequency distribution
peaks.

2.4.2.5. Oscillatory power and state change

Oscillatory measurements, whether made from E/MEG or in vitro recordings, show a large
degree of non-uniformity in the power of the signal. For example, measurements of the
beta band in motor cortex shows periodic bursts of power, particularly in Parkinson’s
disease patients. However, although these phenomena have the capacity to impact
strongly upon the observed changes in power, there is rarely any consideration made for
the power composition or intrinsic variability. When determining the impact of a change in
conditions it is important to understand the nature of that change. Here, to disentangle
this, an objective measurement of the power in the signal was used by sorting the power
data from each sample in terms of amplitude. This distribution was then ranked in order of
amplitude, converted to a zero-mean signal and cumulative summation applied. The effect
of this is an objective sorting of power into low and high power states defined as above or
below a minimum change point, e.g. the point of difference between the states. Samples
were then determined as high or low power and the contribution of this determined before
and after intervention. This addresses the question of the contribution of so called
‘oscillatory bursting’, see figure 2.14 below for an example. The mean power in the

upstate, e.g. the state above the change point, and the downstate, e.g. below the change
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point, can be calculated to provide a quantitative determination of the variability of power.
These can then be averaged over the group and compared between conditions and
areas. Changes in power states after an intervention indicate a change in the pattern of
activity.

& o

Power (hAm)
N

o

0 10 : 20 30
Time (s)

Figure 2. 14. Oscillatory power state analysis of Ml oscillations in one participant. The oscillatory
power peaks in the beta band (15-35 Hz) are plotted over time per recording. The top box
illustrates the peak power values, while the bottom box illustrates which samples were above the
change point.

2.4.2.6. MatLab scripts

Custom-made MatLab scripts were designed to extract these oscillatory frequency and
power characteristics. These scripts used the data from the sliding window Morelet-
Wavelet spectrograms/PSDs and provided the following specific outputs: mean peak
frequency * standard deviation, mean power at the frequency peak + standard deviation,
mean full width half-maximum + standard deviation, mean % of samples at peak
frequency + standard deviation, mean % samples at peak frequency +5Hz + standard
deviation, mean % samples at peak frequency +10Hz + standard deviation, % up-and
downstate, mean power in up- and downstate. There custom-made MatLab scripts which
tested the results with t-tests and the statistical outputs were t-statistics and p-values. We
tested between ‘before’ and ‘after’ time periods in the same participants and slices, and
between oscillatory signals within the same participants or slices. Furthermore, the
integration of in vitro signals for a designated location into an in silico aggregation was
done by averaging the Morelet-wavelet spectrograms into one dataset. These integrated

datasets were then analysed in the same way as the in vitro and MEG data.
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Chapter 3. Spontaneous oscillations in the sensorimotor

cortex
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3.1. Introduction

3.1.1. Background

The presence of beta frequency (15-30Hz) and mu frequency (~10Hz) oscillations in the
sensorimotor cortex has been the subject of both research and debate over several
decades. Although the full relevance of these rhythms still eludes researchers, they are
nonetheless an integral part of the activity in the sensorimotor cortex. In the absence of
movement or somatosensory stimulation, the sensorimotor cortex display ongoing and
regular beta oscillatory activity. A number of animal in vivo and human neuroimaging
studies have reported on beta oscillations in primary motor cortex (Ml) (Pfurtscheller,
1981; Murthy & Fetz 1992; Sanes & Donoghue 1993; Salmelin & Hari 1994; Murthy &
Fetz 1996; Baker et al. 1997; 1999). In addition, mu oscillations are reported in human
neuroimaging studies and are believed to be generated the primary somatosensory cortex
(SI) (Salmelin & Hari 1994; Salmenlin et al., 1995). The mu and beta rhythms have been
established to not be harmonics of each other (Tiihonen et al., 1989), and are individually
modulated (Nagamine et al., 1996). Both rhythms display patterns related to function. The
mu rhythm has in animal in vivo experiments been reported as the sensorimotor rhythm
(SMR, 10-14 Hz) (Kaplan 1979; Rougeul et al. 1979), and was recently confirmed to
spatially correspond to the functional mu rhythm, in addition to similar features such as the
classic wicket shape of the oscillation itself (Marini et al. 2008; Tort et al., 2010;
Sobolewski et al., 2011). Both beta and mu rhythms attenuate prior to onset of motor
events and resynchronises after the offset with different spatiotemporal characteristics, as
evidenced by several neuroimaging studies the last decades (Pfurtscheller, 1981,
Salmelin & Hari 1994; Jensen et al., 2005; Gaetz & Cheyne 2006; Jurkiewicz et al., 2006,
Neuper et al., 2006; Avanzini et al., 2012).

Although MEG and EEG have provided the spatiotemporal identification for the functional
modulation of beta oscillations in humans, these methods are macroscopic and reveal
little about the underlying mechanism of spontaneous rhythmogenesis or intrinsic
characteristics of the beta rhythm itself. Conversely, in vitro brain slice protocols have
been used for decades to study underlying neuronal mechanisms of observed brain
activity (Yamamoto & Mcllwain 1966; Andersen et al., 1972). The synchronised activity in
and around cells has been correlated to their intrinsic distinct electrophysiological
properties (Chagnac-Amitai & Connors 1989; Fransceschetti et al.; 1995, Flint & Connors
1996), which is further supported by observations of co-existing rhythms in sub-areas
(Flint & Connors 1996; Roopun et al., 2006). There is a large collection of research

describing the potential mechanisms for rhythmogenesis and oscillations, in different
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areas of the rodent brain; in hippocampus (Whittington et al.; 1995; Traub et al., 1996),
entorhinal cortex (Cunningham et al., 2003), somatosensory cortex (Buhl et al., 1998),
secondary somatosensory and auditory cortex (Cunningham et al., 2004; Roopun et al.,
2006), primary motor cortex (Yamawaki et al., 2008). Buhl et al. (1998) reported on the
existence of gamma oscillations in the somatosensory cortex, although it is unclear if this
was the primary or secondary areas. Research in MI reports that beta oscillations
originate in layer V of the primary motor cortex in slice preparations (Yamawaki et al.,
2008). There is a lack of current research reporting on the existence and characteristics of

beta or mu oscillations in other specific layers of the primary sensorimotor cortex in rats.

The MEG signal has an optimally resolved source size of approximately 5mm?®, or 10000-
50000 synchronised pyramidal cells, primarily located in layer II/lll and V of the cortical
area of interest (Vrba & Robinson 2001; Hillebrand & Barnes 2002; Murakami & Okada
2006). This area of recording is considerably larger than that of in vitro glass
microelectrode LFP recordings, which comprise an average measurement from
approximately 500-3000 um around the electrode tip (Mitzdorf, 1987, Juergens et al.,
1999, Logothetis et al., 2001). These differences in source size consequently infer that the
MEG signal is a spatial aggregate that is more complex with regards to neuronal network
composition. There is currently a lack of research aimed at establishing the differences
and similarities between these oscillatory signals, although many MEG and in vitro
research reports draw on conclusions used in one modality to rationalise and interpret
their own experiments and results in the other modality. If these recording methods are
going to be used in comparison and inferences are to be made between them, it is

essential that comparative features of the oscillatory signals are elucidated.

The current conventional analysis approaches in M/EEG and in vitro literature differ to
some extent from each other. The limitations in the conventional approaches were
discussed in detail in the methods chapter and limitations concern the variability of
frequency and power. Understanding the variability in oscillatory signals is particularly
important when looking at spontaneous ongoing oscillations and using these as baselines
for any intervention or functional modulation. Variability in frequency and power is
indicative of the underlying neuronal network activity and communication. Recently the
beta band stationarity was found to correlate to rigidity and bradykinesia in PD patients
(Little et al., 2012), indicating that the importance of variability in analysis of oscillatory

signals has yet to be fully realised.
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3.1.2. Aims and research objectives
Previously mentioned studies have recorded MI and Sl oscillations in vitro and with MEG,
but it is unclear to what extent the neuronal network activity of Ml and Sl is comparable.

Here, we aim to address the questions:

What are the oscillatory profiles of Ml and Sl recordings in vitro and MEG?
o Which oscillations arise from each area?
o How do these oscillations compare in power between areas?

o How do these oscillations compare in frequency between areas?

Previous studies have characterised oscillatory activity using band or peak analysis
approaches, but it is unclear whether these time averaged measurements are true
representations of the network signals from which they arise. Here we aim to address the

guestions:

What are the similarities and differences in oscillation between laminae in vitro?
o What oscillations occur in each layer of MI?
o How do oscillations vary in distribution between layers?

o What is the variance in frequency and power between layers?

Previous studies suggest that in vitro LFP and MEG signals are comparable, but there is a
scarcity of empirical data supporting this. It is unclear to what extent the oscillatory signals
can be compared between modalities. Here, we use a signal integration approach to

address the questions:

To what extent are integrated oscillatory signals from MI in vitro comparable with M

oscillatory signal from MEG?

o Does integration of layer Il and V better reflect MEG MI signals?

69



3.2. Methods

3.2.1. In vitro

Brain slices were prepared using a similar protocol to Yamawaki et al. (2008), as
described in chapter 2. All animal experiments were performed in accordance with the
Aston University ethical review board regulations, as well as the Animals Scientific
Procedures Act 1986; European Communities Directive (86/609/EEC). Brains from p18-
p22 (50-60g) male Wistar rats were extracted and prepared according to in vitro protocol
2. 450 um thick sagittal sensorimotor slices were stored in a tissue interface chamber at
room temperature for >1h. The slices were then transferred to a recording chamber with a
temperature of 33-34°C and a continuous flow rate of 2 ml/min aCSF with added KA and
CCh; concentrations and preparations according to protocol 2. Recordings of LFPs from
superficial layers (1I/1ll) and deeper layers (V) of Ml and middle layer (IV) of SI (figure 2.6)
were made. The electrodes were placed in relevant layers, identified by using a dissecting
microscope and the Rat Brain Atlas (Paxinos & Watson 1986) as reference. LFP
recording started after the KA- and CCh-induced oscillatory activity had stabilised, >1h in
the recording chamber with KA and CCh in the aCSF flow, and lasted for >3h.

Recording of in vitro data was performed with Spike2 v.6.02 (CED Ltd.) Online analysis
was performed with fast-Fourier transform (FFT) with the size of 16384, applying a
Hamming window and a finite resolution of 0.61104. This was only done to identify
oscillatory activity in laminae of interest and to distinguish and select representative LFP
recordings. After recording, the data was down-sampled at 1kHz and exported in
spreadsheet format (.txt) to MatLab (The Mathworks, Inc.) for offline analysis. From these
converted datasets, 30s Morelet-wavelet spectrograms were processed before applying
the custom-made analysis described previously (see Chapter 2, but also briefly in 3.2.3).
The number of recordings from the different in vitro locations was: superficial layers of
primary motor cortex (Ml LIll), n=24; deeper layers of primary motor cortex (Ml LV), n=36;

middle layers of primary somatosensory cortex (Sl LIV), n=37.

Integration of in vitro recordings from superficial and deeper layers of Ml was done
through MatLab: n=20. To summarise, the two corresponding signals from the two
locations (MI LIII and LV) in each slice were used to create an averaged epoch of data.

This was then analysed in the same manner as other in vitro recordings, described below.
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3.2.2. MEG

Magnetic field activity from 13 healthy participants (7 M), mean age 29-46 years, was
recorded while the subjects were sitting at rest in the 275-channel MEG scanner (CTF,
Canada). The study was performed in accordance with the Declaration of Helsinki, and
approved by the Ethics Committee of the School of Life and Health Sciences at Aston
University. Written informed consent was obtained from all participants. The participants
received visual instructions from a computer screen, in addition to audio instructions from

the experiementer.

Primary motor cortex was localised with a SAM beamformer approach based on the
PMBR seen after voluntary finger movements (Jurkiewicz et al., 2006). The PMBR was
identified by an increase in the 15-30 Hz frequency band 0.5 to 1.5 seconds following
movement offset compared to and -2.0 to -1.0 seconds before movement. EMG
electrodes were placed on the FDI muscle to determine the onset and offset of finger
movements. Primary somatosensory cortex was localised in 8 participants with ERSAM
(Cheyne et al., 2006), using the stimulation events in a 2 Hz electrical stimulation train
delivered through two electrodes (Digitimer Ltd.) to the median nerve at 50% of the
thumb-twitch threshold. We focused the ERSAM on gamma (30-100Hz) activity around
the evoked potential latency. Trials containing artefacts were discarded and the data was
filtered to 1-200 Hz, with additional notch filters at 50 and 60 Hz. Virtual electrode data
from MI and Sl loci, during 30 second rest periods, were processed in MatLab (The
Mathworks, Inc.) as Morelet-wavelet spectrograms. These data were then analysed using

the same process as used for in vitro analysis.

3.2.3. Analysis approach

The mean peak frequency and peak power was determined for each sample with a sliding
window approach, in which the frequency of the oscillatory peak and the power of that
peak was determined for each sample in each 30s epoch. The frequency distribution of
the oscillations was determined using FWHM. The frequency variability was computed
using the amplitude-independent peak frequency distribution, where the peak frequency of
each sample was sorted into frequency bins of 1 Hz. Variability in oscillatory power was
determined using an amplitude sorting measurement to determine the time and amplitude
changes of oscillatory up and down states. We used student’s T-tests to statistically test

for differences. Further details regarding this analysis approach can be found in chapter 2.
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3.3. Results

3.3.1. Oscillatory neuronal network activity in Ml and Sl

3.3.1.1. Oscillatory peak frequency and power in Ml and Sl in MEG recordings
The group-averaged Morelet-wavelet spectrograms from the different locations show
distinct oscillations in mu and beta bands, in both Ml (h=13) and SI (n=8). The amplitude

and persistence of the beta frequency appeared greatest in Ml (figure 3.1a-b.).
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Figure 3. 1a-b. Group-averaged Morelet-wavelet spectrograms of Ml (n=13) and Sl (h=8) showing
variation over time in the oscillatory activity recorded with MEG. The oscillatory beta frequency
activity appears less dominant in Sl (b, right), than in Ml (a, left).

Group average PSDs from MI and Sl showed little distinction in oscillatory profiles, with

regard to frequency and peak shapes, between the two areas (figure 3.2)
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Figure 3. 2. Group- and time-averaged PSD from primary motor and somatosensory cortex (Ml
and Sl) in MEG experiments. The blue and green lines indicate MI (n=13 and SI (n=8),
respectively. There was a significant difference in peak power, but not frequency, see figure
3.3a-b.
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The mean peak frequency in Ml was 22.23+6.07 Hz and mean peak amplitude 4.44+1.53
nAm. The mean peak frequency in Sl was 18.79+5.33 Hz and mean peak amplitude
3.06+£1.09 nAm. The difference in power between Ml and S| was significant, t;;=4.0114,

p=0.0051. The difference in frequency was non-significant t;=2.1689, p=0.0667 (figure
3.3a-b).
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Figure 3. 3a-b. Mean peak frequency, seen in a (left), and power, seen in b (right), in Ml (n=13)
and Sl (n=8) in MEG recordings from humans. The difference in mean peak power was
significant, p<0.05, marked with *. Error bars represent SEMs.

3.3.1.2. Oscillatory frequency and power in Ml and Sl in vitro

Group- and time-averaged PSDs from the three different recordings locations showed
distinct oscillatory profiles (figure 3.4), with regards to frequency and peak shape. Broad
ongoing activity in mu and beta frequency ranges was seen in superficial layers of Ml (Ml
LIII, n=24) throughout the time period. Constant and narrow beta oscillations were seen in
deeper layers of MI (MI LV, n=36), whereas middle layers of Sl (S| LIV, n=37) showed

broad oscillatory activity with stronger power in the beta range (figure 3.5a-c).
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Figure 3. 4. Group- and time-averaged PSDs from the three different locations in vitro. The
blue and green lines indicate deeper and superficial layers of MI (Ml LV, n=36 and MI LIl
n=24), respectively. The red line indicates the recordings from the middle layers of Sl (SI LIV,
n=37). Each location has a distinct oscillatory profile.

73



a ‘ | I I ' MI LIl 20

Frequency (Hz)
=
o
(zA 11-0T) Jomod

0 10 Time (s) 20 30

20

Frequency (H
(zA 11-0T) 149Mod

20 30

0 10 Time (s)

Figure 3. 5a-c. Group-averaged Morelet-wavelet spectrograms of the ongoing activity in different
layers of the primary sensorimotor cortex in vitro show variation in power and frequency over
time. In MI LIII (n=24), sporadic activity throughout the time period can be seen to span over a
broader frequency range (a, top left). Ml LV (n=36), show a frequency-wise narrow beta
oscillatory activity (b, top right). In SI LIV (n=37) more power in the beta range is seen, but also
mu (c, bottom).

The mean peak frequency in Ml LV was 30.18+3.22 Hz, and mean peak amplitude was
20.75+27.92 x10™*V2, In MI LIll the mean peak frequency was 18.89+6.07 Hz and mean
peak amplitude 13.38+18.17 x10™V% The mean peak frequency in Sl LIV was
12.38+6.76 Hz, and mean peak amplitude was 14.61+14.37 x10™*'V? (figure 3.6a-b). The
differences in amplitude were non-significant; between MI LIl and MI LV: t;5=-1.5993,
p=0.1234; between MI LIl and SI LIV: tp3=-0.4001, p=0.6928; between MI LV and SI LIV:
t.3=-1.4035, p=0.1738. The difference in mean peak frequency between MI LIl and MI LV
was highly significant, tp3=-5.4872, p<0.001; between S| LIV and MI LV significant, tj3=-
3.1961, p=0.004; and between MI LIII and SI LIV significant, tj3=-3.2607, p=0.0034.
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Figure 3. 6a-b. The mean peak frequency, seen in a (left), and power, seen in b (right), in MI LIII
(n=24), MI LV (n=36) and SI LIV (n=37) in vitro. The mean peak frequency differed significantly

between all locations, p<0.05, marked with *. There were no significant power differences. SEMs
are indicated as errorbars.

3.3.2. Oscillatory distribution and variability in sensorimotor cortex

3.3.2.1. Oscillatory distribution in Ml and Sl in MEG
The mean FWHM in M| was 24.58+11.22 Hz. The mean FWHM in Sl was 25.64+10.68 Hz

(figure 3.7). There were no statistical differences between mean FWHM in Ml and SlI, t;7=-
0.257, p=0.8046.
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Figure 3. 7. Mean FWHM in MI (n=13) and SI (n=8) in humans. There are no significant difference
in frequency between the locations. Error bars represent SEMs.

3.3.2.2. Frequency Distribution in Ml and Sl in vitro

The mean FWHM in MI LIl recordings was 13.13+5.72 Hz. In MI LV the mean FWHM
was 12.13+4.09 Hz. In Sl LIV the mean FWHM 16.14+6.6 Hz (figure 3.8). The difference
between the mean FWHM in Ml LV and SI LIV was highly significant, tp3=4.5018, p=
0.00016116. Statistical comparison between other locations showed no significant

differences; between MI LIl and SI LIV: tj3=-1.653, p=0.1119; between MI LIl and MI LV:
t.3=-1.781, p=0.0881.
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Figure 3. 8. Mean FWHM in MI LIl (n=24), Ml LV (n=36) and SI LIV (n=37) from in vitro
recordings. The difference in mean FWHM between MI LV and Sl LIV was highly significant,
p<0.001, marked with *. Error bars represent SEMs.

3.3.2.3. Frequency Variability in Ml and Sl in MEG

In Ml two peaks in the frequency variability were found at 10 and 25 Hz. The power-
normalised distribution showed peaks at 10 and 21 Hz, with 6.1 and 7.5 nAm in power
(figure 3.9a-b). The percentage of samples found at the beta peak frequency was
6.861+4.12%, at peak frequency +5Hz: 45.60+15.19% and at peak frequency +10Hz:

55.32+17.71%.

The frequency distribution in Sl contained two peaks at 11 and 22 Hz. The normalised
power per sample distribution showed peaks at 10 and 18 Hz, with 5.1 and 5.7 nAm in
amplitude respectively (figure 3.10a-b and 3.11). The percentage of samples found at the
beta peak frequency was 6.41+2.55%, at peak frequency +5Hz: 40.66+8.27% and at peak

frequency +10Hz: 49.71+8.52%. There was no statistically significant difference between

the frequency distribution in Ml and S, t7=0.0071, p=0.9945.
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Figure 3. 9a-b. Group-average peak frequency distribution and its related power distribution in
MI (n=13) in humans. The frequency distribution, seen in a (left) shows the highest count of
samples with frequency peaks were found at 10 and 25 Hz, indicated by black arrows. The
normalised power to sample distribution, seen in b (right), shows two peaks: one at 10 Hz with
less power than the one at 21 Hz, also indicated by black arrows.
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Figure 3. 10a-b. Group-average peak frequency distribution and its related power distribution in
S| (n=8) in humans. The frequency distribution, seen in a (left), shows frequency peaks at 11
and 22 Hz (black arrows). The normalised power-to-sample distribution, seen in b (right), shows

two peaks at 10 and 18 Hz (black arrows).
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Figure 3. 11. Mean peak frequency distribution in Ml (n=13) and Sl (n=8) from MEG
recordings. There were no significant differences between MI and Sl. Error bars represent

SEMs.

3.3.2.4. Frequency Variability in Ml and Sl in vitro

In MI LIII, most peak frequency samples were <10Hz, with two additional peaks at 24 and

30 Hz. In the power-normalised distribution show two flat and broad peaks at 12 and 23

Hz, 23.5 and 23.1 x10™** V? respectively (figure 3.12a-b). The percentage of samples

found at the beta peak frequency in MI LIl was 7.39+6.77 %, at peak frequency +5Hz:
45.98+23.66 % and at peak frequency +10Hz: 59.25+24.19 %.

The frequency distribution in Ml LV displayed two peaks at 23 and 30 Hz. The normalised

power per sample distribution showed a broad peak at 29 Hz, 28.8 x10™ V? (figure

3.13.a-b). The percentage of samples found at the beta peak frequency in MI LV was
13.33+£8.50 %, at peak frequency +5Hz: 61.98+£19.04 % and at peak frequency +10Hz:

67.80+17.68 %.

77



The frequency distribution in SI LIV showed two frequency peaks at 9 and 23 Hz. The
highest peak was found at 22 Hz in the power normalised distribution, 24.8x10™ V?
(figure 3.14a-b). The percentage of samples found at the beta peak frequency was
10.02+8.50 %, at peak frequency +5Hz: 54.71+18.85 % and at peak frequency +10Hz:
65.70+16.15 %. There was no significant difference in variability between MI LIl and Sl
LIV, t,5=-1.0693, p=0.269; The difference in variability was significant between MI LIII and
MI LV, t35=-3.446, p=0.0022; and between Sl LIV and MI LV, tp3=-2.3381, p=0.0284
(figure 3.15).
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Figure 3. 12a-b. Group-average peak frequency distribution, a (left), and its related power
distribution, b (right), in MI LIl (n=24) in vitro. The frequency distribution shows an abundance of
frequency peaks <10 Hz, with accumulation of peak frequencies at 24 and 30 Hz, indicated by
black arrows. The normalised power to sample distribution shows a flat distribution with
distinguishable peaks at 12 and 24 Hz, indicated by black arrows.

20 m

1

Power/sample (10-11 V2)
o

Percentage of total samples (% of total)

[l

0 10 20 30 40 50 [} 10 20 30 40
Frequency (Hz)

o

Frequency (Hz)

Figure 3. 13a-b. Group-average peak frequency distribution and its related power distribution in
MI LV (n=36) in vitro. The frequency distribution, seen in a (left), shows frequency peaks at 23
and30 Hz, indicated by arrows. The normalised power to sample distribution, seen in b (right),
showed a peak at 29 Hz, indicated with arrow.
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Figure 3. 14a-b. Group-average peak frequency distribution and its related power distribution in
SI LIV (n=37) in vitro. The frequency distribution, seen in a (left), shows frequency peaks around
9 and 23 Hz, indicated with arrows. The normalised power to sample distribution, seen in b
(right), showed a peak at 22Hz, indicated with arrow.
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Figure 3. 15. Mean beta peak distribution in Ml LIl (n=24), Ml LV (n=36) and SI LIV (n=37).
There were significant differences in variance between MI LV and MI LIII, and MI LV and SI
LIV, p<0.05, marked with *,

3.3.2.5. Oscillatory Power State analysis in Ml and Sl in MEG

In MI, the percentage of samples found in the upstate was 43.28 %, with a mean upstate
power of 3.66 nAm and a mean downstate power was 2.67 nAm (figure 3.16). In Sl, the
percentage of samples found in the upstate was 42.39 %., with a mean upstate power of
2.64 nAm and a mean downstate power was 1.92 nAm (figure 3.17). Figure 3.18a-b
presents an overview of the oscillatory state analysis results. The difference in percentage
of samples found in the upstate between MI and SI was non-significant, t;=0.4525,
p=0.6646. The difference in oscillatory state power between M| and Sl was highly
significant for the upstate difference, t;=5.7314, p<0.001, and significant for the
downstate difference, t7=5.0179, p=0.0015.
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Figure 3. 16. Example of oscillatory power analysis of signal recorded from MI in one human
participant. Sporadic increases in power with varying length and power can be seen in the top

plot. The thin line represents the change point between states.The bottom box indicates where
the samples have surpassed the change point.
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Figure 3. 17. Example of oscillatory power analysis of signal recorded from Sl in one human

participant. Sporadic increases in power with varying length and power can be seen in the
top plot.
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Figure 3. 18a-b. Group-averages of percentages of samples found in the oscillatory up- (grey)
and downstate (orange), seen in a (left), and their mean power, seen in b (right). Oscillatory
activity show no significant differences in states between Ml (n=13) and SI (n=8). The mean
power in the up- and downstates differ significantly between Ml and Sl, p<0.05, marked with *,
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3.3.2.6. Oscillatory Power State analysis in Ml and Sl in vitro

In MI LIII, the percentage of samples found in the upstate was 39.69 %, the mean upstate
power was 10.09 x10™'V? and the mean downstate power was 3.85 x10™V? (figure
3.19). In MI LV, percentage of samples found in the upstate was 37.89 %, the mean
upstate power was 8.79 x10™'V? and the mean downstate power was 2.59 x10™'V? (figure
3.20). In SI LIV, percentage of samples found in the upstate was 38.84 %, the mean
upstate power was 9.21 x10'V? and the mean downstate power was 3.22 x10™*V? (figure
3.21). The percentage upstate difference between MI LIII and MI LV was significant,
t23=2.6357, p=0.0148, but not between MI LIl and SI LIV: t,3=0.7852, p=0.4403 or MI LV
and SI LIV: t»3=2.0291, p=0.0542 .There was no significant difference between power in
the upstates in Ml LIl and Ml LV: tp3=0.4315, p=0.6701, or MI Ll and SI LIV:
t,3=0.0334, p=0.9736, or MI LV and Sl LIV: tp3=0.378, p=0.7089. There was no
significant difference between power in the downstates in Ml LIII and MI LV: tj3=0.3189,

p=0.2002, or MI LIll and SI LIV: t3=0.4041, p=0.6899, or MI LV and SI LIV: t»3=0.8341,
p=0.4128 (figure 3.22a—b).
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Figure 3. 19. Example of oscillatory power activity in the beta frequency band in one recording
from MI LIl in vitro, which shows a sporadic pattern, as seen in the top plot. The thin line
indicate the change point power value and the bottom box the samples in either state.
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Figure 3. 20. Example of oscillatory power activity in the beta frequency band in one recording
from MI LV in vitro, which shows a sporadic pattern, as seen in the top plot.

81



=
=

=
o

v

Mf& s Ittt 1 bl
ki A e g

T T

Power (1011 Vv2)

o

LA LA AF AN L

0 10 . 20 30
Time (s)

Figure 3. 21. Example of oscillatory power activity in the beta frequency band in one recording
from SI LIV in vitro, which also shows a sporadic pattern.
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Figure 3. 22a-b. Group-averages of percentages of samples found in the oscillatory states and
their mean power in vitro (MI LIIl: n=24, MI LV: n=36, Sl LIV: n=37). Percentage of samples in
the upstate (grey) was significant between MI LIl and MI LV, p<0.05, seen in a (left), and
marked with *. There were no differences of power in the up- and downstates, seen in b (right).
Downstate is indicated by the colour orange.

3.3.3. Integration of oscillatory signals from Ml in vitro versus Ml in MEG
recordings

Overall, oscillatory activity with similar frequency range appears in superficial and deeper
layers of Ml in vitro as in MEG MI recordings. However, as can be seen above, there are
some differences. The frequency distribution, e.g. the mean FWHM, is narrower for Ml in
vitro recordings when compared to Ml MEG recordings, the frequencies and variability
also vary slightly. We theorised that these differences are due to the differences in spatial
nature of the signals; MEG is an aggregate signal from layers Il/1ll and V, while the in vitro
signal is spatially precise to the laminae. Hence, we hypothesised that the combined
signals from MI laminae would be a better representative of MEG than individual laminae

signals.
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3.3.3.1. Oscillatory power and frequency analysis

The integrated oscillatory signals from Ml LV (n=20) and MI LIl (n=20) from the same
slices: Ml (n=20), were investigated with the previously described analysis approach.
The oscillatory profiles in MI LIII and MI LV differed in appearance, as can be seen in the
group- and time averaged oscillatory PSD profiles in figure 3.23. Integrating the
recordings from these layers resulted in an oscillatory profile that showed more

resemblance with the MEG MI oscillatory signal than the signal from the individual layers
alone.
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Figure 3. 23. Group-average PSD showing the oscillation profiles from the individual locations
MI LV (n=20) and MI LIl (n=20) in vitro in blue and green, Ml (=20) in red, and MI (n=13) from
MEG recordings in black.

The mean peak frequency in Ml (n=20) recordings was 25.93+7.4 Hz. There was no
significant difference in mean peak frequency between Ml and MEG MI recordings: t,=-
1.2316, p=0.2417, or between MI LIl and MEG MI: t;;2=1.496, p=0.1605 (figure 3.24).
The mean peak frequency in MI LV was significantly higher than in MEG MI recordings,
t12=-4.9751, p=0.00032249, while MI LV was not significantly different in peak frequency
to Mliy: tg=2.01, p=0.0588.
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Figure 3. 24. Mean peak frequency in the individual MI (Ml LIIl: n=20, MI LV: n=20) and
integrated MI (n=20), as well as MEG MI (n=13), recordings. There was a highly significant
difference between MI LV and MI MEG recordings, p<0.001, marked with *. Error bars are
SEMs.

3.3.3.2. Frequency distribution

The mean FWHM for Ml recordings was 14.60+£7.89 Hz (figure 3.25). There was no
significant difference between Ml and MEG MI recordings: t12=1.3681, p=0.1964. Ml LV
showed a significant difference to MEG MI: t;,=4.4216, p=0.00083319; as did MI LV
compared to Ml recordings tj;9=-2.8326, p=0.0106.
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Figure 3. 25. Mean FWHM shows a narrow FWHM in Ml LV (n=20), compared to MI from MEG
(n=13) recordings. There were no significant differences between MEG MI recordings and Ml
(n=20). There were significant differences between MEG MI and MI LV, and between MI LV and
Mli, p<0.05, marked with *. Errorbars are SEMs.

3.3.3.3. Frequency variability

The sample count at the frequency distribution peak in Ml,, was 13.4+10.98 %. There
were no significant differences between Ml,, and MEG MI recordings: t;=-0.9136,
p=0.3789, or between MI LIl and MEG MI recordings: tu,=1.2772, p=0.2257 (figure 3.26-
27). There no significant difference in frequency variability between MI LV and Ml
t12=1.6986, p=0.1057. There was a significant difference between MI LV and MEG MI;
t2=-3.6257, p=0.0035.
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Figure 3. 26a-d. Mean peak frequency variability distribution in MEG MI (a), MI LV (b), Ml (c)
and MI LIl (d), recordings. The left column show that in both MEG MI and Ml recordings there
are beta and mu oscillations, while the individual laminae recordings in the right column show
beta in MI LV and mu and beta in Ml LIIl. The black arrows indicate the frequency distribution
peaks: in a these are found at 5, 10 and 25 Hz, in b at 24 and 30 Hz, in c at 6, 24, 30 Hz, and in
d at 8, 23 and 30 Hz. MI LIlI: n=20, MI LV: n=20, MEG MI: n=13, Ml;: n=20.
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Figure 3. 27. Mean peak frequency variability distribution in MI LIII (n=20), MI LV (n=20), Ml
(n=20) and MEG MI (n=13) recordings. The mean % of samples at the peak frequency is
significantly different between MI LV and MEG MlI, p<0.05, marked with *. Errorbars are SEMs.
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3.4. Discussion

3.4.1. Summary

This study has investigated the oscillatory signals from sensorimotor areas recorded with
MEG and in vitro, and differences between them. We found distinct oscillatory profiles in
different areas in vitro and MEG, confirmed by significant differences between the mean
peak power in Ml and Sl in MEG recordings and significant differences in mean peak
frequency between all areas recorded. The in vitro experiments also revealed oscillatory
mu in a sensorimotor sagittal brain slice, which has not been widely reported before.
There were clear differences in network distribution and variability of oscillatory frequency
and power. There was a significant difference in the mean FWHM between S| LIV and Mi
LV. The peak frequency distribution differed significantly between MI LIII and MI LV, as
well as SI LIV and MI LV. There was a significant difference in the percentage of samples
found in the upstate between MI LIII and MI LV. Finally, we have showed that integrating
signals from MI LIIl and MI LV provides an oscillatory signal that profile that resembles the

MEG signal more than MI LV alone.

3.4.2. Spatial localisation of generators of sensorimotor cortex oscillations

Animal in vivo and neuroimaging literature describe the presence of beta and mu
oscillations to great extents (Jasper & Penfield 1949; Gastaut & Bert 1954; Rougeul et al.
1979; Pfurtscheller 1981; Bouyer et al. 1987; Murthy & Fetz 1992; Sanes & Donoghue
1993; Salmelin & Hari 1994; Salmelin et al. 1995; Murthy & Fetz 1996; Pfurtscheller et al.,
1997; Crone et al., 1998; Baker et al. 1999; McFarland et al., 2000; Marini et al. 2008; Tort
et al., 2010; Sobolewski et al., 2011). Induced oscillatory activity in different cortical and
sub-cortical areas in vitro has been described by several research groups (Llinas et al.,
1991; Whittington et al.; 1995; Traub et al., 1996; Buhl et al., 1998; Cunningham et al.,
2003; 2004; Roopun et al., 2006; Yamawaki et al., 2008). The beta and mu oscillations
are also reported as network activity in the mammalian primary sensorimotor cortex in
vitro; mu and beta/gamma oscillations have been induced in middle laminae of the rodent
somatosensory cortex (Flint & Connors 1996; Buhl et al., 1998). Beta oscillations have
been reported in the deeper layers of MI, which can also be seen in the superficial layers
(Yamawaki et al., 2008). However, overall there are few reports specifically detailing
oscillatory beta and mu activity in the individual layers of primary somatosensory and

motor cortex in vitro.
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The in vitro experiments in this project revealed oscillatory mu activity in Ml LIl and SI
LIV, resulting in distinct oscillatory profiles from that of Ml LV. Previously, it has been
proposed that the mu rhythm is indicative of long-range neuronal communication, for
example thalamocortical communication and the functional changes in the mu rhythm are
reflective of thalamocortical activity and modulation (Lopes da Silva et al., 1980;
Suffczynski et al.,, 2001). However, there are researchers who argue that there are
multiple generators of the alpha rhythm with distinct origins (Jones et al., 2009; Kopell et
al., 2010; Tort et al., 2010). Furthermore, different frequencies of brain oscillations have
been proposed to reflect distinctions in network sizes and range of communication
between neuronal assemblies. Lower frequencies encompass larger areas, alternatively
longer distances. The higher frequencies would synchronise local assemblies and
integrate information and processing (Kopell et al., 2000, Steriade 2001; Varela et al.,
2001; Csicsvari et al., 2003; Sirota et al., 2003). As the sensorimotor slice is isolated from
other areas, our finding of mu in vitro supports the concept of multiple generators of mu.

Our results do not support the mu rhythm as only a thalamocortical feature.

The finding of co-existing and simultaneous mu and beta oscillations in the Ml LIl and Sl
LIV support the notion that laminae and sub-areas are distinct in their electrophysiological
make-up and that neuronal network activity and ongoing oscillations reflect these
distinctions (Chagnac-Amitai & Connors 1989; Franschetti et al.; 1995, Flint & Connors
1996; Cunningham et al., 2004; Roopun et al., 2006; Rosanova et al., 2009). These
differences in neuronal network activity were evidenced by significant differences in mean

peak frequencies between all areas recorded.

In addition, the findings of mu in these in vitro experiments gueries the simplified view that
the mu rhythm is purely a consequence of long-range communication alone, and brings
guestion to the functional and cognitive relevance of the mu rhythm. The relevance of mu
oscillations has been reviewed heavily during the last decades with respect to mirror
neurons (Cochin et al., 1998; Francuz & Zapala 2011), attention and cognition (Moore et
al., 2008; van Dijk et al., 2008; Jones et al., 2010; Anderson & Ding 2011; van Ede et al.,
2011; Freyer et al., 2012) and sensory and motor responses (Salmelin et al., 1995;
Pfurtscheller et al., 1997; Neuper et al. 2001a; also see Pineda, 2005, for a review on the
mu rhythm). The brain slice preparation does not allow for cognitive or functional probing,
but the finding of mu in this preparation indicates that the mu rhythm does exist in isolated
neuronal networks, similarly to b