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THESIS SUMMARY

The amplification of demand variation up a supgigia widely termed ‘the Bullwhip
Effect’ is disruptive, costly and something thapgly chain management generally
seeks to minimise. Originally attributed to poorsteyn design; deficiencies in
policies, organisation structure and delays in netand information flow all lead to
sub-optimal reorder point calculation. It has sifmsen attributed to exogenous
random factors such as: uncertainties in demarphlg@and distribution lead time but
these causes are not exclusive as academic anatiopat studies since have shown
that orders and/or inventories can exhibit sigaific variability even if customer
demand and lead time are deterministic. This irs@ea the range of possible causes
of dynamic behaviour indicates that our understagdif the phenomenon is far from

complete.

One possible, yet previously unexplored, factot thay influence dynamic behaviour
in supply chains is the application and operatidnsopply chain performance
measures. Organisations monitoring and responditigeir adopted key performance
metrics will make operational changes and thisoactnay influence the level of
dynamics within the supply chain, possibly degrgdihe performance of the very

system they were intended to measure.

In order to explore this a plausible abstractiontre operational responses to the
Supply Chain Council’'s SCOR(Supply Chain Operations Reference) model was
incorporated into a classic Beer Game distributepresentation, using the dynamic
discrete event simulation software Simul8. Duritg tsimulation the five SCOR
Supply Chain Performance Attributes: Reliabilitygdponsiveness, Flexibility, Cost
and Utilisation were continuously monitored and panmed to established targets.
Operational adjustments to the; reorder point,sparntation modes and production
capacity (where appropriate) for three independapply chain roles were made and
the degree of dynamic behaviour in the Supply Chagéasured, using the ratio of the
standard deviation of upstream demand relativeht dtandard deviation of the

downstream demand.



Factors employed to build the detailed model ineluariable retail demand, order
transmission, transportation delays, productiorayiel capacity constraints demand
multipliers and demand averaging periods. Five dsmens of supply chain

performance were monitored independently in thn&@®reomous supply chain roles

and operational settings adjusted accordingly.

Uniqueness of this research stems from the apgicaf the five SCOR performance
attributes with modelled operational responses diyreamic discrete event simulation
model. This project makes its primary contributtonknowledge by measuring the
impact, on supply chain dynamics, of applying arespntative performance

measurement system.

Keywords Bullwhip, Demand Amplification, Supply Chain Pemnhance
Measurement, Dynamic Discrete Event Simulation, BCO
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1. INTRODUCTION

This chapter presents the objectives of supplyrch@nagement as a backdrop to the
performance measurement systems that exist to duppbem. The subject of
dynamics in the supply chain is discussed anddlaionship between dynamics and
performance measurement is outlined, finally tis2agech objectives are laid out.

The issue of transmission of dynamics and instgbip supply chains has been
widely observed in the literature (Towill and Nair@93); (Houlihan 1985); (Sterman
1989) (Towill and Naim,1993; Houlihan, 1985 and rBtan, 1989). It is largely
perceived as a disruptive and negative phenomdeading to increasing inventories
a degradation of service levels and higher costgad been associated to date largely

with a body of literature in the general subjeezaof theBullwhip Effect

Despite the considerable amount of published natem the subject to date, the
recurring theme from both academics and practitoraike is that the subject
requires further study. “The scientific developmefitsupply chain management
requires that advancements be made in the devetdpaietheoretical models to

inform our understanding of supply chain phenomd@abom, Romano et al. 2000).

Running in parallel to the development of our ustirding in Supply Chain
Dynamics, is the development of Supply Chain Perforce Measures. Opinion is
more widely spread in this body of literature, mbly reflecting the range of
objectives being satisfied by such measures. Tinserwsus of opinion on the ideal
supply chain performance measurement system woaldde a range of well-defined
metrics that can be readily communicated betwedesrm the supply chain and

facilitate continuous improvement.

The fundamental objective of this research is testigate whether the use of such
performance measurement systems actually influatheelevel of dynamic behaviour
in the supply chain, thus degrading the performaridde very systems they seek to

improve.
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1.1 Supply Chain Management

By definition supply chains do not exist in isotatj they are structures that describe
the interrelation of material and information bedwesystems. In the last century
however, the aggressive globalisation of marketd sumpply sources, intensifying

competition and an increasing emphasis on custdowrs are cited as being the
catalyst to a rise in interest in supply chain nggmaent (Gunasekaran, Patel et al.
2001; Webster and Lane 2002).

According to Kasi (2005) ‘a supply chain is a sétaotivities (e.g. manufacturing,
distribution) with inputs (e.g. raw materials) andtputs (e.g. finished goods) to
achieve a common business objective (low costooust satisfaction, etc.)’. Many
other definitions of supply chain management exigtthe common theme in most is
the focus on the external environment of an orgdios (Croom, Romano et al.
2000). Supply chains can be simple structuresnoé @and frequency distributions but
in general they tend to be complex, owing to thespnce of multiple autonomous
organisations, functions and people set within madyic environment (Van der Zee
and Van der Vorst 2005).

The objective of supply chain managemens “to satisfy the end customer
requirements” (Childerhouse and Towill 2000) anel filcus is on how organisations
utilise the processes, technology, and capabilitguppliers to enhance their own
competitive advantage. Supply chain managementargsegenerally focuses on
improving the efficiency and competitive advantagfe manufacturers by taking
advantage of the immediate supplier's capabilign(Z001) .

1.1.1 Supply chain perspective

In theory, without an appreciation of the requirami®r supply chain management,
each echelon in a supply chain would operate inudgly. Operators at each stage

would make decisions based on their own requiresnantd objectives with little
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consideration for the constraints imposed on ssiee®chelons, each role attempting
to optimise its own operations in isolation. A seqce of locally optimised systems
however, does not necessarily constitute a glopaimaum (Riddalls, Bennett et al.
2000). For example, the logistics of low cost comgrd production usually favour
large batch sizes, yet manufacturers like to operaty small inventories to minimize
costs and retain the flexibility to change produsts. These competing requirements
can only be reconciled through consideration of ghpply chain as a single entity
(Riddalls, Bennett et al. 2000).

Service providers frequently offer final assemlggckaging and call centre services.
In doing so they adopt some of the functions ofrtrenufacturer contributing to the
dependence of the manufacturer on third party pedace (Van Hoek 2001). Supply
chain practices thus apply equally to service iilkess as the practice of placing
greater emphasis on suppliers is not restricteshidaufacturers. Retailers take every
opportunity to pass activities such as; quality toan procurement, storage and
distribution ‘upstream’. Whether the supermarkets altruistically attempting to
remove waste from the supply chain or simply moving some other incumbent is
still open to debate. Many suppliers are sceptmadr the retailers’ approach to
partnerships, pointing at the central role of frefly rotated buyers, making it
difficult to build long-term relationship. Informah sharing remains limited, even
with dedicated suppliers - Tesco actually chargiver suppliers for Electronic Point
of Sale (EPOS) data (Fearne and Hughes 1999).

Such examples highlight the fact that developmerthe field needs to continue as
failures in supply chain management that are stithmon (Childerhouse and Towiill
2000) with apparent gaps between the needs of auegpand the wealth of available
best practices (Van Landeghem and Persoons 200EQr example, Deloitte
Consulting reported that only 2 per cent of Nortmeékican manufacturers ranked
their supply chains as world class, despite 91 qamt viewing supply chain
management as important, or critical, to organireti success (Shepherd and Gunter
2006).
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This leads us to a point where we need to defineSnpply Chain Management but
rather “Supply Chain Orientation” - the recognitioy an organisation of the strategic
implications of the tactical activities involved managing the various flows in a
supply chain (Mentzer, DeWitt et al. 2001). A comyp&as ‘supply chain orientation’
if its management can see the implications of miguggitne upstream and downstream
flows of products, services, finances and infororatacross their suppliers and their
customers. Such a perspective is definitely nottdleom, “effective supply chain
management is treated as key to building sustanabimpetitive edge through

improved inter and intra-firm relationships” (Shepthand Gunter 2006).

Supply chain management as a strategy to intebretmess processes over multiple
firms (as opposed to merely taking advantage oplsens) features in some of the
more progressive definitions (Venkateswaran, Somale2002). At company level
there is a progressive shift towards an externaspmetive with the design and
implementation of new management strategies. Umfaiely there are still evident
hurdles to overcome, mainly due to the major compleof the problems to be
tackled in a logistics network and to the conflicesulting from local objectives

versus network strategies (Terzi and Cavalieri 2004

Many of the techniques employed in supply chain agament have one common
goal ‘to create a transparent, visible demand patteat paces the entire supply chain’
(Childerhouse and Towill 2000) i.e. minimise disiup, dynamic, supply chain

behaviour.

1.2 Supply Chain Dynamics

The dynamics within the supply chain can be attaduo two distinct sources, those
caused by the dynamic external environment ancetdog to the design and internal

mechanisms within the system.
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1.2.1 External environment and dynamic behaviour

Manufacturers no longer control the pace at whidledpcts are developed,
manufactured and distributed (Stewart 1997). Comssnmow impose increasing
demands on manufacturers for variety, quick ordeéfilhent and fast delivery.
International competition and consumers demandimggeater diversity of products
make demand far more capricious, with shorter protite spans and with greater
demand variation (Riddalls, Bennett et al. 2000he Tinternationalisation and
globalisation of markets further exacerbate theblgms, offering companies greater
possibility to diversify their supply, productioma distribution networks. Facing a
plethoric supply, customers become more demanding wolatile (Labarthe,
Espinasse et al. 2007).

Furthermore, since the balance of power in manyplyughains has shifted towards
retailers, changing demand patterns are commuuicatgremely quickly (using
Electronic Point of Sale Data) and extremely famt aost effective logistics systems
maintain availability of product.

With the competitive differentiator of quality benmg a market qualifier rather than
a market winner, meeting these varied customer ddmbhas emerged as the critical

opportunity for competitive advantage.

The changing and ever more volatile external emvitent has influenced; the design,
operation and objectives of supply chain systemsa(@n and Ware 1998).

Organizational change and improvement (Kasi 200f) supply chain design and

operating policy (Wilding 1998) remain prominengthes within the practitioner and

academic research community.

To maintain competitive advantage organisations a@mestantly made to redirect

resources and refocus on the enhancement of préehtcires such as; quality, cost,
options and services (Stewart 1997), flexibilityil@ Benyoucef et al. 2004) and

responsiveness (Christopher 1999). As if this weseenough, the changes are not
uniform across sector, industry or geographicaloregCompanies operate in different
industries, in different markets, on different segns with different customer

requirements in each (Kamann and Bakker 2004). Adteeffect of an ever more
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volatile environment is that all levels of dynanfiehaviour in the supply chain is
likely to increase

1.2.2 Supply Chain design and dynamic behaviour.

The term supply chain generally encompasses theorletof organisations within a
distribution channel. Each role in the network Beg 1 being connected by the flow
of material in one direction and the flow of infaation (orders) and payments in the

other direction,.

Orders
‘_
wn
| <\;| 7]
BFr:;irryy‘, C; Distributor <:: Wholesaler<:: Retailer S
wn

—_
Products

Figure 1. Classic Beer Game Model; source various.

Changes in any one of these components usuallyesréaaves of influence’ that

propagate throughout the supply chain. These wakeeseflected in prices, flows of
material and inventory levels. How these influenpespagate through the system
determines the “dynamics” of the supply chain (Gr@007).

Throughout the supply chain, there exist varioyges$yof uncertainties, e.g., demand
uncertainty, production uncertainty, and delivengcertainty. Making decisions as to
how much and when to replenish, often involves edlbi@ck process triggering

interaction between system entities (Hwarng and2i@8). The time delay observed
between decision and effect further complicatesiriteraction between these system

entities.

Bhaskaran (1998) used a simulation model to ingatti the transmission of

dynamics in an auto assembly supply chain and aded that controlling or
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dampening this effect is essential for good supgiain management as stable
supplier forecasts lead to reduced inventory levels

His work largely focused in a manufacturing envir@nmt and gives a useful insight
into how the scale of dynamics might be asses$&ghamics refers to changes in
production rates over time; a schedule has low dyiea if it has a constant operating
rate or if rates change gradually over time to atenodate trends”Limiting the
transmission of variability and/or the dampeninghe scale of the variability along a
supply chain is a fundamental objective of supplgic management.

1.3 The Bullwhip Effect

The Bullwhip effecis one of the earliest generic supply chain phesranto be
recognized and documented and remains a key aresedrch in the field. A Google
Scholar™ search on the “Bullwhip effect” today wikturn more than 11,000

references and it is a standard term employed ¢fim@ut industry.

Demand distortion is a name given to the phenomevioereby purchase orders to
suppliers have a larger variance than sales orgersved from customers within a
single node or decision point in the supply ch&iariance amplification occurs when
this demand distortion “propagates upstream in ampliied form” (Lee,
Padmanabhan et al. 1997). Collectively known as“‘Bwdlwhip Effect” (since the
oscillating demand magnification upstream is restent of a cracking whip) it was
first discussed in these terms in 1961 (Forrestdr\&right 1961) and is also known
as Forrester or whiplash effect. The expressiomsadd amplification, bullwhip
effect, and dynamics are effectively used intergeably in practice.

A classic interpretation of demand amplificatiog,dibserving that the feedback loops

inherent in supply chains create a flywheel effeets coined by Houlihan (1985) and
termed the ‘Forrester Flywheel'.
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Aston University

lustration removed for copyright restrictions

Figure 2.Forrester Flywheel. source; Houlihan, 1985

Upswings in demand create a perceived shortage somewhere along the chain.
This may simply be inventory falling below a target level. Lacking an overview of the
entire supply chain, the company concerned then over-orders to protect itself against
further fluctuations. This increase in orders triggers further localized protection since

it is misinterpreted as real extra orders.

The Forrester Flywheel helped demonstrate that one cause of demand amplification is
the internal feedback mechanism, rather than something external to the system
(Towill, Zhou et al. 2007). More recent studies have shown (Hwarng and Xie 2008)
that orders or inventories may exhibit significant variability even if customer demand
and lead time are deterministic, consequently this variability must be caused by some
internal mechanism or behaviour. Customer demand may be extremely volatile,
information may be delayed and transport and production restrictions might apply, but

there is a self-induced worsening of any given situation.

One notable piece of industrial research (Taylor 2000) was the LEAP project - Lean
Processing Programme, a three-year research project which commenced in 1997. The
project introduced lean supply systems into the upstream automotive component
supply chain in the UK, from British Steel Strip Products. This work offers an almost
unique insight from a commercial study of dynamic supply chain behaviour, where

changes within an organisation were mapped over time, rather than snapshot or
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simulation. The successful results mentioned; megeilar demand patterns, lower
inventory, better customer service etc. all com#hwhe caveats that further work is
required. What is apparent however is that DemamgblAication was not eradicated
and the situation in practice appeared more complan current theory had

predicted.

In many cases supply chain dynamics demonstratdicalycfluctuations and
instability. These fluctuations are typically aukf; information delays (e.g. orders
based on inventory information that is several weakl) and inertia (once orders are
there is a delay before the production rate camrhazaged). The wave of dynamic
behaviour is not restricted to travelling back tp supply chain however as many
authors describe waves flowing in both directioBtgrman (1989), Hines, Holweg et
al. (2000) and Holweg and Bicheno (2002). Bullwhgn induce a second wave of
uncertainty - the effect of the ‘supply-wave' oveese amplification, whereby roles in
the middle of the chain get hit by waves from bsithes. From the customers' side
amplified and distorted demand information is reedi (the demand wave), hence
additional material is being ordered from the sigsplo cope with the increase in
demand. However, once the initial backlog towah#sdustomer has been cleared, the
customer reduces his orders to a normal level en stops ordering at all. However,
since supply orders have been placed, the playébwihit by the second ‘supply’
wave, once the ordered material is supplied. Dmgédr the order-to-delivery lead-

time from the supplier, the worse this second waiebe.

To counter demand amplification, companies typycaficrease their buffer/safety
inventories in an attempt to smooth productionsatimfortunately, if this is not done
in a coordinated manner, every company in the cloam end up holding ‘safety
stock’ against the same contingency. These exteldeof stock also serve to cloud
further the perception of any genuine demand flatbem (Riddalls, Bennett et al.
2000).

The importance of Supply Chain dynamics is cleaxlident. Elimination of demand
amplification could remove a major cause of theewtainty and variability which

creates fundamental problems for Supply Chain Mamegt (Taylor 2000).
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Apparent in over 40 years of academic literaturevdner, is the recurring
acknowledgement that the debate on the subjectaisfrbm complete. Either
communication of the necessary solutions is incetepl‘bullwhip tends to be
misunderstood” (Lee, Padmanabhan et al. 1997) ernthcessary motivation to
address the problem is not present (McCullen anailT2002) but research around
the Bullwhip Effect has certainly not diminishednédeed the topic has increased in

importance (Torres and Moran 2006).

1.4 Supply Chain Performance Measurement and dynami c

behaviour.

The success of the individual organisation is ddpatupon the management of its
supply chain (Christopher 1999); in fact it is kalsgdependent on the performance of
its suppliers. Yet typically organisations withirhet supply chain operate
independently with their own objectives which caffed from, even to the point of
being antagonistic to, the objectives of their dymain partners. Due largely to the
limited time in which companies can develop tr@&afpbell, Goold et al. 1995) it is
widely accepted that supply chains require comnystesns to integratingneasuring

and controlling key business processes (Childehans Towill 2000).

A performance measurement system provides thenmaton necessary for effective
planning and control, decision making and actiddieijnen (1993) describes the
feedback principle in the context of supply chaerfprmance measurement “A
manager compares a target value for a specificopeence metric with its
realization, and in case of undesirable deviathos manager takes corrective action”.
This feedback principle links an operational reggom the supply chain to a given
current Key Performance Indicator (KPI). A ‘gaptlween the current KPI value and
the established target, triggers changes in lagiédypand parameters in order to close
the gap, thus maintaining the KPI(s) at the regLu&ue.

In this respect there is direct pressure placetesponsible parties to bring an errant

KPI back within acceptable parameters. Since sohnodi supply chain management
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involves ‘suppliers’ it is not surprising that sulipp performance measurement

practices, and even supplier selection practicemkenfull use of such systems -

ensuring that any variation in service that causetdegradation of performance is

rectified by the supplier. The measurement of perémce is a critical concern when

third parties penetrate functional areas (Van Haék1).

At this stage two significant aspects of perfornreameasurement can be introduced.

The first is the mechanism used to select the tilyje metrics’ from the range
of possible KPI's. It is recognized (Webster anch¢.2002) that there are an
almost unlimited number of factors that contribtdesystem performance in
both general and specific cases. Some of the taede¢s for individual KPI's
may vary with time (seasonality, etc) but also te&tive importance of
individual KPI's within the set will change ovemte reflecting business
priorities (e.g. gain market share or maximise iprofWith customer
requirements potentially differing by sector, geqary and product type and
those requirements developing over the life cyélthe product and reflecting
evolving customer requirements, the challenge oftingi a moving
performance target’ become significant. Many methogies are unable to
account for the relative importance of performameasures, which varies

among firms (Easton, Murphy et al. 2002).

The second is the challenge of predicting the nredsaffect of individual
activities on specific KPI's and the interrelatibips between KPI's. Very few
activities are independent in the supply chain anaients of the discipline
will learn the basic concept of a trade-off anayat an early stage in their
education. Some KPI's actually demonstrate antagjeoncharacteristics with
others; increased service often incurs decreasefit.pDemand pattern,
ordering policy, lead time, and information sharaifjhave direct impact on
the performance of supply chains, Chen, Dreznerlet(2000) & Lee,
Padmanabhan et al. (1997. There is no account enliterature of the
mechanism that allows organisations to predictcth@nge across a range of

KPI's as a result of specific activities. This pkai is compounded as each
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supplier-customer relationship has a different rmecdm and each mechanism

changes over time.

As with the Bullwhip effect, the academic literaguacknowledges that much remains
to be done in the area of supply chain performameasurement and whilst the area is
possibly more strategically important, it still st yet sufficiently understood

(Holmberg 2000). Although Supply Chain Managemeas become common practice
across all industries, the topic of performance sueament in the supply chain does

not receive adequate attention (Chan, Qi et al3200

1.5 Background to this Research

Because experiments involving the Bullwhip Effece aifficult to assess in an
operational context a variety of simulation mod&se often been used ranging from;
spread sheets, system dynamics, business gamingDeutdete Event Dynamic
Simulation. An account of the criteria for selegtian appropriate method is given

later but recent examples of associated reseactidie the following;

* Lee and Billington (1993) simulate a typical decalited supply chain and
utilise the feature whereby each individual playethe supply chain makes
decisions based on locally available information.

* Venkateswaran, Son et al. (2002) compare a rangepgdly chain strategies
and examine a range of outputs including the dyosioi the supply chain in
order to determine the best strategy.

* Hwarng and Xie (2008) characterise a classical desribution model with
some modifications and observe the supply chainaayos under the
influence of various factors: demand pattern, onderpolicy, demand-

information sharing and lead time.
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This work seeks to explore if the application ofSapply Chain Performance
Measurement System (SCPMS) has an impact uporetieés|of dynamic behaviour
in the Supply Chain. Since no comprehensive, sumplgin wide, performance
framework exists for driving local decisions (Staared Love 2007), a representative
system must be identified. In this case a reprasgat Supply Chain, incorporating
related and widely referenced features of dynameicalsiour (such as the Bullwhip
effect) must be examined with and without a Sugjiain performance measurement
system. Via a series of experiments, the dynamfiecefof the application of the

performance system could then be tested and exdmine

If the simulated effect of the application of sulperformance measurement system
leads to changes in the dynamic behaviour in thdetdhis would imply that our
understanding and representation of the applicatibrperformance measurement
systems was previously deficient and that pract#ie could be applying such

systems without appreciating the consequencesofdhtions.

1.5.1 Research Aims and Objectives

This research aims to:
1. To identify a representative performance measuréfmamework and abstract
the symptomatic operational responses that an ma@#mn would make, in

response to variations in the Key Performance atdrs (KPI's).

2. Construct a tested simulation model of a supplyirckich incorporates a
valid representation of a typical SCPMS with operal responses to the
range of KPI's, including the on-going reprioritigi of operations in response

to various and changing aspects of performance.
3. Conduct effective verification, validation and sémgy analysis on the model

and its variable parameters thus exemplifying thpdrtance of a detailed and

realistic supply chain model on the quality of fesobtained.
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4. Analyse the dynamics of the model across a rangeanébles and test if a
SCPMS has a measured impact on the level of dysawithin the supply

chain.

1.6 Conclusion

The success of the individual organisation is ddpatupon the management of its
supply chain; in fact it is dependent on the penfamce of suppliers (Christopher
1999). Supply Chain Management principles oftemlve taking direct advantage of
the capabilities of suppliers whilst seeking to mmise dynamic behaviour in the
supply chain.

SCPMS’s are seldom passive instruments and are aftglied to support Supply
Chain Management via feedback mechanisms thagatsticorrective actions. The
direction and particularly the amplitude of theelk management action/response
however has not been defined. ‘There exists a résed need for some universally
accepted strategic model to coordinate the orgaoimsawithin the supply chain,
integrating, measuring and controlling key businepsocesses effectively’
(Childerhouse and Towill 2000), but to date any saeed impact of the performance
measurement element within such a systems, onythandc behaviour within the

supply chain, has yet to be examined.
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2. DYNAMIC BEHAVIOUR IN SUPPLY CHAINS

In this chapter the development of theories explgindynamic supply chain

behaviour are laid out.

2.1 Development of the Bullwhip Theory

The Bullwhip Effect is not a new supply chain phemmon. (Schmenner 2001)
provides a historical overview of the topic. The&even an account in the literature

of artificially amplified orders passing upstreambpshed as far back as the 1920’s.

“Retailers find that there is a shortage of merodee at their sources of supply.
Manufacturers inform them that it is with regreaththey are able to fill their orders

only to the extent of 80 per cent. there has beenuaaccountable shortage of
materials that has prevented them from producinth&r full capacity. They hope to

be able to give full service next season, by wtirae, no doubt, these unexplainable
conditions will have been remedied. However, retajl having been disappointed in
deliveries and lost 20 per cent or more of theisgible profits thereby, are not going
to be caught that way again.

During the season they have tried with little swscéo obtain supplies from other
sources. But next season, if they want 90 unienddrticle, they order 100, so as to
be sure, each, of getting the 90 in the pro ratarehdelivered. Probably they are

disappointed a second time. Hence they increasaridgins of their orders over

what they desire, in order that their pro rata saésuishall be for each the full 100 per
cent that he really wants. Furthermore, to makeldpsure, each merchant spreads

his orders over more sources of supply.” (MitcHER4).

Whilst Mitchell was indeed describing the bullwhaffect as generated via “shortage
gaming” (see 2.2) for detail. But it was not uthié 1960’s that this effect was studied

academically and suggestions for a root cause preggosed.
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2.1.1 From the origins of System Dynamics

One key individuals name is synonymous with thehMuip effect - Jay Wright

Forrester. An appreciation of his academic backggoadds richness and insight into
the origins of his explanations. Born 14/07/1918iméally went to Engineering

College at the University of Nebraska to study Eleal Engineering. In 1939 he
went to the Massachusetts Institute of TechnologyT] to become a research
assistant and actually spent his entire careeetheitially he worked on feedback
control systems in servomechanisms, in the warsybarworked on their application
in the control of radar antennas in naval gun mew@tPearl Harbour, later he also

worked in flight simulation.

In 1956 Forrester moved to the MIT Sloan SchodVlahagement, where he became
Germeshausen Professor Emeritus and Senior Lectegy quickly applying his
engineering view of electrical systems to the fiefdhuman systems broke new
ground when he used computer simulations to anagez&l systems and predict the
implications of different models. In 1958 he firdentified the demand amplification
effect and a few years later he introduced the témdustrial Dynamics' (Forrester
and Wright 1961) which he defined as “the studytlé information-feedback
characteristics of industrial activity to show howrganisational structure,
amplification (in policies) and time delays (in d@ons and actions) interact to
influence the success of the enterprise”. This otktbame to be called "system

dynamics,” and Forrester came to be recognizets asgator (Seidmann 1995).

Systems of information feedback control are fundatadeto all life and human
endeavour; a feedback control system exists whenise environment causes a
decision which in turn affects the original envinoent’ (Forrester and Wright 1961).
He also added that complexity leads to the exist@fenany feedback loops, some of
which are unrecognized and undetected and sucls lagp prone to causing system
chaos and breakdown. His acknowledgement that rohthese loops are difficult to
detect adds weight to the argument in this workat the negative effect of Supply
Chain Performance measurement feedback loops danerinstability in that system,

but that their detection to date has not been m@sed.
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Systems Theorypriginated in physics and biology but was adopbsd business
academics in their explanation of organisationakteys, organisations and
economies (New and Westbrook 2004). A systems yhapproach would view a
system as a collection of resources and processsting to meet one overarching
objective. The field of operations management heenbheavily influenced by this
approach and the technique is often applied torgm$es, supply chains and even an
entire economy (Slack, Chambers et al. 2007). Osged of systems theory
particularly useful in understanding supply chastermed Entropy. Unless there is a
continuous effort to feedback to a system, withappropriate inputs, the system has
the tendency to debilitate. This gradual and catrs debilitation that leads the
system to extinction is called entropy (New and ivesk 2004). The phenomenon
of the ‘bullwhip effect’ is an illustration of thdebilitating effects of poor feedback
across the supply chain in that the supply chammotcontinue (competitively) to

operate unless some mechanism kicks-in to red¢teéyproblem.

In business operations; orders and stock levelst ilgomanufacturing decisions which

satisfy orders and correct inventory levels. FeeHlliheory explains how; inaccurate

forecasts, poor decisions and delays can produd@raatically unstable operation.

Often manufacturing, ordering and transport deossican actually generate the types
of disturbances that would normally be blamed onddmns outside the company.

This has since been proved empirically ‘Variabilttyorders or inventories in supply

chain systems is not caused by exogenous randaimrdasuch as uncertainties in

customer demand or lead time’ (Hwarng and Xie 2008)

It was partly to investigate the causal relatiopdietween system structure (including
feedback loops) and system behaviour that Forredéseloped the DYNAMO
simulation language and demonstrated that the hifitya of the order to the
manufacturer was usually far greater than the kditia of the actual consumer
demand. A change in demand being amplified asst¢m between organisations in
the supply chain. He attributed the cause of thieiovariability and amplification of
demand to irrational behaviour of participants imred in a supply chain, who lacked

the holistic view. He also demonstrated that meglass sales fluctuations can be
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converted by the system into false seasonality which consequently undermined
decision makers. In this respect the behaviour of decision makers in complex systems

iS counter-intuitive.

Burbridge (1981) published his ‘5 golden rules to avoid bankruptcy' and introduced
the concept of ‘multi-phasing’ of the information flow. He demonstrated that
traditional stock control procedures would tend to amplify variations as demand
passed along the chain. Each ordering point considering a demand forecast plus some
safety stock consideration before placing (now higher) orders upstream to subsequent
order points etc.

It was Burbidge in fact that coined the so called ‘law of industrial dynamics’ which
states that; “If demand for products is transmitted along a series of inventories using

stock control ordering, then the demand variation will increase with each transfer”.

The term ‘Forridge’ was first coined by Gordon Brace of the Warwick Manufacturing
Group, as an expression to describe Towil's (1997) integration of the Forrester and
Burbidge approaches to material flow control. This set of Material Flow Principles
describes ‘best practices of communication and material flow in supply chain

management’.

Aston University

lustration removed for copyright restrictions

Figure 3: ‘Forridge’ triggers to avoid in supply chain design. Source Towill, 1994.

Towill used a systems dynamics approach to develop computer-based simulations of
supply chain activity and thereby test various strategies to reduce demand

amplification. In particular he explored the impact of current supply chain strategies
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such as JIT, vendor integration and time-based management on reducing the
amplification effect (Towill and Naim 1993; Towill 1996; Towill 1997).

The visible effect of orders to the supplier tendinghave larger fluctuations than
sales and the resulting distortion propagating upstream in an amplified form can be
very concisely portrayed via the use of “propagation curves” (Mason-Jones, Naim et
al. 1997).

Aston University

lustration removed for copyright restrictions

Figure 4; Bullwhip Propagation curves. Source Mason-Jones, 1997.

Lee described qualitative evidence of demand amplification in a number of the
retailer-distributor-manufacturer chains and then employed mathematical models to

demonstrate the impact of decision strategies in creating oscillations in demand. Lee
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actually attributes the term ““bullwhip effect” Rrocter & Gamble experiencing
extensive demand amplifications for “Pampers”, thsulting order backlogs and
excessive inventories attributed to the phenomesarsing obvious concern (Lee,
Padmanabhan et al. 1997). His work is particuladtable as real case study data is
actually very rare in the literature.

Two further related threads in the literature drenterest; Geary et al (2006) present
a case for the Bullwhip effect on a Macro-Levele thong-wave effect of
overexpansion of national production capacity, otdybe cut back below normal
levels, occurring roughly twice a century. Whetlieese are the accumulation of
organisational level bull-whip or a feature of widgconomic activity is not made
clear, however the cycle time delays between is@@anational demand and
increased national capacity (capital, plant, labeta) would replicate Forrester’s

classic cycle time delays as a root cause of bhipw

Whilst exploring the impact of “chaos” within sugplchains, Wilding (1998)
demonstrates that computer systems designed tmtenpply chain activity, because
their programmed order mechanisms are simple aisinga of human behaviour, can

be inherently unstable and thereby also create démanplification effects.

2.1.1 Beer Game

Many studies of the bullwhip effect were made bgypig the “beer distribution
game” (Sterman 1989, Chen and Samroengraja 2000bg2000, Chatfield, Kim et
al. 2004 and Warburton 2004). Developed as a palciheans of communicating
their theories by the Systems Dynamics Group at '$IBloan School of
Management, the game shows how the inter-relaéadldack loops within the supply
chain give rise to complex behaviour within whagéree to be a very simple business

system and has been further developed at otheensities (Jeffrey, Jerry et al. 2005).

It has been found that one in four management teaeate deterministic chaos in the
ordering patterns and inventory levels and that filgure is exacerbated when targets

for reduced inventory become extremely ambitiowsti€ipants observe that students
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have difficulty realising the impact of their ordey decisions particularly because of
the time lags between order and delivery. The tdounded rationality” (Sterman

1989) is used to describe players in the Beer Gattndbuting the dynamics they
experience to external events (i.e. variable erat-ukemand), when in fact these

dynamics were internally generated by their owinastand decisions.

Gaming theory may be an avenue for further studyhefimpact of performance
measurement on supply chain dynamics and cert&mlyvider communication in
teaching, Sterman (1989) continued to suggestsinegtt games are indeed necessary
for training operations managers on the bullwhifeatf However as this is the first
attempt to explore the impact of supply chain penance measurement on the
bullwhip effect, it was considered that more quatite avenues would be more

appropriate.

2.2 Causes of Bullwhip effect

It is probably a matter of opinion just how manwiindual causes should be present
in any list of causes of Bullwhip. Many can be gquted as clear/fundamental causes
whereas some, for exammgcessive supply-chain echeldB8serman 1989), could be
argued to merely represent the conditions neededjgoavate the scale of the effect
rather than instigate it.

Holweg and Bicheno (2002) present a notable accoiuthie range of contributions in

the development of theories explaining the Bullwhffect, up to the point of their
publication, and as such their work is to be regdrals a key reference in the field.
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Figure 5: Key literature on Bullwhip. Source Holweg and Bicheno, 2002

The following list represents a summary of causes discussed by all the authors

referenced, the first four of which are widely attributed directly to Forrester.

(i)

Control systems Bullwhip is primarily a function of decision making in
response to variability in incoming demand. As demand varies, decision-
makers have a human tendency to over-react to the change. Amounts produced
or ordered being exaggerated in order to ensure adequate supply (or avoid
overstocking) in future periods. Conversely strong pressure from senior
management to minimise inventory for financial reasons could amplify
downward swings in demand.

Miragliotta (2006) gives a good critique of various mechanisms and the
calculations used in simulations to generate the bullwhip effect, all of which
appear to have their own strengths and weaknesses. Incorporating one such
referenced and utilised representation of this cause, which can be switched off
for experimentation purposes, is considered essential for this work. The
mechanism incorporated intthhis simulation model calculates the re-order
point as a function of the estimated demand during the period of the
anticipated lead time, plus a given quantity of safety stock.
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(ii)

(iii)

(iv)

Process time The longer the information transmission or maledelivery

cycle time the greater the effect. In practice thisans removing non-value
added time from the system. Time lags betweennit@tion of an action and
the consequence of that action cannot be avoidet éways takes time to

produce and distribute goods (Disney, Naim et @9.7).

Information transparency. Providing real-time, accurate data, free of “Bbis
and “bias” will simultaneously remove informatioreldys and “double-
guessing” at multiple decision points. Because tede@c data relating to
inventories, WIP, flow rates, and orders can nowvisgble throughout the
chain, holistic control via a suitable centralisegbply chain planning process

should be theoretically possible.

Excessive echelong the supply chain. Simply by reducing the numbgr
decision locations/possibilities the bullwhip efferan be reduced, whether
this is strictly speaking a cause or acknowledgentiest the effect can be
reduced by actually avoiding it. In a multi-levelpply chain various supply
chain levels have different visibility or exposuececustomer demand, and the
amplification of demand or inventory also growsiasnoves upstream the
supply chain. These factors complicate the chamtizaviours in a complex

supply chain system (Sterman, 1989).

The fifth cause which was implied by Forrester &dght (1961) but proven by

example by Burbidge (1981).

v)

Event synchronisation In Forrester simulations all events are synclaeahi
so that orders and deliveries are visible at discpmints in time. Burbidge
showed by reference to multiple customers workimg Economic Batch
Quantity re-order principles that this producedeanphatic bullwhip effect
subsequently eliminated by continuous ordering Byartised throughout the

chain.
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(vi)  Multiplier effect. Orders directly multiply in a knock-on effect, uadly
between product manufacturers and their capitalipeggnt suppliers
(Anderson, Fine et al. 2000).

The remaining four causes are widely accreditetet®, Padmanabhan et al. (1997)
but only the first (demand forecast updating) igresented in the Beer Game, the
other three could arguably be considered as camditunder which Bullwhip is

aggravated as opposed to direct causes;

(vi)  Demand forecast updating Attempts to improve forecasts by building in

safety factors and trend detection capability nesylt in bullwhip generation.

(viii)  Order batching. Full truck load economics or increased month-aaiivity,
time phased aggregation of orders generating “limgemand. Potter and
Disney (2006) explored the impact of batch sizéhenBullwhip Effect using
simulation. Whilst their model considered a suppglyain of only two
organisations it did include both deterministic atochastic demand rates and

they establish that Bullwhip increases with incregdatch size.
(ix)  Price fluctuations. Marketing programmes stimulate demand in the tshor

term. As Fisher (1997) demonstrated this effect oayse a backlash by over-

ordering so as to take advantage of discounts fen. of
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Figure 6; Demand amplification. Source Fisher, 1997

x) Shortage Gaming. As Mitchell (1924) described orders placed to ‘hedge’

against unpredictable supply.

Forrester and Wright (1961) concluded that the problem of the bullwhip effect
stemmed from the system itself with its policies, organisation structure and delays in

material and information flow and did not stem from the external forces.

2.3 Consequences of Bullwhip Effect

Stalk (2003) report that the production on-costs, the costs associated with ramping up
and down the production level, are proportional to the cube of the deviation about the
mean of the production order rate. So demand variation within the factory is amplified
to the power of three. Bullwhip induced behaviour is costly not just in terms of stock-
out costs and capacity provision but, because there are consequential downturns in
demand, stock-holding and obsolescence costs (Metters 189i8).not merely a
phenomenon of interest to academics but a source of money haemorrhaging out of
supply chains everywhere’ (McCullen and Towill 2001).
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Stalk (2003) also provides a case based descripfitimee Bullwhip Effect found in a
clothing supply chain with the demand variationi¢gtly increasing by an order of 2—
1 at each level of the supply chain. Earlier aughmoint to the challenges in different
industries where bullwhip is measured not just:aténplification but 20:1 and even
higher (Holmstrom 1997).

The positive consequences of effectively tacklimg Bullwhip Effect are also
discussed in the literature. Geary, Disney et 2006) found that for a global
mechanical precision product supply chain Bullwkips typically reduced, via an
appropriate Business Process Reengineering Proggabymb0%, and simultaneously
stock turn improvements of 2:1 were observed. MEDuhnd Towill (2001) refer to a
similar potential bullwhip reduction of 50%. Me#e(1997) advocated that the
elimination of the bullwhip effect might increaseoguct profitability by 10-30
percent depending on the specific business envieoisn In all cases however,
despite its importance, 100% elimination of Bullpiias not been achieved. This is
no doubt due to the fact that pan supply chainaiives are obviously difficult to
achieve, but this work postulates that not all eausf Bullwhip have been identified

and consequently addressed.

2.4 Solutions to the Bullwhip effect.

Several of the most widely referenced studies @ster and Wright 1961; Lee,
Padmanabhan et al. 1997; Chen, Drezner et al. 20006ify the cause of Bullwhip as
a lack of supply chain co-ordination. Synchronmatimproves the overall supply
chain performance, as demand visibility reducesatwhamplification (Holweg and
Bicheno 2002). However whilst visibility and coamdtion may assist in managing
various backpressures, time lags in manufactusdrilglition and ordering make it
extremely difficult to manage effectively (TowilNaim et al. 1992, Van Ackere,

Larsen et al. 1993 and Geary, Disney et al. 2006).

Consideration of the practical aspects associatéti wnproved visibility and

coordination has also been made;
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e Sharing Electronic Point of Sale (EPOS) data, &uhrtological application to
the principles of visibility and coordination abo{i2ejonckheere, Disney et al.
2003, McCullen and Towill 2001 & Chen and Samroer@2000). Precisely
how to actually benefit from the use of demandbiigy is still not well
understood (Lapide 1999)

* More effective use of historic demand data provithessame information as
information sharing, if both supplier and retailenow the stochastic

properties of demand and these do not change iover(Raghunathan 2001).

 The same level of detailed information (if any) wanbe obtained from all of
the distribution channels (Stank, Keller et al. PO@onsidering the potential
benefits possible via demand visibility, the veimmited success achieved to

date is rather sobering (Holweg, Disney et al. 2005

Other suggested solutions to Bullwhip are as fadliow

* Lead-time reduction (Forrester and Wright 1961; ,LBPadmanabhan et al.
1997; Anderson, Fine et al. 2000). In some settihgsreduction in lead time
can have a greater impact on supply chain perfocsahan information
sharing (Cachon and Fisher, 2000 and Cachon anvidra;, 2001).

* Reducing Uncertainty, increased levels of uncetydead to increased levels
of dynamic behaviour (Petrovic 2001 & SwaminatHamith et al. 1998).

* Echelon elimination via the implementing Vendor Mgad Inventory (VMI)
(Disney and Towill 2003)

e Training decision makers for more rational decisionelds improvement

(Sterman 1989). However Lee et al. (2004) showad Bhllwhip occurs even

in a supply chain where all decisions are madedanapletely rational way.
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* Designing robust systems that minimize human icteyas (Disney and
Towill 2003). But recognising that such algorithniepresentations of
Managerial decision-making rules) need to be appatgly designed (Wilding
1998).

» Appropriate forecasting (Forrester and Wright 19&1d mean and variance of

demand estimation (Chen, Drezner et al. 2000).

2.4.1 Measurement of the bullwhip effect

Forrester and Wright (1961) originally displayedll&hip as ‘amplification’ of the
maximum order made (+10% increase in final demarthey demonstrated the
benefit of Bullwhip reduction via a reduction inethreported production peak at
manufacturing from +45% to +26% by transmitting thisrmation directly from the

customer to the manufacturer.

Supply Chain dynamics has subsequently been mehfyrencreases in standard
deviation of demand patterns as they progress &p stipply chain (Labarthe,
Espinasse et al. 2007). Since Bullwhip could benseea step increase in dynamics,
the measurement of Bullwhip has also been describettrms of ratios at the
interfaces where demand is generated, occasionialljferms of peak value
amplification, but more usually in terms of variandypical amplification ratios
observed between two echelons are 2:1 (Towill, Neiral. 1992) and between four
echelons 20:1 (Houlihan 1985).

Holmstrom (1997) uses aggregate data; averagingtdredard deviation of weekly
demand relative to average weekly demand or mocerately the ‘coefficient of
variation’ (ratio of the standard deviation to tmeanc/p) being compared pre and

post order point.
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Other authors point to the increasing degree @&dasting error as a suitable means of
measuring Bullwhip (Chen and Samroengraja 2000)nttaral inference being that
reducing lead times mitigates the bullwhip efféia. this end Zhang (2004) derived
the optimum forecasting procedure to minimise tresamsquared forecasting error.
One aberration with the use of this measure has mEntified (Bhaskaran 1998);
because kanban systems are replenishment basew@afutecast driven, they do not
generate meaningful forecasts for suppliers and tawse a degradation of stability.
In practice the implementation of kanban/Pull medsas in supply systems are
roundly heralded as extremely foresighted; incregasisibility of consumption/actual
demand and reducing the reliance on forecastseadheg

More recently (Sun and Ren 2005) the ‘ratio of dtad deviation’ has been used
simply calculating the variance of ‘orders placeelative to the variance of ‘orders
received’ in order to describe the magnitude of ihéwhip effect. A value for this

measure greater than one indicates amplified oaéability.

If “Gupstream /Gdownstream > 1"____then Demand has been amplified

(Fransoo and Wouters 2000)

The practical measurement of the bullwhip effediagsm problems that have to do
with the aggregation of data i.e. the isolationdeimand data for defined supply
chains that are part of a greater supply web. Simee is no standard means to either
calculate the period averaged, nor a means to sequke aggregating of the data, the
same basic data can lead to different measurerébidlwhip, so attention must be
made to ensure consistent treatment of data ingargn study and care taken when

comparing different studies.

In considering cumulative or ‘Supply-Chain wide’ IBthip, the effect of using ratios
at each interface is spectacular because the nee@sonultiplicative and not additive.
In a three-echelon chain with an amplification df 8cross each boundary, the total
amplification was actually recorded as 27:1 (Dismégim et al. 1997). The counter
argument for using the cumulative approach is thdiails to adequately indicate
which of the different causes is (chiefly) respbiesior which solutions are therefore

most relevant.
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In this model, since the cause of the Bullwhip eiffes extremely important, the
standard deviation of demand before each Rola]ditian to a comprehensive record
of all necessary simulation data, will be useddptare and calculate the cause and

scale of any Bullwhip effect.

2.5 Conclusion

The literature does offer the reader an opportunityappreciate the Bullwhip
phenomenon and its components. Many authors owerptst forty years have
contributed to the discussion of the negative ¢ffand causes of the Bullwhip effect.
The seminal work (Forrester and Wright 1961) codetli that the problem of the
bullwhip effect stemmed from the system itself witls policies, organization
structure and delays in material and informaticowfland did not stem from the
external forces. Whilst many cited causes appeaitteer compound or aggravate
Bullwhip to varying degrees, Forrester’'s work isisistently upheld as the significant
cause and as such represents such a significantopdhe literature concerning
dynamic behaviour in supply chains. Inclusion ofepresentation of Forrester’s
ordering mechanism is therefore considered crucgidemonstrating the completeness
of an exploration of the application of supply c¢hgerformance measures as an

additional cause.

A possible measure for the degree of Bullwhip iggasted in the literature, however
because it is an aggregate measure, any examinatiamewly identified cause of
Bullwhip would require that cause to be examinedisalation. As commercial

systems do not operate in isolation alternativehoudt to explore the effect are

clearly required.

Studying a cause of Bullwhip via simulation is a@ndidate for consideration, some
authors actually call upon academics and pracgt®ralike to develop simulation
models to solve the Bullwhip problem (Holweg andcHgino 2002), but a

comprehensive treatment of alternative methodofogi@resented later in Chapter 6.
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A significant quantity of the published researctoiBullwhip has utilised the classic
Beer Game model, for Supply Chain design purposed, many authors including
Forrester himself (Forrester and Wright 1961) exanthe theoretical nature of the
subject using simulation. The measured effect eflével of Bullwhip in practice is

often lower than that in simulation, implying thrabdels to date may be incomplete.
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3 PERFORMANCE MEASUREMENT

When you can measure what you are speaking about, and expressit in numbers,
You know something aboutit . . .. (Lord Kelvin, 1824-1907).

This chapter establishes that supply chain perfoomameasurement systems drive
the selection and on-going performance of inteanadl external suppliers. It also
highlights the fact that the measures themselestdl in development and the whole
subject of performance measurement is very dynammature.

Systems of performance metrics contain a range ® Rerformance Measures
(KPI's) many of which are pursuing objectives tha¢ antagonistic to KPI's in the

same observed set, for example increased serviteeaiced cost. The selection of
the primary objectives is often a function of th&ategic objectives of the

organisation and these objectives themselves camgehover time.

3.1 Performance Measurement in the Supply Chain

As businesses move into the twenty-first centurg, gredominant management focus
driving many organisations is supply chain manager(&rewer and Speh 2000).
These Supply Chains are interdependent in suchyattved an individual company’s
performance affects the performance of other mesnbethe supply chain. Since, a
supply chain involves many players and differenacpices and policies, those
complexities result in higher degrees of unceryaentd dynamics within a supply
chain (Paik and Bagchi 2007).

Some go even argue that the natural developmehtbwifor manufacturing supply
chains to change from an order-driven approacm&oad capacity booking supported
by appropriate search engines (Boughton 2001).ulch Snstances supply chain
performance measurement is set to become the dotroparational activity for any

organisation.
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With the increasing significance in the role of gligrs, supplier management is
becoming paramount. In industrial companies theclmsing share in the total
turnover typically ranges between 50% and 90% ngakiecisions about purchasing
strategies and operations primary determinantgafftability (De Boer, Labro et al.
2001).

The fundamental definitions of the subject varysaope; some definitions describe
merely the measuring activity of Performance Measuent (Neely, Gregory et al.
1995).

* Performance measurement can be defined as thesprotequantifying the
efficiency and effectiveness of action.

* A performance measure can be defined as a metad ts quantify the
efficiency and/or effectiveness of an action.

* A performance measurement system can be defindtkeaset of metrics used

to quantify both the efficiency and effectivenegactions.

Other definitions clearly include the managementivaies in its definition;
Performance measurement and control systems hare described as the formal,
information based routines and procedures that gesause to maintain or alter
patterns in organisational activities (Schmitz &tatts 2003).

Supply chain performance measures are used fomdewof reasons. They are used
to determine the efficiency/or effectiveness of eaqsting system, or to compare
competing alternative systems (Beamon 1998). Rednce measures are also used to
design proposed systems, by determining the vabfigbe decision variables that
yield the most desirable level(s) of performancerfétmance measurement provides
the necessary feedback information to; reveal @ssgyrenhance motivation and
communication and diagnose problems (Chan, Qi .e2@0D3). Measuring supply
chain performance can facilitate a greater undedstg of the supply chain,
positively influence behaviour, and improve overp#rformance (Shepherd and
Gunter 2006).
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However Performance measurement in Supply Chairageanent does not receive
adequate attention (Chan, Qi et al. 2003) and fsignt gaps remain in the literature
(Shepherd and Gunter 2006). Some even proposéhtitatis no commonly accepted
language or conceptual framework concerning thections of performance

measurement (Schmitz and Platts 2003), nor is theyetheoretic or more generic
approach to studying how companies use performaregsurement to manage their
relationships and interactions with suppliers arav hsuppliers respond to the
measurement (Schmitz and Platts 2003). It is tbezehecessary to construct an
abstract of the implied operational responses rigrgaven performance measurement

system for the purposes of inclusion in any simairetnodel.

To assist the reader in finding further sourcesinbbrmation - the overview of

performance measurement provided by Neely (Neetgg@y et al. 1995) has been
widely referenced (Beamon 1999; Gunasekaran, Rutell. 2001; Shepherd and
Gunter 2006). Also SM Disney working with his UK deal colleagues (Disney,
Childerhouse et al. 1997; Disney, Naim et al. 199i8ney and Towill 2003; Disney
and Towill 2003) and more recently on a EuropeasisbéDejonckheere, Disney et al.

2003) are profligate in this area.

3.2 Supply Chain Backpressure

Feedback theory explains how decisions, delayspaedictions can produce either

good control or dramatically unstable operationr(&ster and Wright 1961).

Kleijnen (2003) describes a principle known as besik in the context of supply
chain management as; “A manager compares a taajet for a specific performance
metric with its realization, and in case of undasie deviation this manager takes
corrective action”. This feedback principle lingstablishedperational responses to
any KPI shortfall and triggers, through managensgstems, changes in local policy

and parameters in order to re-establish the dekiRd¢dalue.
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Backpressure is a ramification of the feedbackgyie applied to a managed
organisation, often applied across a range of iiesy each of which is monitored by

its own key performance metric.

Supply Chain Backpressure is thus pressure appbe#t up the supply chain, by a
customer on a supplier. This pressure exists becamsa competitive environment,
organisations are reluctant to accept unexpectdactens in service level (however
it may be defined) from a supplier. As a result tomsequence of an operational
change, in terms of customer measured performanikultimately become the
responsibility of the upstream role making the g®anthus backpressure will be
applied upstream to return operational parametac& b pre-change values. A great
deal of logistics research is conducted aroundptieenise that a relationship exists
between a particular course of action and logispiesormance (or effectiveness)
(Chow, Heaver et al. 1994).

Practical supplier selection and monitoring pradicreinforce supply chain
backpressure, ensuring that any variation in sertat causes a degradation of a
customer’s performance, however measured, is hertated by customers. Changing
organisational objectives, changing customer reguémts and the dynamic nature
supply chain operations (e.g. Bullwhip) mean operst require continuous fine
tuning in order to maintain existing service obligns and meet new ones.
Interestingly there is evidence that metrics dideeisions, Maskel (1991) states that
people in the organisation will concentrate on wlhaheasured; thus the performance
measure itself will steer company direction. lidols that if individual metrics drive
performance then an SCPM framework will drive decismakers to make supply

chains more competitive (Stone and Love 2007).

3.3 Supplier Selection

Performance measures are an important consideratitime selection of suppliers,

although the specific measures considered for smp@election and supplier
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monitoring may not necessarily be consistent. (Bxagnd Petroni 2000) observe that
the increased concern for supplier selection isivatgd by the fact that supplier

selection may be the single most important decigiothe component procurement
process. Operational practice however may lag lodedtademic theory as Purchasing
efficiency is generally improved by working withwier suppliers of a higher calibre

(Barla 2003) yet adversarial attitudes have longidated business relationships
(Stank, Keller et al. 2001).

Performance of any entity in a supply chain depesrishe performance of others,
and their willingness and ability to coordinate iaties within the supply chain

(Swaminathan, Smith et al. 1998). The suppliercéiele problem involves trade-offs
among multiple conflicting criteria and involves tboquantitative and qualitative
factors. As many as 23 supplier selection criteaa be taken into consideration

during the decision making process (Cebi and Bagr£2003)

Purchasing managers need to evaluate supplierrpeifwe periodically, in order to
retain those suppliers who meet their requirementerms of several performance
criteria. Frequently used as performance critengaaa follows (Mummalaneni, Dubas
et al. 1996):

e On-time delivery
e Quality

* Price/cost targets
* Professionalism

* Responsiveness to customer needs

Deng and Wrtzel (1995) carried out an empiricaldgtof the supplier selection
criteria used by US importers in three merchandaegories. In all three categories,
the most important criteria were price and prodyeality, followed closely by on-
time delivery. Two criteria that were found to bielitile importance in the supplier
selection decision were the geographical locatibthe seller and the seller’'s brand

name.
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It would be wrong to assume that the principle peaters for supplier selection and
those used for supplier evaluation are identical.ti®e subject of Supplier selection

criteria;

* Wilson (1994) found that Quality and Service corsations tend to dominate
Price and Delivery criteria in current practicesopplier selection.

* Verma and Pullman (1998) on the other hand, pout that although
managers say that quality is the most importanbate for the supplier, their
actual supplier choice is based largely on costdmtidery performance.

» Supplier selection may be less of a strategic isudirms at the lower tier
levels where price is paramount because they are hkely to be purchasing
commodity items from the open market. There aresfoee differences across
tier levels in supplier selection practices (Chail &artley 1996) .

e Morash (2002) questioned over 7000 US and Candatras and reports that
suppliers are selected based primarily on cosighiéty and ease of doing
business, while logistics systems are operatedffmiency and zero defects.

» Cagliano, Caniato et al. (2004) concludes thatntlagn categories of supplier
selection criteria correspond to the principal nmiaotwring performance and
competitive priorities: cost, quality, delivery afléxibility’, but the priority
may vary according to other factors.

Two notable references; (Das and Abdel-Malek 2@ notable summaries of the
literature on Supplier selection and a review ofnewus published methods of
supporting supplier selection. Whilst the rangergborted methods to tackle the
complexity of purchasing decisions does not necigsadd insight to this work
directly, it demonstrates that different authorsehgrouped purchased products in a
range of dimensions including; stage in the prodifesicycle, order penetration point
(pre or post assembly), financial impact and suppk. Then purchasers adopt a
range of supplier choice models from statisticanparison, linear weighting and

mathematical programming.

Such a range of approaches to supplier selecti@amshat in theory a supplier needs
to continuously establish; which methodology thestomer is adopting and into
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which category of purchased products its own proawas placed ‘for every single

client’ — if it was to succeed in maximising perfa@nce in the key service criteria.

3.4 Supplier Evaluation

Evaluation of supplier performance can assist fiimgestructuring their supplier
network, for example firms can reallocate resourbtms supplier development
programmes to suppliers with greater performancet ®valuation is generally
considered to be the ongoing practice of identgyinigh and low performing

suppliers and adjusting the degree of supply chagkpressure accordingly.

Narasimhan, Talluri et al. (2001) assessed suplialuation methods currently used

in practice and criticized them in three respects;

1. Many rely on simple weighted score methods thay reh subjective
judgements of purchasing managers for the relatiygortance of selected
criteria. Final ranking is heavily dependent upbea assignment of weightings

and the arbitrary way in which these calculatioresperformed.

2. The evaluation process is based purely upon pedioce outcomes such as
price, quality and delivery, also ascribed by othethors (Chan, Tang et al.
2002). These limited measures take no accounteoéfiiciency of the supplier

in terms of using resources and their incurred abservice.

3. There is no consistency in the application of a mahensive method by
which to assess suppliers and consequently orgamiséhave little chance of

efficiently meeting the expectations of a varietyostomers.

Supplier evaluation is therefore as much a functibthe selection method employed
by the firm and the leanings of the individuals fpeming the activity, as it is a

reflection on the overall abilities of the supplier
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There is also a difference between the perceivepoitance of the individual
performance attributes used when rating supplied when awarding contracts.
Managers perceive quality to be the most importdtrtbute but they assign more
weight to delivery performance and/or cost - whetually choosing a supplier.
These results imply that even though the managdmsvie that several attributes (for
example, quality) are important for supplier setactin practice the low cost supplier

is selected.

Two possible explanations may apply;

» Operating practices are not completely consistétfit their strategic priorities.
e Supplier performance evaluation for selecting sipplis more weighted

towards cost/delivery.

A third explanation might be that the evaluationsappliers is a dynamic process in
itself, reflecting the real time priorities of tlkecision makers (Verma and Pullman
1998). The priorities could switch in terms of theler of importance or they may
vary in terms of degrees; the difference betweeaétsm minimum reliability standard
level” and “far exceeds minimum reliability standalevel” might become more
relevant if internal or external (customer) pressis being applied on the decision

maker.

It can be argued that once the supplier delivereterral reach the minimum
acceptable quality and service standard levels,agement's focus often shifts to
Cost reduction and this in itself implies thereaisdynamic element involved in

supplier measurement and evaluation.
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3.5 Adoption of Performance Measurement in Industry

The Lean/Agile (Fisher 1997) discussion is intengsin itself and the subject of
much work exploring the merits of different prodoat strategies, it can serve in this
case as an example of how any number of industitatives can have a far reaching
impact on supplier performance criteria. Organseireengineer production systems
to facilitate the combining of best features of head Agile philosophies (Mason-
Jones and Towill 1997; Childerhouse and Towill 2080d organisations in different
regions of the world today apply slightly differesriteria to suppliers in order to do
this (Cagliano, Caniato et al. 2004). One piecavofk (Abernathy, Dunlop et al.
2000) demonstrates that the Lean/Agile option @ieable not merely within a single
organisation but within the Stock Keeping Unit (SKridnge of a single product, each

of which presumably will have differing performanméeria.

Evidence that industrial practice follows the caisabns of academic literature is
likely to be difficult to obtain for reasons of camercial confidentiality. However at a
Tokyo logistics conference Garland (Garland, Heasteal. 1994) noted a Mr. D.
Eggleton of Rank Xerox described the criteria oncihhis performance is evaluated
as employee satisfaction, customer satisfaction @rpany ‘rate or return’, all
which;

* Relate to a single role rather than the supplyrchai

* Might be argued have antagonistic elements

* Involve a very subjective element in calculation

The concepts of performance measurement acrossugy@y chain are simple and
compelling yet mainstream implementation withinséndustries has been much less
than expected, which seems surprising considehadenefits that initially had been

claimed.

One view the reason is that collaboration practaresnot well understood (Holweg,

Disney et al. 2005). An alternate view is that whilhe implementation of these

practices is sufficiently understood, it is the reghifting expectations that make

progress so difficult. Seemingly confused and sigffpriorities mean management
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activity is constantly out of phase with requirenseas firms often have diverging
interests (Cachon and Lariviere 2001). Verma anihfn (1998) argued that it is
extremely difficult for any one supplier to excelall dimensions of performance. It is
also possible that the components delivered byrcpkar supplier excel in a few
quality dimensions (reliability, features) whilense other supplier might be superior
in other quality dimensions (for example, durapibr aesthetics). Therefore an actual
choice generally involves a process prioritisingioas attributes and/or a trade-off
among the individual performance level expectatimnghe various attributes applied

to the suppliers in question’.

3.6 Conclusions

This research argues that the customer’s sup@@ng metrics (their assessment of
their supplier's performance) is ultimately whaivds supply chain operations. Any
negative change in these key metrics will genettegeunderstandable response from
the client, insisting the supplier remedy the ditra or face the inevitable
financial/contractual penalties. In practice howeteere exists an absence of a
standard means to apply Supply Chain performanaesunes or indeed a consensus
on what measures to apply. The profitability andvisiaal of many organizations is
heavily dependent on the effectiveness of theipsuphain performance and yet
there is very little literature available on perfance measurement in the supply

chain, especially dealing with system design amhecten (Stainer 1997).

Should a performance system be identified the targieies for individual KPI's may
vary with sector, geography, time (seasonaliteclicle etc) and business priorities
(gain market share or maximise profit). For mosm$& in a consumer good
environment for example, sourcing is a dynamicvagtihat changes from season to
season (Lowson 2001). It is logical to assume thezethat it is extremely difficult
for any one supplier to excel in all dimensiongefformance; a high service supplier

might not be the one with lowest cost.
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In order to test if Supply Chain performance msthave an impact on Supply Chain
dynamics therefore, a single plausible applicatbrihe performance measurement
system must be identified. The need to do thisnidgtself an indication of the

challenges facing commercial organisations whertyappsupply chain performance
measurement and an indication of an opportunitytier academic community to

contribute.
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4 A REPRESENTATIVE PERFORMANCE MEASUREMENT SYSTEM

Many companies measure their logistics performansey) several methods and as a
consequence, various sets of indicators can bedfoupractice (Rafele 2004). This

highlights a particular problem in that without targdard approach, the same event
can be measured in different ways and a relativeopmeance measurement between

two different systems is therefore invalid.

In the academic literature several measures hase @posed for measuring overall
supply chain performance (Beamon, 1999). This arautentifies an appropriate
candidate system for use in researching the imgfasich measures on Supply Chain

dynamics.

4.1 Key features of Supply Chain Performance

No single system is universally accepted as thalide such, however the literature
includes some very widely cited indications of agp@f performance that must/must

not be included in any given system;

» Speed of response to customer demand has longrbeegnized as a key
attribute to business success since customer yogalhh be won or lost on

product availability (Mason-Jones and Towill 1997).

e Traditionally financial performance was the primangasure of success in
most companies but conventional financially basegborting systems
generally do not provide all the required inforroati about logistics

performance (Brewer and Speh 2000).
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Swaminathan, Smith et al. (1998) favour Quantigaerformance measures
(cost, profit, fill-rate etc) rather than Qualitagiones (satisfaction, information
sharing etc).

(Beamon 1998; Beamon 1999) provides a widely citiedlature survey of
performance measures used in supply chain envimtsnéentifying three
distinct types of measure; Resources, Output arekilility. The work
continues to identify the two dominant measures;stCand Customer

Responsiveness.

Neely, Gregory et al. (1995) similarly outlines &ely cited account of the
breadth of Performance Measurement systems initdrature as well as the

requirements and environmental context of suchegyst

Gunasekaran, Patel et al. (2001) details a verye wahge of supply chain
metrics both local and pan-supply chain. They dohoavever define any kind
of framework for the relationship between the perfance metrics and
decisions or activity of operators. As a conseqaeihey are considered as
contributing more to the range of individual measurthat have been
recognised, rather than a system for driving peréorce change.

Chan, Tang et al. (2002) propose on solution falidg with the huge range
of performance measures in a supply chain. Thelutisa involves a
mathematical model for calculating a performancgein of measures that
deals with all types of measure. Whilst practicaiyery other author in this
literature review section warns against the usesinfile measures, Chan’s
method would lend itself to simulation due to tlaetfthat a single numeric
measure is delivered for comparison. It also hasatfvantage of proposing a
method (weighted average of fuzzy sets) wherebyn etree qualitative
measures are accounted for numerically. It is dopged in practice however,
because the use of a single metric does not addguatver the range of
activities (indeed many combinations of operaticadjustments could deliver
an identical change in performance) nor does ik lihe mathematically
calculated metric to the strategic intent of thfi
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* Meixell and Gargeya (2005) map the primary objective function for many
proposed Supply Chain measures over some 20 years (Fig 7). They identify
key contributors over the past thirty years but also highlight the enormous

range of objectives being considered.

Aston University

Nlustration removed for copyright restrictions

Figure 7 Objectives of Performance measurement constructs. Source MEIXELL and GARGEYA
(2005)
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4.2 Multiple Supply Chain Performance Measures

Much work has been done since the early 1990’'s wthene was no means to
measure performance across the supply chain; “mforpgance measures for the
complete supply chain exist at all” (Lee and Bifion 1992). More recent work
points towards a solution based upon multiple, fasctional measures (Bechtel and
Jayaram 1997) with the acknowledgement howeverdheh solutions impose their
own complications. For example the components efvige’ include factors that
differ greatly from one another and are neither garable nor numerically linked;
lead time & flexibility, delivery frequency & equipent productivity (Rafele 2004).
Judging a successful outcome might involve an agpgraf a number of unrelated
metrics and because strategy often relies on niltiperational strengths so supply

chain managers often employ more than one attrithiian, Sheoran et al. 2004).

(Neely, Gregory et al. 1995) suggest that theretawe basic types of performance
measure which should be included in any such systkase that relate to results
(competitiveness, financial performance) and thbs¢ focus on the determinants of
the results (quality, flexibility, resource utilizan and innovation). Whichever set of
measures or measurement system is ultimately sdlecimes with the understanding
that pan supply-chain metrics have not been deedlap ways that allows them to
drive local decision-making; “Traditional perfornen measures may limit the
possibilities to optimise supply chains, as manag@rdoes not see supply chain wide
areas for improvement” (van Hoek 1998). A sectidntros work must therefore

involve the process of mapping local actions tdgrerance outcomes see Chapter 5.
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4.3 Performance measurement systems

In the past, attention was mainly given to the @anance measurement of a single
process or organisation but more recently the fagws measuring the entire supply
chain performance as a whole (Beamon 1998). Tlantent of the supply chain in
this holistic fashion, as a system of interrelaetivities rather than a single activity,
is a requirement of any performance measuremeterayfGunasekaran, Patel et al.
2001). A variety of systems now exist and all aleady more than a disparate

assortment of individual metrics (Rafele 2004).

Availability of supply chain wide information makésfeasible for operators to make
decisions locally with full knowledge of the statethe rest of the supply chain and to
use that knowledge to optimise the performance hef ¢complete supply chain.
Swaminathan, Smith et al. (1998) produce a framkwoat provides an ability to
simultaneously observe global and local performasicthe supply chain. However
the global perspective and the local perspectieenat necessarily harmonious. They
argue that sometimes taking the global perspectiag actually be harmful to some
of the organisations/entities in the supply ch&mtheir work they conclude that a
global performance measure may be an appropriatelstyek for an intra-
organisational supply chain (where most entitie®rge to the same organisation)
however local performance becomes an extremely litapbfeature in more typical

inter-organisational supply chains.

This work requires the identification of a represéine Supply Chain Performance
Measurement to include in the simulation. The dtere provides assistance in this
respect. Many such systems can be discounted wkiag the following criteria
(Stone and Love 2007):

1. The model must cater for the complex strategic dsin in supply chain
management.

2. The model must focus sufficiently on operationdiéty.

3. The model must be sufficiently widespread amongsttgioners to allow for
ready communication and data sourcing.
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Utilising these criteria the following three systems were explored and evaluated.
Three possible systems were identified as candidates for adoption into the simulation.

4.3.1 Nevem Workgroup model

An early model put forward by the NEVEM Workgroup (Workgroup 1992) proposed
four criteria for measuring supply chain success; efficiency, -effectiveness,
productivity and utilisation. With its Operations Management origins, this model
offers considerable insight with the use of ratios as a means to distribute management

information.

Aston University
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Figure 8 Nevem Performance Measurement Model. Source Nevem Workgroup (1992).

Notable strengths include the fact that a range of operational parameters are captured
and the use of ratios accumulation makes an organisational performance measure
possible. In much the same way as Overall Equipment Effectiveness (OEE) uses a
ratio of Quality multiplied by one for Rate multiplied by one for Availability. The
NEVEM model is not however widely adopted in practice and receives fewer

references in the academic literature than some of the more recent models.
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4.3.2 Balanced Scorecard

One widely cited performance measurement framewsitke “balanced scorecard”
(Kaplan and Norton 1996). This selected set of flmusix performance measures,
usually including; productivity, quality and custemsatisfaction which can also be
used for diagnosis of service failures. Other argtliS§tainer 1997) advocate the use of
this particular set of performance measures to rote the efficiency or
effectiveness of a system and to compare altematygtems. Since the selection of
individual performance measures is a function afaarsational requirements, it is

unclear how Balanced Scorecard can be appliedpam aupply chain basis.

4.3.3 Process Frameworks

One such framework developed at the Cardiff Indals®ystem Dynamics Group
uses a control theory approach to model the supipdyn and provides a structural
framework of qualitative and quantitative technigju®r reducing supply chain
dynamics (Towill 1996). As an early example of saameto standardise and compare
processes within supply chains it warrants mentimme as does the ‘Process
Handbook Project’ conducted at Massachusetts umstiof Technology (MIT)
(Malone et al., 1999). This later approach involvaalecting examples of how
different organisations perform similar processesl organising these examples in an
online tool for sharing business process knowled@gth these frameworks however

have not seen international adoption on any ndiieescale.
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In 1995 an American academic (Stewart 1995) presemt new framework for
describing business processes; PLAN, SOURCE, MAdtt, DELIVER wherein he

suggested that the key metrics to assess supply ekeellence were:

1) Delivery performance

2) Flexibility and responsiveness
3) Logistics cost

4) Asset management.

In 1996 the Supply-Chain Council (SCC), consistiigwo consulting organisations
together with seventy manufacturing and logisticgaaisations in the USA adopted
the Stewart model as standard (Stewart 1997). T t8en developed and published
its first edition of the Supply Chain Operationsfé&ence (SCOR) model which

described as:

‘A standard way to examine and analyse a supplyncivéth a common language for
describing activities and participants, a commohdafereadily manipulated variables
and a set of accepted metrics for understandingdyx@amic behaviour of supply
chains’ (Council 2005).

Since then numerous revisions have taken placdlydgephens (2001) an evolution
of the framework that extended the scope to inclatdleelements of demand
satisfaction starting with the initial demand sig@rder or forecast) and finishing

with the signal of satisfying the demand (finalace and payment).

Within the model framework there are multiple levef detail containing;

» Standard descriptions of management processes
* A framework of relationships among the standaraesses
» Standard metrics to measure process performance

* Management practices that produce best in classrpence
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Four distinct process elements; Plan, Source, Make and Deliver are defined in

increasing levels of detail beginning with a description of the overall process.

Aston University
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Figure 9. SCOR Level 1 Process elements describing ‘Deliver’. Source SCOR Manual 6.1

Level 1.
The Configuration level provides a broad definition of the plan, source, make,
deliver process types, and is the point at which a company establishes its

supply-chain competitive objectives (e.g. Fig 9).

Level 2.
Defines 26 core process categories that represent the components of a supply
chain. A company can configure both its actual and ideal supply chain by

selecting from these core processes.

Level 3.
The Process element level provides a company with the information it needs to
plan and set goals successfully for its supply-chain improvements through

detailed process element information for each level 2 category. Planning
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elements include process element definitions, diagnostic metrics, benchmarks,
best practices, and system software capabilities to enable best practices. Each
process element has a distinct set of inputs and outputs and the model presents
‘best practices’ as far down as level 3, this level of detail is useful and
necessary for implementation purposes (Kasi 2005; Bolstorff and Rosenbaum
2007).

* Level 4.
Focuses on implementation, when companies put specific supply-chain
improvements into play. Since changes a level 4 are unique to each company,
the specific elements of the level are not defined within the industry-standard

model and are left to the implementation team (Stewart 1997).

SCOR identifies five aspects of performance for the supply chain; Reliability,
Responsiveness, Flexibility, Cost, and Asset management. Fig 10 demonstrates the
range of performance measures defined for the five aspects of performance at Level 1.
Some advocates (Huan, Sheoran et al. 2004) prefer to operate with four aspects of
supply chain performance, combining flexibility and responsiveness, whilst others
(Kasi 2005) prefer all five. SCOR defines metrics and measures to evaluate each

process in all five aspects of performance at each level of the process hierarchy.

Aston University
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Figure 10: SCOR Level 1 Performance Metrics and attributes. Source SCOR Manual 6.1



The metrics cater for the various objectives défgr companies might pursue,
whether; Engineer to Order, Make to Oder or Mak8ttick. Thus choice of measures
and metrics depend on the company’'s strategy aedsfand it is left to the
implementation team to choose the metrics theyrele$he model therefore, instead
of dictating strategy, accommodates the statedctipgs of individual roles and

calculates performance measures based on a staddéreed calculation.

4.4  Academic opinion of SCOR

The academic literature suggests a widening irteneshe model with numerous
articles stating; SCOR is poised to become an tndblstandard (Van Landeghem
and Persoons 2001; Camerinelli and Cantuon 2006has been positively received
by practitioners (Huan, Sheoran et al. 2004) amdsglbants (Kasi 2005) alike, largely
for its common terminology and standardized metrics

Many academic studies have made use of SCOR @aat some of its features in
exploring different aspects of supply chain manag@m(Stephens 2001; Van
Landeghem and Persoons 2001; Huang and Gangopad@@dy Terzi and Cavalieri

2004). Some notable ones include;

« Shepherd and Gunter (2006) categorize measuregpplyschain performance
by compiling a taxonomy of metrics from 362 artg;lgublished between
1990 and 2005. They subsequently determamording to the individual
metrics applicability to the five supply chain pesses defined in SCOR’
respective performance measures can be classsiegparational, design or
strategic. The key assumption is that the SCOR imasleconsidered

sufficiently robust that all measures can be exachusing it.

» Exploring supply chain strategic decision makingsdd on a survey, the most
promising model is the supply chain operations regfee (SCOR) model
(Huan, Sheoran et al. 2004).
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Meixell and Gargeya (2005) review model-based ditae on global supply
chains that spans from 1982 to 2004. More thanatf@les and books on the
subject were identified and after screening, redutte 18 major research
articles compared in a series of tables basedlentsd dimensions, ultimately
their preferred model was SCOR due to its multiehsional measures of

performance and being practitioner-developed.

Studying the relationship between individual metriand SC operational
design (Make to Stock, Make to order etc) four gemd supply chain
professionals, across a range of industries, wareeged on their use of
SCOR (Glaser-Segura and Cirtita 2007). This suggdsat the model is

widely understood in practice.

Some stated weaknesses of SCOR include:

The framework lacks a network-oriented logisticsteolling mechanism,
being oriented towards local performance maximisatas opposed to a
supply chain wide orientation (Bullinger, Kuhnera¢t2002). However it was
stated that no comprehensive supply chain wideopmadnce framework exists
elsewhere. One explanation for this may be thas ihot clear if such an
approach would bring benefits to the individual eeptise. Improving the
performance of the complete supply chain does netraptee that all the

individual members benefit

The current SCOR model does not address: salesmamkleting, product
development, research and development and someeierof post-delivery
customer support (Kasi 2005). However the SCC ramiaton their website

that new editions of the model may yet include addal functions.

This SCOR target setting does not consider multpéespectives of the
problem owners (Finance and Operations departmdassring different
outcomes) nor does it readily accommodate the fima&sing of objectives

(accommodating changes in a product’s life-cycle).
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The Supply Chain Council’'s SCOR model has not wetnbadopted universally, it is
popular in the US, Far East and is gradually bengnmore so in Europe. It does
however represent a real attempt to introduce anmamlanguage and common
practices in supply chain operations that allow pleeformance of elements of an

operation to be compared and benchmarked.

45 Conclusion

The SCOR model as a reference model has a numbepb€ation advantages.

» [t uses standard nomenclature and terminology $ortee standard processes.

e It lays down a framework for the relationships ampgrocesses with these
defined performance metrics that is readily comroateid between the
industrial and academic community.

* The time based performance of these processesasumse using common
established KPI's

* SCOR metrics are benchmarked to facilitate botbriv#tl and external (via
membership of the SCC) performance comparison.

* Because distinction is made with policy issues aagbrder entry point (make
to order as opposed to make to stock) extremelyifspecomparison is
possible

* Indications from the literature are that it is ntive most developed Supply
Chain Performance measurement framework in widaspoperation today.

The SCOR model is constantly being developed byStiegply Chain Council (SCC
2006) and the SCOR model version 7 is considerdaisnvork.

As SCOR, or any other measurement system mentiodees not contain the
calibrated relationship between operational adjestsiand the resulting changes in
any set of given performance metrics, the nexi@eestablishes an abstraction of the
relationship between changes in performance metaied resulting operational

adjustments which can then be tested in subseghapters.
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5 PERFORMANCE MEASURES AND THEIR OPERATIONAL
RESPONSE

Having identified a candidate Performance Measunei8gstem this chapter seeks to
establish how the system metrics register changegdrformance and what
operational responses an organisation might makeder return those metric values
to an acceptable value. Camerinelli and Cantu6gpestablished those dimensions
of supply chain performance that respond to thaniml indicators that external
stakeholders consider when evaluating a firm. Tdhegcted accounting professionals
to the SCOR metrics, again on the basis that shlse most definitive set to date, and
gathered opinion on those most likely to influespecific financial indicators. Whilst
their method (survey) might not deliver the quaalife link sought in this work, it is
a validated example of research seeking to eshatiiis relationship between applied
pressures (financial) and the operational reaaifdhe firm as recorded by the SCOR

metrics.

Because SCOR defines metrics for each diivtsaspects of performance, we do not
need to establish the link between the metric dredarea of interest, in this case
operational performance. This Chapter establishepiesentative set of operational
adjustments and responses to the metrics for efattie dive aspects of performance.
Furthermore, as SCOR covers such a comprehengiwé Basiness activity (Source,

Make, Deliver etc.), these operational adjustmerats be established for a range
supply chain roles (Manufacturer, Distributor, Rletd as witnessed in the classic

model used to investigate Bullwhip — The Beer Gésee section 2.1.1).
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Process Element: Schedule Production Activities  Process Element Number: M3.2
Process Element Definition

Given plans for the production of specific parts, products, or formulations in specified quantities and planned
availability of required sourced products, the scheduling of the operations to be performed in accordance with
these plans. Scheduling includes sequencing, and, depending on the factory layout, any standards for setup
and run. In general, intermediate production activities are coordinated prior to the scheduling of the operations to
be performed in producing a finished product.

Performance Attributes Metric

Reliability % Orders scheduled to customer request date
Schedule achievement

Responsiveness None Identified

Flexibility Schedule interval

Upside Production Flexibility
Downside Production Flexibility

Cost Inventory days of supply
Plant-level order management costs
Assets Capacity utilization
Best Practices Features
Build subassemblies to forecast at highest None Identified

generic level in Bill of Material; maintain flexibility
while minimizing cycle time and inventory

position

Demand-pull mechanisms Repetitive scheduling or sequencing of unique orders

Schedule reflects current plant status On-line reporting from operations

(equipment, jobs, and other resources on-line)

Schedule optimizes use of shared resources, Resource needs included in routing or Bill of Material

such

as tooling

Cellular manufacturing None Identified

Schedule minimizes changeover costs between Algorithms that manage set up times/costs, cleaning times,

products and ideal job sequences (e.g., color sequencing light to
dark)

Schedule includes preventive maintenance Interface to maintenance management system

program

Maximize data integrity and system accuracy by None Identified
ensuring 99%-+ accuracy of BOM configuration,
inventory levels, and schedule requirements

Design/upgrade production equipment to None Identified

maximize flexibility and avoid line stoppages

Cross-training None Identified

Additional capacity for overflow demand Outsource manufacturing and work force augmentation
providers connected to production schedules via the
internet.

Figure 11. Example of the metrics defined for eachttribute of performance in the SCOR model.

Figure 9 is an example of the extensive detail lablg on each of the Process
Elements. This Process element is clearly defiimethis case a process in the Make
section of the model (M3.2) and various metrics éaich of the five aspects of
performance are suggested. It is apparent in thigram that the number of metrics
for each of the five aspects of performance vaiireghis case from three to zero.
There is also an understandable degree of duplicatithin SCOR in that specific

metrics capture the same aspect of performancdifferent processes. For example
Planning Production schedules and Planning Delivaeriedules share common

metrics to capture process performance, even thdhghcalculation would be
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populated with different data and may thereforeveela different value. For the sake
of completeness the defined metrics dtirthe process elements; Plan, Source, Make
& Deliver were summarised by each aspect of perfmee and these are displayed in
Appendices 1,2,3 and 4All SCOR Level 2 Performance metrics, across eddhe
five aspects of performance, are then brought tegetnd the results summarized as a
series of Ishekawa/ Fishbone diagrams. Createddnyu Ishikawa in 1990 the
Ishikawa diagram is typically used in quality defpoevention where it helps identify
and communicate potential contributory factors tteise an overall effect. Causes
are usually grouped into major categories (peapkethods, materials etc.) but in this
work such diagrams greatly assist demonstrate tbepgig of SCOR performance
metrics in each of the four processes (plan, souneke & deliver) for each of the
five aspects of performance.

The overarching SCOR Level 1 Metric delivers a Engalue (in a set of five) that
organisations can monitor for each defined aspégedormance. In this Chapter
however the Level 2 metrics are considered to alloucher and fuller consideration
of ALL the operational adjustments an organisatioight make. For example
Production Managers and Transport Planners hawediierent ‘local levers to pull’
when responding to the same objective. In eactkéshe diagrams The SCOR Level
2 performance metrics are shown with a solid arnodicating the process against
which they are applied. Any overlap of metrics gndcesses are made apparent, for
example increasing Stock/ROP would positively iefluae two distinct metrics;
‘increase perfect order fulfilment’ and ‘reduce p@soduction planning changes'.
Finally the operational adjustment (positively ughcing the metric) is clearly shown
on the diagramsvithin solid text blocksThese reasoned operational adjustments, as

well as a discussion of the metrics themselveslagteout in the following sections.

70



5.1 THE FIVE SCOR ASPECTS OF PERFORMANCE

Accommodating a range of differing aspects of panémce is not an idea unique to
SCOR. Hines (2004) puts Performance Measures imeokey performance areas;
cost, speed, quality, reliability and flexibilit¢han et al (2002) concludes that within
a supply chain context, delivery speed and delivelgbility have become key levers
for competitive differentiation and increased puaifility.

Whilst each of these five aspects of performanakssussed in the literature, there is
a range in the level of commonality of definitiomsed amongst the aspects and even
a degree of ‘cross over’ in the terms/expressi@eziuThe following section displays
the derived operational adjustments for each ofitteeaspects of performance, based
upon the range of metrics contained within SCORIdb includes a discussion on the
range of opinion for those aspects of performanberes in the literature appears
divided.

5.1.1 Reliability

At level 1, SCOR defines Reliability as “The per@age of orders that are delivered
on the customer’s requested date. Survey indiqMesna and Pullman 1998) that
order quantities and supply lead-times are therhwst common changes which occur

in supply chains, and are most often the causeyéib-supplier grievance.

Ideally, a firm should attempt to fulfil customeostders and simultaneously meet all
their expectations-delivering 100% of the exaaingeand quantities ordered on time,
damage free, and with errorless invoicing (Stanklldf et al. 2001). Whilst

perfection is an admirable objective Stank goedooacknowledge that pursuit of a
single aspect of performance is not realistic stpthat; perfection is not always
achievable at reasonable cost. The focus shoutthb®eating as much value for the
end-customer as is profitable, and doing this megucoordinated effort among all

firms in the entire supply chain.
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The multifaceted nature of Reliability (order quantdelivery time, damage free etc)
is further developed by Rafele (2004) who suggssi®ie indicators of customer
service are homogenous between a number of penfmemaeasurement systems. He
sums them up in a value he terms “Level of sertaeeards the customer” (LoS) but
notes it is also termed reliability. He defines LasSa ratio; Deliveries/Orders, where
Deliveries are those deliveries that completelysbathe customer request (correct
guantity of ordered goods, on time, in a suitabbadition, with no paperwork

mistakes etc).

Figure 10 is the Ishekawal/fishbone diagram displayhe SCOR prescribed metrics
and deduced operational adjustments (highlightedthimm ‘boxed’ text) for the

Reliability performance attribute. The correspodiapresentative response from
any Supply Chain operator trying to positively ughce these Reliability metrics is
similarly laid out and any commonality between mases in different process

elements can be identified and communicated.

Plan 1.3 Source (si.1,s2.10r $33)

. % Schedules Changed within Supplier's Lead Time
Delivery Performance
<— o customer request <4— (The number schedules generated within the

date A suppliers lead-time divided by the total schedules
! generated in the measurement period)

-
*High stocks/ROP

Perfect Order —»
Fulfilment

Reduce post -=XC
planning change el

- . ) “a
*High stocks/ROP *Available capacity % Schedules Generated within Supplier's Lead Time
*Available capacity -High stocks/ROP <«— (The number of schedules that are changed within the

. *Available capacity suppliers lead-time divided by the total number of
Y . . ) schedules generated within the measurement period)
X «Consistent deliverytime
Fill Rate —»

Reliability
Performance attribute

(%age of orders fulfilled
directly from stock)

Fill rates Warranty and returns

A }\
*High stocks/ROP <«— Ratio of actual to Perfect
; ’ theoretical cycle time <— Order
*Small production batch size N Fulfilment
*Available capacity <+— Yields « | SMED investment f
e !
| Reliable equipment !
I

<«— Yield variability

*High stocks
<— In-process failurerates ~__--~

*High capacity

<«— Scrap expense ol «Consistentdelivery times

Make 1.3, M2.3 orM3.4) Deliver (p1.11,02.10, 03.9)

Figure 12. Operational adjustments to Reliability grformance.
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In this case for example the Plan process elemasttio SCOR Level 2 metrics;
‘Perfect order fulfilment’ and ‘Delivery performamcagainst customer expected
delivery date’. High availability of product andahable capacity would logically be
typical response to such metrics in a Planningtfancand these two responses are
recurring themes in other process elements. Natethiere is an implied reference to
the management customer expectation “delivery t&totoer’'s request date”. This
aspect therefore does not require instant delivieny,'consistent’ delivery within an
agreed tolerance of the target delivery cycle tiffeere is no explicit requirement for
short cycle times or fast/expensive modes of fiteiginsport. In practice reliable
transport companies will be awarded contacts butesthere is no evidence in the
literature that one mode e.g. air freight is maegkable than sea freight then it is
assumed that operators will work on the basis ¢aalier transmission of orders in

return for cheaper but equally reliable deliveryudobe a typical solution.

5.1.2 Responsiveness

The increased emphasis today on availability ofipots and services as well as on-
time delivery creates unique needs for a volumelle response (Vickery, Calantone
et al. 1999). Activities that improve Responsivenesdo deliver benefits to
organisations and in the long-term have a positiveact on a firm’s performance
(Jack and Raturi 2002). Order Cycle Time is definedhe time span, an individual
flow unit takes to traverse a process from entetinigaving (Jammernegg and Reiner
2007). It follows then that the metric to monitbetactual cycle time ‘from customer
order origination to customer order receipt’ is @asured quantity of time, as opposed
to a percentage of deliveries made on time.
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Plan ¢13)
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(Average actual times consistently
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Average Release Cycle of Changes.
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changes) A

1
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A
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.

Make 1.3, M2.3 orm3.4) Deliver (p1.11,p02.10,03.9)

Figure 13. Operational adjustments to Responsivensgerformance.

Volume flexibility, which SCOR refers to as Respersess, is defined at Level 1 as
the velocity at which a supply chain provides prdduo the customer, in practical

terms therefore it is the@oving average order cycle time

Figure 13 is the Ishekawal/fishbone diagram displaythe prescribed metrics and

deduced operational adjustments (highlighted in thexed text) for the
Responsiveness performance attribute. High avétlatmf product with available
capacity for additional stock as required, are m¢ap recurring themes however also

apparent is the need for fast modes of transpaht stiort delivery times.
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5.1.3 Flexibility

The terms ‘Volume flexibility’ and ‘Range/Varietylekibility’ are used to

differentiate between the ability to accommodathange in the volume of demand

and a change in the mix/type of demand.

Volume flexibility represents the ability to chantpe level of output (D'Souza
and Williams 2000). Slack, Chambers et al. (200¥9ntify ‘range’ and

‘response’ as sub dimensions of volume flexibilighere range refers to how
far the manufacturing system can change and resgonases on the question

of how rapidly and cheaply it can deliver the chamgvolume.

Variety flexibility represents the ability to procki a number of different
products and to introduce new products (D'Souza\ililams 2000). Jack
and Raturi (2002) defineesponsivenesas ‘the ability of a system to respond
to a change in the type or mix of product(s) beleghanded’ though it clearly
fits in here under the heading of variety/ranggifidity.

The literature is largely consistent on the impacta of flexibility, Das and Abdel-

Malek (2003) observe that over 90% of the respotsdeemphasized that

manufacturing flexibility was key to maintainingapetitiveness, but more divided

on its dimensions.

Upton (1994) defined flexibility as the ability whange or react witHew’
penalties in time, effort, cost, or performance ando defining it he avoids

the dimension issue altogether.

Two possible calculations for Flexibilitghough termed Responsiveneas
suggested by Carter (1986); the time required tdol#othe output of a system
and its associated cost.
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e D'Souza and Williams (2000) proposed that genezdlimeasures would be
more appropriate; Time required to increase or ebs® output, Cost of

increasing or decreasing volume of output.

» Sethi and Sethi (1990) place a different quantigalimitation on the range of
volume “The time required to add one unit of prddut capacity”. In the
same paper they also propose “the time requirethémge volume of output
by 20%.

Sethi and Sethi (1990) were obviously key in theettepment of part of the SCOR
model as SCOR definitions exhibit echo’s of thegtnts. Some deeper level SCOR
metrics, for exampléJpside Shipment Flexibiliteing defined as “The number of
days required to achieve an unplanned sustaindli8le iBcrease in shipments”. Yet
there remain clear limitations in these definitionsgardless of the difficulties in

testing it - there is no standard definition sefstainablenor is there any suggested

basis for the apparently arbitrary value of 20%.

When it comes to avorking applicationof a measure of flexibility; the ability of a
complex system to respond to potential change msnéiustratingly defficient,
probably because such a measure would test anefadhejeopardising service levels.
Verma and Pullman (1998) define supply chain fléxybas the ‘robustness of the
buyer-supplier relationship under changing suppbynditions’, yet a metric that
captures maximum elasticity implies testing thetiehship with the client and few
organisations are willing/able to do this in a cetipve environment. The
fundamental issue is that flexibility, because & defined as the ability to
accommodate a variable, represents a capabilityniag not ever be utilisederwin
(1993) elaborates on this by suggesting that fieibs more than just an adaptive
response to uncertainty and that flexibility measushould capture the difference

between required, potential and actual flexib#itie

* Required flexibility represents management’s stiateletermination of how

much is needed of a particular type of flexibility.
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» Potential flexibility is determined by existing placapabilities if external
conditions are appropriate.
e Actual flexibility stems from the utilization of @ht capabilities and is

determined by experience.

Olhager (1993) includes a short or long term tirmaeshsion in his definition; In the
short run, flexibility means the ability to adamt €thanging conditions using the
existing set and amount of resources. In the lang it measures the ability to
introduce new products, new resources and produatiethods, and to integrate these
into existing operations. Ideally one would wargupplier that provides the needed
flexibility to appropriately adjust their supplyqumess as demand conditions change.
Ironically JIT production systems demonstrate leditlexibility being able to only
accommodate “noise” level uncertainties, Braghiad Petroni (2000) consider some
insightful commercial examples of companies thatemgnable to stop the supply
process as demand fell below threshold levels.

Plan 13 Source (si.1,s2.10rs33)
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Make 1.3, M2.3 or M3.4) Deliver (p1.11,02.10, D3.9)

Figure 14. Operational adjustments to Flexibility performance.
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Volume flexibility, which SCOR refers to as Respersess, is defined at Level 1 as
‘Supply Chain Response Time'. Unlike Responsivendssre the performance aspect
is concerned with the speed with which the supplirc delivers product, Flexibility
is seeking to capture the speed with which the Igugipain can deliver different

product.

Figure 12 is the Ishekawal/fishbone diagram displaythe prescribed metrics and
deduced operational adjustments (highlighted in thexed text) for the

Responsiveness performance attribute. Low invesgonf product together with
available manufacturing capacity and fast modes tfoe distribution of the

new/different product are required. Consideringséhevery practical elements of
flexibility the metric might simply capture and cpare the time it takes raw material
to transit the system and be delivered as finispedds to the consumer — ‘the

velocity of material transit'.

5.1.4 Cost

Cost is clearly a fundamental consideration for wwrcial competitiveness if not
survival in the commercial environment. Academidsoaprioritise cost when

evaluating systems; Zeng (2003) used ‘logistic¥stand ‘cost to value ratio’ as
performance indicators when evaluating global sagralternatives in the aviation
industry. The SCC offers its members access toieneta for benchmarking

purposes and also aggregates this data for usalar wublications;excellent supply

chain performance can lower cost by up to 7% anabene cash flow by more than
30%’ (Stank, Keller et al. 2001).
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Plan (13 Source (si.1,s2.10r s3.3)
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Figure 15. Operational adjustments to Cost performace

Cost is defined at Level 1 in the SCOR model as@st of Goods Sold’ and Figure
13 is the Ishekawal/fishbone diagram displayingptescribed metrics and deduced
operational adjustments (highlighted in the ‘boxéskt) for the Cost performance
attribute. Low inventories, low cost transportatioptions and limited but well
utilised manufacturing facilities describe the @temal responses and adjustments to

this performance priority.

5.1.5 Utilisation

Many authors (Beamon and Ware 1998) refer to atitt; as capacity used/available
capacity and similarly the SCOR model, at the lolegel, defines metrics that seek
to drive up capacity of plant and equipment thraughthe supply chain. It seeks to
maximise the value adding activities in the supgiyin whilst reducing the time
material and orders (including payment for ordess)spent waiting for various

processes.
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Plan 1.3 Source (si.1,s2.10rS33)
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Figure 16. Operational adjustments to Utilisation grformance

Moving away possibly from its Operational roots paeity used), Utilisation is
defined at Level 1 as the Total gross product reeemnT otal net assets.

Figure 14 is the Ishekawal/fishbone diagram dispythe prescribed metrics and
deduced operational adjustments (highlighted in‘bloged’ text) for the Utilisation
performance attribute. Low inventories, fast tramgtion options and limited but
well utilised manufacturing facilities describe thaperational responses and

adjustments to this performance priority.

5.2 Operational settings for each aspect of perform  ance

By applying any developed and complex performaneasurement system (such as
the SCOR model) an organisation is in effect eihinlg the feedback mechanism by
which it will adjust appropriate operational pardens in order to achieve some target
performance value(s). Fig 17 is a useful summarythef deduced operational
settings/adjustments for each aspect of performaleseribed in section 5.1 along
with a single, defined metric for each of thosefaspects.
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The initial work in this field (Forrester and Wrighh961) used a model with four

links; Retailer, Wholesaler, Distributor, and Fagt By analysing how these links

react to deviations between actual and target tovies it was established that

‘common sense’ strategies may actually amplify tthations in the demand up the

Supply Chain. Later it was established (Lee, Padinlaan et al. 1997) that this

amplification was one of the causes of the Bullwéifects. The format of the supply

chain used in the initial studies, four roles, bage been repeated frequently and is
the basis of much work in this field.

Whilst the Beer Game model is clearly appreciatgcdademics and trainers alike,
both of whom make wide use of it, the model doesitaio a number of
simplifications. Two such simplifications are; thiagle route network (with only one
supplier, customer etc.) and a single product/SMithilst the bullwhip effect can
clearly be generated and studied in the Beer Gamdeinthe SCOR model was
designed for more complex systems (multiple supgliproducts, plants etc.). As a
consequence of this some of the operational adgrgsrand their associated metrics,
for example SMED (Single Minute Exchange of Dieg)wd be inappropriate in this
supply chain and, following SCC implementation @liides, would not be

implemented locally.

Using these three variables alone we can
identify unique operational settings for all five
aspects of performance

Aspects of . . . . N Safety

SC-Performance Metric SCOR explanation of the metric Source referenc e for metric Capacity Stock Transport
Delivery Performance, Fill Rates & Perfect Order
Reliability Perf:e.ntage of orders dellyered Ful!ilmem. The percentagel of orders that are SCOR Version 6.1 2004 Page 7 up up Sea/Regular
within customers lead time. delivered on the customer’s requested date.
. Supply Chain Responsiveness - The velocity with N
Responsiveness Average Cy;Ie time of all which products are supplied to the customer. SCOR SCOR Vers;::); 2'282:?04 Page 7, Up Up Air/Courier
orders L1 metric "Order Fulfilment Lead Times" g
Supply Chain Flexibility - The agility of a supply chain
Flexibility Material throughput time inresponding to marketplace changes to gain or SCOR Version 6.1 2004 Page 7 Up Down Air/Courier

maintain competitive advantage. SCOR L1 metric
"Supply Chain Response Time"

Supply Chain Costs - The costs associated with
Cost Total cost per unit delivered operating the supply chain. SCOR L1 metric "Cost SCOR Version 6.1 2004 Page 7 Down Down Sea/Regular
of Goods Sold"

Asset Turns - Total gross product revenue + Total net
Utilisation Asset turns assets. This includes the management of all assets:
fixed and working capital

SCOR Version 6.1 2004 Page 7,

Page 280 Down Down Air/Courier

Figure 17: Operational Settings for the 5 SCOR asm#s of performance.
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Three key areas of operation are represented;

» Capacity (warehouse and/or manufacturing).

» Safety stock levels (in order to meet uncertainamsr requirements).

* Transport which has been given an operational datioa to aid explanation
(sea freight as opposed to airfreight and/or regdilivery as opposed to

courier service).

Restricting the breadth of the operational adjust¢o these three key areas, still
delivers a unique arrangement of abstracted setfiogeach of the five aspects of
performance (Fig 17) but also maintains the keyeliemfrom choosing the Beer
Game supply chain; simplification to minimise coepty and a standard form to

ease comparison with other studies and communicatigeneral.

5.3 Prioritising aspects of performance

There is no apparent mechanism, within the SCOR emofbr dynamically
prioritising the five performance aspects; indeeel $COR model literature indicates
it may actually be deficient in this respect. “Tirst necessary compromise focused
on how to distribute the channel performance regouents” (Bolstorff and
Rosenbaum 2007).

During the initial stages of applying the model therent organisational strategy is
established and this in turn dictates the perfooaaniority,Appendix 5is a copy of
an email from the SCC confirming this approach é&stablishing ‘Advantage’,
‘Superior’ and ‘Parity’ performance targets forfdient aspects of performance. This
approach does appear to be somewhat intermittem¢\rey, with no facility to make
changes in strategic direction or accommodate ardign commercial environment
without a major Project undertaking. The commen®ality of long-term trends such
as global sourcing and short-term realities sucthagredit crunch might realistically

require on-going adjustments of priorities on aenatmediate basis.
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Once the SCOR model is applied however the priority of each of the five aspects of
performance is examined as the value of individual metric changes in relation to the
fixed (or otherwise) performance target. Where more than one value is below the
target then some stated preference/priority exists to ultimately dictate which

combination of operational adjustments/settings is applied.

5.4 Setting SCOR performance targets

The approach advocated by the SCC (Bolstorff and Rosenbaum 2007) for applying
the SCOR model involves not only the measurement and benchmarking of
performance for any number of processes, but also a review of, market plans,
financial performance and a SWOT analysis of the company. Thus the “AS-IS” model

of the supply chain and the “TO-BE” positions are agreed. Figure 18 represents the
“AS-IS” and “TO-BE” process objectives and phrases such as ‘Superiority’ and

‘Advantage’ refer to actual metric values relative to ‘Parity’ being the benchmarked

SCC standard value against which the organisation compares itself. This is potentially
useful in practice as a set of target metric values can be established, admittedly
gualitatively as these values are the output of the ‘consultancy’ phase of SCOR

implementation.

Aston University

lustration removed for copyright restrictions

Figure 18. Strategic objectives leading SCOR metrics. Source Kasi, 2005
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Being a normative modelling approach (forcing tlseruto select from pre-specified
sets of activities) in theory SCOR could identifydbperformance in areas previously
unidentified. SCOR certainly helps identify areaseve the company is performing
well and areas where the company is performing\&l$ lower than the wider SCOR

community (SCC members).

Such reference models, where companies can benklmdaridual processes without
divulging financial performance, can improve cosipetitiveness whilst protecting
commercially sensitive data and may explain thetinaed popularity of reference
models amongst practitioners (Van der Zee and \@&anvarst 2005). They are also
used in academic research; in one simulation exgeri (Chan, Tang et al. 2002)
establishes the optimum order release mechanissshi@ve a delivery reliability of
69%, as opposed to a benchmarkearm’ of 57%. Whilst 69% may not be a target
reliability performance measure that many firms {dowish to advertise, it might be
argued that investment in improvement of any opeetsof service should be reduced
once an organisation achieves a position of ‘bestass’ as further investment offers

reduced levels of return.
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5.5 Conclusion

The top tier of the SCOR metric system evaluatesotrerall strategic organizational
activities in a supply chain context. These metradhere to the standard
recommended (Schneiderman 1996) in that; a metsies should contain no more
than five top tier metrics given that a large numthiéuses the focus of the strategic

activities and they should consist of internal arternal results performance.

In selecting the SCOR model Level 1 performancerinsgta single objective metric

can be used to monitor each of the five differemtetts of supply chain performance;
delivery reliability, flexibility and responsivengs supply chain cost, and asset
utilisation. There is a precedent for this appro@a&tang, Huang et al. 2004) where
the SCOR model level 1 performance metrics were asethe decision criteria in an

investigation of the lean/agile and functional/imative nature of supply chain design.

A set of plausible operational changes/adjustmdotssach of the supply chain roles
(Manufacturer, Distributor, Retailer), in order boing any of the five metric values

back to an acceptable value has been establishekeTadjustments consider the
entire range of Level 2 SCOR metrics for each effthe aspects of performance and
involve the three significant adjustments; ProductCapacity, Safety Stock levels
and Mode of Transport. Whilst individual adjustngentay be common across more
than one priority, the combination of three arebadjustment also delivers a unique

arrangement of settings for each of the five aspefcperformance.
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6. METHOD

This chapter presents the key literature used ientiffing and selecting an
appropriate method for investigating whether thgliaption of the identified Supply
Chain Performance Measurement system has an iropdtte variability of demand
up the Supply Chaitlie Bullwhip effectThe notion of utilising selected previously
published approaches to explore an idea that reasoomsly been unobserved is not

necessarily a weakness.

“You might be surprised to find that many of todaybt problems were pretty much
of concern from the start and that many of the psgal solutions are really elaborate
versions of ideas that originated early on. Thialization might be slightly humbling.
But on the other hand, the sense of continuity thighpast and the future might prove
extremely satisfying.”

The most useful applications of business procestelitng and simulation will likely
be those that further elaborate on ideas that halveady been explored but, for any
number of reasons, have never been fully elabor@achett 2003).

To this end, the method and approach taken in mtithe published work onauses

andmeasuremenaf the Bullwhip effect has been utilised in thédwing sections.

6.1 Supply Chain Methodologies

It would be possible to base the research methgglobm a survey of real supply
chains to determine if a correlation between applierformance measures and
demand variability could be established. Suchpor@ach however requires that;

°  Supply chain (or chains) exists where such a holissmework is in use.

° Results could be successfully generalised frormglesisupply chain or that a
suitably large number of supply chains could bentbu

° A suitable range of conditions can be observed @liatv conclusions to be
drawn about the circumstances in which demand ti@mi@ccurs.
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The difficulty with establishing the validity of éise assumptions means that a case-
based approach is likely to be very limited in scopnd general validity of

conclusions and as a result a proven approaclgisregl from the literature.

One extremely widely cited review of Supply Chairethods is that of Beamon
(1988). Riddalls, Bennett et al. (2000) also pradua notable work appraising the
various methodologies that have been applied tplgughain analysis over the last 40
years, evaluating each technique for the extervitals the dynamics of the process
involved. This criteria is key as only through kredge of the dynamics can we gain
a full appreciation and understanding of the facttinat affect Supply Chain

performance.

The objective then is to select a methodology taat capture dynamic behaviour in
Supply Chains whilst accommodating the level of ptaxity required in order to

capture the operational performance metrics. “When&aced with a complex supply
chain operational problem, most people develop#isa by building a model of the

situation”. various hypotheses can be readily anitkly tested in an abstract or
idealized manner” (Group 2007). In this context thedel is an abstract
representation of the supply chain that reducespéaxity and represents only the
details necessary. The rationale for this appraathat models of modest complexity
can provide an insight into the factors that ammm@mn to much larger ‘live’ systems.
Such symbolic models were early recognised (Mihi#v2) as one of the primary

methods by which operational research is progressed

Computer simulations are dynamic representationghis case of a supply chain
executed step-wise within a computer program. Suactels are highly accurate and
given an accurate representation of the procesgksrainitial set of conditions, can
be used to replicate system behaviour within tletesy. Exchanges, events and time
can be readily included in the model and an assassaf performance changes over
time can be observed. Such a process however esquonsiderable effort as the user
has to understand the characteristics of the iatesperations of the whole supply
chain (Persson and Olhager 2002).
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Researchers have in the past adopted differentadelihgies to construct various
models to explore Bullwhip. Statistical methods €¢6hand Samroengraja 2000),
System-Thinking approaches (Anderson, Fine et @D0OR and Control-Engineering
(Dejonckheere, Disney et al. 2003 and Disney an@ilT®003) all investigate
‘demand forecasting methods’ as a cause of BullwAlpfour papers reach similar
conclusions; that the number of observations ukedld be high in order to minimise
the bullwhip effect, but this demonstrates the apsi available to the researcher in

this case.

The literature (Labarthe, Espinasse et al. 2007sdla2009) identifies three main
approaches to Supply Chain Modelling; Analyticatgé@nisational and Simulation.
These together with a fourth, more recent approaent-based’ modelling - all

warrant consideration.

6.1.1 Analytical approach to modelling

Analytical approaches, includingptimizationbased models, are solution approaches
that utilize the mathematical modelling of the peob to find the optimal solution.
Modelling supply chains using mathematics holdsaigappeal for the control theorist,
because many of the influential characteristicstr@f problem can be succinctly
expressed as differential equations. However silifferential equations produce
‘smooth’ outputs, they are not suited to modellitng progression of individual
entities through the system (Riddalls, Bennetl.€2@00) and often lack an estimation

of the variability or robustness of a solution (Be®isney et al. 2006).

Such models generally require simplifying approxXioas which impose restrictions
and have limitations when considering the time dasshaviour of the supply chain.
Supply Chains are considered at an aggregate Istoalks and flow rates, in which
individual entities in the system (products) canoetconsidered. Consequently, these
methods are not suited to processes in which eatitidual entity has an impact on

the fundamental state of the system.
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Some authors (Barnett 2003) positively advocater@éditive methods better able to
trace the cause to effect and thus generating eatas for any optimums identified.
However if system dynamics are not a key issue tthenuse of static and/or
optimization-based models is indeed appropriategi@en the appropriate expertise,

these models can be produced and tested relatjuatily.

6.1.2 Organisational approach to modelling

Organisational based approaches deliver some anodwmtimization capability but
generally consider more simplistic, static mod&lse organisational approach relies
on process modelling based largely on systems yhaut again the models produced
do not produce a means to evaluate dynamic behagiar time when dealing with
stochastic environmental inputs. Such models haiimited applicability (Van der
Zee and Van der Vorst 2005) as the complexity gipsu chains obstruct such
evaluation. More recent work on Supply Chain perfance measurement actually
recommends more elaborate tools such as simuldtiabarthe, Espinasse et al.
2007).

6.1.3 Simulation approach to modelling

Computer simulation is well established as a pmbd®lving tool which can
easily handle; uncertainty, complexity (Banks andlade 1984) and capture the
dynamic nature of supply chains involved (Kasi 2005 model typically has the

following characteristics (Barnett 2003):
1. Itis a quantitative, mathematical, computer model.

2. It is a dynamic model; i.e., it has at least oneatign with at least one

variable that refers to at least two different peim time.
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3. The model is not solved by mathematical analysisteiad the time paths of
the elements are computed, given the initial sththe simulated system, and

given the values of the exogenous (input) variables

Simulation therefore does not give a ‘closed fosulution, instead different input
values and model structures are investigated mdesf output, so-called sensitivity
analysis and the level of effect can thus be estada. Because simulation can be
applied to operational problems too difficult to deb and solve analytically (for
example the impact of variability) it is an espdygi@ffective tool to help analyze
supply chain logistical issues (Schunk and Plo®@0In fact even when an analytical
model is applied to a problem, simulation is fregfle used to study the practical
implications of the assumptions underlying the winedl model (Al-Zubaidi and
Tyler 2004).

Towill and his co-authors have studied the bullwhgffect using a computer
simulation model numerous times (Towill, Naim et #92; Towill and Naim 1993;
Towill 1996; Mason-Jones, Naim et al. 1997; Masones and Towill 1997;
McCullen and Towill 2002; Towill, Zhou et al. 2007)he results of this anthology of
studies indicate that information and/or materigbgls are major contributing factors
to the bullwhip effect as demonstrated when denanglification was significantly
reduced once these delays were eliminated in thdemBurthermore simulation has
been used to show that the bullwhip effect is avidecross a range of forecasting
methods (Dejonckheere, Disney et al. 2003; Todhiou et al. 2007).

However an approach based on simulation imposegpribe definitions of all the
factors (and their related model parameters) tlebainterest, consequently detailed
models take a long time to simulate becoming inprakif the model is too big
(Terzi and Cavalieri 2004). This means effort miostmade to simplify the model
wherever possible; One common mistake in modeking simulation is to build an
overly complex model, resulting in an over-abun@aotdata and great confusion in
analysis of the results (Barnett 2003). Such sificplions must still be justified
however as simulations can be challenged on thengsthat they are an attempt to

reproduce the real world and thus if that repres@nt is inappropriate or incomplete
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then the results produced from the model will besliable. Fortunately validity and

verification procedures (Herman, 1967) have beerldped to deal with this issue.

6.1.4 Agent based models

In recent years, many researchers (Barbuceanu ard 1095; Van Parunaknd
Vanderbok, 1998) have used multi-agent technolog@upply Chain modelling. In
agent-based modelling, organisation units and psEsare designed as agents that
have their own; objectives, behaviours and int@sacintelligent decision and
learning rules are defined within agents and asntloelel runs agents exchange
messages. Supply chain performance is said to Iprouad through agent co-
ordination, however the main limitation is that reunt agent technologies are rich in
decision logic but less developed in terms of tiagkhe dynamic individual elements

required for supply chain reengineering (Al-Zubadd Tyler 2004).

6.2 Use of Simulation to study the Bullwhip effect

Simulation as a technique for understanding andigtiiag the behaviour of supply
chains offers several advantages (Terzi and Cavaié4);

» Simulation offers the most realistic observatiolehaviour.

» Facilitates analysis of treynamics of the supply chain.

» Can observe changes over time.

» Simultaneously represent organisational decisiokimggrocesses.

* Analyse the interdependencies of roles within tigo$y chain.

* Analyse the consistency between the coordinationlamcand the decision

policies.
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« Can evaluate the effectiveness of new policies reefonplementation
(Venkateswaran, Son et al. 2002).

« Unaffected by politically and emotionally chargettemstances under which
such decisions are often made (Swaminathan, Sinah £998).

* No identified mechanism for measuring the bullwlagequately indicates
which of the different causes is (chiefly) respbtesior which solutions are
therefore most relevant. This question can be addrkvia simulation but it is

not feasible in practice.

Unsurprisingly numerous researchers have used aiionlmodels of a supply chain
to study different aspects of the supply chain sashthe instability of the chain,
performance effects and demand amplification (Vésgwaran, Son et al. 2002).
Widely referenced in the literature Towill, Naim aet. (1992) use simulation
techniques to evaluate the effects of various sumblain strategies on demand

amplification. Strategies investigated include;

1. Eliminating the distribution echelon by including in the manufacturing
echelon (make and send directly from factory)

Integrating the flow of information throughout tbleain.

Introducing a JIT policy to reduce lead time delays

Improving the movement of WIP by modifying orderagtity procedures.

a kM 0D

Modifying the parameters of the existing order ditgiprocedures.

The simulation model successfully showed that dteeln removal strategy (1) and
the JIT strategy (3) were observed to be the mifstteze in smoothing demand
variations. To select simulation as a suitable wetfor the analysis of dynamic
Supply Chain behaviour is therefore a defensibleisitan. Simulation models can
handle stochastic behaviour throughout the SC gndong that, queuing situations
and other phenomena dependent upon uncertaintyp@naton and transportation

times can be evaluated (Persson and Olhager 2002).
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6.3 Types of Simulation

Within the area of simulation modelling are a numifeidentifiable options.

6.3.1 Spread sheet models

Most spread sheet models are static in nature aadsinple aggregations or
consolidations of data that are sometimes descréedsimulation. Steady-state
models are valuable, but they hide or gloss overatttual behaviour that occurs in a

real, dynamic process (Holweg and Bicheno 2002).

6.3.2 System Dynamics

System Dynamics is a computer-aided approach falysimg and solving complex
problems with a focus on policy analysis and degi@ngerhofer and Angelides
2000). System dynamics views companies as systeitls six types of flows;

materials, goods, personnel, money, orders, amanr#tion. In so doing it assumes
that managerial control is realized through thengivag of rate variables which in turn
change flows and hence stocks. A crucial role aygud by the feedback principle; i.e.
a manager compares a target value for a specifitorpgance metric with its

realization, and in case of undesirable deviatio® iihanager takes corrective action.

6.3.3 Gaming

Acknowledging the fact that it is relatively easy simulate defined operational
processes but far more difficult to model humanav&hur, mention must be made in
this section of the possibility of simulation viaidiness gaming. This solution,

whereby managers themselves operate within thelaietlworld of a Supply Chain
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and its environment, offers many benefits partidylavhen demonstrating to
practitioners. As described in section 2.1.1 ganmmgy be an avenue for wider
communication in future, however as this is thetfattempt to explore the impact of
supply chain performance measurement on the buyllvefiect, more quantitative

methodologies are considered appropriate.

6.3.4 Discrete Event Dynamic Simulation (DEDS) Models

The objective of DEDS is to understand the dynarmofdhe system and ultimately to
identify strategies to minimise inefficiencies retsystems. Such systems comprise of
jobs and resources; jobs are physical entities tifagel from resource to resource
where their attributes are changed as they proghesagh the system. For example,
in a model of a supply chain, the jobs are prodtias progress through transport and

buffer inventories (both resources) to arrive atritailer.

The main reasons to use discrete event simulateEn a

Able to capture system dynamics where time depdanééations are analysed.

* Permits the evaluation of operating performancea(@hand Makatsoris 2001)

» Has the capability of capturing uncertainty and ptaxity (Jain, Workman et
al. 2001)

« Computationally efficient, intuitive and easy todenstand (Barnett 2003).

DEDS has advantages over Analytical methods asdh#lexity of Supply Chains

obstructs analytical evaluation (Van der Zee and dar Vorst 2005) and is the

preferred method used for simulation of supply ci{@erzi and Cavalieri 2004)
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6.4 Conclusion

This chapter has established from the literatued; tAnalytical and Organisational
approaches to Supply Chain behaviour typically mersonly average demand under
static conditions and cannot deal with the comphéaractions within a supply chain
(Swaminathan, Smith et al. 1998). Phenomena likeashel amplificationthe purpose
of this study must be investigated by methods based on thenagseof the system
(Riddalls, Bennett et al. 2000) and Simulationhie tmost widely supported tool for
examining how the dynamic behaviour of the Supphai@ reacts to controllable

factors.

Which type of Simulation is appropriate howeverpe@eds on the problem to be
solved,;
« System Dynamics can readily demonstrate the butiwdffect and offers
useful qualitative insight.
e Games can educate users whilst studying the effefctgualitative factors
(such as type of decision support system.
* DEDS simulation can track the sequence of linkedisilens arising as an
order proceeds through the physical supply chaihilstv measuring the

performance of systems and its individual companent

The ability of DEDS to capture events and exprhssitnumerically, with the ability
to reproduce a scenario under differing experimertanditions for sensitivity
analysis, means it is the method of choice for stigating dynamic behaviour in

supply chains and will be adopted in this work.

The decision process itself would also need to ibaulated so that changes in
performance priorities are reflected in the dedisionade. In a Simulation context
this is little unusual since in most studies thégyo level of safety stock levels for
example, is constant throughout the simulation rumthis case that policy would be
reviewed as the model runs so that, in this exantpéetarget safety stock would be
recalculated each period. The way the SCOR pedoce metrics were incorporated
in this review process would also have to be defindhis type of review would
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apply to all the operations processes in the suppam and thus would encompass
reviews of resource levels, order policies, proguncand transport alternatives. This
type of modelling is more common in System Dynantihes) in DEDS but there is no

reason why a discrete simulation could not incafmrsuch processes (Stone and

Love 2007) and to do so would further enhance tiggnality of this work.
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7 THE MODEL

From previous Chapters it has been establishedhisatnodel must;

* Generate and capture the quantitative level ofvidupy within a simulated
supply chain. Since dynamic behaviour is itselifirzction of the structure of
the system (Disney, Naim et al. 1997) use will badenof the (remarkably
few) system designs that have been used to suattgsstudy Bullwhip

present in the literature.

e Simultaneously record SC performance across a# BCOR aspects of
performance, at each of the three roles; Retdilistributor and Manufacturer,
and compare them to individual sets of target \&alue

* Incorporate aroptional (as testing IF the application of performance nostr
changes the dynamic behaviour of the model is foneatial) mechanism to
dynamically prioritise one of the five aspects effprmance, at each role and
adopt the predefined operational settings seedig 1

* Record the ‘standard deviation of demand at eadbrgroint’ (as dictated in
section 2.3) and to record necessary model parasngteorder to; assist in
debugging of the model and to indicate the causangfdynamic behaviour

within the supply chain.
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Binary Switch. Binary switch.

A 2nd facility (which same unit cost but additional fixed Air Freight has a higher cost and a smaller min batch size
cost) may be available. than Sea. Air departures are more frequent and transit

Utilised as required (queue length) this offers available times are shorter. Reliability is the same.

capacity but at higher production cost. Similarly for Courier transport as opposed to domestic
/ haulage.

Manufacturer Distributor Retailer [ |Consumer| Level 1 associated metric

The five SCOR aspects Product_ion ReO.rder Transpon ReO_rder Tranqur‘[ ROP Demand
of performance Capacity Point International Point domestic

Reliability 2 facilities | ROP up Sea ROP up | Regular ROP up Mean and std Fill rates
Responsiveness 2 facilities | ROP up Air ROP up | Courier ROP up dev. to Order Fulfillment lead time
Flexibility 2 facilities |ROP down Air ROP down| Courier | |ROP down| | describe size Supply Chain Response time
Cost 1 facility |ROP down| Sea ROP down| Regular | [ROP down| | and intervals Total Supply Chain cost
Utilisation 1 facility |ROP down Air ROP down| Courier ROP down of orders. Asset turns or 'revenue/assets’

W

| ROP is the primary policy adjustment in the model. |

Figure 19. Process configuration and Performance jority. Source author

7.1 Outline Model Structure and Requirements

The typical simulated supply chain (see Fig 1) issof, Customer, Retailer,
Distributor, Manufacturer and a Supplier. The Costd/consumer places orders with
and receives goods from stocks kept by the Retdilee Retailer places orders with
and receives goods from stocks at the Distribuidre Distributor, in turn, place
orders to and receives goods from stocks at theuMaturer. The Manufacturer
produces the goods, in its facilities, utilising tevéals it has ordered from the
Supplier.

In this case (see Fig 20) the three ‘roles’; RetaiDistributor and Manufacturer all

operate independently; generating forecasts aedriag to target stock levels so as to
place orders and meet local demand as necessatly.dduble forecasting, whereby
incoming forecasts are generated at every decioont and then submitted to the
preceding role where the same process occurs Ragimanabhan et al. 1997), is the
original/principle driver for the bullwhip effectnd consequently some, lower level
Bullwhip should be witnessed prior to the applicatof the simulated performance

metrics.
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Time phasedrecord of; Time phased record of; Time phased record of;

production orders, ROP, Orders placed, deliveriesreceived, Orders placed, deliveriesreceived, Time phased record of;

production capacity, FG inventory ROP, FG inventory, orders received ROP, FG inventory, orders received Orders placed, deliveriesreceived.
and FG produced/delivered. | and deliveriesmade. __| _| anddeliveriesmade. .
Manufacturer Distributor Retailer Consumer
2 12 v v
Alternative Local stock Orders /
O held here. Localstock held h demand
capacity with ocalstockheldhere Localstock held here generated.
cost, .
9 Production Replenishment orders .
PTPdUCUOH orders placed subjectto Replenlshmer_n orders Order size
time and placed iable ROP poli placed subjectto and interval
availability . VETEEBINO) P La5Y iable RO li P
bl subjectto decision. variable ROP policy variability (5)
variale variable ROP decision. usefulfor
(R S: policy model
decision. verification
4 4 4
Delivery via air or sea A Delivery via Truck or Courier a Delivery f tock ;
transittime and cost transittime and cost g elivery from stoct
implications . implications Back orders fulfilled first.
| Delivery performance (OTIF) | | Delivery performance (OTIF) | | Delivery performance (OTIF)

Figure 20. Model roles and required functionality

Each role will also independently monitor all fiespects of SC performance
continuously, prioritising aspects of performance reecessary and applying the
appropriate pre-defined settings accordingly. Hgain can be justified by reference
to the literature, a typical supply chain involwesiltiple (semi)autonomous parties,
which may have several possibly conflicting objeesi (Van der Zee and Van der
Vorst 2005).

The Customer represents the consumer demand amwdkiis limited to delivering the
simulated demand and measuring delivery performanice Supplier has unlimited
material which it delivers to the Manufacturer a&guired, it does not measure

performance or undertake any calculation or ordecgssing activity.

The Retailer-Distributor (R-D) interface and thestibutor-Manufacturer (D-M)
interface are serviced by independent transpornaystems, Air or Sea transport for
the D-M interface and Courier or Road haulage fdd.R he differing order intervals,
quantities, transport batch sizes and transit tinet@een each relationship pair define

the model as aasynchronousupply chain (Das and Abdel-Malek 2003).

The specific simulation software used is not com®d an issue in terms of the

fundamental issues examined. In the past combmaf the simulation tool Arena

and the procedural programming language Visual®B@asiApplications (VBA) have
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been used to simulate supply chain systems witkgrated decisions (Banks and
Malave 1984). Developments in software mean thatrntodel logic and the more
complex algorithms programmed in VBA can now becaumodated in a single piece
of software. For expedience; in terms of pre-emgsticence agreements and local
simulating expertise the model has been desigmeplemented and run on Simul8

2007 and runs on a PC under the Windows operaysigrs.

7.2 Assumptions

The art of simulation lies in deciding what shoalat be included in the model since
the closer the model structure reflects that ofréred system the more complex and
inefficient it becomes (Love 1980). In all simutati studies it is relevant to

specifically point out the model assumptions makddi 1998).

» Like the Beer Game the model is largely a singledpct retail distribution

game, it does not therefore not take product camwelinto account.
* Production facilities have finite capacities butcéese only one product is
represented, machine setup and capacity allocapmotesses are not

simulated.

e Supply material resources are assumed to be fiaitd instantaneously

available.

* Process reliability and quality problems are neotuded.

* Accurate information is assumed to be available.

» Each role replenishes the succeeding inventory, @ades orders on the

preceding inventory in the SC.
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» Order cancellations are not permitted.

e Scheduling, ordering, purchasing and informatia@am$mission is instant.

* Aggregation of several activities into a single edstinistic delay. For
example, the entire manufacturing process andrémsportation activities are

represented simply as point delays.

» Complete back-ordering is assumed. If an order feorale exceeds the stock
of the preceding inventory, the order is only @dlyifiled and unmet quantity
is backordered. When a part or the whole backoddepgantity becomes
available in stock, it is sent to the succeedinggRothe next delivery period.

This delivery process continues until the wholeeoed quantity is delivered

= All three Roles follow a continuous inventory rewigoolicy, calculating
inventory levels, comparing them against their alaied re-order point (ROP)

and placing an order of a defined batch quantity.

7.3 Inputs

The last decades of the twentieth century havees#ed considerable growth of
global supply chain networks across a wide vardtyndustries. The level of interest
in global supply chains and global operations mansmnt has actually been studied
quantitatively (Meixell and Gargeya 2005) the numbe articles published in 28
leading operations management journals has inatdes® 32 in 1986 to 88 in 1997.

It seems appropriate therefore to include an i@tgwnal aspect to the model.

The Demand data used, Production, Purchase, Trdrespd Carrying Costs were
based upon a brand of coffee-pot described in th®ighed literature (Ulrich and
Pearson 1998). This data has also been developkdisad subsequently in work
considering SC dynamics and the Lean/Agile debEagl6r, Love et al. 2008) where
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standard deviation of demand values of 0.033, 0ak80.33 were used to represent

distinct Lean/agile parameters.

The opening Inventory levels, Reorder Points anor@ Quantities (all input via the
Input Spreadsheet) were established in the vetibicgphase and plausible values that

readily accommodated the model achieving steadye stzere established, for

example;
Retailer
Opening Inventory 1000 units
Retailer ROP 1500 units
Retailer ROQ 200 units
Distributor
Opening Inventory 1500 units
Distributor ROP 1500 units
Distributor ROQ 200 units
Manufacturer
Opening Inventory 5000 units
Manufacturer ROP 5000 units
Manufacturer ROQ 200 units
7.3.1 Demand

Spread sheet functionality within Simul8 allowed faumerous parameters to be

altered and entered quickly and easily.

Consumer Demand

Interval 5 days Order arrives every 5 simulation days

Inter-arrival time 1.6 days 0.33 stdev

Quantity 200 units Demand is 4000 Coffee pot's/day average =40 orders per day.
Std Dev 60 units/order 0.33 stdev

For ease of simulation (largely to achieve a wolikamulation run time on a typical
research standard desktop computer) 1 unit repexsem order of 100 coffee pots.
Key parameters describing individual orders; siad mter-arrival time were subject

to their own separate stream of random numbersgltine simulation runs.
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By default, when the clock is set back to the stdrthe simulation time, all the
random streams are reset to their starting seduds.nieans that a second run of the
same simulation will produce the same results. $éedthe random numbers are
changed by selecting; TRIALS > RANDOM SAMPLING frotime main menu. This

randomness ensures the model does not become de$tian

7.3.2 Purchase and Carrying Costs

Various sets of published simulation work (Lambemd Pohlen 2001) might have
provided cost data for the simulation model, eadth ws own varying level of
deficiencies, but since first-hand experience heehbestablished with a particular set
of data (Taylor, Love et al. 2008) this formed Hassis of the inputs.

TRANSFER PRICE

Supplier $500/unit $5/pot

Manufacturer S4500/unit $45/pot

Distributor $5500/unit $55/pot

Retailer $7000/unit $70/pot

CARRYING COST per unit/day 30% p/a of Role sale price
Manufacturer 3.699 S4500/unit x 30% x 1/365
Distributor 4521 $5500/unit x 30% x 1/365
Retailer 5.753 $7000/unit x 30% x 1/365
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i 541 SIMULS Visual Legic: Cost collection On Exit Logic

| AllVisual Logic - Cost collection On Exit Logic
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MAMUFACTURER

This line records the contents of the Manutacturers BM warehouse

SET spr_Cost{35,Cost_counter] = 36 Raw Material Stores. Count Contents

Thiz line records the contents of the Manutatturers Ak warehousze and multiphes it by 3 daily campng cost (based in Man transter price)
SET spr_Cost{36 Cost_counter] = spr_Cost{35.Cost_counter]*3.63

Thiz line recards the cortents of the M anufacturers FG warshouse

SET spr_Cost[37 Cost_counter] = 31 Manufacturer FG.Count Contents

Thiz line takes the contentz of the Manufacturers FG warehouse and multiplies it by a daily carrying cost

SET spr_Cost[38.Cost_counter] = gpr_Cost[37 Cost_counter]*3. 69

Thiz line records the contents of the b an-Dist by Alr, in transit inventony

SET spr_Cost[39,Cost_counter] = 208 Man_Dist &ir Count Contents

Thiz line takes the Ar inventory and multiphes it by a factor to calculate the canmying cost plus the ransport cost.

‘The cost iz per pot per day [so ranzport pice/unit iz divided by transit ime | plus & daily canving cost - see spreadshest
SET spr_Cost{40 Cost_counter] = spr_Cost[39.Cost_counter[[2153.7]

Thiz line records the contents of the Man-Dist by Sea, in transit nventony

SET spr_Cost{41 Cost_counter] = 20 Man_Dist Sea.Count Contents

Thizg line takes the Sea invehtory and multiplizs it by a facter bo calculate the carying cost plus the ransport cost

The cost iz per pot per day [so ransport piice/unit iz divided by tranzit ime | plus a daily caring cost - see spreadzhest
SET spr_Cost{42 Cost_counter] = spr_Cost{40.Cost_counter[[11.13]

Fl

i |

\Tl-meCheckL_o-glc-)\_Cost collection On Exit Logic;{Dist Service ROP Review On Exit Logic ADist Metric Priarity Rieview On Exit I_-o-glc'l_/'I

||

13

Figure 21. Example of visual logic calculating trasport carrying costs. Source author.

Since they reflect realistic/commercial values fgchase Prices and Carrying Costs

for the material/coffee-pots were hard coded inke tvisual logic (Fig 21).

Investigation of the relative weighting appliedtt® performance metrics associated

with Cost and Utilisation could be varied readily mecessary and this would avoid

unnecessary complication of the model.
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7.3.3 Transportation

Based on the packed dimensions: 30cm x 25cm x 49€h®3cbm, standard Pallet
(base dims 1m x 1.2m) carries some 1.2 cbm cargtOquots/pallet. Standard ISO
container (approx 30 cbm usable space) carries déhpallets double stacked so 48

pallets in total (48 x 40) or 960 pots/container.

There are two interfaces where a choice in trangpon mode will occur;
Manufacturer-Distributor and Distributor-Retailérabels are associated with orders
according the Role’s performance priority and th#ags determine the transport
route these orders take (Fig. 19). The SupplierdNtturer interface is assumed to
be serviced perfectly by the Supplier, in real w®rthis might represent a Cost
Insurance and Freight (CIF) INCO term. The Retdllastomer interface is similarly
assumed to enjoy zero transit time, representiaglilistomer operating the transport

themselves as with most retail store operations.

Since the desired model has to be sufficiently stiglated in order to capture;
transport costs plus the inventory costs of thedgoo transit (in order to fully capture
the cost implications of transport options), theual logic is programmed to capture
the daily content of the transport element andthseto calculate; the daily transport
cost (the unit total transport cost/transit timedlaily carrying cost (transfer price x
30% x 1/365).
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Manufacturer — Distributor Transport costs:

* China — US Sea Freight costs: $2,500 per containg2500/960) with a

transit time of 6 weeks (Taylor, Love et al. 2088%ome $0.11 per coffee pot

per day.

» China — US Air Freight costs: 2 pallets of air fiei @ $4.70/Kg (Zeng 2003)
with price adjusted for years (Taylor, Love et 2008) is some $21.15 per

coffee pot per day.

Manufacturer - Distributor

Sea transport batch size 14 units

Sea transport transit time 35 days

Sea transport cost (incl CC) $11.13/unit/day

Air transport batch size 14 units
Air transport transit time 1day
Air transport cost (incl CC) $2,153.70/unit/day

1400 pots per container Sim item 19 prop, route in
Sim item 20 prop
$2.60 per pot by sea (So) $260/batch ... (260/35)transport/day +(4500x(0.3x(1/365))daily carrying cost
per pot = (2.60/35)+(45*(0.3*(1/365))) = 0.111272016
Sim item 19, routing in
Sim item 20a, prop
$21.05 per pot by air (So) $2105/batch ... (2105/1)transport/day +(4500x(0.3x(1/365))daily carrying cost
per pot = (21.50/1)+(45*(0.3*(1/365))) = 21.5369863

Distributor - Retailer Transport costs:

» Standard: 3 day groupage service freight ratespg3(allet or $0.75 per pot

(based upon a competitive city centre deliveryfflaar $0.295 per pot per

day.

e Courier: 1 day (next day) service freight rates $80 pallet or $1.25 per pot

or $1.295 per pot per day.

Distributor - Retailer

Road batch size 1 unit

Road transit time 3 days

Road transit cost $29.52/unit/day
Courier batch size lunit

Courier transit time 1days

Courier transit cost $129.52/unit/day

48 pots per pallet Sim item 7, prop, route in
Sim item 10, properties
$30 per pallet of 40 pots OR 0.75/pot (So) (0.75)/3 day transit +(55x0.3)x(1/365)) daily carrying cost
per pot = (0.75/3)+(55*(0.3%(1/365)))= 0.295205479
Simitem 7, prop, route in
Sim item 10A, properties
$50 per pallet of 40 pots or 1.25/pot (So) (1.25)/1 day transit +(55x(0.3x(1/365)) daily carrying cost
per pot = (1.25)+(55%(0.3*(1/365))) = 1.295205479
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7.3.2 Production Costs

Production costs for the standard product are baget previous published work
using the coffee pot data. Typical production cests$10.85 per coffee pot and this
facility is incorporated into the model in the sietion item number 30 labelled

“Manufacturer”.

There is an additional production facility; 30A, b&led “Manufacturer 2”

representing an optional additional production litycbut in theory could represent
the range of feasible production strategies a naatufer might employ to cover
periods of excess demand; overtime, outsourcingoaratiditional/excess capacity.
(Excess in so far that the standard; “Manufacturdnas capacity equal to mean
Consumer demand i.e. 40 units each da@iie standard cost for this additional facility
was initially set at standard facility plus 50% $t6.28 per coffee pot and the

sensitivity of this figure was investigated in tnedel verification phase.

Production
Manufacturer (1)
Production time 0.6 days/unit/workcentre Input SS (2,5)
Capacity 27 workcentres 27 workcentres @ 0.6 days/unit; 45 units/day Sim item 30, prop, Replic.
Production Cost $1,085/unit should be $10.85 per pot so $1085 per unit Sim item Cost Collection, Visual logic hard code,
Cost SS; Daily count of both Man elements X their cost/unit
Manufacturer (2)
Production time 0.6 days/unit/workcentre Input SS (2,5)
Capacity 27 workcentres 27 workcentres @ 0.6 days/unit; 45 units/day Sim item 30, prop, Replic.
Production Cost $1,194/unit Production costs $20 per pot so $2000 per unit Sim item Cost Collection, Visual logic hard code

When the link to “Manufacturer 2” is available (F1§), the link being established
according to the Manufacturer’s performance pnofsiee section 7.4), then orders are
directed to this, more costly, option when the pmynfacility “Manufacturer” is

engaged.

107



8 SIMULS Visual Logic: 'Man Metric Priority Review On Exit Logic =HACI |

Allvizual Logic - 'Man Metric Prionity Beview On Exit Logic

L Having established Dzt prionties, thiz line applies the appropriate Digtributor configurations
P ”.: Yar_Man_Priority = 1

r-- Utilization

:r- - UrLink Simulation Objectz 29 Kitting station , 304 b anufacturer 2

:*- - Set Route Out Priority 19 Batch and Dispatch , 208 kan_Dist Air, 1

-~ SET Yar_kMan_ROP = [[1004ar_Man_Adust ROP_Factor]ar_kan_ROP]A00
IF *ar_ban_Priority = 2

-~ Flesibilty

:r- - Link Simulation Objects 29 Kitting station . 304 Manufacturer 2, 0

:*- - Set Route Out Priority 19 Batch and Dispatch , 208 kan_Dist Air, 1

-~ GET War_Man_ROP = [[1004ar_Man_Adust ROP_Factor]*ar_Man_ROP]A100
”.: Yar_Man_Priorty = 3

r-- Cost

:r- - UnLink Simulation Objects 29 Kitting station , 304 Manufacturer 2

:*- - Set Route Out Priority - 19 Batch and Dispatch , 20 Man_Dist Sea . 1

-~ SET Yar_kMan_ROP = [[1004ar_Man_Adust ROP_Factor]ar_kan_ROP]A00

2
2
-

(K]

"' an Metric Priarity Review On Elz-cit Lu:ugiu:,-{Het Service AOP Review On Exit Lu:ugiu:,-{'l 9 Batch and Dizpatch Route In Before Lu:ugiu:,-"'

IFFAT el aflee micemect e TR IRICEAT oooitbofaeo [ 1M el A1 el s

Figure 22. Additional manufacture facility ‘linked’ according to Manufacturer performsnce

priority.

7.4 Re-order Point calculation

Various articles give detailed accounts of the omdemechanisms used in Bullwhip
simulations. (Al-Zubaidi and Tyler 2004) give a wable account of the merits of the
mathematical expressions whilst Holweg, Disneyle(2005) graphically represents
the ordering processes with a water tank model.
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Aston University

ustration removed for copyright restrictions

Figure 23: Water tank model with independent ordering decisions. Holweg 2005

Inventory levels are continuously monitored and as soon as total inventory drops

below the reorder point, a replenishment order is triggered.

As in other models, the order point is determined by estimating the expected usage
during lead-time plus some expression for calculating a safety stock (Al-Zubaidi and
Tyler 2004). This demand forecast will be calculated as the moving average of the
demand over a given (variable) number of periods. Disney, Naim et al. (1997)
discusses the merits of the various averaging options including moving average and

exponential smoothing.

Alternative mechanisms might be tested in due course but on the grounds that the
fundamental question requires merely the inclusion of a representative mechanism
then a simple moving average method is utilised. The calculated average demand is
multiplied by a variable input figure (Bullwhip ROP Review Multiplier) which acts as

a classic safety stock multiplier. This mechanism generates the required Bullwhip

effect and readily facilitates adjustment of the scale of the effect for simulation

purposes.

SET Var_Ret ROP = Var_Ret_Bull_ ROP_Multiplier*Var_Ret_Avg_Demand
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; Change Mumber of  Review

T

L;L%ﬁ; ROP by  |Weeks Interval
RETAILER POLICY Multiplier |{%) Averaged  (Days)
Senvice ROP Review 0.9 5 20 20]tri
Finance ROP Review -12 999339
Bullwhip ROP Review 1 10 20
Capacity (stns) Review - Reduce 10 -1 5 30
Capacity (stns) Review - Increase 100 1 5 30

MB Mum stns is increased or decreased based on the length of backlog queue at mfg. NB Averac

Trigger Change Mumber of  Review

Level % ROP by  Weeks Interval
MANUFACTURER POLICY Multiplier |{%) Averaged  (Days)
Senvice ROP Review 0.9 5 20 20]tri
Finance ROP Review -12 999999
Bullwhip ROP Review 3 10 20
Capacity (stns) Review - Reduce 10 -10 5 30]tri
Capacity (stns) Review - Increase 100 10 5 30|tri
MDD Rliima mbmem im immrmmmnd are Admmraman A kamad fm tlha lnmatls afF hasldlas miimiin Ab mafa RO Avrmems

Figure 24. ROP calculation and Bullwhip. Source autor

In Fig 24, for validation purposes only, the Re&taiROP is based upon a 10 week
moving average of downstream (Consumer) demandtipted by a Bullwhip
Multiplier factor of 1. The Bullwhip Multiplier isessentially a ‘safety stock’
multiplier which is multiplied by the average derdan order to establish a reorder
point that includes a level of safety stock. ThenMacturer ROP (in this example) is
based upon a 10 week moving average of downstreaistriputor) demand,
multiplied by a different Bullwhip Multiplier facto of 3. These two distinct
components of ROP calculation were considered itapbras whilst the Bullwhip
Multiplier offers an immediate way to directly inBnce the size of safety stock held
at various Roles, the demand average period igdnotenuch of the published work
as a key experimental variable in simulating thdMghip effect, longer periods

actually reducing the quantity of Bullwhip.
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In the model a replenishment order is placed as s®othe inventory level drops
below the reorder point. In the case of the Manufac, Economic Batch Quantity

(EBQ) rules dictate the order size.

This replenishment triggering is based on #fiectiveinventory level (Merkuryev,
Petuhova et al. 2002), which is the quantity ondhglius the quantity on order minus
the unshipped backorders to customers

This is represented in the Visual Logic as follows;

 SET Var_Man_Total Stock = [[31 Manufacturer FG.CoGontents+30
Manufacturer Count Contents]+[[26 Queue for SermtBction Order.Count
Contents+27 Send Production Order]*Var_Man_EBQ§|€ueue of
production orders. Count Contents

e IF Var_Man_Total Stock < Var_Man_ROP

e Add Work To Queue  Production Order , 26 QueaeSend Production
Order

7.5 Outputs

The merits of DEDS become apparent in thehaviour analysisstages when
modelling complex systems. Arguably (Disney, Nainale 1997) the method makes
it possible to model a total system beyond an idd&ai's capacity. Required
parameters for each process can be output in mamysf in the case of Simul8
directly to spreadsheets, and the parameters sufirogy the transit of individual
orders, as they progress through the model, caaftire be mapped and recorded for

later analysis.

Primary outputs in this model include; the simullatiene unit, customer demand for
each simulated time unit, data about each individuzgentory, orders made by all

roles, replenishment quantities received from thecgding role, calculated ROP’s
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and performance against all five aspects for Mastufar, Distributor and Retailer.

These outputs can either be recorded and writtemadifiable

spreadsheets or

displayed graphically which can be useful in quydklentifying changes and patterns

in data trends Fig 26.

Ipeed: ||« |
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Figure 25. Graphical output of simulation model paameters

Because of the more limited spread sheet funcitynad Simul8 the Standard

deviation of demand calculation in order to asskedevel of Bullwhip was written

into the visual logic (Fig 21).
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r-- Record of orders ariving at b anufactuner
:-- - SET Spr_Drders_Dut[19¥ar_Counter_\Wweek+3] = 17 Send Order to M anuf Completed/ar_Dist_RO0
E- -- SET Spr_Orders_Out[20ar_Counter_‘#eek+3] = [17 Send Order to Manuf. Completed®/ar_Dist_ ROG S pr_Orders_ Out[19.¥ar_Counter_'week+2]

E-- IFYai

r_Counter_‘Week »= Var_Man_Bul_Perz_in_AwgDemand

s SET War_Man_fwg Demand = 0

'
boo
'

__

SET War_SumSD = 0
LOOP [MWar_Counter_wWeek-Afar_Man_Bull_Pers_in_awvgDemand]+3+1 > YWar_Loop i »>>» War_Counter_wWesk+3

:* -- SET YWar_Man_Awg_Demand = War_Man_Awg_Demand”far_Man_Bull_Pers_in_AwvgDemand
:L -- SET Spr_Orders_Outf21 War_Counter_Week+3] = Var_Mar_swg_Demand

- - Thizg line loops the peiod across which the Local Standard Deviation (S0 iz calculated [zame as average)
- LOOP [[War_Counter_‘Week-Aar_Man_Bull_Pers_in_AvaDemand]+3]+1 »»» War_Loop_i »>» Var_Counter_\Wesk+3

:* - - Thiz line iz the manual calculation for the nominator of the local S0owithin the penod [loop).
S SET Var_SumSD = Var_SumSD+{[Spr_Orders Out[20War_Loop_ilYar_Man_svg Demand][Spr_Orders Out[20Var_Loop_ilar_Man_Awg Demand]]

:*- - thiz ine calculates the SO [Sqrt of the zums of the difference dividied by M-1] and then writing it to the speadszhest
“-- SET Spr_Orders Outf22 War_Counter_Week+3] = SORT[War_SumSDAWar_Man Bull_Pers_in_&wgDemand-1]]

'
Lo-

Figure 26;

76 P

76.1 R

Std Dev Calculation in the Visual LogicSource author.

erformance Metrics

eliability

Assuming that a downstream Role negotiates an taddepmnean delivery/transit time

(adjusted according to role) and calculates anrgedt that accommodates this

figure, R

eliability is the percentage of ordersiklde/allocated directly from finished

goods stock. This is implemented through the uskaloéls, applied according to the

given criteria, that dictate the route through #wmulation to storage areas where

‘count contents’ can be tracked, Reliability caddad and results output to a spread
sheets (Fig 27).
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Orders are investigated at critical points in thedel and, in the case for example the
Retailer, the Label for ‘Order Time In’ is deductiedm the ‘Simulation time’ and a

time of less than 1 indicates delivery from shealfopposed to a longer period. This
calculated value, of less than 1 or more than ierdenes the characteristic of a
second label which dictates the order route andctimulative value of such routes

are used to calculate Reliability on the associapgdadsheet.

IF Simulation Time-Lbl_Cons_Order_Time_In <= 1

SET Lbl_fulfilled_on_time = 1
ELSE
SET Lbl_fulfilled_on_time = 2

Figure 27. Output spreadsheets calculating Reliabtly performance service levels

A moving average Reliability performance (calcutbterer a ‘variable input’ number

of weeks) is then calculated periodically (Fig 28).

114

A | B = D E F G H 1 J K L
1 | Consumer/Retailer | | Retailer/Distributor | | | | Dis
2 |Week Ontime cum Late Cum WkOT WKLt WkSL Ret_Avg SL |Ontime cum |Late Cum WkOT WKLt WhkSL Dist_ Avg_SL On
4
4 1 223 0 223 0 100% | 400 0 400 0 100%
5 2 627 0 404 0 100% | 400 200 0 200 0%
6 3 613 0 186 0 100% | 600 200 200 0 100%
7 4 1200 0 387 0 100% | 1000 200 400 0 100%
8 5 1418 0 218 0 100% | 1200 200 200 0 100%
9 6 1653 0 235 0 100% 1200 200 0 0
10 7 1874 0 221 0 100% 1200 200 0 0
11 8 1874 0] 0 0 1200 200 0 0
12 9 15900 106 26 106 20% | 1400 200 200 0 100%
13 10 1994, 157 94 51 65% | 1600 200 200 0 100%
14 ig] 2143 157 149 0 100% 1600 200 0 0
15 12 2212 288 69 131 35% | 1800 200 200 0 100%
16 13 2319 381 107 93 54% | 1896 304 96 104 48%
i 14 2586 489 267 | 108 71% | 1988, 612 92 308 23%
18 15 281 489 225| 0 100% 2188 612 200 0 100%
19 16 3034 581 223 92 1% 2588 612 400 0 100%
20 17 N 581 1587 0 100% | 2988 612 400 0 100%
21 18 3719 581 528 0 100% | 3188 612 200 0 100%
22 19 3887 617 168 36 82% | 3788 612 600 0 100% |
3 20 4211 617 324 0 100% 84% | 3788 612 0 0 91%
24 2 4476 617 265 0 100% | 3968 612 200 0 100%
25 22 4690 617 214 0 100% | 4588, 612 600 0 100%
26 23 5153 617 463 0 100% 4788 612 200 0 100%
27 24 5436 617 283 0 100% 84% 5388 612 600 0 100% 91%
28 25 8574 617 138 0 100% 5388 612 0 0 |
29 26 5574 617 0 0 | 5388 612 0 0
30 27 5814 617 240 0 100% | 5788 612 400 []I 1(][]%! |
] 28 6026 617 212 0 100% B4% 5988 612 200 0 100% 92%
32 29 6414 617 388 0 100% | 6188 612 200 0 100%
33 30 6414 617 0 0 | 6188 612 0 0
34 K} 6578 617 164 0 100% 6388 612 200 0 100% |
35 32 6624 617 246 0 100% 93% 6588 612 200 0 100% 92%|
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/| 38 SIMULB Visual Logic: Ret Service ROP Review On Exit Logic -

All'Wizual Logic - Ret Service ROP Review On Exit Logic

(SRl et Service ROP Review On Exit Logic
:r-- Fiead retailer zervice level from spreadzheet
- SET War_Ret_Service_Level = Spr_SL_Resultz[BWar_Counter_‘wWeek+3]

i . .
r-- Calculates the average service level over i weeks

E-- IFYar_Counter_‘week »= Var_Ret_Mum_Fer_awg Service
r-- SET War_Ret_fwg 5L = 0
:L-- SET Var_fero_counter = 0
:L- - Loops over the last i weeks, adds service levels for i weeks and divides by i to caloulate average service level
I$|-- LOOP [[¥ar_Counter_‘week-var_Ret_Mum_Per_&wg Servicel+3]+1 »»>> Var_Loop_i »»» Var_Counter_eek+3
E E--- SET Yar_Ret_dwg 5L = War_Ret_fwg SL+5pr_5SL_Resultz[6 Var_Loop_i]
= IF Spr_SL_Results[B\War_Loop_i] <= 0
E Lo SET War_Zero_counter = Yar_Zero_counter+1
I$|-- IF War_Fet_Murn_Per_swg Service-Var_Zera_counter > 0
So- SET War_Ret_dwg 5L = War_Ret_swg SLAVar_Ret_Mum_Per_gwo_Service a_£ero_counter]
E i—-- SET Spr_5SL_Resultz[7 War_Counter_Week+3] = Yar_Ret_Awvg SL

TRV Y Yy VPN POV VRSV VER N LI VPN P VY PN Ty et MLEPRVN [ o o M CTRE LN Y

Figure 28: Moving average Reliability calculation.source author

7.6.2 Responsiveness

Defined within SCOR as Order Fulfilment Lead Timramore simply as ‘the velocity
at which a supply chain provides products to th&tamer’, this metric is associated
with Reliability above, but distinct in the sen$att it does not seek to capture the
ratio of ‘goods delivered from stock/total demanuiistead it seeks to capture the
average cycle time for the satisfaction of ALL demhaAverage cycle time of all
orders at each of the three interfaces is captoyeadding a time flag to each order
and deducting the flag value from ‘simulation timlue at the delivery event (fig

29), calculated in the visual logic.
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Figure 29. Adding time Tlags to monitor peftormance

7.6.3 Flexibility

Supply Chain Flexibility, the agility of a supplyh&n to respond to marketplace
changes to gain or maintain competitive advantagaptured in the SCOR L1 metric
as ‘Supply Chain Response Time'. This is intergteie this single product model as
‘material throughput time’. Time flags are added time simulated elements
representing raw material as they are deliveretheoManufacturer by the Supplier.
As the now finished goods, are delivered to thet@uesr this ‘entry time flag’ is

deducted from the ‘simulation time’ and the reqditleroughput time calculated.
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In the case of both Flexibility (and Responsiveh@smore realistic moving average
is required as organisations do not make signifioperational changes in response to
each and every individual order. The SCC suggésils‘average’ values are tracked
in relation to performance. Therefore a moving agerflexibility value across 200

orders (total time for batch/batch size) is momitband recorded (Fig 30).

g e L — s
|| 38| SIMULS Visual Logic: 3 Dispatch to consumer On Exit Logic | [ e
Alizual Logic - 3 Dizpatch to consumer On Exit Logic -

orzurmier O Ex

Ld -

.- - Thiz line cumulates the values for Retailer Order Cycle time in baiches of 200

=-- IF Conz_Order_Batch_counter <= 200

L=~ Thit line incrementaly setz the TOTAL batch time for the batch of 200 Ret orders

L - Mafe the Cust order cpcle time iz defined i the Label az Simulatior time-Cust order label fime at 3 Desp to Ret

F-- SET Var_Ret_order_batch tatal time = Yar_Ret order_batch total time+Lbl Cons_Order_cycletime

r -= Thig line similarly calculates the total 5C throughpot time for a Ret-Consumer batch

:r-- SET War_Ret_order_batch SCthroughput_time = Var_Ret_order_batch SCthroughput_time+Lbl Ret_Fles SC_response_Time
* - Thiz line ensures we cycle through-all 200

m

-~ SET Cons_Order_Bateh counter = Cons Order_Bateh counter+]
E-- ELSE
L--GET War_Fet_order_batch_total_time = War_Ret_order_batch_tatal time/200
:L-- SET War_Ret_order_batch SCthroughput_time = Var_ Ret_order_batch SCthroughput_tirme/200
.- SET Spr_Time[3.0rder_counter_Ret+2] = Yar_Ret_order_batch SC_throughput_time
E r SET Spr_Time[2.0rder_counter_Ret+2] = Yar_Ret_order_batch total time =
:r-- SET Spr_Time[1.0rder_counter_Ret+?] = Order_counter Ret
* SET Order_counter_Ret = Order_counter_Ret+1
:f -~ SET Cons_Order_Bateh counter = 1

4 | m 3

.\3 Dispatch to consumer On Exit Logicf-{Dist Bullwhip Review On Exit LDéi‘CKtDSt caollection On Exit Lngic,;{:rime Check Logic}?" [*1#

=50 B s | g || —

Figure 30. Averaging metrics over a number of value
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7.6.4 Cost

According to the SCOR framework the level 1 metdc cost is; ‘Cost of Goods

Sold’. With a single product and simplificationisat take for example a single

transport cost to represent all costs associate tnansport and ‘pipeline’ inventory

(goods in transit) costs, a single spread sheebeamsed to calculate and display all

the relevant cost data for the model.

Dist
Whse
inventory

500
100
688
688
688
688
488
698
698
698
498
694
694
494
630
690
490
700
700
700
500
696
636
696
696

Dist
Whse
holding
cost

2260.25
452.05
3110.104
3110.104
3110.104
3110104
2206.004
3155.309
3155.309
3155.309
2251.209
3137.227
3137.227
2233127
3119.145
3119.145
2215.045
3164.35
3164.35
3164.35
2260.25
3146.268
3146.268
3146.268
3146.268

Truck

Courier

transport | Truck (pipeline transport | Courier
pipeline  and freight)

inventory | cost

0
400
400
398

0

0
200
200
200

0
200
200
200
200
200
200
200
200
200

0
200
200
200

0

0

0

11808
11808
11748.96
0

0

5904
5904
5904

5904
5904
5904
5904
5904
5904
5904
5904
5904

5904
5904
5904
0
0

pipeline

inventory  freight) cost

[=J = R R R R B R R e R o B e R e B R R R e R R B e R R ]

Total Cumm

Daily

Daily
Distributor cost

(pipeline and Dist Total deliveries by  deliveries by | per unit

cost

0 226025
0/ 12260.05
0/14918.104
0/14859.064
3110.104
3110.104
8110.004
9059.309
9059.309
3155.309
8155.209
9041.227
9041.227
8137.127
9023.145
9023.145
§119.045
9068.35
9068.35
3164.35
5164.25
9050.268
9050.268
3146.268
3146.268

[= A= R A R R e R R R R R e R R e e R R R e R R R e

Distributor

(=R =R

=

400
400
400
400
600
600
600
600
800
800
800
1000
1000
1000
1200
1200
1200
1200
1400
1400

Figure 31. Cost performance calculated on the Cospreadsheet.
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Since on specific days zero deliveries will be iegpl(as downstream roles naturally
fluctuate order patterns) the daily calculatiorco$ts will occasionally deliver a zero

value. In order to avoid erroneous decisions bageth zero values a moving average
calculation for cost is calculated across a nunobelays (Fig 32).

| 58 SIMULS Visual

ggiq Cost col

AllVisual Logic +  Cost collection On Exit Lagic -

5l Cost collection On Exit Logic el
:“' Thiz ine addz & row of data evern meazurement penod ‘= ‘
o SET Cost_counter = Cost_counter+1 ;
i ‘Thig line records the contents of the Retailer's warehouse
:“' SET zpr_Cost[1,Cozt_counter] = 15 Retailer W arshouse Count Contents

“=- 'Thig line takes the contents of the Retailer warehouse and multiplies it by a daily caming cost ($7000 at 30% pla)

SET spr_Cost[2 Cost_counter] = spr_Cost[1.Cost_counter]*[ 70000, 3/385]]

'Thiz line records the cummulative number of delivered items

SET spr_Cost[3.Cost_counter] = 4 Fulfill=d on time. Count Contents+5 Late fulfillment. Count Contents

Thiz ine caleulates the number of Retailer delivered units the previous day

SET gpr_Cost[4,Cozt_counter] = spr_Cost[3.Cost_counter]-spr_Cost[3.Cost_counter-1]

‘Thig line calculates the daily Retailer cost per unit, IF units have been delivered

| gt bl i 24 e o e
'

Mate - thiz daily figure may contain some emors (zera deliveny davs recording no costs ete] BUT the moving average rezalves this.
IF spr_Cost[4,Cost_counter] <> 0

L-ogET spr_Cost[5.Cost_counter] = spr_Cost[2. Cost_counter]/spr_Cost[4.Cost_counter]
ELSE IF =pr_Cost[4,Cost_counter] = 0

= SET zpr_Cost[5.Cost_counter] = 0
This ne ensures a swtable warm up penod ocours - 40 days i this case:
IF Cost_counter »= 40+2

L= Zero's values if collection period iz less than the warm-up period

“- SFT Mar Ret mnw bob cost = 1
' 1 | 3

.\",Cost collection D Exit Logicjﬁiae_theck Logic,{M an Service ROP Review On Exit Logic ,-{'M an Metric Priority Review On Exit Lugic:jIf

g =T ,.....m.....m..

=@ > " smoe D) AMES. | (g Micros.. | gl EndNo.. | . <la 0N WE G a3

Figure 32. Coding of Cost Data into Visual Logic, 8urce author
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7.6.5 Utilisation

Utilisation is defined at SCOR Level 1 as;

Total gross product revenue + Total net assets.

This expression, also described as Asset Turnkidas the management of all assets
including fixed and working capital. In the intet®®f realism, the moving average

across which the nominator and denominator areulzdéd reflects the fact that costs

are calculated across a moving average of 20 daysgresent a 1 month period) and
revenue is calculated across a similar number g$ ¢20) but time delayed by one

month (day -40 to day -20) to reflect a typical payt term of 30 days on sales

invoices (Fig 33)

izual Logic - Cost collection On Exit Logic

+-- DISTRIEUTOR UTILISATION [Revenus/asssts]

== Zero's the vanables that will be used to calculate the Distibutar Utiization IF no delivery was lkely

r-- SET Var_Dist_Revenue = 0

c-- SET War_Dist_fisets = 0

IL SET Var_Dist_Utilisation = 0

- - Distributar Sales collection period iz different to Dist Azzet collection period [payment terms).

IT:!- - LOOP Cost_counter-40 5> War_Loop_Dist_Sales_Collection _Period >>» Cost_counter-20

: - 5ET War_Dist_Revenue = Var_Dizt_Revenue+[spr_Cost[24 War_Loop_Dist_Sales_Collection _Period]*5500]
EJ- - LOOP Cost_counter-20 >>> War_Loop_Cost_Collection _Period >>» Cost_counter

“-- 5ET War_Dist_bzzets = Var_Dist_sAsszets+[[[spr_Cost[16Mar_Loop_Cost_Collection _Period]+spr_Cost[18ar_Loop_Cost_Collection _Period]]+spr_Cost[20War_Loop_Cost_Collection _Period]]*5500] E

E| IF War_Digt_szsets <> 0

i - SET Yar_Dist_Utilization = %ar_Dist_Revenue/far_Dist_Assets

IT:|-- ELSE IF Yar_Dist_dssets = 0

1 - Insert logic here to use if this is FIRST bue condition in thiz "IF block".
“-- SET Var_Dist_Utiisation = 0

LoSET spr_Cost{28,Cost_counter] = “ar_Dist_Utilisation

m

Figure 33: Utilisation calculation incorporating 30 day payment terms. Source author.
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7.6.6 Prioritising aspects of performance

There are two ways of handling multiple objectiueglassical optimisation, namely
weighted sum and pre-emptive optimisation. The tteid sum approach requires
determination of relative importance of differemrformance metrics; whilst the pre-
emptive approach requires determination of absqgbutarity (Huan, Sheoran et al.
2004). The outcome in all cases is that the detigodependent upon the user’s
priority(s) and the various performance outputstre time. The SCC advocate
prioritisation based upon the outcome of the sfiat@valuation/analysis stage of
applying the SCOR methodology (Appendix 2). Prisation based on strategic intent
would imply that similar environmental conditionsaynnot necessary lead to similar

priorities and also implies that priorities willaige over time.

In simulation terms, the objectives of this wonkvgstigating whether the application
of performance measures influences Bullwhip) rexjmirerely that a realistic set of
priorities be included in the model. The sequenicermrities was investigated for
verification and validation purposes, where the sgaity of sequencing was
investigated. The specific sequence coded in thdemtihe model (Fig 35) was a
logical interpretation of typical organisations/S@@@mbers’ strategic priorities. A
plausible and representative set of priorities thaiuld operate, should the

performance review mechanism be applied.
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The sequencing was written into the visual logig @4) in reverse order, with the
desired primary objective being written into theledast. Should the minimum/target
value for the priority/final aspect of performanibe achieved then the subsequent
aspect of performance, failing to meet its targatu® will become the Roles

performance priority and the prescribed operatige#ings will be adopted (fig 35).

L R L U e e
] 58 SIMULS Visual Logic: 'Man Metric Priority Review On Exit Logic

All'vizual Logic

o' arr Metnic Pricnty Bevies O Exit Logic
Bl-- IF War_tan_Utilization < Spr_lnput_Parameters[2,72]

F-= Review tlization threshald

| t-- BET War_Mar_Pricrity = 1

'-;J- - IF Spr_Time[3War_Counter_‘week] »= Spr_lnput_Parameters[2, 73]

r -~ Feview Flesbility threshold [throughput time)
| == SET War_Man_Pricrity = 2
E- - |FVar_Mar_mov_avg SC_cost unit »= Spr_lnput Parameters[2,74]

E- -- Review Cozt threzhold
| = SET Var_Man_Pricity = 3
Iél- - IF Spr_Time[8Mar_Counter_Week] »= Spr_lnput_Pararmeters[2,75]
: = -~ Review Responsivensss threshold
| S SET Var_Mar_Priority = 4
I:I - IFUar_Man_.ﬂ.vg_SL <= Spr_lnput_Parameters[2.76]
B ' == Review Felisbiity threshold
SET Yar_Man Priorty = &

L

'
== | | i [ B B ] L LS T L S r S TH: = . T

Figure 34: Sequencing of performance priorities. Sarce author
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SIMULS Visual Legic: 'Man Metric Priority Review On Exit Logic =NACHL 2

AllYizual Logic - ‘Man Metric Priority Review On Exit Logic -

-- Having establizhed Dizt priorities, thiz line applies the appropriate Distributor configurations

Ié|- = III: “War_tan_Priarity = 1
L t-- Utiisation
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i L-- SET Yar_Man ROP = [[100ar_Man_Adust_ROP_Factorf*far_Man_ROP]A00
&-- ”.: “ar_tan_Priorty = 2
i t-- Flexibility
E ' - Link Simulation Objects 29 Kitting station . 304 Manufacturer 2. 0
E ;- - Set Route Out Priority 19 Batch and Dispatch . 204 Man_Dist Air, 1
E “-- 5ET Yar_Man_ROP = [[1004ar_Man_Adust_ROP_Factor*ar_Man_ROP]A00
Iél- S ”.: War_bdan_Priorty = 3
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Figure 35. Operational settings applied accordinga performance priority.
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The variation in performance priority for all Rolés recorded on an output

spreadsheet (Fig 37) where detailed analysis caohducted.

| v | w | x | ¥ | z | aa | aB | ac | AaD | AE | AF | AG | AH |
Retailer | Retailer | Retailer 25 26 |Distributor Distributor Distributor 30 31 Manufactu Manufactu Manufacturer
ROP Priority | Order ROP Priority | Order ROP Priority | Order
525 5 h25 5 525 5
525 5 55125 5 55125 5
525 5 578.8125 5 578.8125 5
525 5 578.8125 5 578.8125 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
0 5 0 5 0 5
196.6 5 1029 5 252 5
196.6 5 1029 5 252 5
196.6 5 1080.45 5 264 6 5
196.6 5 1134.4725 5 277.83 5
196.2 5 1470 5 819 5
196.2 5 1470 5 819 5
206.01 5 1843.5 5 859.95 5
206.01 5 1620675 5 502.9475 5
2677 5 1960 5 1260 5
2677 5 2058 4 1197 3
2677 5 21609 4 113715 3
267.7 5 2268.945 4 1080.2925 3
2978 5 2240 4 1320 3
2978 5 2352 4 1264 3
2978 5 2469 6 4 1191.3 3
2978 5 2469 6 4 11913 3
2307 5 1596 3 969 3
2307 5 1516.2 1 920 55 3
242 235 5 1440.39 3 874.5225 1
242 235 5 1440.39 3 8745225 1
2134 5 1330 3 513 1
2134 5 1263.5 3 487.35 1
2134 5 12635 3 487.35 1

Figure 36. Spread sheet recording Performance pridtly changes for each Role. Source author

7.7 Conclusion

The simulation model developed (Fig 37) incorpaateny of the features ascribed
as being causes of the Bullwhip effect; multipleefasts of demand used in
subsequent order point calculations, informatiotayie transportation delays and
batching rules. Roles in the model independentlynitoo downstream demand,
calculating a reorder point based upon average deémmailtiplied by a given factor.

These input variables generate the classic Bullwgiffect as demonstrated by

Forrester and is important because the model mestodstrate the effect of
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Performance Measurement Systems on a simulatedySGain and the reality is

that a classic supply chain will exhibit Bullwhip.
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Figure 37 the Simulation model. Top Level

In addition to the ROP calculation, the model alsworporates operational
characteristics established from the literatureludiog optional capacity and
transportation alternatives between various roleach Role monitors all five SCOR
aspects of performance and the level of the Bufwéfiect to demand is calculated
automatically at the end of each run. Each Rolepraitise aspects of performance
and, by comparing values against a target, appl phescribed operational

adjustments in order to bring that aspect of perorce to its target value.
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8. VALIDATION AND VERIFICATION OF THE MODEL

Numerous methods for ensuring models are apprepfaat purpose and rigorously
tested are described in the literature. One sudhadds a nine-step model (Persson
and Olhager 2002) whereby successive activitiest bes performed before the

simulation study is complete.

1. Project planning.

The time to carry out the project is estimated #mel first set of experiments is
defined. The time estimation actually proved tddretoo optimistic as a great deal of
time was initially spent developing a model in tlieScor software which was

ultimately abandoned in favour of DEDS.

2. Conceptual modelling.

The real system under examination is described &mrgle flowchart or in a text
document, the objective being to capture the systgme and data necessary. In this
case numerous published accounts of Beer gameaionuimodels proved invaluable

in providing detail, allowing time to be spent iretdesign and development stages.

3. Conceptual model validation.

The conceptual model is examined and correctededessary. Time was spent
ensuring that the SCOR aspects of performance angaiticular the method of
prioritisation of the different performance aspeetss accurately incorporated into
the model. Ultimately confirmation was sought amatefully received from the SCC
confirming that priorities are established in thaalgsis stage of SCOR
implementation and actually reflect the strategiemt of the organisation rather than
some prescribed SCC set of objectives. Such arooaiion established the possibility
for a range of prioritise across similar organmasi under similar circumstances and

highlighted the opportunity to simulate and testalistic range.
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4. Modelling.

The conceptual model is transformed to a compuaseth simulation model. In this
case the simulation software package Simul8 waseshobased largely upon the
opportunity for full access to an acclaimed sofevander existing University license
agreements and the offer of training/attendinguikexst and wonderful individual help
from Dr Pavel Albores with his great experience daveloping models in the

software.

5. Verification.
Verification aims at testing the computer-based eh@djainst the conceptual model.

This process is discussed in more detail latehisx¢hapter.

6. Validation.

Validation aims at testing the computer-based magelinst the system itself. This
process is discussed in more detail in later. &alut more widely referenced work
(Hermann 1967) considers Validation prior to Veation, ensuring the fundamental
structure is sound (ensuring the model is credithe) this sequence is adopted in this

chapter.

7. Sensitivity analysis.

Assessing the effect of varying inputs levels an dltput levels was considered at an
early stage and many of the possible input vargahlere deliberately written to an
Input Spread sheet, rather than hard coded intoVvikeal Logic, to more easily

facilitate this process.

The sensitivity analysis served two objectivegritvided insight into the behaviour
of the model and gives a shortlist of critical exypental factors. To estimate the
statistical significance of the estimated effee;h scenario needs replication using
different, non-overlapping pseudo-random numbe®RNP In the case study, the
number of replications selected was seven whichesponded with similar models
(Kleijnen 2003) published in the literature.
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8. Experimentation and analysing output data.

The defined experiments are run and output dateatetl and analysed. During this
stage new sets of experiments were realised andedefind the experimentation
phase repeated.

9. Implementation.
Output data is analysed and used to prove/dispiw/éypothesis and to establish or

recommend some action in practice.

Of vital importance are the validation and verifioa activities (Persson and Olhager
2002). If these activities fail to correct all moaerors, the result of the simulation

study can be questionable, proven methods for thetsaties were therefore sought.

8.1 Model Validation

Model validation can be defined (Sargent 2004)sabStantiation that a computerized
model, within its domain of applicability, possessesatisfactory range of accuracy

consistent with the intended application of the giad

Making certain a supply chain model is credibledoftes common challenges in any
simulation project, such as finding appropriate andurate input data and describing
the manufacturing system's logic. A Supply Chai€@)(&odel however poses some

additional unique problems;

1. A SC consists of a number of operations and stopages, all connected with
the flow of materials. In a common manufacturingugiation study, all these
activities are performed in the same plant or astléen the same firm. This is
not necessarily the case for a SC where severahwations may be involved
with their own methods of collecting and analysitaga (Persson and Olhager
2002).
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2.

There rarely exist personnel familiar with SC sgstein several different

plants or firms (Balci 1998) able to describe aately system behaviour

Not because of a lack of appropriate SC performamegsurement systems (in
this work SCOR is the system simulated) but becafsthe lack of SC
performance measuremenélues for the whole SC to compare with the

simulation output (Persson 2007).

In terms of assessing whether the validity of thisdel is established, a number of

criteria have been proposed (Hermann 1967);

1.

Internal validity — Numerous replications whilst imaining stable inputs
helped determine whether the internal stochastimbiity was excessive. A
high amount of variability would call into questitime mechanisms within the

model and possibly even the system being investiat

Face validity — Subjective opinions regarding theface or initial impression
of the models realism were sought. Many Aston acecleolleagues actually
referred to the same widely referenced Bullwhip eiaatticles, upon which
the model is based. This static technique helpedirao the logic of the
conceptual model as correct and that the modepsitioutput relationships

were reasonable.

Variable parameter validity — ‘sensitivity testing’ order to ascertain whether
the effects of the changes in the input variablescamparable with changes
in output. Parameters include varying; demand chariatics, demand
averaging periods, transit times etc. Recordedoresgs to parameter changes
were consistent with those one would expect fromeliably working model
The sensitivity analysis usefully demonstrated thatmodel remained stable
over a range of parameter values which greatlyesm®d confidence in its

robustness.
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4. Event/Predictive validity — Numerous comparisons pedicted model
responses with actual model output were undertdi@mever the model could
not be used to predict real system behaviour asdtseof data in any existing
operational SC are not available. Whilst the abseat real/commercial
‘event-validity’ is recognised as a possible weaay¢he general behaviour of
the model in relation to the other criteria wag fel justify confidence in its

application.

5. Hypothesis validity — Relationships between systdements were explored
and the model faithfully reproduced connected rasps such as; downstream
performance requirement changes influencing RORigl a&onfiguration

settings etc.

Further additional criteria have since been proggSargent 2004);

6. Animation: The model’'s operational behaviour wasptiyed graphically as
the model moves through time. The cyclical naturgperformance changes
over time and their relationship with averagingipes for example were able

to be repeatedly mapped.

7. Degenerate Tests: The model's behaviour was tdéstedving the deliberate
selection of deteriorating input values. For exaRDP continued to increase
with respect to time when the Delivery Lead timeswlarger than the

Reliability requirement.
8. Extreme Condition Tests: The model structure anghuwduwas plausible for

extreme and unlikely combinations of values. Foamsgle zero ROP’s

generated zero output when service requirements sweitched off.
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9. Operational Graphics: Values of various performameasures; for example
SC Performance Priorities and ROP shown graphicadlythe model ran,

display plausible dynamic behaviour.

10.Traces: The path and behaviour of product was dvéalowed to determine if

the model’s logic was correct.

11. Comparison to Other Models: Attempts were madensuee that output from
the model was similar to that of other models. Ga&neends in output could
be mapped to other work (Taylor, Love et al. 20@8en the performance

priority feature was disabled.

Two extreme views are apparent in the literatureelation to validation of models
(Sargent 2004); The Rationalist view (Forrester &vidght 1961) asserts that the
validity of the model rests merely in the accepénd those assumptions which
underlie the model as being obvious basic truthevgn by mere statement.
Acceptance of the rationalist view is clearly degem upon how ‘obvious’ the truth

of the basic assumptions is, which is itself amesrely qualitative judgement.

The Empiricists view asserts that ALL assumptionssttbe verified exclusively by
experimental means, i.e. by comparison of model $@ddata. Empiricism requires
every assumption and outcome to be empiricallydadid in absolute terms.

Care must be used however since even if such a statece exists, subsequent
modifications to the model destroys the basis @angarison and any validity implied
by the exercise (Love 1980).

All the validation methods completed above are riyegationalist. However like
Forrester’s original work and numerous subsequeoatiets, such methods when
conducted thoroughly are considered valid enoughhe purpose presented here —
namely demonstrating in principle that applying $€rformance metrics may
influence the level of Bullwhip. The entire effat a simulation's construction is the

creation of a credible system representation frohmckv inferences regarding the
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actual system's performance and behaviour can ble m#hout the need of resorting

to costly experimentation with the actual systenihflsim 1972).

8.2 Verification of the research model

Model verification ensures that the computer prograng and implementation of the
conceptual model are error free (Sargent 2004jnd&tity concerned with ensuring;
the simulation language has been properly usetldé@sions and calculations have
been properly replicated and that rigorous and owitlal debugging of code has
taken place. The complexity of this model calledd®ignificant verification process.

The initial stage of verification consisted of adgéhy process of manually calculating
rough values of variables over random time intervahd using this data in the
debugging process. Later processes included hoidingble inputs to a given value
(e.g. maintaining transport delays at zero withbatch restrictions) and observing the
output data and fixing order mechanisms (Fig 38hewthe ROP level was set at
one, Bullwhip/demand forecasting mechanisms werdtceed off and SC

Performance reviews were also switched off the mddplayed; consistent demand
at each Role, stability across all ROP’s, and edeatand variability at every order
point. Instability would indicate faults or errors the model, since the logical

relationship should result in stable output.
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Figure 38. Validation Example. No Bullwhip mechanim, No Performance Review, ROQ=1

The model continued to produce consistent outp@nathe run time was extended to
10,000 days (circa 50 years allowing for shiftseleends, holidays etc) however since
the detailed output data was written to spread tshegnerating these large files
adversely affected run times and a run time of 1&g (24/7) was found to deliver

satisfactory output.

After a degree of debugging and some structuraliiicatons (particularly in areas

of demand aggregation and averaging) the modeifigatithe following statements.

* The load generated on the production alternativas wonsistent with that

calculated from Distributor orders upon the Mantdaer.

* The movement of orders is consistent with the iredatifference between

stock levels and orders for all experimental runs.
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« The movement in Re-Order Points is consistent wlitanges in performance

priority during the experimental runs.

Throughout development of the model extremely Jaianput was received from
colleagues and fellow researchers as to the fundi@inegic of the proposed model
and of their experience in real and simulated systeOver a period of time
agreement was reached that the model did shownsspdypical to those anticipated

from a real system.

8.3 Conclusions

Any conclusions as to the validity of this modebshl be considered in light of the

purpose for which it was created. The simulatiordeiatrove to:

1. To represent the identified features of the SCORopmance measurement
framework in a Beer Game model and simulate thepsymatic operational
responses to variations in the KPI's, particuldhg ongoing reprioritising of
operations in response to various and changingcespéperformance.

2. Analyse the dynamics of the models across a ramgarables including;
demand patterns, lead times and performance pe®riand measure the

impact on the level of dynamics within the supghaio.

Since the system being modelled clearly didn't xtswas impossible to establish
event validity for the model. The experiments perfed with the model did allow a
limited form of ‘variable parameter validity’ tesfj. Whilst the equivalent changes in
parameter values could not be made to a real sy@&een if it had existed, it would
not have been economically viable to do so) thpaese of the model was consistent
with the results expected from analysis. In thistegt the deficiencies which arose in
the validation and verification stages were not sidered to be of sufficient
magnitude to undermine the validity of the conausi reached in relation to the

purpose of the experiments.
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9 EXPERIMENTS AND RESULTS

9.1 Introduction

In this section the experimental areas to be erdlare laid out for the reader. Since
exploring the effect of applying Performance Measuon dynamic behaviour in the
Supply Chain is the objective - it follows that #hctors’ attributed to dynamic
behaviour are first identified. Eaclynamic factoiis investigated in isolation, in order
to establish how precisely it influences dynamibdeour and sets of experiments are

run twice; once with the Performance Metrics turnécand then turned on.

The purpose of the experimental design phase wasalpctwofold: (1) To examine
the key variables that impact on the level of dyiwabehaviour and (2) To examine
the impact of the performance measurement systetheorecorded level of dynamic
behaviour. By understanding the variables and ¢kationships within the model that
contribute to variability then any observed chaagea result of applying Performance
Metrics could be better understood. Such an approadl both establish
fundamentally whether the Performance Metrics grilice Bullwhip and also identify
which factors and mechanisms are being influenced.

9.2 Planned Experiments

Some key factors attributed to dynamic behavioarrgghlighted in the literature;

e Forrester and Wright (1961) concluded that the jerabof the bullwhip effect
did not stem from the external forces rather thstesy itself; its policies,
organisation structure and delays in material arfdrination flow. It is a
function of decision making, however Lee et al.q20showed that Bullwhip
occurs even where all decisions are made in a egaiplrational way.
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The primarily decision in question is generatinggplenishment order in light

of variability in incoming demand (Petrovic 2001).

Appropriate forecasting (Forrester and Wright 196fean and variance of
demand estimation (Chen, Drezner et al. 2000) areqd that decision, as is

the building in of safety factors (Lee and Padmaaalkl997).

The longer the information transmission or matedelivery cycle time the
greater the effect (Disney, Naim et al. 1997).

Order batching, the time phased aggregation ofrerdgenerates variability in
demand (Potter and Disney 2006).

All the above factors indicate that; demand avemggsafety stock, lead time, the

variability of incoming demand and order batchingstall be considered as dynamic

factors to investigate.

Additional factors that were not included are dbfes;

Reducing the number of decision locations (Sterni®89) which could be
achieved figuratively (by centralising decision nmakor normalising data and
decision protocols) or physically (simplifying theodel). In both cases it was
considered that such measures would similarly redtle instances of
applying Performance related decisions and wouwddefiore contribute little to

the experiments.
Price fluctuations (Fisher 1997) and ‘Shortage GayniMitchell 1924) create

variability in demand but since variations in dewgharould be simulated

directly it was considered that these additionsewemecessary.
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The number of variables in the model exceeded aredn some of which were hard
coded within model elements (e.g. transfer pricepfoduct between roles) and some
of which were read from an ‘Input Spread sheethat start of each run. In order to
manage these variables and better explore speelfitonships, the sets of variables

were split into four functional groups (see Fig;40)

Variables impacting Re-order

S Charactenistics of
point calculation

Consumer Demand

‘
—_— — — .
ors - . - Consumer
Smﬂku‘_ Martezarer Oisymusor Wrolesser Rewier Damang |
'— l —
,
.
Operational
parameters & Variables impacting the
constraints within the Performance metrics
sC system

Figure 39. Groups of experimental variables

The planned experiments and reasons for them idreua as follows;

9.2.1 Re-Order Point Calculation.

The key variables in the ROP calculation are thet@stock multiplier (which ensures
stock is present in order to meet varying Demamd) the two variables affecting the
calculation of the Average Demand namely; the geaoross which demand is averaged
and the frequency (or the interval) that calculatiakes place. To understand which of
these three ROP variable factors has the greafieemnte on Bullwhip an initial ROP
sensitivity experiment was conducted. A high, mediand low value for each of the
three ROP variables is set;
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High Medium Low

BW/ROP Multiplier 10 5 1
Review Interval (weeks) 60 20 5
Average Period (weeks) 52 12 4

The Bullwhip Multiplier ranges from a low value df(where the order point equals
average demand during the set lead timeevo safety stock) to a high value of ten
(where the order point is ten times the averageatein

The Review Interval ranges from a low value of selsse(where the average demand
is recalculated every"5week) to a high value of 60 (where the averageatehis
recalculated every 60 weeks).

The Average Period ranges from a low value of 4kede/here the average demand
is calculated over the last month) to a high vahie52 (where the average is
calculated over the last year).

Experiment 1 is a set of simulation runs, conductedacross all 27 possible
combinations of initial values for ROP variables wih the results being sorted in

ascending order according to the quantity of measwd Bullwhip (Fig 42).

Each of these three factors is then examimedetail, in order to identify critical
points/values in the level of Bullwhip. In everyseathe experiments are conducted in
pairs in order to establish if the application &l ihfluences the level of Bullwhip in

any given set of conditions.

Demand Average Period

Experiment 2 is a set of simulation runs carried ouboth with and without the
application of PM’s, to investigate levels of BW aoss incremental changes in
demand average periods from 2 to 70 week3he review period is fixed at 20 days
(reflecting monthly updated sales forecasts - asstative frequency for reviewing
this data in practice) and the BW multiplier is aefl (no safety stock), 5 and then 10,
the results being displayed in Fig 43.
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Bullwhip/Safety Stock Multiplier

Experiment 3 is a set of simulation runs carried ouboth with and without the
application of PM’s, to investigate levels of BW awoss incremental changes in
the safety stock multiplier from 1 to 20 times thecalculated average demandThe
review period is again fixed at 20 days (reflectmgnthly updated sales forecasts)
and the demand average period BW multiplier isatét (no safety stock), 5 and then

10, the results being displayed in Fig 44.

Demand Average Interval

Experiment 4 is a set of simulation runs carried ouboth with and without the
application of PM’s, to investigate levels of BW awoss incremental changes in
the demand averaging interval from 2 to 50 daysThe safety stock multiplier is
fixed at three (reflecting a safety stock of twmoeés anticipated sales) and the demand
average period is set at 5, 10, 20 and then 50, dagsesults being displayed in Fig
45,

9.2.2 Operational Parameters.

Operational variables that may have a relationship Bullwhip are; Order batching
rules, Transit time and Capacity. These factorssalgect to investigation in order to
establish a relationship with Bullwhip and to idgntwhether they influence any

effect following the application of performance raeees.

Batching rules were initially investigated duririgetvalidation and verification stages
and the results discussed in 9.3.2. At that stagas clearly established that there is a
significant relationship between order batching aweased levels of Bullwhip. The

application of Performance Measures did not alterévels of Bullwhip however.

Transit times however are the subject of separgperanental runs. The scheduled
transit time (as defined in Chapter 7.3.3) are ¢eiland then trebled and levels of
Bullwhip both with and without Performance metrase recorded.

Experiment 5 is a set of simulation runs, both witrand without the application of

PM'’s, to investigate levels of BW with standard, daoble and treble transit times
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across all modes of transportin all cases the other variables (e.g. ROP caliculat

variables) are set at representative levels andethdts displayed in Fig 46.

A similar set of experiments is carried out to istigate the impact of variations in
Capacity (at the Manufacturer).

Experiment 6 is a set of simulation runs, both witrand without the application of
PM'’s, to investigate levels of BW with 1, 2, 3 and times the standard capacity at
the Manufacturers plant. In all cases the other variables (e.g. ROP calomat

variables) are set at representative levels andethdts displayed in Fug 47.

9.2.3 Consumer Demand

The variability of consumer demand entering inte thodel would intuitively have a
bearing on the level of Bullwhip as ‘increased lsv&f uncertainty lead to increased
levels of dynamic behaviour’ (Petrovic 2001 & Swaathan, Smith et al. 1998). The
sensitivity of this relationship, across a rangevafiability (from stable to volatile) is
the subject of a further set of experiments wherth Ithe standard deviation of order
size and frequency will be set at; 0.033, 0.133 Gr8B to represent a range of
demand profiles. A similar consideration, with amdthout the application of
Performance Measures will be completed.

Experiment 7 is a set of simulation runs, both witrand without the application of
PM'’s, to investigate levels of BW with standard dewation of Order size and
Order frequency at; 0.033, 0.133 and 0.33 all cases the other variables (e.g. ROP
calculation variables) are set at representativelseand the results displayed in Fig
48.

9.2.4 Performance Measurement Mechanisms

The sensitivity of the Performance targets thenesehre the last group of identified
factors that may impact the level of Bullwhip. Whext targets are challenging or
modest will logically dictate the frequency of oggonal changes in the Supply Chain

but whether such changes translate into incredsirggs of Bullwhip was explored by
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a final set of experiments. The targets themsedvesliscussed later and displayed in
Fig 49.

Experiment 8 is a set of simulation runs, both witrand without the application of
PM’s, to investigate whether a modest, medium or dillenging set of
performance targets changes the level of dynamic baviour experienced.In all
cases the other variables (e.g. ROP calculatioralMas) are set at representative

levels and the results displayed in Fig 50.

For all 8 experiments in a ‘classical’ dynamic déete-event simulation the physical
system is modelled and the target behaviouthis case supply chain dynamids

recorded for analysis and understanding. Using Birthe dynamic behaviour in the
model can also displayed graphically in real tifioe.example a background level of
demand variation caused simply by time delays aatdhing rules (Fig 41), results

were also recorded on a number of Output Spreagtsha further analysis.

The simulated time period typically used was 108¢s¢representing a period of over
three years. In practice this actually representsger period (circa 10 years) as the
simulation ran; 24 hours a day, seven days a wg@fk,days a year. For any given
simulation 1,000 days actually recorded slightlghar quantities of Bullwhip (6.99)
as opposed to 3,000 days (5.2) or 5,000 (5.15)s Mmuld imply a gradual
attenuation of Bullwhip for periods of 10-50 yeérd since in reality the commercial
significance of Bullwhip would be sought beforesthihe period of 1000 days was
considered a suitable run length and also provdekta faster and more practicable

run time.
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Figure 41. Validation runs. With Bullwhip, No Perf Review, ROQ=200

To test significant relationships the scenarios ewszpeatedly simulated and the
results summarized statistically. The experimengsewconducted in paired sets, all
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experiments being run with seven replications. Eaeth represented a set of
conditions that could be examined with the two gaiepresenting ‘with’ and

‘without’ performance metrics.

The experiments in each of these groups are disdusghe following sections.

9.3 Re-Order Point Calculation Parameters

The re-ordering mechanism and consequent invensmjustments have been
attributed as the fundamental cause of Bullwhipmfrthe outset (Forrester and
Wright, 1961). The specific influence of Demand deasting has also been
scrutinised (Leet al.,1997a. b) and a range of re-order point calculatiof varying

complexity have actually been used in simulations.

Two examples of such calculations which demonstreteange of complexity are;
1. Merkuryev, Petuhova et al. (2002)

ROP=d*LT+Z*cd* LT
Where;
d — the forecast of average weekly demand.
LT — the lead time.
Z — the safety stock factor, based on in-stock alodly during the lead time;
od — estimation of the standard deviation of theklyedemand.

2. Reiner and Fichtinger (2008)
Where arepresentativeLead Time; ‘Mean lead time’ which is composed of a

variability component, a utilization component andapacity component is calculated

and fixed.
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Indeed in a commercial scenario where lead timesddficult to monitor precisely,
facilities may be remote and deliveries made byamage of carriers, then many
organisations work could reasonably work on theiaggion that the lead time is a
constant and that applying a slightly higher satock factor to the average demand
is a workable solution. Such practice calculates ‘theekly lead time demand’ by
multiplying the ‘Contracted lead time’ by the ‘wagklemand’, this figure is subject
to a safety stock factor and the ROP is readilgudated.

On the grounds that the fundamental question okffext of Performance Measures
on variability requires the inclusion of representativeROP mechanism, then the
calculated average demand being multiplied by &b input figure (Bullwhip ROP
Review Multiplier) which acts as a classic safdbck multiplier has been adopted;

SET Var_Ret ROP = Var_Ret Bull_ROP_Multiplier*Var _Ret_Avg_Demand

When the current inventory (including in transivémtory and queued orders) is less
than the current ROP then a new order is added7(g¢eSuch a mechanism assumes
the Lead Time to be fixed and adjusts the ROPke &count of changes in demand
levels whilst maintain a required quantity of sgfstock. The three key variables in
the ROP calculation are therefore;

* Variable RET (in this case Retailer) Bullwhip ROP Multiplier is an input
figure on the ‘Input Spread Sheet’ - it is in effecsafety stock multiplier

recalculating a ROP proportionally to the averagleudated demand.

* Review Interval: The frequency with which the “Var Average Demarsafid
therefore a new ROP is recalculated is inverseppgrtional to the Review
Interval — ‘the longer the interval the less freguéhe recalculation takes

place’. This interval is also an input figure oe thmput Spread Sheet'.

« Demand Averaging periods The number of weeks across which recent
Demand is averaged, for the purposes of ROP céionjds dictated by the
Average period. This period might be; 4, 12 or S&ls representing a month,

144



a quarter or a year. Demand Average Period is put ifigure on the ‘Input

spread sheet’. This period is also an input figaehe ‘Input Spread Sheet'.

BW Mult Review Interval AvgPeriod Perf Review Con-Ret Ret-Dist Dist-Man Man-Prod Prod-RM  Bullwhip

10 5 4 No 118.8667 307.66  628.55 1116.64 1116.64 9.39
10 20 4 No 118.8667 311.09 667.98 1060.41  1060.41 8.92
5 20 4 No 118.8667 208.237 371.4 597.79 597.79 5.03
10 60 4 No 118.8667 226.91  395.61  520.22 520.22 4.38
5 5 4 No 118.8667 216.72  342.75  512.73 512.73 431
10 20 12 No 118.8667 182.18  299.74  498.89 498.89 4.20
10 60 12 No 118.8667 172.47 27098  419.54 419.54 3.53
10 5 12 No 118.8667 187.81  290.93  405.86 405.86 3.41
5 60 4 No 118.8667 173.63  238.53  313.63 313.63 2.64
10 5 52 No 118.8667 160.94 214 269.87 269.87 2.27
10 60 52 No 118.8667 156.4 201.88  269.87 269.87 2.27
10 20 52 No 118.8667 158.44  205.22  260.05 260.05 2.19
5 5 12 No 118.8667 156.024 197.68  240.09 240.09 2.02
5 20 12 No 118.8667 154.47  188.35  232.65 232.65 1.96
5 60 12 No 118.8667 149.47  170.97  211.55 211.55 1.78
1 5 4 No 118.8667 146.223 166.692 197.187 197.187 1.66
1 20 4 No 118.8667 145.675 160.075 189.525  189.525 1.59
5 60 52 No 118.8667 144.57 162.32  188.32 188.32 1.58
5 5 52 No 118.8667 145.122 160.58  181.82 181.82 1.53
5 20 52 No 118.8667 146.76  162.07  179.61 179.61 1.51
1 60 4 No 118.8667 141.208 156.022  177.53 177.53 1.49
1 5 12 No 118.8667 140.925 142.333 161.462  161.462 1.36
1 20 12 No 118.8667 141.208 142.333 154.362  154.362 1.30
1 60 12 No 118.8667 136.89  138.34 154.1 154.1 1.30
1 5 52 No 118.8667 140.355 141.203 152.01 152.01 1.28
1 60 52 No 118.8667 139.496 140.64  149.08 149.08 1.25
1 20 52 No 118.8667 139.78 140.635 148.276  148.276 1.25

Figure 41. Comparison of the effect of the three RB factors

Fig 42 shows the results of an initial investigatiato the relative influence of the
three ROP factors, the table was then sorted aicgpritd the level of recorded
Bullwhip

Since most of the top half of the table contaimausation runs with higher BW
Multiplier values, then clearly this factor must bealuated further. Similarly the
Average Period (where shorter Periods increasiagehorded level of Bullwhip) has
a similar pattern of results, less clear is thei®eunterval. In order to establish the
impact of the application of Performance Metricseath factor in isolationthree
further sets of experiments were conducted. Tha dapresented in Appendices 6, 7
and 8 whilst the results are displayed graphicaligl discussed in the following

sections.
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9.3.1 Demand Average Period.

Impact of demand averaging periods on level of bullwhip for
a range of safety stock multipliers. Review period 20 days
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Figure 42. The impact of the Demand Average Period

If the demand is averaged across 30 days or mtire Pemand Average period has
little effect on the level of recorded Bullwhip the simulation. When the Demand
Average period is shorter than 30 days howeveriftsct on Bullwhip becomes
significant. Furthermore the effect is amplified mcreasing the stock multiplier
applied in the ROP calculation.

Across the range of Safety Stock Multipliers howetiee application of Performance
Measurement Systems ditbt produce a significant change in the recorded level

Bullwhip.
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9.3.2 Safety Stock Multiplier

Impact of safety stock multipliers on level of bullwhip for a
range of demand average periods. Review period 20 days.
25
20 -
o .
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Figure 43. The impact of a Safety stock Multiplieron Bullwhip

The Safety Stock multiplier has a significant effen the level of Bullwhip recorded

in the model. Moreover the effect is greater wHenDemand Average Period is also
shorter(the reciprocal finding from 9.3.1).

Across the range of Demand Average Periods howtaeesipplication of Performance
Measurement Systems ditbt produce a significant change in the recorded level

Bullwhip.
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9.3.3 Demand Average Interval

Impact of demand average interval on level of bullwhip for a range of demand average periods.
Safety stock multiplier of 3.
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Figure 44. Impact of Demand Average Interval on Buwhip

The Level of Bullwhip is clearly affected by the mand Average Period, i.e. the
fewer the days across which the average is takba greater the Bullwhip. In a given
Average Period, across the range of ‘demand averdgevals’ (the frequency this

calculation takes place) of 2 to 20 days, the lev@&ullwhip is relatively stable.

As the interval approaches 50 days however (whenecésts become very stable, if
inaccurate) all ‘demand average periods’ includimg relatively short 5 days period,

tend to normalise towards a similar value.

Across the range of Demand Average Intervals; 2d29s, the application of
Performance Measurement Systems did not producgraficant change in the
recorded level of Bullwhip. However with intervalgreater than 20 days the
application of PM’s had a varied and interestinfgefon the level of BW.

The Performance Measurement calculations withinntioelel were set to take place
continuously with Demand averaged across 20 dayseffiect the application of
Performance Measures effectively put a maximum Demaverage Interval of 20

days on the ROP calculation in the simulation.
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The effects of imposing a secondary, variable lionitthis parameter would appear to
introduce a more involved even chaotic, reactiomctviss discussed in 10.2. Within
the range of comparable settings however the agic of PM's did not

significantly change the level of BW.

9.4 Supply Chain Operational Parameters

Two sets of operational characteristics are idextifis significant in the literature;
Order batching (Leet al.,1997a. b) and Process/Transit Time (Diseegl. 1997b).

9.4.1 Order Batching

In the case of order batching; Fig 38 (with no ordatching) and Fig 41 (Re-Order
Quantity of 200) readily demonstrate its significaron Bullwhip as simply applying
a ROQ at every role immediately increases dynaraltabiour by some 74%. The
simulation model confirms the direct relationshigtvieeen order batching and
dynamic behaviour in the Supply Chain.

9.4.2 Transit Time

Transportation delays exists between the Retailed ®istributor (R-D) and
Distributor and Manufacturer (D-M). Applying simtda transport delays of 100%
and 200% respectively appeared to produeampact on the level of Bullwhipin
the model (Fig 47).

This result was pointed out as being surprisingces‘Excessive transport delays’ are
accepted universally as a fundamental cause ofnMBigt ‘the longer the material
delivery cycle time the greater the effe@@isney et al., 1997b). Indeed cycle time
compression is a fundamental objective of Supplai€iManagement undertaken
specifically to reduce Bullwhip (Geary, Disney €t2006).
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Fig 44 demonstrated the undeniable relationshipvdxn the Safety Stock factor and

Bullwhip and since Lead time acts in a similar fasho the SS factor in the equation

- then a similar relationship can be deduced.
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Figure 45. Impact of Transit time on Bullwhip
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Model validation checks confirmed the result anthare considered investigation,

lead to the re-examination of the ROP mechanismulsiteed within the model.

SET Var_Ret ROP = Var_Ret Bull_ROP_Multiplier*Var _Ret_Avg_ Demand

Whilst the simulated ROP mechanism is valid for pnepose of testing the effects of

applying Performance Measures, it does not exilicinsider the average lead time

of orders in the calculation of the ROP. The qugrtf orders in transit is included in

the average demand function, but the time theseretiave taken is not a function in

the ROP calculation and consequently, changesairsitrtime do not induce changes

in the ROP and the subsequent level of Bullwhip.
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One very positive consequence of this observatmwvekier, is that a new degree of
clarity can be brought to our understanding of tle¢ationship between Lead Time
and Bullwhip.Increasing transit time in itself does not increase Bullwhip; rather it
isthe role transit time plays in the reorder point calculation that changes the level

of dynamic behaviour. If the adopted ROP calculation does not consigad|time,

then changes in transit time do not affect thelle¥&ullwhip.

It is worth reiterating here that the Lead Timeoassted with individual orders is
captured in this model and used in the Performaieasurement function (see

section 7.6).

Capacity constraints are not identified in theréitare as a significant factor and the
model similarly displayed no change in the Bullwhith variation in capacity.
Applying a Performance Measurement System does Ve&wearginally increase the
level of dynamic behaviour (Fig 46) however thisaitributed to the Performance
Metric engaging more frequently the secondary pectdo capacity, but the

fundamental principle; ‘no relationship betweenawfy and Bullwhip’ is evident.

Runlength BW Mult Review Interval ~ Man Capacity stations  Perf Review Con-Ret Ret-Dist Dist-Man Man-Prod Prod-RM

1000 5 20 27 No 118.494 166.55  249.27  323.32 323.32  2.728577
1000 5 20 54 No 118.494 166.55  249.27  323.32 323.32  2.728577
1000 5 20 81 No 118.494 166.55  249.27  323.32 323.32  2.728577
1000 5 20 108 No 118.494 166.54  249.27  323.32 323.32  2.728577
5000 5 20 27 No 118 146 185 225 323.14 2.7270579
5000 5 20 81 No 118 146 185 225 333.51 2.8145729
5000 5 20 81 yes 119 148 194 242 333.51 2.8145729
1000 5 20 27 yes 118.494 172 247 333 333 2.8102689
1000 5 20 54 yes 118.494 178 254 344 344 2.9031006
1000 5 20 81 yes 118.494  170.8 250 337 337 2.8440259
1000 5 20 108 yes 118.494 172 250 341 341 2.8777828
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Impact of Manufacturer Capacity on level of bullwhip.

——No PM
With PM

Level of Bullwhip

turer capacity (wor

Figure 46. Impact of Capacity on Bullwhip.

9.5 Consumer Demand Parameters

The variation in demand adopted in the model waldped and used in previous
work considering SC dynamics and the Lean/AgileatielfTaylor, Love et al. 2008)
where standard deviation of demand values of 0.03333 and 0.33 were used to

represent a range of demand profiles.

Across this identified range of Demand the appilcatof a Performance
Measurement Systems ditbt produce a significant change in the recorded level
Bullwhip. In both cases, with and without PerforroanMeasures (Fig 48), the
demand averaging mechanisms in the ROP’s dampdauéks of dynamic behaviour
suffered in the SC. When demand variation exceestaralard deviation of 0.33 and
approaches a value of 1 then far greater levelBubivhip are incurred. At these
higher levels of demand volatility the applicatioh PM’s appears to marginally
increase the level of Bullwhip, however this reactat the extreme is discussed in
section 10.2 .
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Runlength  BW Mult Review Interval AvgPeriod interval std dev cons order size std dev Perf Review Con-Ret Ret-Dist Dist-Man Man-Prod Prod-RM

1000 5 20 20 5 0.165 200 6.6 No 15.63 99.12 167.56 233.13
1000 5 20 20 5 0.665 200 26.6 No 63 122.29 187.56 267.65
1000 5 20 20 5 1.6 200 66 No 121.52 174.8 252.47 336.13
1000 5 20 20 5 5 200 200 No 289 347.7 446.96 568.6
1000 5 20 20 5 0.165 200 6.6 yes 15.6 115.94 201.8 275.06
1000 5 20 20 5 0.665 200 26.6 yes 63 124.8 206.93 281.97
1000 5 20 20 5 1.6 200 66 yes 121.52 184.85 262.14 350.76
1000 5 20 20 5 5 200 200 yes 289 353 444.7 557.8
Impact of variability of demand on levels of Bullwhip.
20
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E ———BW levels without PM
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Figure 47. Impact of Demand variation on Bullwhip

9.6 Performance Metric Calculation Parameters

Two distinct options were considered for estabfighperformance targets; those
obtained from industry/the SCC directly and thosgwéd via an intimate knowledge
of the model and its parameters. Various extrenhgesdor performance targets were
applied during the validation process. However acdme apparent that since the
model data was derived and extrapolated from aewamf previously published
sources (rather than a single commercial sourgajogpiate PM targets would not be

found externally.

A set of targets was establishedyoss all fiveaspects of performance, based upon
the metric output during steady state (Fig 49). Lmevformance metric targets were

the ‘mean plus 10%’, ‘Normal’ and ‘High’ are disp& below. The different levels
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of Bullwhip witnessed with or without, the applicat of SC performance measures,

could then be established.

Man Dist Ret

Utilisation 0.3 0.3 0.3

Flexibility 38 67 71

S Cost 1750 113 48
Responsiveness 69 3 2

Reliability 0.71 0.71 0.71

Utilisation 0.4 0.4 0.4

Flexibility 34 62 65

$o‘& Cost 1400 90 38
Responsiveness 55 2 1

Reliability 0.95 0.95 0.95

Utilisation 0.5 0.5 0.5

Flexibility 30 57 60

& Cost 1050 68 29
Responsiveness 41 1 1

Reliability 0.99 0.99 0.99

Figure 48. Performance metric targets

A sequence of performance priorities was programnmeol the model (Fig 35)

representing a logical interpretation of typicalG@iembers’ strategic priorities. In
all cases the model produced a complete set oltsedemonstrating all five priorities
as being dominant at some point in the run, whefopeance targets were applied
(Fig 36).

The effect of the sequence of performance priaritseclearly a matter of interest, a
priority that dominated operational settings colddexample represent a predefined
preference/strategic objective and could be bestlsited via both the following;

* Applying the more demanding target to this aspadttae Normal value to the
remaining four.
* Ensuring this metric was the final aspect of penfance considered in the

‘Performance Review’ elements in the model.

However it was considered that this preliminary kveinould first establish the effect

of applying a representative set of SC Performaeasures. Opportunities for
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expanding the work to investigate competitive pties supported by local targets are

discussed later in 10.5.

The level of Bullwhip demonstrated within the moeetoss a range of Performance
Metric targets is displayed in Fig 50. Whilst Bullip is influenced by the multiplier
used in the ROP mechanism, it is evident that ngryhe target levels of the metrics

themselves does not bring about any significanbhglan the level of Bullwhip.

bw mult rev per interval
1000 1 20 10 No 118.494 134.41 142.5 160.5 160.5 1.354499
No PM's 1000 9 20 10 No 118.494  226.45 413.56 770.2 770.2 6.499907
1000 20 20 10 No 118.494  410.54 1028.1 2463.5 2463.5 20.79008
1000 1 20 10 Yes 118.494  137.37 154.67 159.24 159.24 1.343866
Low 1000 9 20 10 Yes 118.494  226.45 423.64 736.26 736.26 6.213479
1000 20 20 10 Yes 118.494 408.82  1033.77 2460 2460 20.76054
1000 1 20 10 Yes 118.494 138.82 158.52 171.4 171.4 1.446487
Norm 1000 9 20 10 Yes 118.494  226.45 413.56 748.87 748.87 6.319898
1000 20 20 10 Yes 118.494 408.83  1030.46 2459.95 2459.95 20.76012
1000 1 20 10 Yes 118.494 144.5 163.5 176.03 176.03  1.48556
High 1000 9 20 10 Yes 118.494 228.2 398.4 722.72 722.72  6.099212
1000 20 20 10 Yes 118.494  408.83 984.6 2460 2460 20.76054

Impact of different Performance targets on Bullwhip.
25
20
=
< 15
S No PM's
(=]
] = === With Norm PM's
g 10 . ,
o e \With High PM's
—
e \With Low PM's
5
0
1 9 20
Safety Stock Multiplier

Figure 49. The effect of varying the performance tayets on Bullwhip
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9.7

Conclusions

Within the ROP calculation two variables; ‘demaneerage period’ and
‘safety stock multiplier showed a significant pidge relationship with
Bullwhip. The ‘demand average interval’ however whd far lower
correlation across the 2-20 day range of ROP caliouls.

Increasing transit/lead time itself did not increase the level of Bullwhip.
This initially appears counterintuitive as Proc&sse has been identified (see
Chapter 2.2) as a cause of Bullwhip (Disney, Naitnak 1997). The
experiments conducted in Chapter 8 however denainstinatit is the role
transit time plays in the reorder point calculation that changes the level of
Bullwhip rather than lead time itself. Since Leadd acts in a similar fashion

to the SS factor in the equation;

ROP=d*LT+Z*cd* LT

Then it can be said that where the ROP is calallate a function of the
average demand during lead time, then Lead time omeed have a positive

correlation with Bullwhip.

Examining the objective question however, when @rpenting across a
range of realistic ROP variableshe application of a representative
Performance Measurement Systems duwegroduce a significant change in

measured level of Bullwhip
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10. CONCLUSIONS AND FURTHER WORK

This study is an investigation into the effect pplying a Supply Chain Performance
metric framework on the level of dynamic behaviouthe Supply Chain. It uses a
dynamic discrete event simulation model, programnmethe simulation software
SIMULS, of a classic Beer Game design. Uniquelyhwitthe model there exist
elective mechanisms for calculating SC performaawess the five SCOR aspects of
performance. In each role these measures can bpatethto a set of predefined
targets and appropriate operational responses ohadey the simulation run. These
operational responses influence; production capadransport routes and ROP
calculations and ultimately the degree of dynangbaviour (Bullwhip effect) in the
Supply Chain is quantified using the ratio of théandglard deviation of

upstream/downstream demand, for each role andhéoBupply Chain as a whole.

Experimental areas of particular interest, alonthwieir associated variables, were

categorised into four identified functional groups;

* ROP Calculation
» Operational Parameters
* Consumer Demand

*« Performance Measurement Mechanisms

A set of simulation configurations and runs wer@enteken in order to understand
the significant factors and relationships influemciBullwhip and the impact of a
Performance Measurement system on it. In all cade=e appropriate, simulation
runs were conducted both with and without the apgilbn of performance measures.
Conclusions drawn from the results of these sewsnofilation runs are laid out in the

following chapter.
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10.1 The significance of Re-Order Point

In a typical Supply Chain, where Consumer demaralnmation is not shared and
Supply Chain Planning is not centralised, there @araumber of sequenced and
iterative calculations of the Reorder Point witteach role. The Re-Order Point
calculation establishes the stock level at whicimaed is placed with upstream roles
(suppliers) and since the measure of Bullwhip agldjrt this model is the variation of
‘demand made’ relative the variation of ‘demancereed’, then an understanding the
ROP mechanism is fundamental to understanding hagges in dynamic behaviour.

Classically the Re-Order Point calculation is espesl as follows;

ROP=d*LT+Z*ed* LT
Where;
d — the forecast of average weekly demand.
LT — the lead time.
Z — the safety stock factor, based on in-stock @bdhy during the lead time;
od — estimation of the standard deviation of theklyedemand.
(Merkuryev, Petuhova et al. 2002)

In most commercial settings some form of averagsngpplied to demand in order to
facilitate forecasting and order generation. Smiogtthe demand forecast has direct
benefits to Supply Chains as failure to controlesktiie instability results in high
average inventory (Bhaskaran 1998). Numerous asiti{ptetters 1997; Chen,
Drezner et al. 1998; Dejonckheere, Disney et al32Chatfield, Kim et al. 2004;
Zhang 2004) have researched the demand forecastieghanism and its
consequences on system dynamics. Their studiesetifin method but between them
they examined the forecasting methods of; movingraye, simple exponential
smoothing and double exponential smoothing. Notéidyr results all conclude that
the number of observations used in moving averhageld behigh in order to lower

the bullwhip effect.

In this work all the key parameters of the ROP hawen investigated across a range

of values both with and without the applicatiorP&rformance Measures.
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Key parameters identified are;
« Demand averaging mechanis(demand average period 9.1.1 & demand
average frequencyl/interval 9.1.3)
» Safety Stock Multiplie9.1.2)
* Lead Time f(ansport between roles 9.2.2 and production cayaci

constraint$

Whilst the first two factors did show significanbreelation with Bullwhip the Lead
time did not, this in itself was contrary to theefature; “Because the amount of safety
stock contributes to the bullwhip effect, it is uriive that, when the lead times
between the resupply of items along the supplyrclaae longer, the fluctuation is

even more significant” (Lee, 1997).

Through experimentation however it was establistied increasing transit timia
itself does not increase Bullwhip; rathérs the role transit time plays in the reorder
point calculation that changes the level of dynamic behaviour. If the adopted ROP
calculation does not consider lead time, then ceamg transit time do not affect the
level of Bullwhip. That such an realisation was @aat initial objective of the work
(see 1.5.1) does not diminish from the increaseanty that it brings to the field in

general.
In terms of the initial objectives of the work howee; the experiments showeub

significant change in level of dynamic behaviour displayed as a result of applying

Performance Measures.
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10.2 The Nature of Dynamics in the Supply Chain

Wilding (1998) wrote on the causes of dynamic behaviour experienced within supply

chains where he indicated three interacting yet independent effects (Fig 51);

» Deterministic chaos is generated by fixed rules that make system
behaviour predictable, but in practice the non-linear effects of many
causes, delays and batching rules make the system less predictable.

« Parallel interactions occur between different channels of the same tier
in a supply network, two Distributors exchanging products for

example.

 Demand amplification, changes in demand being amplified as they

pass back up the supply chain through successive organisations.

Aston University

Hustration removed for copyright restrictions

Figure 50. The SC Complexity triangle. Wilding, 1998

The combination of these effects can significantly increase the degree of uncertainty
within a supply chain system. The “supply chain complexity triangle” results because
each source of uncertainty can act as a stimulus for one of the other sources of

behaviour to occur.
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A paradox identified with the “supply chain comptgxtriangle” is that methods to
reduce the magnitude of one effect may result innarease in magnitude of other
sources of uncertainty.

For example; a supplier lead-time is reduced orb#dss that this is known to reduce
the degree of amplification generated within supgiains (Forrester and Wright
1961). However the reduction in lead-time also ceduthe prediction horizon of the
data series, reducing the forecast stability aedessing in the degree of chaos. This
demonstrates the trade-off between amplificatiod ahaos on one side of the

complexity triangle.
Wilding's work could be interpreted here as follows

* Amplification is represented by the ROP mechanism.

* Deterministic chaos is represented as the situatiorExtremes of Demand
Average Interval (9.2.3) and Extremes of Demandiabdlity (9.4) where
multiple deterministic inputs into the model briagout a seemingly dynamic
but in effect chaotic output.

« Parallel interactions (multiple routes/products ethiare not represented in

this/Beer game model).

For example; in this case the application of PenBoice Measures (see section 9.4) in
situations of extreme demand variation (standaxdatiens of between 0.5 and 1 for
both size and frequency) there was a 15% increadbe level of Bullwhip. An
organisation faced with such volatile demand magnditically increase ROP.
However the existing tight performance targetshhsgrvice’ and ‘low cost’ etc. now
force it to fluctuate capacity and modes of tramspa a daily basis thus exhibiting
almost chaotic behaviour. The role of deterministiaos and parallel interactions on

performance metrics are obviously an opportunityfdiother study.
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10.3 Performance Objectives and Bullwhip

One original feature of the model developed in wisk was the optional application
of operational responses in light of the calculeé®€DR metrics when compared to a
set of targets. It has been seen (Ch 9 and 1(ati}hhb application of a representation
of a SCPM system does not influence the level divBup in the Supply Chain. That
is not to say that the numerous responses madéebyotes in the model did not
change (ideally improve) various and multiple aspeof the organisation’s

performance.

Fig 52 and Fig 53 demonstrate the difference insuesl performance for two
identical simulation runs with and without the Peniance Measures. Displayed in
the ‘watch-windows’ are the final values followiagrun of 1000 days. Note that the
‘performance priority’ for the various roles hasaaged (many times throughout the
ocurse of the run) and its final value is differémtall three roles. The priority is not
established when the PM’s are switched off, howelethe metric values are still

calculated and displayed.

In this example the measured BW with and without iBNM.82 and 2.72 respectively.
Whilst this difference in the level of Bullwhip mayt be significant, the different
recorded scores across the five dimensions of iesface leads to another important

dimension for discussion.
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Figure 52. Example of SC performance With applyingOperational responses
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Note that the Retailer and the Manufacturer achiglentical levels of delivery
service (1 being 100%) but following with the applion of PM’s - at lower Supply
Chain cost. At this point in the run Average Sesvievel is not quite as high for the
Distributor, where service is only 74%, but agaircaver (in this case significantly

lower) Supply Chain cost.

No PM [ With PM

Retailer Utilisation 0.032| 0.034
Retailer Supply Chain Cost 176 169.9
Retailer Average Service Level 1 1

Distributor Utilisation 0.034| 0.085
Distributor Supply Chain Cost 112.12| 66.71
Distributor Average Service Level 1| 0.74
Manufacturer Utilisation 128| 0.76
Manufacturer Supply Chain Cost 2272 1475
Manufacturer Average Service Level 1 1

Reducing costs is one of the five, Level 1, obyadgiof the SCOR model and indeed
of Supply Chain Management. In this example theliegion of Performance

Measures can be seen to achieve this objective raddce Supply Chain cost.
‘Reducing Bullwhip’ (demand variation) however istrone of the SCOR metrics.
This leads to the question; if ‘Demand Stability’* Demand Forecast Stability’ were
a SCOR metric, would it deliver improvement (reahgcBullwhip) as part of a set of
six or more objectives. A modified research objectitherefore might be; ‘Are

performance measurement systems incomplete inttlegt would benefit from the

inclusion of an operational stability measure/otec If reducing BW was a stated
priority in a Performance Metric system would itveaan impact on the level of

dynamic behaviour and would it come at the detrinoéother objectives?

This study of the impact of Performance MeasureBuliwhip makes an assumption
(based on the literaturethat reducing demand variability is a key objeetof SCM

and that increasing variability is a backward stepvould be interesting to consider
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the converse of this and explore whether Bullwheplucing activities negatively
affect other aspects of Supply Chain PerformanaeneS references hint at this
counter relationship; Dampening of the order variability decreases thdlvitup

effect and the average on-hand inventory but viiéhpgroblem of a decreasing service

level’ (Jammernegg and Reiner 2007).

Certain metrics related to stability are presentS@OR. For example Forecast
Accuracy is specified in the majority of the SCORrfning Processes; P1.1, P2.1,
P3.1 and P4.1 (see Appendix 1). However becausgaecforecasts are not as great
a priority as service, cost etc, they do not feaiarthe SCOR Level 1 metrics. The
complexity of a model that incorporated every SCQRBtrics would be a daunting
prospect. If such a model was designed then thikeolge would be how a suitable
hierarchy of priorities could be established inasrdllow a single metric to influence
operational priority, frequently enough in order ddve performance. Placing the
challenges involved in simulation modelling asittes fact remains that SCOR (nor
any other model identified in the literature) egply or implicitly monitors and

drives reductions in Bullwhip.

This study can conclude however that the applinatiba representative and widely
acclaimed Supply Chain performance measuremeneérmydhe SCOR model) does
NOT alter the levels of Bullwhip experienced in tispply Chain. The key
significant feature of this work however, is thhétte is now a tested and validated
method of investigating the level of effect of tlapplication of Performance
Measurement Systems on dynamic behaviour in sugmyns. The method can now
be adopted to facilitate different Performance Measent systems and explore
questions such as “If Bullwhip reduction was anliexpobjective in a Performance
Measurement system what are the consequences & &w Supply Chain

performance?
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10.4 Further opportunities with the work

The success of a Supply Chain is a complex andi-aialensional question,
one that lends itself to Performance Metric Systeweious Supply Chain
Objectives could be tested, including the objectofe reducing demand
variability, through the use of different objectiyperformance metrics and
justified responses.

This model uses representative data from a nunfiyeuldished sources since
no such commercial data was readily available actlos range of aspects of
performance in a suitable Supply Chain. There ssgaificant precedent for

this approach as the first studies of Bullwhip r(Ester and Wright 1961)
were conducted on the basis of theoretical systgmrdics models and not on
any study of commercial data. Suitable sourcesoairoercial data could be
sourced however, in order to build an extremelyisea simulation of a

supply chain.

Primarily a more complex model could be developagtknowledging that
most companies find themselves not supplying alsipgoduct but a range
(Fransoo and Wouters 2000) and existing in a suppdb rather than the
single supply chain. Performance targets coulddlected according to the
ABC product classification which might vary from 98r cent for “A”
products to 97.5 per cent for “B” products and @5 pent for “C” products
(Disney, Naim et al. 1997).

This more complex model offers possibilities todstuhe impact of parallel

interactions discussed above.

More industrially focused models may deliver oppoities to study the
relative impact of Performance Measures withinrateed between different
industries/sectors. Published simulations, for gxanseasonality in clothing
(Al-Zubaidi and Tyler 2004) where a subroutine toitate management
behaviour near the end of sales season have bemnpanated, add
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embellishments and local adaptations th&ing with local/specific objectives

and performance targetsvould offer the opportunity to calculate specific
relationships now that the fundamental principles have been established. In the
wider context however, there is the opportunity to experiment with any
number of industries/sectors, in a range of economic environments with

organisations adopting different objectives.

Supplier selection practices and resultant performance priorities, based on a
firm's position on the supply chain could be explored. Criteria used by

component suppliers and end-product manufacturers can vary (Choi and
Hartley 1996) and the priority sequence of performance criteria could vary

between different industries, geographical locations or even strategic

objectives ‘lean/agile’ etc.

Detailed use of the SCC benchmarked metrics, to deliver specific target levels
for the different aspects of performance, might facilitate the development of
more complex models with sets of critical performance targets within each

aspect of performance (Fig 44).

Aston University

ustration removed for copyright restrictions

Figure 53. Phased SCOR Performance targets. Source SCOR Manual 6.1
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10.3 Footnote

Exploration of the levels of dynamic behaviour withsupply chains as a direct
consequence of the ever increasing applicationedbEnmance Measurement systems
is a valid and necessary subject for research. Twosk has established the
fundamental mechanism between the two very widetploged, but largely

independent, fields of study and points the wayfdother work. It is appropriate that

the final word should echo one of the founderdnfteld;
More comprehensive models are opening the door neva understanding -

the future will no doubt show that we now know anlfyagment of what we need to

learn (Forrester 1968).
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SCOR Level 2 DELIVER metrics

Appendix 4
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Appendix 5 SCOR performance priority setting

Stone, James

From: ‘Caspar Humschs jehunscha@s upniy-chamn . omj
Sam: 27 Mamcn 2009 1353

Tao: Siona, Jameas

Sublec: Ra: SCC Coniect Form {Nor-Member)

Dear James,

1'nm ot same | cam answer your questhon &5 it appears rather theomtic in natume. (Somy if [ am
misinierpEting ity

The S8CC and it's members consider the prioritication of the 5 performaonce atiriboie s os an mmportant frst
step in understonding supply chain performance. A well perfooming supply chamn provides the capsbilities (o
suppor the prodoct srakegy. A sapply chain that services prodects that are considersd high quality maybe
configurad differently than the fow cost volnme prodects. A company that peeds to fulfill its customer
orders fast may lead to 3 differest confipuration than a sapply chain that peeds o0 be focused on it's asssis.

Our memher: generally acknowladge that their is no fistificaton to be hest in ciass for all sitibees as the
ool and effon to achieve this does not warmnet ibe esull. Our implementaton trminng matenials (besed on
Hoistorff's Soply Chain Excellenoe book) emphasine the pricritizstion of | atribele (o Saperior
performance () percentibz). 2 attributes to advatage (70 peroentite) and 2 panity 50 percentibz).

Repardmg your comment shout certuin sttribues being antagonistic. Yes, atiributes may ba in

ibeory entaponistic, but sometimes one Improvemend [ropram seappen muiipk stnboes: For example: on a
project | worked on the finding was that every touch (shipping, mceiving ) of a certain prodoct lme cause 1%
of the goodts to he damaped. By shipping diectly from the regional wamehoase we meduced the number of
touches by 2 {85 no receiving or shipping was requimed at the store) suled in lower shipping cost {Cost
mtricy A ND a M5 improvement of defect free’damage Free deliverizs (Relmbility metric).

| hopeet this amswiers your questions.

Reparnds,
Caspar

Caspar Hunschn
Chial Tachnilogy Dfor

Bupply Chiis Coancll, Ine, T 250 590 8002
BANL H Sermil, MW P o2 el
Sesite 500

Wishmgton DC 30005 Iowes Sesgepiy-Chais g

Thits rddsdgd Soirai confcartl Mformbion st 6 intended oy bhof e bl e, B pou G o8 Se Al S yi
il st O ek, Chatsile e o Cijy B aechal. Pl Aolify B serider ifersdabety Dy @omial F pil havei rataivd Hit d@-ml Dy
mishsks gt debets e e mal frém oo systam

Begin forwarded message:

Friem: nind@suppd- chain.ong
Date: March 20, 2008 81727 AM CDT

To: INM@Supph Chain. oo
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Appendix 6

Run; Impact of demand averaging periods

level of bullwhip for a range of safety stock multi

Run length

1000
1000
1000
1000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000

1000
1000
1000
1000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000

BW Mult

VU U R R R R R R R R BRER

B R R R R R R R
O O 0O o oo o oo

10
BW Mult

U UUuuu U R R R R R R R R R R

B R R R R R R R R
O O OO0 OO0 oo oo

Review Interval

20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
Review Interval
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20

Avg Period

2
10
20
30
40
50
60
70
80
90

2
10
20
30
40
50
60
70
80
90

2
10
20
30
40
50
60
70
80
90

Avg Period

2
10
20
30
40
50
60
70
80
90

2
10
20
30
40
50
60
70
80
90

2
10
20
30
40
50
60
70
80
90

Perf Review Con-Ret

No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

191

Ret-Dist

155.227
134.407
135.894
129.843
128.285
128.285
131.382
131.382
135.894
131.382
239.259
177.078
166.549
165.338
159.143
154.01
160.4
153.48
172.01
150.84
401.023
236.651
238.03
222.65
225.01
218.66
217.74
214.96
226.79
193.29

155.77
138.82
140.86
137.37
137.35
134.41

132.9

132.9

242.6
183.86
172
168.95
167.27
159.9
169.6
156.08

425.65
244.69
244.7
231.18
239.4
223.21
222.31
218.32

pliers

Dist-Man Man-Prod Prod-RM

205.951
142.497
142.497
136.738
133.766
133.766
138.2
138.2
143.901
135.26
409.711
276.501
249.268
224.669
221.97
205.02
209.87
205.25
231.04
211.99
627.362
451.66
404.22
367.94
369.22
360.41
358.73
355.35
366.49
325.84

188.02
158.52
152.62
149.38
143.9
141.1
141.1
141.1

431.01
269.42
247.65
239.07
248.65
227
249
217

615.03
449.28
423
400.56
399.22
386.08
377.66
371.76

260.712
160.498
152.799
147.443
143.295
143.295
148.8009
148.8009
155.408
143.295
520.838
411.058
323.324
302.113
300.78
274.21
272.74
270.45
293.95
272.67
905.76
846.02
633.31
542.73
533.08
506.41
511.92
500.69
519.72
476.96

214.56
171.4
162.28
160.5
152.8
150.15
151.5
151.5

575.05
384.46
333.51
312.11
330.64
298.95

317.9
290.08

938.01
812.86
654.37

576.2
561.76
545.53
531.35
514.05

260.712
160.498
152.799
147.443
143.295
143.295
148.8009
148.8009
155.408
143.295
520.838
411.058
323.324
302.113
300.78
274.21
272.74
270.45
293.95
272.67
905.76
846.02
633.31
542.73
533.08
506.11
511.92
500.69
519.72
476.96

214.56
171.4
162.28
160.5
152.8
150.15
151.5
151.5
0

0
575.05
384.46
33351
312.11
330.64
298.95
317.9
290.08

938.01
812.86
654.37
576.2
561.76
545.53
531.35
514.05
0

0

Bullwhip

2.200213
1.354482
1.289508
1.244308
1.209302
1.209302
1.255767
1.255767
1.311526
1.209302

4.39548

3.46902
2.728611
2.549606
2.538356
2.314126

2.30172
2.282394
2.480716
2.301129
7.643931
7.139771
5.344659
4.580232
4.498793
4.271187
4.320219
4.225446
4.386045
2.467588

1.810725
1.446487
1.369521
1.354499
1.289517
1.267153
1.278546
1.278546

0

0
4.852988
3.244552
2.814573
2.633973
2.790352
2.522913
2.682836
2.448056

0

0
7.916097
6.859925
5.522389
4.862693
4.740831
4.603862
4.484193
4.338194

0

0

on



Appendix 7

level of bullwhip for a range of demand average per

Run length
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000

1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000

BW Mult
1
3
6
9
12
15
20

Run; Impact of safety stock multipliers

Review Interval
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20

20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20

Avg Period
2

VULt NNNRNRN

WOUw N NNRNNNNRRERRR R B
O OO0 000000000 OoOoOoo oo

50

Perf Review Con-Ret

No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

192

Ret-Dist

155.227
185.06
270.34
372.58

466.4
560.49
679.81
134.41
159.38
202.89
271.19
333.12
384.86

477.6
134.41
164.35
185.29
226.45
271.26
317.08
410.54
135.89
152.95

184.2

214.6

259.9
311.33
398.53
128.29
141.46
162.14
199.05
242.83
277.17
350.02

138.82
165.57
210.67
272.39

339.1
390.39
483.74
138.82
163.85
191.68
226.45
278.31
319.61
408.83
140.87
152.95

194.8
221.06
273.95
326.24
409.32
134.41
146.23
174.79
202.06
244.48
282.66
359.47

iods

Dist-Man Man-Prod Prod-RM

205.95
283.27
469.07
593.2
709.28
847.76
999.29
142.5
211.24
379.86
605.65
802.25
956.92
1442.15
142.5
197.47
280.21
413.56
541.61
701.39
1028.1
142.5
184.85
272.94
356.86
466.05
588.41
810.53
133.77
172.7
242.5
323.57
417.6
500.35
670.22

152.05
219.64
397.76
624.5
817.03
941.54
1413.03
158.52
201.1
281.19
413.56
539.61
697.2
1030.46
152.61
200.5
288.94
375.34
494.14
596.71
807.49
141.08
189.15
267.92
345.41
430.17
524.86
706.24

260.71
413.83
569.43
849.34
974.81
1133.87
1527.95
160.5
284.82
623.1
1107.03
1568.71
1947.32
3415
160.5
250.26
442.97
770.2
1065
1550.1
2463.5
152.8
225.77
376.23
541.31
751.32
998.98
1486.93
143.3
206.04
325.22
453.68
600.84
754.06
1041.83

174.88
275.93
642.37
1144.96
1693.9
1551.22
1691.65
171.4
238.08
424.75
748.87
1009.24
1514.9
2459.95
162.28
249.14
399.72
572.81
788.55
1014.58
1538.62
150.15
221.82
358.13
487.43
625.82
774.31
1067.7

260.71
413.83
569.43
849.34
974.81
1133.87
1527.95
160.5
284.82
623.1
1107.03
1568.71
1947.32
3415
160.5
250.26
442.97
770.2
1065
1550.1
2463.5
152.8
225.77
376.23
54131
751.32
998.98
1486.93
143.3
206.04
325.22
453.68
600.84
754.06
1041.83

174.88
275.93
642.37
1144.96
1693.9
1551.22
1691.65
171.4
238.08
424.75
748.87
1009.24
1514.9
2459.95
162.28
249.14
399.72
572.81
788.55
1014.58
1538.62
150.15
221.82
358.13
487.43
625.82
77431
1067.7

2.200196
3.492413

4.80556
7.167789
8.226661
9.569008
12.89475
1.354499
2.403666
5.258494
9.342498
13.23873
16.43391
28.82002
1.354499
2.112006
3.738333
6.499907
8.987797
13.08168
20.79008
1.289517
1.905329
3.175097
4.568248
6.340574
8.430638
12.54857
1.209344
1.738822
2.744612
3.828717
5.070636
6.363698

8.79226

1.475855
2.328641
5.421118
9.662599
14.29524
13.09113
14.27625
1.446487
2.009216

3.58457
6.319898
8.517225
12.78461
20.76012
1.369521
2.102554
3.373335
4.834084
6.654767

8.56229
12.98479
1.267153
1.871994
3.022347
4.113542
5.281449
6.534592
9.010583

on



Appendix 8

level of bullwhip for a range of demand average per

Run length
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000

BW Mult

W W W wwwwwwwwwwwwwwwww

BW Mult

W W W wwwwwwwwwwwwwwwww

Run; Impact of demand average interval o

Review Interval
2
5
10

20
50
2
5
10
20
50

10
20
50

10
20
50

Review Interval
2
5

10
20
50
2
5
10
20
50
2
5
10
20
50
2

10
20
50

Avg Period

5

Avg Period

5

193

No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Perf Review Con-Ret

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494
118.494

iods

n

Ret-Dist Dist-Man Man-Prod Prod-RM

117.96
117.96
172.7
159.38
155.02
155.02
155.02
155.02
164.35
146.23
155.02
155.02
150.3
152.95
155.02
135.66
135.66
137.13
141.46
148.4

179.08
179.08
178.42
165.568
172.22
155.02
156.31
155.02
163.85
157.6
165.07
157.6
151.63
152.95
166.28
145.66
149.74
140.03
146.23
161.37

260.34
261.112
240.6
211.24
191.9
204.66
206.61
194.6
197.47
173.64
183.32
186.58
185.94
184.85
183.97
160.64
160.64
160.64
172.7
173.86

263.41
259.57
249.62
219.64
204.66
204.66
209.51
201.69
201.1
193.36
191.9
195.01
195.43
200.5
217.43
169.17
179.55
179.55
189.15
200.5

349.24
342.26
336.34
284.82
245.89
251.23
256.77
241.93
250.26
205.25
227.19
227.19
228.42
225.77
222
192.94
191.89
192.94
206.04
205.06

349.82
336.94
327.25
275.93
258.02
251.23
260.65
243.59
238.08
220

234.16
234.16
237.06
249.14
261.11

200.1
205.06
207.01
221.82
234.16

349.24
342.26
336.34
284.82
245.89
251.23
256.77
241.93
250.26
205.25
227.19
227.19
228.42
225.77

222
192.94
191.89
192.94
206.04
205.06

349.82
336.94
327.25
275.93
258.02
251.23
260.65
243.59
238.08
220
234.16
234.16
237.06
249.14
261.11
200.1
205.06
207.01
221.82
234.16

2.947322
2.888416
2.838456
2.403666
2.075126
2.120192
2.166945
2.041707
2.112006
1.732155
1.917312
1.917312
1.927693
1.905329
1.873513
1.628268
1.619407
1.628268
1.738822
1.730552

2.952217

2.84352
2.761743
2.328641
2.177494
2.120192
2.199689
2.055716
2.009216
1.856634
1.976134
1.976134
2.000608
2.102554
2.203571
1.688693
1.730552
1.747008
1.871994
1.976134



