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Abstract

In recent years the demand for video services streamed over the Internet has grown sig-
nificantly. This has been exemplified by the rapid growth of dedicated websites such as
YouTube and the increase in websites supplementing their written files with video content,
such as many news websites like the Times.

Video files are much larger than other types of files typically found on the Internet, such
as images or documents. In addition, video streaming imposes strict time constraints on the
delivery of data to the client, since the Internet is a best effort network. In this environment,
packet loss can occur, especially across wireless links, and due to the timely nature needed
for high quality video, retransmission might not be an option. Motivated by the increasing
demand and challenges we investigate methods by which the quality of the video can be
improved. -

We utilise overlay networks that have been created by implementing relay nodes to pro-
duce path diversity, and show through analytical and simulation models for which environ-
ments path diversity can improve the packet loss probability. We find that in a congested
environment the use of path diversity can reduce the packet loss probability, while in both
random and burst lossy environments the packet loss probability could be increased with the
number of the paths used.

We take the simulation and analytical models further by mmplementing a real overlay
network on top of Planetlab, and show that when the network conditions remain constant
the video quality received by the client can be improved. In addition, we show that in the
environments where path diversity improves the video quality forward error correction can
be used to further enhance the quality.

We then investigate the effect of the recently ratified IEEE 802.11e Wireless LAN stan-
dard with quality of service enabled on the video quality received by a wireless client. We
find that assigning all the video to a single class outperforms a cross class assignment scheme
proposed by other researchers. The issue of virtual contention at the access point 1s also ex-
amined.

We increase the intelligence of our relay nodes and enable them to cache video, in order
to maximise the usefulness of these caches. For this purpose, we introduce a measure, called
the PSNR profit, and present an optimal caching method for achieving the maximum PSNR
profit at the relay nodes where partitioned video contents are stored and provide an enhanced
quality for the client. We also show that for the optimised cache the degradation in the video
quality received by the client becomes more graceful than the non-optimised system when
the network experiences packet loss or is congested.
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Enhancement Predicted; a frame type introduced in H.263+ to enable the scal-
ability of P frames, page 39

Forward Error Correction; the ability to recover from a certain level of packet
loss, page 98

First In First Out; a queueing technique where the items taken from the queue
is the same order that they arrive, page 87

Frames per second; the rate at which frames are played, page 41
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LIST OF ABBREVIATIONS

GOP

HCCA

HCF

HDD
HSDPA

HTTP

HTTPS

I frame
I slices
IDR
IEEE

IGMP

IntServ

1P

IPv4
ISP

ITU

JPEG

LAN
LFU

Group of Pictures; a contiguity sequence of frames starting with an intra coded
frame until the frame preceding the next intra coded frame, page 34

HCF Controlled Channel Access; provides class differentiated channel access
in IEEE 802.11e, page 79

Hybrid Coordination Function; extends IEEE 802.11 with the addition of two
channel access methods EDCA and HCCA, page 79

Hard Disk Drive; a drive used for the storage of data within a PC, page 162

High-Speed Downlink Packet Access; a third generation mobile telephone data
access technology, page 75

Hyper Text Transport Protocol; an application layer protocol within the TCP/IP
stack for the transport of data files, page 48

Hyper Text Transport Protocol Secure; an application layer protocol within the
TCP/IP stack for the transport of data files over a secure connection, page 48

Intra frame coding; spatial video compression of a frame, page 30
Intra slices; spatial video compression of a slice, page 43
Instantaneous Decoding Refresh; a frame containing only I slices, page 43

Institute of Electrical and Electronics Engineers; an international organisation
for the advancement of technology in the field of electricity, page 75

Internet Group Management Protocol; an IP tool used to managed multicast
groups, page 51

Integrated services; is an architecture which permits QoS on an IP network,
page 65

Internet Protocol; provides a uniform naming standard to enable communica-
tion between networks of different types, page 19

Internet Protocol version 4; the currently widest deployed version of IP, page 65

Internet Service Provider; a company which sells connectivity to its network
which then connects to other ASs, page 68

International Telecommunications Union; an organisation established to regu-
late and standardise audio and video communications, page 28

Joint Photographic Experts Group; who develop standards for image compres-
sion, page 30

Local Area Network; an area covering a small physical area, page 76

Least Frequently Used; a cache replacement algorithm which replaces the least
frequently accessed items stored when space is required to store a new item,
page 155
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LIST OF ABBREVIATIONS

LRU

MAC

MAN

MDS

MPEG

MSE
MTU

NAL

NALU

NEGSOB

NRI

NS-2

P frame

P slices

PCE

PEVQ

PoP
PSNR

Least Recently Used; a cache replacement algorithm which replaces the least
recently accessed items stored when space is required to store a new item,
page 155

Medium Access Control; is a sub layer within the Data Link Layer of the
TCP/IP stack and provides addressing and channel access, page 75

Metropolitan Area Network; is designed to connect a number of LANs to a
WAN, page 76

Maximum Distance Separable; are a set of FEC codes which are able to correct
the maximum number of errors, page 121

Motion Picture Expert Group; an organisation established to standardise audio
and video transmission and compression, page 28

Mean Square Error; the summation of the square.of the pixel differences, page 55

Maximum Transmission Unit; is the largest packet which can be transmitted
without fragmentation, page 100

Network abstraction layer; the layer of H.264 which passes NALUs to the video
transport layer, page 42

Network abstraction layer units; are generated by the NAL layer and passed on
to the video transport layer, page 46

Negative Sobel Difference; a means to measure the reproduction quality of a
frame specifically looking for artefacts, page 55

Network Reference Indicator; a two bit field within the NAL unit type octet
which indicates whether the content of the packet is used as a reference by
other slices, page 49

Network Simulator version 2; a packet layer network simulator, page 90

Inter/predicted frame coding; temporal video compression of a frame using a
single frame as a source of prediction, page 31

Intra/predicted slices; temporal video compression of a slice using a single
frame as a source of prediction, page 43

Point Coordination Function; an IEEE 802.11 centralised method to regulate
access to the channel, page 77

Perceptual Evaluation of Video Quality; a means to measure the reproduction
quality of a frame in a similar way to MOS, page 55

Point of Presence; a nodes connection to the network, page 67

Peak Signal to Noise Ratio; the de-facto measurement of the quality of a result-
ing frame compared to the original, page 55
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LIST OF ABBREVIATIONS

QCIF

QoS

RPC

RS

RTMP

RTP

RTS

RTT

SBP

SHIP

SHP

SI slices

SIFS

SNR

SP slices

SSIM

Quarter Common Intermediate Format; a standard frame size of 176 by 144
pixels, page 29

Quality of Service; covers a set of factors which effect the quality of the expe-
rience received by a user, page 63

Remote Procedure Calls; enables applications to call software methods which
are executed in a remote application, page 47

Reed-Solomon; a set of maximum distance separable FEC codes, page 121

Resource Reservation Protocol; a transport layer protocol to reserve network
resources, page 65

Real Time Messaging Protocol; developed to transport video, audio, remote

procedure calls (RPC) and arbitrary data between Adobe Flash player and server,
page 47

Real-Time Transport Protocol; an application layer protocol within the TCP/IP
stack for the transport of video, page 46

Request to send; all clients interested in transmitting data makes this interest
know to the access point, page 132

Round Trip Time; is the duration of time required for a response to be received
by a source after sending a message to a destination, page 72

Scalable baseline profile; a profile to enable scalable video coding by extending
a restricted baseline profile from the H.264 standard, page 44

Scalable high intra profile; a profile to enable scalable video coding by extend-
ing the high profile of the H.264 standard but with restrictions to only intra
coded slices, page 44

Scalable high profile; a profile to enable scalable video coding by extending the
high profile of the H.264 standard, page 44

Switching I; is a slice defined within the H.264 standard which uses spatial
compression to enable the switching between different streams, page 43

Short Interframe Space; the duration of time after the medium has become free
after which an ACK can be transmitted, page 78

Signal to noise ratio; a measure of the useful signal against the unwanted noise,
page 38

Switching P; is a slice defined within the H.264 standard which uses prediction
between frames to enable the switching between different streams, page 43

Structural Similarity; a pixel by pixel comparison of two frames to identify
the quality of the encoded or transported against the uncompressed original,
page 56
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LIST OF ABBREVIATIONS

SvC

TCL

TCP/TP

ToS
TxOP

VCL
VoIP

WAN

WiMax

WLAN

WMAN

Scalable video coding; a layered video coding technique within the H.264 stan-
dard, page 44

Tool Command Language; a scripting language , page 90

Transmission Control Protocol/Internet Protocol; is the five layer Internet model
shown in Figure 3.1, page 27

Type of Service; is an 8 bit field in the original IP header design, page 66

Transmission Opportunities; allows multiple packets to be sent consecutively
without re-contending for the media, page 82

Video coding layer; the compression layer of H.264, page 42

Voice over Intemet Protocol; is an umbrella term for the streaming of audio
over an IP network, page 68

Wide Area Network; is a network which covers a broad area with the most well
known being the Internet, page 76

3rd Generation Partnership Project; is a group specifying a standard for third
generation mobile phones, page 76

Wireless Local Area Networks; allowing access to a local area network without
wires, page 75

Wireless Metropolitan Area Network; is a wireless equivalent of a traditional
MAN, page 76

World Wide Web; a collection of application layer protocol to enable browsing
and emailling, page 48

Luma; the brightness component of a video frame, page 29
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Chapter 1

Introduction

In recent years we have seen the explosive growth of services such as YouTube [8, 9] and
more recently the BBC iPlayer [10]. These services provide users with access to a cata-
logue of video programs over the Internet [11]. Recently, the competition faced by video on
demand providers has been increased by services being offered by social networking sites
including Facebook [12, 13] and Myspace [14], along with websites choosing to supplement
their written online content with video, such as The Times [15] or CNET [16].

Services provided by the likes of YouTube, Facebook and The Times are non-real time
video streaming, where the video content is captured, stored, transcoded and then made
available for the public to view. For existing broadcasters, such as ITV, BBC and Channel 4,
these services will have to be made available online to maintain their current market share.
Due to this these, broadcasters are starting to venture into the online video market. Among
them, the BBC and ITV are the only terrestrial broadcasters who stream their channels online
in the UK.

If current trends for online and on demand video continue then over the next six years
there will be a reduction in the viewing of traditional broadcast television by 15% [17]. This
will result in a reduction of advertising revenue, in the region of 10%. Should online services
not be expanded then illegal activities will fill the gap, which will result in no additional
revenue for broadcasters. The broadcasters who develop an online approach are likely to
share the predicted £500m advertising revenue [17].

Existing broadcasters currently have the option to stream video over terrestrial, fibre optic

or satellite platforms. To enable the delivery of video over the Internet a number of problems
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need to be solved before video streaming of an acceptable quality can be provided to a user.

1.1 Problems and investigation

There are a number of technical issues surrounding high quality live video streaming over
the Internet. Firstly, the video to be streamed must be compressed to a suitable data rate. The
choice of this data rate in itself is not easy. If the data rate is too high then the user is unlikely
to receive large amounts of the video stream, either resulting in pauses in playback or errors
being displayed to the client after the stream has been decoded. If the encoded video rate is
too low then the quality of the stream received by the client will be of poor quality, due to

compression loss.

Application

Transport

Network

Data Link

Physical

Figure 1.1: TCP/IP Stack

Secondly, the compressed video stream then needs to be transported to the client. When
streamed over networks running the Internet Protocol (IP) (shown in Figure 1.1) the video
stream is split into a number of packets. Each packet is sent from the server, also termed the
source, to the client, also termed the destination, by putting the packets onto the network.
Once on the network, the packets will be routed towards their destination by packet switching
routers. The majority of packets transmitted are on packet switching networks which are best
effort and as such there is no guarantee that any packets put onto the network will arrive at
its destination, thus a proportion of the transmitted packets will be lost.

The loss of packets will affect the video quality received by the client. Since the majority

of video compression is achieved by removing both spatial and temporal redundancy, when
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a packet loss occurs it is likely that its effect will remain viewable to the client until the
complete screen is refreshed. This generally only takes place every few seconds. If only
spatial redundancy were reduced during compression then the error would be displayed on
the screen for only a single frame per packet loss, but this requires a much higher bandwidth
for the encoded video.

There are a number of techniques which have been proposed to improve the Quality of
Service (QoS) which packets receive while being transported across the network. These in-
clude the allocation of bandwidth for streams and class based QoS schemes. The problems
with allocating bandwidth to streams is that the infrastructure required to provide such a ser-
vice does not scale to Internet size topologies. The scalability issue comes about because the
routers must maintain details about each stream aﬁd secondly that with allocating bandwidth
1t can not be used by another user even if the user to which it 1s allocated does not require
it at that point in time. The class based QoS scheme has been developed as an alternative to
the bandwidth allocating scheme and is designed to differentiate based on the importances
of packets. Class based QoS schemes are able to scale to Internet size topologies, however,
they still provide no guarantees that any packets will be successfully delivered to their desti-
nation. Class based QoS requires alteration to routers within the network and these changes
are slow and require large amounts of investment.

An altemative to bandwidth allocation and class based QoS schemes is path diversity,
this centres around the fact that between any two places on the network there are multiple
different routes which a packet can take. Traditionally when multiple packets are sent be-
tween the same combination of source and destination, all these packets take the same route.
This is because the network layer, which for the Internet uses the IP, is responsible for packet
routing and is not concermned about congestion, just connectivity. The problems which result
from congestion are transportation layer issues, shown within the TCP/IP stack in Figure 1.1.

There are a number of ways to utilise path diversity, these include source routing, router
alteration, multihoming and overlay networks. Of these techniques source routing and router
alteration are not generally available options, for reasons explained later. Additionally Path
Diversity, enabled by overlay networks, has not been investigated thoroughly with regards to
providing video streaming, and the technique poses potential benefits which could result in

an improvement in the video quality.
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Other researchers have investigated using forward error correction (FEC) to improve the
quality of the video received by a client. When a maximum distance separable (MDS) FEC
code 1s used, at the packet level, k packets are put into a group, » — k redundant packets are
then added to the group. As long as any & out of » packets are received then the original k
packets can be recovered. FEC produces the best effect when errors are dispersed equally
across all groups since this reduces the likelihood that & packets will not be received suc-
cessfully. Path diversity is able to disperse errors within the stream through interleaving.
With the dispersal of errors we investigate if additional benefits could be gained when path
diversity and FEC are combined.

The last link for clients is increasingly becoming a wireless link. Wireless links experi-
ence a higher packet loss rate compared to a like for like wired link. When a video stream
1s partitioned each of these is not of equal importance, as such if there were a way for the
most important partitions of the video to be received with a higher likelihood of being er-
ror free than the lesser important packets, even though the packet loss rate for the channel
1s unchanged, the experience received by the user is improved. The recent IEEE 802.11e
standard has facilitated Quality of Service (QoS) within IEEE 802.11 wireless networks,
showing potential to improve the QoS received by the client without changing the wireless
environment.

Since a significant proportion of the current videos available via the Internet are on-
demand we investigate video caching for non real time video streaming. Caching has been
used a lot for web content because it provides a number of advantages, these include reducing
the number of packet losses as well as reducing the load on a central server and on the
network paths over which the data would have travelled. The problem is that video files are
far larger than files of other types, as such the number of files which can be stored in a cache
will be far fewer than for web caching. To overcome the problem of storing a small number
of video we investigate storing only the most important portions of the video stream. This is
achieved through intelligent caching which evaluates the importance of each component and
only storing the most important ones. The target for this is to provide the client with the best
possible video quality both when packet loss occurs and when the original server becomes
overloaded. To enable us to measure the importance of each partition we propose a measure,

termed PSNR profit, which is calculated by removing select data from the video stream and
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then comparing this to the original video. The summation of the differences is then used to

indicate what the effect of the loss of certain data causes.

1.2 Aims and Objectives

The objective of this work is to improve the quality of the video received by the client when
streaming video over packet switching best effort IP networks. We aim to achieve this in
two ways; firstly though the investigation of the packet loss resulting from the use of an
overlay network and secondly by reducing the visible effect by increasing the likelihood of
receiving the most important parts of a video stream. We investigate this with regard to
video streaming over both wired and wireless networks with an additional investigation of
intelligent video caching. We investigate the effect of intelligent video caching in a lossy
environment to identify if the caching of the most important partitions improves the video
quality received by the client. In the wireless environment we investigated the effect of using
existing QoS parameters which were introduced with IEEE 802.11e for the streaming of
video over wireless networks. We aim to investigate if we are able to improve the video

received by the client without changing the wireless environment.

1.3 Novelty

This thesis differs from other people’s work in a number of ways. Firstly we set out to
mvestigate the effects of using more than two paths in an overlay network, which is the
number generally investigated in other peoples work. Through the investigation of more than
two paths we aim to see if further improvements in the packet loss rate can be achieved when
using path diversity. This investigation is initially conducted through the use of a simulator
which is then supported by the presentation of an analytical model. Through the use of
the analytical models it is possible to set the parameters for random, burst and congestion
losses to see the effect which path diversity would have on the number of packet losses. This
work is then taken further by investigating the combing of path diversity with video to see
the effect it has on the quality of the video received by the client. In previous works any

investigation into video quality has been done with only a single additional path.
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Secondly, we perform real experiments using Planet lab to investigate path diversity in
the real world. From this we see how path diversity affects packet loss patterns and then
we see how this would affect video quality. We then looked at additional benefits offered
by path diversity combined with FEC when streaming video. In other works the use of path
diversity and FEC have been considered, however, we develop this by applying it to a video
environment and, again, apply this to more than two paths.

Thirdly, since an increasing number of clients are connecting to the Internet using a
wireless last link, we investigated QoS issues in wireless links for video streaming. In this
work we do not aim to reduce the number of packets lost, instead we investigate if it is
possible to improve the quality of the video received by the client if lesser important packets
are more likely to be dropped than higher importance packets. This is achieved using the
recently proposed IEEE 802.11e class based QoS standard. We investigated a previously
proposed cross class partition assignment scheme for video streaming over wireless networks
using a real testbed. Previously the proposal has only been investigated within the confines
of a simulator.

Fourthly, we presented a method to calculate the benefits which are received from the
reception of different partition and frame types resulting from compression. Being able to
estimate the importance of a H.264 data partitioned unit within a video stream enables more
efficient use of techniques such as unequal loss protection or storage.

Finally, we present a method to optimally select which partitions to cache using the
previously proposed measure. We present for the first time that H.264 data partitions are
used as part of an optimisation techniques used to select which data to store at a cache.
Through the storage of the most important parts of the video, clients are able to play back a
video with a higher quality when the network experiences packet loss or the original server

suffers from congestion.

1.4 Thesis Structure

This thesis is broken up into seven chapters. Chapter 2 discusses the requirements to be able
to stream a video over an IP network. We present an overview of the significant develop-

ments in video coding from H.261 up to the current state of the art H.264 codec. Following
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which it goes on to discuss the transportation of video across the Internet. This discussion
includes reliable delivery of video using the Transmission Control Protocol (TCP) and un-
reliable delivery using the User Datagram Protocol (UDP). In addition to a discussion of
transport protocols, unicast and multicast are also considered. We then present the most
commonly used application layer protocols used for video streaming, these are Hypertext
Transfer Protocol (HTTP) and Real Time Messaging Protocol (RTMP) for transportation
over TCP and Real-time Transport Protocol (RTP) over UDP. Finally, we present two meth-
ods for the calculation of objective video quality. The first method is Peak Signal to Noise
Ratio (PSNR), which is an objective frame comparison method which is applied on a pixel
by pixel basis, in academe this is the most common objective frame comparison method
used. In addition to the pixel by pixel approach we also present the negative sobal difference
(NEGSOB) as an alternative approach. NEGSOB differs from PSNR because it provides a
measure of quality by first transforming the original and received frames with a sobel edge
detection algorithm, it is these resulting frames which are then used to calculate the objective
parameter.

In Chapter 3 we look at Quality of Service (QoS) tools which are available within IP
networks. This chapter shows that there are limitations to the currently deployed techniques.
Firstly the Integrated Service (IntServ) approach does not scale to Internet size topologies.
Secondly Differentiated Service (DiffServ) scales to Intemet size networks, but provides no
guarantee of packet delivery. We then present Path Diversity as an alternative way to improve
the QoS of the video stream. Path Diversity has the benefit that it can be selectively deployed
on an application by application basis and as such can be operated on the existing Internet.
There are four methods to deploy path diversity which are discussed.

Since wireless networks are becoming more common Chapter 3 also includes an overview
of QoS tools which are available specifically in wireless networks. These QoS tools have re-
cently been added to IEEE 802.11 networks with the recently ratified IEEE 802.11e standard
which we discuss in the chapter.

Since the majority of researchers only look at path diversity from simulations we set out
to develop analytical models in Chapter 4 for the packet loss probability of a packet crossing
the network. Models were created for environments where losses are caused randomly, in

burst and due to congestion. To verify the analytical models we simulate networks and
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compare the results against the analytical model results. Since the Internet rarely experiences
a single type of packet loss we present a combined loss model, which is shown in comparison
with the simulation results.

Chapter 4 extends the analytical and simulation models through the use of PlanetLab onto
which an overlay network is constructed and experiments are conducted. The construction
of an overlay network is achieved by distributing packet relay software onto selected nodes,
which forward the packets it receives towards a destination.

In Chapter 5 we investigated the effect of the packet losses on the quality of the video
stream. Initially the video is examined in the environment experienced by the PlanetLab
overlay network and we show how network characteristics affect the video quality. The
work is taken further through the investigation into the improvements offered by the use of
FEC.

In addition to the wired work, in Chapter 5 we also investigate the possibilities of using
an JEEE 802.11e enabled network to stream class assigned video. Using the assignment
already proposed by existing research we take the work which they have conducted through
simulation and test it using an IEEE 802.11e test bed.

In Chapter 6 we increase the intelligence of the relay nodes by enabling these nodes to
cache video. We show how different components of a video stream are more important than
others. To decide which components to store at a cache and to maximise the benefits which
are produced through the caching of these components we need to know what benefits their
storage offers. To address this problem we present a method to calculate this importance,
termed PSNR profit, this is then used to optimise the video components stored at a cache.

The video caching proposed in Chapter 6 is first applied to the case where all video is of
equal popularity. We show the effect of the optimised caching compared to the unoptimised
caching on the PSNR profit stored at the server. We show how, in a lossy environment,
caching the most important video partitions improves the quality of the video received by
the client. The single cache is then expanded to a caching network of nodes which ensures
that a complete copy of the video remains available across the whole network. Finally the
caching is adapted to the case where the popularity of the video is unequal and we show how
this affects the proportions of each component stored at the cache.

Finally in Chapter 7 we present an overview of the work completed along with a sum-
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mary of the conclusions which have been drawn. In this chapter we also highlight the five

contributions which this thesis has made to the advancement of knowledge within our field.
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Chapter 2

Video Streaming Technologies

The purpose of video streaming is to transport video from the source to the destination in a
timely manner for playback by the software running at the destination. Within this thesis we
restrict our discussion to video streaming over IP networks.

One of the first problems with video streaming is the high bandwidth which raw video
requires. We can represent each pixel of a frame with three byte values, one each for red,
green and blue. The raw data rate of a Common Intermediate Format (CIF) size video, which
has a frame size of 352 pixels by 288 pixels, and a frame rate of 24 frames per second, is 6.96
megabytes per second (55.69 megabits per second). When this is extended to high definition
video with a frame size of 1920 by 1080 pixels the raw data rate rises to 142.38 megabytes per
second (1.11 gigabits per second) [18]. In the majority of instances streaming data at this rate
is unachievable with currently available technology where the highest home connections are
about 20 megabits per second. If we store an average two hour long video the raw data would
take up 0.98 terabytes, which exceeds the capacity of most currently available hard drives
which are typically around the 750GB. A number of standards have been issued to enable
the compression of raw video. The major developments in video compression standards are
presented in Section 2.1.

Once a video stream is compressed we need to transport the video to the client. There
are two major transport protocols within the Transmission Control Protocol/Internet Proto-
col (TCP/IP) stack. A discussion of transport protocols and the effect they have on video
streaming 1s included in Section 2.2.

The video decoder is required to produce complete frames for playback, since when a
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video stream experiences packet loss the decoder must fill in the missing areas. There are a
number of different methods which can be used to fill in areas of the video. The selection
between these methods is dependent on the software used by the client. In Section 2.3 we
present the most common algorithms used to fill in the missing data of a frame.

Once the complete frames are available it is possible to compare them against the frames
which were sent from the video server for the purpose of video quality assessment. There
are two methods to measure the quality of the video received by the client, subjective and
objective quality measurements. In the subjective measurement a large number of users are
asked to rate the quality of the video they have watched. The subjective quality measurement
1s very labour intensive and thus the use of objective quality measurement is more common;
since they can be processed automatically by computers. In Section 2.3 two objective quality

measures are presented.

2.1 Video Compression

To reduce the data rate required by the network many video compression standards have been
developed from both the International Telecommunications Union (ITU) and the Motion
Picture Expert Group (MPEG). In this section we overview some of the milestones in video

coding, ending with the current state of the art video codec.

2.1.1 H.261

H.261 is a source coding standard developed by the ITU [19] and contains the fundamental
principals on which the majority of subsequent video coding standards are based. The stan-
dard is designed for ISDN lines and works with constant data rates which are multiples of
64kbps. H.261 and the video codes that follow are lossy codecs, i.e. the compressed video
does not decode identically to the original.

The basic design of the video encoder is shown in Figure 2.1. The video standard only
defines the bit stream format which dictates the basic decoder design. The advantage of
standardising the bit stream and no other components is that this enables the encoder and
decoder to be optimised for their particular use. In addition to the encoding and decoding

of the video, there is also the option for pre-encoding and post-decoding processes to be
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used. One example of these might include deblocking filters for the removal of compression

artefacts after decoding.

Pre-encoder (optional) Post-decoder (optional)
v _ A
Video Encoder Bl R e U Video Decoder

Figure 2.1: Video encoding block diagram

H.261 supports two different sized frames, CIF (352 by 288 pixels) and QCIF (176 by
144 pixels), which is a quarter of the size of CIF. Each CIF frame is split into two columns
and six rows which totals 12 groups of blocks. In a QCIF frame, there are only three groups
of blocks but each group is the same size as the groups in a CIF frame. Each group of blocks
contains 33 macroblocks in an 11 by 3 formation.

Each H.261 macroblock is encoded using the YCbCr colour space. YCbCr splits an
image into three components, the luma (Y) and two colour difference components for blue
(Cb) and red (Cr).

The human eye is more sensitive to changes in luma value than it is to chroma values.
Through the separation of the chroma and luma components of the video it is possible to
reduce the number of chroma components, with only a limited reduction in the perceived
video quality. H.261 takes advantage of the split luma and chroma by separating a picture
down into a number of macroblocks represented by a 16 by 16 array of samples for the
luma and two 8 by 8 arrays for Cb and Cr. These details can be represented by the chroma
subsampling ratio of 4:2:0, as shown in Figure 2.2. This results in four times more luminance

information than colour information being transmitted.
Luma %ﬁ}g : :‘__..,|L¥
Chroma _
Composite m

=

Figure 2.2: Subsampling at 4:2:0

H.261 includes two methods of frame compression, intra and inter. In Subsection 2.1.1.1
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an overview of the encoding of intra frames is presented, and then in Subection 2.1.1.2 the

differences between inter and intra coded frames are explained.

2.1.1.1 Intra Frame Coding

Intra frame (I frame) coding compresses frames through spatial compression. In this section
we provide an overview of the steps involved in the compression of a frame using intra

coding.

Discrete cosine transforms Firstly a discrete cosine transform is used to transform an im-
age from the spatial domain into the spatial frequency domain. The discrete cosine transform
takes an » by n matrix, £ where f(i, /) is the intensity of the pixel in the i*" column and ;"
row. In the case of H.261 n = 8.

0,00 .. f(r—1,0)
f= 5 : (2.1)
f(O0,n—1) ... f(n—1,n—1)
The resulting matrix, F, has components F(u,v) which refer to the amplitude of the
frequencies present within the original 8 by 8 matrix. The lowest frequency is in the F(0,0)
position, termed the DC value, and the horizontal and vertical frequencies increase as v and

v rise respectively.

F(0,0) .. F(n—1,0)
F = : : (2.2)
F(0,n—1) .. F(rn—1,n—1)
The human eye is more sensitive to lower frequencies and so some of the higher frequen-

cies could be discarded without much noticeable degradation in the perceived quality.

Quantisation Quantisation is implemented by dividing the content of the resulting matrix,
F, by a constant value and rounding the result, meaning that there will be a reduction in the
quality of the representation but this also means that there will be a reduction in the amount
of data transferred. If the reduction in quality cannot be noticed then quantisation does not

have a detrimental effect. The alternative to dividing each element of the matrix by the same
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value is to use a quantisation table, as used in the Joint Photographic Experts Group (JPEG)
image coding standard. This means that the same amount of data could be distributed better,
or less data could be used to transfer the same information as more important elements of

the matrix could be quantised less than less important elements.

Run length encoded Through the use of a discrete cosine transform and quantisation the
frame has been compressed. The resulting values are then converted into a stream. The
resulting stream generally has a large number of zeros grouped together. Run length en-
coding is used to represent the sequence using skip, value pairs. The value term is the next
non-zero component and skip is the number of zeros preceding it. As the resulting sequence
is not of a fixed length an end of block marker is appended. For example the sequence

160,0,1,0,0,1,0,0,1 would be transformed into 160 (1,1) (2,1) (2,1) END.

Huffman coding Huffman coding is a lossless compression algorithm that can be imple-
mented by using a lookup table to encode the data. The conversion from the symbol to a
variable length bit sequence is based on the probability that a certain symbol will be sent
next. The combination of run length and Huffman coding provides a reduction in the re-
gion of two to three times less data than the raw output from the quantiser, all without any

additional loss in visual quality [20].

2.1.1.2 Inter Frame Coding

Whereas intra frame coding only compresses spatially, inter frame (P frame) coding is able
to use the temporal redundancy exhibited in video. There is a significant amount of temporal
redundancy and the removal of this can reduce the data rate required to stream a video.
Figures 2.3a and 2.3b show two consecutive frames from a sample video sequence. Figure
2.3c shows the difference between Figure 2.3a and 2.3b from which we can see that the
majority of the frame remains unchanged.

The reduction in the data rate is at the cost of increased complexity at both the encoder
and decoder. For the video to be played back at the client with only the affects of compression
there must be no loss of data in any of the frames received, both for inter as well as intra

frames, as illustrated in Figure 2.4.
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(a) Sample frame 1 (b) Sample frame 2 (c) Difference between frames 1

and 2 shown in white

Figure 2.3: Illustration of the similarity between two consecutive frames

P Encoded based on
A G 0 T s
[] Inter frame coded

Figure 2.4: P and I frames and their relationships

The use of inter frame coding imposes additional processing and storage demands on
both the encoder and decoder. To calculate motion vectors the encoder needs to store a copy
of the preceding frame in order to encode the predicted frame from it. To match the decoder,
the encoder must use a decoded version of the frame. This is because the original raw frame

will not be available at the decoder.

Block-based motion compensated prediction When a block in a frame is compared to
the corresponding block in the previous frame it is unlikely that the blocks are identical.
Figure 2.5 shows two sample consecutive frames within a video. When we compare two
corresponding blocks from the frames we can find that there is no repetition between them,
as shown in Figure 2.6.

Instead of doing a direct block to block comparison, we can search within the frame for
a block sized area that matches closely the future block. To find the closest matching area to
use as the source of prediction of the macroblock, a search is conducted to find an area that
has either the lowest mean absolute distance, the lowest mean squared error or the lowest
sum of absolute differences, the choice of which is encoder specific.

To find the closest matching block size area within a CIF frame would require more
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Figure 2.5: Two consecutive frames of a sample video sequence

Figure 2.6: The area highlighted in Figure 2.5 shown side by side to illustrate the lack of

redundancy when two blocks are compared directly to each other

than 91 thousand block size comparisons. Since H.261 only defines the bit stream and the
basic decoder, it is possible for different H.261 encoders to optimise the search algorithm
for a particular task, or even ignore it and transmit a 0,0 motion vector for the block, but
this causes an increase in the video bandwidth. Potential search techniques include two
dimensional logarithmic search, hierarchical search or a finite area search, as shown in Figure
2.7. These different search techniques each add a different level of computational complexity

into the encoder.

— Search Area
— Closest Match
— Motion vector

Figure 2.7: Motion prediction vector illustration

Figure 2.8b shows the difference between the frames shown in Figures 2.3a and 2.3b
after using motion prediction. Figure 2.8a shows the difference between Figures 2.3a and

2.3b without motion prediction. From these we can see that the differences between the two
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frames using motion prediction is far smaller than when frames are compared directly.

(a) Difference between frames 1 (b) Difference between frames 1

and 2, from Figure 2.3, shown in  and 2, from Figure 2.3, with mo-

white tion compensation

Figure 2.8: Illustration of the impact of motion compensation

2.1.1.3 Group of Pictures

The reduction in temporal dependency comes at the cost of error propagation. If data within
the bit stream is lost or corrupted then an error will be displayed on the screen. When future
P frames are decoded, the error will be copied forward. To remove the temporal dependency
intra coded frames can be used periodically, a group of pictures (GOPs) starts with an intra
coded frame and contains all the following frames up to and excluding the next intra coded
frame. The problem of error propagation can be reduced by increasing the frequency of I
frames. However, since P frames have a higher compression efficiency this means that a
higher bandwidth 1s required when the frame rate remains constant. Figure 2.4 shows the
prediction used for inter frames, within this figure there are four GOPs shown.

In addition to the reduction in the propagation of errors within the video stream, GOPs
also provide random access into the video stream to facilitate such features as fast forwarding
and rewinding. If a video sequence comprised of an I frame followed by a number of P
frames, then to decode any frame would require decoding all of the previous frames. With the
use of GOPs it is possible to decode from a larger number of points within the video where no
previous frames are required, enabling random access within the video which would give the
user the facility to fast forward and rewind. Reducing the size of the GOP would increase the
potential entry points into the stream, but because I frames cannot be compressed as highly

as P frames, the data rate required increases as the size of the GOP falls.
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2.1.2 MPEG-1

The MPEG-1 standard is developed by MPEG to compress video and audio to a rate of
1.5 megabits per second at a quality equivalent to VHS video [21]. The standard includes
methods for the synchronisation and multiplexing of video and audio streams, compression
for non-interlaced video streams and audio as well as reference software.

The majority of the compression process is very similar to that of H.261, but there are
some changes which improve MPEG-1. In H.261 there are two types of frame, I and P.
MPEG-1 notably adds a third type of frame, bidirectional (B frames). In H.261 P frames are
predicted from either I or P frames, which is still the case for MPEG-1.

2.1.2.1 Bidirectional Frame Coding

Bidirectional frames (B frames) are predicted from the next I or P frame and the last I or P
frame. Figure 2.9 shows one complete GOP starting with an I frame, and one partial GOP

(containing the last five frames) with the addition of bidirectional frames.

. . 4 Encoded based on

- = Intra frame coded

l D = Inter frame coded
]

Bidirectionally coded

Figure 2.9: MPEG-1 frames and their dependencies

To encode B frames, the future frame, both intra and inter, must be encoded and decoded
before the B frame is encoded or decoded respectively. Storing multiple reference frames
increases the buffer space required and out of sequence encoding and decoding results in a
longer processing duration. As a consequence the frames are not streamed in the order in
which they are played out.

The encoding efficiency of B frames is greater than that of P or I frames with a typical B
frame being two fifths the size of a P frame, which in turn is a third the size of an I frame.
The amount of data saved by using B frames does come at a price of computing twice as
many motion vectors as inter coded frames, once for the preceding frame and once for the

following frame.
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B frames are never used as a reference frame for any other frame. As such if the frame
gets corrupted then the corruption will only be displayed in a single frame. Since these
frames are not used for reference, unlike the other frames, they can be viewed as being less
important. For example with a GOP of 132 frames, should either a P or I frame be corrupted
then artefacts will be present in, on average, 66 frames, whereas artefacts in a B frame will
only be present in the single frame. With a frame rate of 24 frames per second, the average
duration for the corruption of an I or P frame to be visible for is 2.75 seconds, compared to

0.04 seconds for the loss of a B frame.

2.1.3 H.262 and MPEG-2

The video components of MPEG-2 and H.262 are jointly developed to create a standard
designed specifically to take into account the requirements for video broadcast but still based
on the MPEG-1 coding method [22]. MPEG-2 introduces the idea of profiles which only
refer to the resolution and frame rate, but in later codecs they also provide different tools.
The main contribution of the H.262 standard is to introduce ways to encode interlaced video.

MPEG-1 only permits progressive images which, when displayed on the screen, scan
from the top of the screen to the bottom. This is different from the scan used in most TV
broadcasts which uses interlacing to increase the refresh rate of the screen without any in-
crease in bandwidth. Interlacing scans the screen twice to display a full frame. These two
scans are called fields, one field contains the odd lines and the other field contains the even
lines. Interlacing produces a number of problems for video compression.

With interlacing, one frame is made up of two fields which are captured at slightly dif-
ferent times. This produces a problem for the encoder as it is highly unlikely that during this
interval items in the frame content have remained static. If the two fields are combined to
form one frame it would be possible to use these for predicting one frame from the previous
one but there are two problems with this.

Firstly, this produces lines through the image, and when passed through MPEG’s lossy
compression these high frequencies are likely to be far less accurately decoded at the receiver
than is required for accurate reconstruction of the two independent fields. However if there
is no movement in the frame, this is still a good strategy. Secondly, when movement occurs,

combining the two fields fails to produce a high quality output at the receiver. The alternative
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is to encode the two fields separately and this is achieved by only having lines in the block
from one of the fields, as illustrated in Figure 2.10. The decision to encode based on the field
or frame is made at the macroblock level. It is the macroblock setting that determines the

block arrangement for the entire macroblock.

==
== NS

Macroblock Separated by Separated by
Frame Field

Figure 2.10: Illustration of field separation techniques

To complement the separation of the macroblock depending on the frame or field of the
original source, the motion vector is given three modes. Firstly, the frame mode which is the
same as the motion vector in MPEG-1 where the current frame is predicted from the previous
frame. The second is field mode where, instead of presuming that both fields were taken at
the same time, the prediction for the current field is based on the previous field. Finally, there

is a mixed mode, where the prediction is based on two macroblocks in two different frames.

2.14 H.263

H.263 is developed by the same group as H.261. One of the main differences from previous
standards is the introduction of options [23]. The options provided by H.263 can be used
when the client supports them and the source wants to use them. The problem with these
options being negotiable is that they have to be used on the fly. Alternatively, multiple
encoded copies of the same file need to be stored in order to deliver a video which matches
the options returned by the client. In a web based environment, this is not such an issue
as software for supporting the options that the server wants to deliver can be pushed to the
client’s browser.

Following the H.263 standard two further versions of the standard are released, entitled

H.263+ and H.263++, which provide additional optional encoding tools. The most relevant
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additional options are presented in Subsections 2.1.4.1 and 2.1.4.2.

2.14.1 H.263+

H.263 version 2, also known as H.263+, extends H.263 with the addition of a number of
additional optional coding modes and more choices over picture sizes up to 2048 by 1152
pixels [24,25]. We highlight three options; slice structure mode, signal to noise ratio (SNR)
and spatial scalability mode. Additionally, H.263+ introduces Reference Picture Selection
Mode, which is further improved in H.263++.

Slice structure mode Instead of using the group of blocks structure, first used in H.261,
a slice structure is used. A group of blocks contain the macroblocks in an integer number
of rows. The difference between a group of blocks and a slice is that a slice can contain a
variable number of macroblocks spanning partial rows, whereas slices do not use any data
from surrounding slices, meaning they can be decoded separately.

There are a number of benefits of the uses of slices. Firstly, it enables the encoding
of frames to be multi-threaded. Each thread is able to process a slice independently of the
compression of any other slice. The use of slices 1s ideally suited for the environments where
the frame is naturally divided into different regions, such as news channels which contain a
ticker across the bottom and a main feature panel. Another useful result of slices is when
multiple slices are used to compress a frame, then any error that might be created is restricted

to a smaller region of the frame.

Scalability modes H.263+ introduces two new frame types called Enhancement Indepen-
dent (EI) and Enhancement Predicted (EP) frames which are combined with B frames, per-
mitting three scalability modes. Scalability modes allow encoded videos to be split into
multiple streams. It is possible that as long as the base layer is received some form of play-
back will be visible to the client and with each enhancement layer received, the reconstructed

scene received by the client will be improved.

Temporal scalability mode Temporal scalability provides a basic frame rate, and with
every enhancement layer received the frame rate increases. It is very simple to achieve in

most video standards since MPEG-1, through the use of B frames. B frames are not used as
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a source for the prediction of any other frames and so if they are lost the remaining stream

would be able to continue playback. The layering is achieved by grouping B frames into

layers, as shown in Figure 2.11.

Enhancement Layer 3

Encoded based on
Intra frame coded
Inter frame coded
Bidirectionally coded

Enhancement Layer 2

Oom*

Enhancement Layer 1

i
Base Layer l I:I D I D

Figure 2.11: Illustration of temporal scalability mode

Spatial scalability mode Spatial Scalability allows for the base stream to cover just the
essential parts of the video and additional layers can be used to extend the area up to the

full capture area. Figure 2.12 illustrates spatial scalability mode with a base layer and an

enhancement layer.

Enhancement Layer

A X AW A2 AW A2 A P\Encoded based on
T W
[ Inter frame coded

[ Enhanced Intra frame

l I I . I l [ Enhanced Inter frame

Base Layer

Figure 2.12: Illustration of enhanced layer spatial scalability

Signal to Noise Ratio scalability mode When Signal to Noise Ratio (SNR) scalability is
used every layer contains all of the frame area, but captured at a lower resolution. The base
layer contains all the motion vectors and the enhancement layers just improve the resolution.

This is shown in Figure 2.13. Potentially this is far more useful than spatial scalability as
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most programs are recorded in such a way that the majority of the screen is used. Therefore

it would not be possible to select just part of it for being encoded as the base layer.

Enhancement Layer
ﬁn mi P\Encoded based on
M Intra frame coded
] Inter frame coded
B Enhanced Intra frame
! [ Enhanced Inter frame

Base Layer

Figure 2.13: Illustration of enhanced layer SNR scalability

2.14.2 H.263++

H.263++ provides a further four options to H.263 and H.263+ [26]. An H.263++ decoder
is backwards compatible to support H.263 and H.263+ streams. The additional annexes are
enhanced reference picture selection mode; data partitioned slice mode; profiles; levels and

finally additional supplemental enhancement information.

Enhanced reference picture selection mode H.263++ extends the reference picture se-
lection mode originally provided by H.263+. Enhanced reference picture selection mode
provides a bit rate saving of 10-20% when 10-20 reference frames can be used [27]. A sim-
plified example of reference picture selection is shown in Figure 2.14. Reference pictures are
selected on a macroblock level and can include a multi-frame motion prediction to increase
the coding efficiency. If multiple frame reference pictures are used then this should reduce
the possibility that an error occuring at the decoder will be copied onto subsequent frames.
To save space reference picture pruning is used. Each picture stored in memory is parti-
tioned into multiple sub-frames and each of these can be dropped from the buffer when the
encoder no longer feels that it will be useful. For the encoder to drop the correct sub-frames
would require the ability to look ahead and decide on the most optimal way to use the avail-
able storage, but unfortunately this increases the delay between encoding and transmission

which would not be suitable in a live streaming situation.
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Figure 2.14: Illustration of H.263++ reference picture selection mode

Profiles and levels definition The number of available options for H.263 with the exten-
sions made by H.263+ and H.263++ means that there are over 300 different combinations of
options. The aim of profiles is to reduce this to 9 different options.

To support a number of different frame sizes and data rates, levels are also introduced.
These levels range from level 10 which supports QCIF and Sub-QCIF at 64Kbps with a rate
of 15 frames per second (fps) up to layer 70 which supports custom and standard frame size
up to 720x576 at 16Mbps, with a rate of 50fps for frames smaller than 720x576 and a rate
of 60fps for frames smaller than 720x480.

2.1.5 H.264

H.264 is a joint partnership, in the same way as H.262 and MPEG-2, between the ITU and
MPEG. H.264 is part 10 of the MPEG-4 standard and is also known as the Advanced Video
Codec (AVC) [28]. H.264 manages to offer twice the performance compared against the
MPEG-4 part 2 video codec [29-32] through a number of changes. These include integer
transforms, entropy coding, permitting multiple reference frames, intra prediction, an in-loop
de-blocking filter, SP and SI slices and new error resilience tools. This reduction in bit rate
does come at a price with H.264 decoders being four times more complex than those for
MPEG-2 [33] and two and a half times more complex than a H.263 decoder [34].

Where as previous coding standards aimed to produce an output stream, H.264 splits the

encoding from the delivery of the compressed video. The separation of the delivery encapsu-
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lation from the video coding provides a number of benefits and simplifications. For example,
streaming compressed video over a satellite link would require items such as synchronisation
markers, which are not required when transporting the stream over the Internet since these
would be provided by another layer of the TCP/IP stack [35]. Figure 2.15 illustrates the split
encoder design. Firstly the video coding layer (VCL) compresses the video and, secondly,

the network abstraction layer (NAL) encapsulates the video into the required stream format.
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Figure 2.15: Illustration of H.264 codec layers

2.1.5.1 Video Coding Layer

H.264 is a coding standard which, like a number of standards before it, processes mac-
roblocks [31, 36]. Each macroblock consists of four luma blocks and two chroma blocks.
The H.264 standard includes the in loop deblocking filter (developed from H.263+) and the
use of multiple reference pictures (developed from H.263+ and H.263++). H.264 also makes
some additions, with the main ones being intra compression using surrounding previously
received macroblocks and the use of an integer transform instead of the discrete cosine trans-
form used previously. The groups of blocks that were present in previous standards have also
been replaced by slices (similar to the slice structure mode option in H.263+). A slice is able

to contain any number of macroblocks and is decoded in a raster scan order.

Slices Each video frame is encoded into one or more slices. Within a frame each slice can
be of a different slice type. The H.264 standard defines five different slice types.
Intra slices (I slices) are encoded using only intra-coded macroblocks. Intra coded mac-

roblocks are not encoded identically to previous standards, but it still holds true that an intra
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coded slice can be completely decoded without the prediction from other frames.

Inter slices (P slices) can contain inter, intra or skipped macroblocks. H.264 uses lists
of reference pictures to allow the encoder to remove even more redundancy by using closer
matching frames. When a frame is encoded it is assigned to List 0 as a short term reference
picture. When the memory is full the oldest short term reference frame is removed. A
short term reference picture can be assigned as a long term reference picture. Long term
reference pictures are not removed from memory unless explicitly removed or replaced. On
the reception of an Instantaneous Decoding Refresh (IDR) all pictures in memory are marked
as "unused for reference”.

Bi-predicted slices (B slices) can be predicted from one or two reference pictures, both
before or after the current frame in temporal order. Unlike I and P slices, which have a close
resemblance to I and P frames from previous encoding standards, B slices are subtly different
from B frames. In previous standards, macroblocks of a B frame are predicted from a future
and past frame. H.264 B slices are not as restrictive as B frames, allowing the use of a past
and future frame, or either two past frames or two future frames. With both past and future
frames present in the picture buffer, two lists are kept, termed List 0 and List 1. List 0 is
ordered such that past frames are ordered first followed by future frames, whereas List 1 is
ordered with future frames first followed by past frames [37].

The standard also details switching P (SP) and switching I (SI) slices, which are coded
to enable the switching between video streams. These could be used in an Internet environ-
ment where multiple streams are available at different bit rates and the decoder might swap
between streams as the available bandwidth changes. It would be possible to switch between
streams on the reception of an I slice, but SP slices use prediction and thus require a lower
bit rate. SI slices work similarly but are designed to be used at scene changes where there is

little prediction possible [29].

Scalable video coding Layered codes provide a mechanism to encode a video stream into
a base layer and multiple enhancement layers. The advantage of this is that as long as the
base layer is received the client will receive a standard level of service with each additional
layer received enhancing the user’s experience.

Scalable Video Coding (SVC) is a relatively recent addition to the H.264 standard with
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layered coding. The development of SVC has created three new H.264 profiles, Scalable
Baseline Profile (SBP), Scalable High Profile (SHP) and Scalable High Intra Profile (SHIP).
SBP extends a restricted baseline profile whereas both SHP and SHIP extend the high profile.

Within SVC there are three scalable options; spatial, quality (in principle similar to the
SNR scalability mode of H.263+) and temporal [38]. SBP supports a restricted spatial scal-
able coding as well as quality and temporal scalable coding. SHP and SHIP both support all
tools specified in the SVC extension. Spatial scalable, quality and temporal scalable coding
are supported without any restriction.

Scalable video coding is a layered coding technique. Previously, layered coding had
never been widely used. The reason for the limited take up can be put down to a number
of reasons, including a significant loss in compression efficiency when spatial or quality
scalability is used and a significant increase in decoder complexity [38]. These issues need
to be overcome in order for developers to develop their products using these techniques.

SVC is able to provide a coding efficiency similar to that of regular H.264 with only
a single layered output. For the same fidelity the use of SVC can require 10% additional
bandwidth [38]. Additionally, SVC requires little additional complexity for decoding the

stream at the receiver.

Data partitioning Data Partitioning is not a layered codec, however it is able to provide
multiple streams of different importances at the same data rate and also with little additional
complexity at the decoder. This is archived based on the fact that compressed video data is
not equally important.

When an H.264 video is encoded without Data Partitioning [39], each slice of a frame is
encoded into one NAL unit. When H.264 encodes frames with data partitioning enabled, up
to three NAL units per slice are produced. The three NAL units are named partitions A, B
and C, respectively. Figure 2.16 show a possible assignment of encoded slices into partitions.

Partition A contains the most important elements of the slice, including the slice header,
macroblock types, quantisation parameters, prediction modes and motion vectors. Partitions
B and C contain the residual information for the intra and inter coded macroblocks, respec-
tively. If partition A is lost then partitions B and C cannot be decoded. However, if partition

A is received then the quality of the displayed frame will be improved when partition B or C
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Figure 2.16: H.264 data partitioning example

is received as well.

There are a couple of advantages of data partitioning over SVC. Firstly since the data
is only rearranged there is little additional overhead created and with minimal additional
decoder complexity [37]. Secondly, the authors of [40] showed, through simulation, that the
use of H.264 data partitioning provided a significant improvement (over 10 dB) over systems
without data partitioning. The paper went on to compare data partitioning with the multiple
description code and found that at bit error rates lower than approximately 4 x 10~# data

partitioning performed better.

2.1.5.2 Network Abstraction Layer

The separation of the NAL enables the video stream to be suitably packaged for whichever
medium it is going to be stored or transferred across. The NAL provides an interface between
the VCL and a video transport layer (not to be confused with the transport layer in the
TCP/IP stack). The video transport layer could transfer the video stream in an MPEG-2
transport stream, an ISO media file format or Real-Time Transport Protocol (RTP) packets
for streaming over the Internet [41]. The NAL generates Network Abstraction Layer Units
(NALUs) which are then passed to the video transport layer. Within our work we limit our

investigation to IP networks.
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2.2 Video Transport Over IP Networks

Once compressed, the video data needs to be transported from the source to the destination.
Within the TCP/IP stack there are two commonly used transport protocols, TCP and UDP.
Within this section we review both TCP and UDP. For each we present a typical applica-

tion layer protocol used to receive the video and compare them for the purposes of video

streaming.

2.2.1 Transmission Control Protocol

TCP provides reliable delivery of packets to the application layer. When packets (called TCP
segments) are lost TCP automatically requests a retransmission. In addition, TCP contains
a congestion avoidance algorithm. The exact details of the congestion avoidance algorithm
forms a large research area in its own right, but is outside the scope of this thesis. However
a general understanding is useful to identify its effect on video streaming.

TCP uses acknowledgements to indicate which packet sent from the source has been
received at the destination. These are used to influence the size of the congestion window.
When packets are successfully received by the destination the source increases the size of
the congestion window. However, when a packet is lost the congestion window is reduced.
The exact reduction is dependent on the TCP algorithm used. In earlier versions of TCP the
loss of a single packet resulted in the congestion window being halved. There are many TCP
variants used, this could be Tahoe, Reno, Vegas, BIC, CUBIC or one of many more. Taking
CUBIC as an example [42], as it is the current implementation in the Linux Kernel, when
a packet is not received by the destination the contention window is reduced by 20% [43].
Figure 2.17 shows the effect on TCP Cubic’s throughput with different packet loss rates,
where the packets are lost in a uniform random manner.

When a packet loss occurs TCP requests a retransmission. While waiting for the lost
- packet to be received, any packets received later in the video stream are cached by TCP. This
caching can cause pauses since the video client will not receive these packets until the lost

packet is received.
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Figure 2.17: The effect on relative throughput of uniform random packet loss [3]

2.2.1.1 Real Time Messaging Protocol

Real Time Messaging Protocol (RTMP) is a protocol developed by Adobe for the transport of
data between its server and client software. The RTMP protocol was developed to transport
video, audio, remote procedure calls (RPC) and arbitrary data. RTMP is a closed source
protocol and as such the exact details of it are unknown.

A number of popular video services use RTMP to some extent, including the BBC’s
1Player and YouTube. Sites like YouTube which play back video in the browser use the
Flash player software and this is also the same for the BBC’s iPlayer online version. For the
offline version of iPlayer the Adobe Air framework is used. Both of these pieces of software
use RTMP to transport the video stream.

Due to issues with firewalls restricting access to only HTTP streams, and thus filtering
out access to RTMP streams, RTMP provides an option to tunne]l RTMP streams over Hyper
Text Transport Protocol (HTTP) or the secure variant of HTTP, called Hyper Text Transport
Protocol Secure (HTTPS). To the firewall, the stream appears as thought it obeys the HTTP
or HTTPS protocol, but after the passing of HTTP headers the stream implements the RTMP

protocol. If HTTPS is chosen then the RTMP communication is exchanged securely.
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The problem with RTMP 1s the selection of the rate at which the video is encoded. If this
rate is too high then pauses in playback will occur while the client has to buffer more data.
‘When packet loss occurs TCP will automatically ask for retransmission. If the time taken for
the server to retransmit the required packets takes longer than the amount of time to play out

the data buffered then this will result in a pause in the playback at the client.

2.2.1.2 Hyper Text Transfer Protocol

The hyper text transfer protocol (HTTP) is a protocol designed for the delivery of data files
using TCP as its transport protocol. HTTP is used in the delivery of content within the world
wide web (WWW). The advantage HTTP has over RTMP is that it is open source and has
been very widely used. Therefore, people are more familiar with dealing with HTTP traffic
than with RTMP, and open source software is widely available to implement the protocol.
The advantage of open source software is that it can be customised for the particular require-
ments of video streaming. There are two ways in which HTTP is used to transfer a video,

termed progressive and delivery.

Hyper text transfer protocol delivery In the HTTP delivered model the complete video
file is downloaded by the client application and once the entire video has been downloaded
the user is able to watch the video. The advantage of downloading the video before playback
is that the file stored on the client’s PC will be identical to that available on the server, thus
the best quality video can be played to the user. With the entire video available at the client
there is no issue with insufficient buffered data. The problem is that the user must wait for

the complete video to be downloaded.

Hyper text transfer protocol progressive HTTP progressive is an alternative to down-
loading the entire file. In this model, the video is played while it is being downloaded.
This removes the problem of requiring the downloading of the entire video before playback.
However, HT TP progressive cannot stream every file format, which is unlike HTTP delivery.

HTTP progressive has the same problems as RTMP, namely the selection of the encoding

rate and pauses in playback caused by packet loss.
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2.2.2 User Datagram Protocol

UDP is the simpler one of the two commonly used transportation layer protocols [44]. When
UDP packets are lost it is up to the application to handle. UDP does not provide any flow
control or congestion control, and as such the application needs to implement suitable algo-
rithms.

The advantage of UDP is that it delivers data to the application as soon as it arrives, since
there is no buffering. With the lack of buffering and small amounts of packet processing, it

means that UDP is a very light weight protocol compared to TCP.

2.2.2.1 Real-Time Transport Protocol

RTP is an application layer protocol in the TCP/IP stack which uses UDP as its transport
protocol. The scope of RTP is to identify the payload type; provide packet ordering through
sequence numbers; stream synchronisation through time stamping and monitor delivery and
jitter [45]. These are achieved using the header shown in Figure 2.18, more details of which

can be found in [1].
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Figure 2.18: H.264 RTP Packet Format [1]

Real-time transport protocol for H.264 In the context of H.264 video transportation,
RTP can be considered as a video transport layer. In addition to the standard RTP header,
for H.264 an additional header is prepended to the video data [46]. This additional header is
termed the NAL Unit Type Octet, enabling the quick identification of the frame and partition

type contained within the packet.
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Figure 2.19: H.264 NAL header format [1]

NAL unit type octet The octet contains three parts, the Network Reference Indicator
(NRI), the NAL unit type and a forbidden bit that must be one, shown in Figure 2.19 [28].
The NRI is a two bit field which indicates if the content of the packet is used as a reference
by other slices. If the NRI field is equal to 00 then the packet can be dropped without causing
errors in other frames [1,28]. If the value of the NRI field is not equal to 00 then the packet
should not be dropped. Thus when the content of the packet is a B slice the NR1 is set to 00.
For the remaining slices the NRI mapping typically follows those presented in Table 2.1.

Table 2.1: H.264 NAL unit type NRI mapping [1]

NAL Unit Type | Content of NAL unit NRI (binary)
1 non-IDR coded slice 10
2 Coded slice data partition A | 10
3 Coded slice data partition B | 01
4 Coded slice data partition C | 01

The NAL unit type is a five bit field identifying the contents of the packet, detailed in [28].
When data partitioning is used it is possible to use the NAL unit type to identify the partition
type within the packet. The NAL unit type octet followed by the NAL unit is encapsulated
within an RTP/UDP/IP packet for transportation over the network.

2.2.2.2 Unicast

The traditional method for packets to be delivered from the server to a destination is by
unicast. In the unicast environment if multiple clients would like to receive the same video
stream the same IP packet will need to be sent from the server to each of the clients. In the
unicast case routers within the network only have to forward the packet. Figure 2.20 shows
a sample network which transports only unicast traffic. The width of each network link is
proportional to the bandwidth required such that each of the clients, C, within the network

receive the packet stream sent from the server, S.
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Figure 2.20: A sample unicast network

2.2.2.3 Multicast

Multicast provides an alternative to unicast. When multiple users request access to the same
video stream, each IP packet only needs to be sent from the server using the multicast tech-
nique. Multicasting is only available to UDP because TCP is specifically designed to work
with a single source and a single destination, although TCP for multicast has been investi-
gated but currently its deployment is very limited [47].

If a client wants to receive a multicast stream it sends an Internet Group Management
Protocol (IGMP) request to its local router. This local router then notifies the intermediate
routers of the desire to receive the multicast stream. Once this is done the multicast traffic
will be routed towards the new client.

Figure 2.21 is shown for comparison against Figure 2.20. Both figures have the same
network topology, server and clients. Again, the width of each network link is proportional

to the bandwidth require so that every client, C, receives the stream from the server, S.

Multicasting video on demand When videos are multicast, the client can only receive
the packet sent from the server after it requests to join the multicast group. This is fine for
receiving live broadcasts, but does not allow users to watch a program from the start unless
they happen to connect at the exact right time.

A couple of solutions have been proposed to solve this problem. One method is to use
multiple multicast streams, which are able to provide a near video on demand service. In this

section we present Pyramid and patch broadcasting as examples of using multiple multicast
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Figure 2.21: Sample multicast network

streams to provide near on demand videos. An analysis of multiple such techniques can be

found in [48].

Pyramid broadcasting In Pyramid broadcasting a video is split into a number of seg-
ments. The duration of the segments is set in a way that the size of the current segment,
Sd,, is half of that of the next segment, i.e. Sd, = Sdj,+1 X 0.5, where the last segment is the
duration of half of the video. This segmentation can be done an infinite number of times,
however this is impractical as this would require an infinite bandwidth. Instead, the number
of segments is set to S, and the duration of the first segment is set to the same size as the
second, i.e. Sd} = Sd>. The choice of § is dependent on a number of factors. Since each
segment must be streamed at twice the bandwidth of the video, the total bandwidth for the
multicast streams is equal to 2 x S x B, where B is the bandwidth required for playback. To
reduce the total bandwidth requirement, the value, S, should be lowered. Conversely the
maximum duration for which a client has to wait before it can start downloading is equal
to ' /,s_y, where V is the total video duration. Therefore, the more segments there are the
quicker the download will start [49]. An illustration of pyramid broadcasting is shown in

Figure 2.22 with § = 3.

Patching A large number of schemes of multicasting a video constantly have been pro-
posed [48]. Patching proposes to only stream videos on request. If additional clients choose
to view a video then they can join the original multicast stream and this is supplemented

with a patching stream so that the client can play the video back from the start, as opposed
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Figure 2.22: An example of pyramid broadcasting

to the current playback position of the original client [50]. The advantage is that there are
no unwanted packets put onto the network, so reducing the load on routers. Additionally,
this provides a more responsive video on demand experience as the requested video starts
without a pause for the mutlicast cycle to restart.

Figure 2.23 shows a sample patching scenario where three clients request the same video
but at different times. Client A initially requests the video and a multicast stream starts,
termed stream A. When client B requests the video it also starts downloading stream A and
receives a patching stream, called stream B, that provides the video between the start and
the point at which it joints stream A. The same happens when client C joins. It receives the
stream B and its own patching stream, termed stream C. Once client C has got to the point
at which it joins the patching stream B, its own patching stream becomes defunct. Client C
then downloades stream A in addition to Stream B. Figure 2.24 shows the periods within the

video played to the client and downloaded from the different streams.

Multicast issues There are a number of reasons why multicast video on demand has not
taken off. Firstly, all on demand multicast techniques require more bandwidth available to
the client than is required for video playback. Secondly, unlike unicast where an IP address

identifies an individual computer, multiple computers can operate using the same multicast
IP address.
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Figure 2.23: Example of the patching multicast technique
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Figure 2.24: For client C, the period of video download from each stream

However, the most significant problem is that IP multicasting is quite often unavailable,
either because it is disabled by administrators due to security issues or because of limited
deployment of multicast enabled routers due to the added complexity to each router. Even
in networks where multicasting is available it is regularly filtered out once it is passed to
a neighbouring network. To overcome this problem research efforts have been made using
unicast communication to link together multicast enabled networks. However, this scheme

also has security issues and is no longer deployed [51].

2.3 Quality Measurement and Error Concealment

There are two categories of quality measurement for received videos, objective and subjec-
tive. Using the subjective measurement method, a large number of users are asked to rate
the quality of the video received. This measurement is very labour intensive and so objective
quality measurement techniques are more common, since they can be computed.

In this section, we present two objective quality measurements: peak signal to noise

ratio (PSNR) and negative sobel difference (NEGSOB). These measurements are used to
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measure the quality of the decoded video compared to the original video. In a multimedia
environment, where both video and audio data co-exist, additional tools can be used, such
as Perceptual Evaluation of Video Quality (PEVQ) which gives an indication of the overall
user experience. In our work we do not consider a multimedia environment and restrict our
analysis to the quality of video.

For the quality of frames to be measured, complete frames are required. When losses
within a video stream occur error concealment must be executed to complete the missing
portions of the frame. Error concealment is an important technique to mention since the
quality of the error concealment schemes will affect the measurement results and the quality
perceived by the end user. The discussion of this technique will follow the introduction of

the two previously mentioned quality measurement schemes.

2.3.1 Peak Signal to Noise Ratio

To measure the quality of an encoded frame, the Peak Signal to Noise Ratio (PSNR) is the
de facto standard. Traditionally, PSNR is used to compare the results of compression with
the original frame, as shown in Figure 2.25 as compression quality. In a lossy environment,
PSNR is also used to measure how similar the received picture is to the original. In this
environment, the quality of compression, transport and concealment resulting in the received

frame are compared against the original.

Source Destination
$
Compression
Video Source &m§g°“ Error Concealment
B =
v _ ¢
[ Compression ! _
Video Encoder quality Video Decoder
=
v $
Vi T Lossy NVidio Frmsoon
ideo Transport Environment ‘ideo Transport

Figure 2.25: Image comparison options for the calculation of PSNR

PSNR is calculated using the formula
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PSNR = 20log1o ( \/_‘“ﬁ;k;) (2.3)

where MAX; is the maximum number of pixel values for the decoded frame and MSE is
the mean square error (MSE) of the compressed image, which is defined as:
m—1n—1
MSE=— % % (i)~ K(5.)))° 24)
M 20 j=0

where (i, ) is the luminance value for the pixel located at coordinate (i, j) within the
original frame. Where 0 < i < m with m equal to the width of the frame in pixels, similarly
0 < j < nwith » equal to the height of the frame in pixels. X (i, /) is the luminance value for
the pixel located at coordinate (i, j) within the frame to which the original is to be compared.
The widths and heights of K and I must be the same. The value of K (i, j) is equal to I (7, j) +
g(i, j) where € is the error introduced through the compression and transportation of the video
frame which is present after decoding the frame.

PSNR is the comparison method mostly used by researchers. However there are a couple
of alternative methods that can be split into two groups, the direct pixel-to-pixel comparison
and the calculation of an intermediate set of values before comparing the frames. Of the
pixel-to-pixel comparison types PSNR is the most popular as it is more established than
newer comparison methods, such as Structural Similarity (SSIM). The non-direct pixel-to-
pixel comparisons are less common, but for completeness we include the negative sobel

difference (NEGSOB) as an example of the non-direct pixel-to-pixel approach.

2.3.2 Negative Sobel Difference

NEGSOB uses sobel edge detection to aid in the identification of artefacts. Using a block
based compression tool, as is the case with H.26x, the edged of the blocks can be present in
the decoded frames. NEGSOB ftries to quantify these edges which should not be present in
the frame.

The sobel value for each pixel of a frame is calculated using two matrices [52, 53], one
for detecting edges in the horizontal direction and the other in the vertical direction. Using
these matrices, we are able to calculate the values for |G, |, the detection result of edges in

the vertical direction, and |G, |, the detection result of edges in the horizontal direction. For
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example, given an original image O(j, j) where 0 < i < m with m equal to the width of the
frame in pixels, similarly 0 < j < n with » equal to the height of the frame in pixels. A 3 by
3 region, A(i, j), is selected such that

O(i—1,j+1) O@,j+1) O(i+1,j+1)
A j)=| o(i-1,)) o(i, j) O(i+1,) (2.5)

oGi-1,;—-1) 0@4,j—1) O(i+1,j—1)
To prevent 4(i, j) including pixels outside of the image, the values of i and j must be
kept within the range 0 < i <m—1 and 0 < j < n— 1. Figure 2.26 shows a graphical repre-

sentation of the sobel calculation mapping from the original array of values to the resulting

array.
5
4 4
3| | jodd) 3—R(1J)
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Original (O) Edge Detection Results (R)

Area of A

Figure 2.26: NEGSOB calculation mapping

The calculation of the corresponding R(7, ) value is then computed as follows

1 2 1
G=| 0 0 0 |x4 (2.6)
-1 =2 -1
1 0 -1
Ge=172 § —2 | %4 (2.7
1 0 -1
R(i,j) = |/ G2+ G} (2.8)
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The NEGSOB value for the image is given by

m—2n—2

WEZ[ROU) Re(i, )np (2.9)

i=1 j=1
where Ry is the edge detection result for the original image, Rc is the edge detection

result for the comparison image, 0 < i < m with m equal to the width of the frame in pixels,

similarly 0 < j < n with » equal to the height of the frame in pixels and [x],, is defined as

0 ifx>0
[x],?p: _ (2.10)
% fx<0

As an example, Figure 2.27 shows the sobel edge detection of two images and their dif-
ference. Figure 2.27a shows an original frame sent from a server to a client. After packet
loss and error concealment the image shown in Figure 2.27b is displayed to the client. Fig-
ure 2.27¢ shows the difference between the original and received frames. Figures 2.27d and
2.27e show the results of sobel edge detection on the original and received frames, respec-

tively. Figure 2.27f shows the difference between the sobel values on a pixel by pixel basis.

(a) Original frame (b) Received frame (c) Difference between the origi-

nal and received frames

(d) Negative sobel filtered origi- () Negative sobel filtered re- (f) Negative sobel difference

nal frame ceived frame

Figure 2.27: A demonstration of the results of sobel differences in a lossy environment
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2.3.3 Error Concealment

There are many different error concealment algorithms [54-56]. These algorithms are able
to conceal missing parts of the frame with varying levels of success. It is generally easier to
conceal areas with little detail but this is not the same for complex areas.

The smallest element of a video is a macroblock. When we stream videos over an IP
network, it is likely that multiple macroblocks or potentially even large portions of the fame
will be lost at the same time.

Different concealment schemes, have varying levels of complexity. Choosing a proper
error concealment scheme needs to consider the trade off between complexity and the no-
ticeability of errors. This is because generally more complex schemes produce frames in

which the macroblock losses are less noticeable.

2.3.3.1 Spatial Concealment

The computationally simplest way to conceal losses is to fill the erroneous macroblocks with
a single colour. When using this simple scheme it is trivial to notice the parts of the screen
which have been lost or corrupted. In an environment where the player receives nearly no
loss then spatial concealment might be acceptable. In lossy environments, however, more

intelligence 1s required.

Figure 2.28: Spatial error concealment

A more intelligent decoding scheme would be to use the areas neighbouring the damaged
macroblocks to predict the missing content. This is termed spatial concealment, illustrated
in Figure 2.28. Spatial concealment works well in areas of low detail and has the advantage

of being able to decode the video on a frame by frame basis.
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Figure 2.29: Temporal error concealment

2.3.3.2 Temporal Concealment

Within a video stream, there is likely similarity between the current frame and those both
before and after it. Temporal concealment, shown in Figure 2.29, takes content in both the
previous and later frames and extrapolates between the two to fill the missing area. With
slowly moving frames, temporal concealment works well, even with blocks containing high
levels of detail. If the losses occur in a region where large amounts of motion are present
then the concealment scheme performs poorly.

It is possible to merge both the temporal and spatial concealment techniques using a
three-dimensional extrapolation process. This results in an improvement in the quality of the

concealed frame, but at the cost of increased processing requirements [55].

2.3.3.3 Frame Copy Concealment

The temporal and spatial schemes discussed are designed to conceal losses within a frame. In
the environments where complete frames are lost, these schemes can not be directly applied.
Frame losses are possible when streaming video over a packet network, such as the Internet,
as a slice might all be sent in the same packet. Two frame concealment techniques, frame
copy and Motion vector copy [54], are introduced to deal with this problem.

With frame copy concealment the previous reference frame is used to replace the lost
frame. To the viewer this might just appear as a reduction in the frame rate but has the
benefit that no artefacts are displayed for the lost frame. However, since the lost frame is
likely to be used as a source of reference for other frames, this will cause incorrect data to

propagate. This propagation of errors will create artefacts in future frames.
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2.3.3.4 Motion Vector Copy Concealment

Motion vector copy aims to reduce the effect of errors propagating to future frames by ap-
proximating the motion vectors which would have occurred between a lost frame and the
predicted frame preceding the lost frame. This is achieved by taking the motion vectors from
the previously decoded reference frame and scaling them depending on the distance of the
lost frame from the reference frame.

Motion vector copy has been shown to outperform frame copy as a concealment tech-
nique for lost frames at a range of different encoded bit rates [54,56]. Additionally, motion
vector copy also outperforms at nearly all packet loss rates. The authors of [54] show that
using motion vector copy can perform up to 6dB better than frame copy when the stream

experiences a packet loss rate of 20%.

2.4 Conclusion

H.264 is currently the most efficient video codec, providing large performance gains over
preceding video encoding standards. These improvements include halving the data rate for
coding a video with MPEG-4 part 2 with the same fidelity compared with MPEG2.

H.264 data partitioning provides the ability to separate data of different importances into
different packets with little loss in compression efficiency. This is in comparison to SVC
where there 1s an increase in the bandwidth requirements of 10%.

Two transport protocols have been presented, TCP and UDP. TCP treats all packets,
termed TCP segments, with equal importance. When working with streams of unequal im-
portance, such as H.264 data partitioned video streams, TCP would still treat all packets
equally and automatically request retransmissions for any lost data and then reduce its data
rate. In the remainder of this thesis, we use UDP since this allows greater control over the in-
dividual packets. We set out to use UDP in a unicast environment due to the limited support
for multicast within the Internet.

We have presented two different measures for video quality. Even though PSNR is de-
signed for compression loss, it is regularly applied to any difference between two images.
Hence, we use PSNR to measure frame quality, in the same way adopted by the research

community.
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Finally, we have discussed various error concealment schemes, of the concealment schemes
presented motion vector copy concealment produces the best results. However, in this thesis

an exhaustive investigation into concealment techniques has not been conducted.
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Quality of Service for Video Streaming

The Internet Protocol is a best effort packet switching network. As in any best effort net-
works there is no quality of service (QoS) guarantee that a packet will be routed successfully
from the source to the destination. In the Internet environment, QoS problems are caused
by limited bandwidth and buffering capacity along with equipment failure, which result in
packet loss, delay and delay vanation (jitter) [57].

Different applications require different levels of QoS. For example, tasks such as check-
ing email or system updates, which are background processes and do not have direct user
interaction, would require a much lower QoS than video or audio streaming. With video or
audio the users experience will be dependent on the QoS of the network.

The issue of delay is only related to the duration between the user selecting a video and
playback starting, after which the time taken for a packet to cross the network has no effect
on the quality of service received by the user. Once the streaming of the video has started
the issues of packet loss and jitter are far more important than the latency.

When jitter is present, packets can arrive after the point which they are required for
playback, and will have the same effect as a lost packet. To reduce the effect of jitter the
video client software can buffer some of the video stream. The problem with buffering
is that the larger the buffer is the longer it will take to fill, resulting in a longer duration
between the user selecting a video and playback starting. If the buffer is bigger there will be
fewer occasions when the jitter exceeds the buffered duration.

The third QoS parameter is packet loss. As discussed previously in Section 2.2, there are

two ways to transport video over an IP network using either the reliable TCP or unreliable
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UDP. When TCP is used for video streaming the effect of packet loss can be a pause in
playback of the video at the client side. However, when UDP is used there will be no pauses
in playback due to the loss of packets. Instead, there will be a reduction in the quality of the
video displayed to the client for a period of time, which is a result of the removal of temporal
redundancy when the video was encoded. When a frame is decoded with errors, due to a lost
packet, these errors will exist in the reference picture used to decode future frames. As such
errors could be displayed to the user until the end of the GOP.

It is a common misconception that within the TCP/IP stack, shown in Figure 3.1, that if
congestion occurs within the network the network layer will route around it [58]. One of the
major purposes of the network layer is to provide independence from the intricate details of
routing or switching of packets across the network [59,60]. The transport layer is responsible
for ensuring that the packets arrive. Therefore, managing the effect of congestion or loss is a

transport layer issue.

Application

Transport

Network

Data Link

Physical

Figure 3.1: TCP/IP Stack

It has been seen that when transporting video through a lossy network even a relatively
small percentage of packet losses can cause a large percentage of frames to be displayed
wrongly. For example a loss rate of just 3% of the packets transmitted could result in the
erroneous display of 30% of frames in an MPEG2 stream [61].

When comparing wired transmission, delivered by fibre optics or copper, against wireless
transmission it is commonly agreed that for the same distance the wired network will be
practically loss free compared to the wireless network. In a wired link the greatest effect on

QoS is not the wired network itself but the routing between different physical network links.

64



CHAPTER 3. QUALITY OF SERVICE FOR VIDEO STREAMING

In a wireless link QoS is affected greatly by the quality of transmission, thus special link

layer techniques for enhancing QoS can be utilised.

3.1 QoS in an IP Backbone Network

Over the years QoS schemes within the Internet have changed and developed. The initial QoS
framework included in the Internet Protocol version 4 (IPv4) was not widely implemented
in routers. Recently new QoS schemes have superseded the original provided by IPv4, and
currently there are two frameworks, Integrated services and Differentiated services, which

are supported by some routers. An overview of both of these techniques follows.

3.1.1 Integrated Services

Integrated services (IntServ) provide a fine-grained end-to-end QoS system enabling flow
specific QoS arrangements. This is achieved through the use of the Resource Reservation
Protocol (RSVP) [62,63] which allows an application to reserve resources within the network
for a packet stream. A packet stream is defined as a sequence of packets, which have the same
source, destination and QoS requirements. It should be noted that a packet stream is simplex.
Although RSVP operates at the transport layer, it does not transport any data itself.

IntServ creates two new service classes in addition to the existing best effort service,
which are termed guaranteed service and controlled load service. The controlled load service
class makes networks appear as though they are underutilised, 1.e. having a low loss rate and
small delay [64]. This service class provides no explicit guarantees on loss or delay. The
alternative to controlled load 1s guaranteed service which provides a limit on the maximum
delay a packet can experience while it crosses the network, thus reducing the maximum
amount of jitter and eliminates buffer overflow guaranteeing the arrival of a packet at its
destination [65].

To enable RSVP a client makes a request to the local RSVP process. This RSVP process
then forwards the request to all nodes along the reverse path back towards the source. Once
an RSVP request is received at a router two checks are performed; that the router is able
to meet the requested demand and that the user has suitable permissions to make such a

request. If successful, the streams details are stored in the packet classifier and in the link
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layer interface to permit the requested QoS service.

IntServ is perfectly suited for the QoS requirements of a small network. However, due
to its requirement that stream specific data must be stored at each router and combined with
the processing required for each packet, it scales poorly. Due to its poor scalability IntServ

1s rarely implemented on the Internet.

3.1.2 Differentiated services

Whereas IntServ operates on an end-to-end stream basis, Differentiated Services (DiffServ)
operates on a per traffic class per hop basis, where each packet is assigned to a packet class
and this class is stored in the packets header. By operating on a packet basis, routers are not
required to store stream specific settings and as a result this scheme scales up to Internet size
networks, which IntServ is unable to achieve. Additionally, DiffServ has the benefit that it
can be selectively deployed at bottlenecked locations and does not need to be deployed at
every router. The assignment of packets to classes can either be policy-based and done at a
router on the edge of the network or by the packet source. For security reasons it is wise to
reset the packet assignment at the edge router to prevent applications from acting unfairly.

The disadvantage of DiffServ is that there are still no QoS guarantees. With IntServ,
resources are reserved for a particular stream and streams are declined access if there is
insufficient available resources, whereas with DiffServ there is no set-up phase. Without this
set-up phase the routers are unable to reserve dedicated resources for the selected stream.
As a consequence intermediate routers might not have sufficient available resources at the
instant the packet arrives to handle the request and the packet might be dropped.

The IP layer of the TCP/IP stack, shown in Figure 3.1, enables end-to-end routing of
packets across the Internet. The IP packet header is shown in Figure 3.2, of which we are
interested in the Type of Service (ToS) field.

The ToS field was originally designed to allow an application to select options for the
packets routing across the network, including low delay or high throughput. The ToS field
was not widely implemented and so it was later decided to redefine the ToS bits as the
Differentiated Services (DS) field. The DS field is further sub divided into the Differentiated
Services Codepoint (DSCP) and the Explicit Congestion Notification (ECN) field [66], as
shown in Figure 3.3.
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Figure 3.2: IP Packet Format [4]
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Figure 3.3: Differentiated Services Format [5]

The DSCP field can contain one of 64 different values indicating the importance of the
packet [67]. When a packet arrives at a router it will be assigned to an Access Category
(AC), depending on the DSCP field within the packet.

Although the DSCP values are standardised [67] (but not all equipment complies with
the standard [68]), there is no standard definition of how to handle these packets at routers.
Techniques such as priority queuing, rate queuing, active queue management and traffic
conditioning could be used but their selection is operator dependant. Additionally, which
DSCP values get assigned to which class and even how many classes should operate at the

router are decided by the operator.

3.1.3 Path Diversity Utilisation

Although IntServ is able to overcome the issues of congestion and router update neither are
achieved by DiffServ. The issues of congestion and router updates come about because the
network layer is only concemned with the issues related to routing and do not monitor the
condition of each link. The guarantees of packet delivery are transport layer issues.

Derived from the fact that the Internet was originally developed with funding from the
United States Defence Advanced Research Projects Agency (DARPA), the Internet was de-
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signed to be able to cope when parts of the network were destroyed or disabled [69]. It is this
original design criteria that between any two Points of Presence (PoP) on the Internet there
is likely to be multiple different paths available.

Although the Internet has developed differently from its original aims, recent research
[70] has shown that the original design principle of redundancy still influences the Internet
today. The authors of [70] looked at Sprint’s (a large US Internet Service Provider (ISP)) in-
ternal network and found that for a large percentage of PoP pairs there are multiple partially
diverse paths between them. The authors also looked at the diversity across multiple net-
works and highlighted that diversity is not fully exploited. If applications were able to utilise
the multiple available paths then this would give options for load balancing and reducing the
packet loss rate, to improve link recovery rate and provide fault tolerance [71].

To enable inter-domain routing (also termed inter autonomous system (AS) routing)
within the Internet, each AS needs to be aware of which other networks connect to which.
The procedure of learning how ASs interconnect is through the use of the the Border Gate-
way Protocol(BGP) [72]. BGP operates by sending messages to other BGP nodes, which
include the prefixes that the router has routes towards [73]. The design of BGP is to con-
verge onto a route [74]. Convergence is important to prevent packets from being routed in
a circular manner and never reaching their destination. Since BGP converges onto a route,
a lot of the underlying redundancy is abstracted. There are a number of ways around this
abstraction; source routing, router alteration, multthoming or path diversity.

Another issue with BGP is that when routing tables are updated this causes temporary
routing issues. In the investigation of Voice over IP (VoIP), researchers have found that
the effect of BGP updates results in unintelligible voice levels for over four minutes [75]. A
number of researchers have looked into using the path diversity technique with VoIP [76-78],
but far fewer have looked into the effect of path diversity on video streaming.

BGP is notoriously slow at recovering from link failure. Route convergence takes an
average of three minutes (can take up to fifteen minutes) [79, 80], during which packets can
be lost or delayed.

It is common for AS routes not to be advertised, because of peering and transit relation-
ships between ASs. Peer relationships are usually put in place so that clients of one AS have

quicker access to the resources of the second AS, but the connection between the two is not
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advertised to any other ASs, meaning that no traffic will enter the first AS trying to get to the
second. With a transit agreement two ASs are connected, as with the peering arrangement,

and advertise the availability of the route to other networks [6].

45Mbps/Sms

Peer relationship

— Transit relationship

Figure 3.4: Example of peering networks [6]

An example topology is shown in Figure 3.4. If MIT wants to contact ArosNet it has to
go via BBN and UUNET, although there is also a route via Utah that can never be used as

only Utah’s routers are made aware of it and not MIT’s.

3.1.3.1 Source Routing

One of the earliest methods of utilising path diversity was with the option for loose and strict
source routing. These options were included within IPv4 [4].

With strict source routing the packet header contains a completely predefined sequence
of routers for the packet to pass through. When the packet arrives at each router the next
IP address from within the header is used. The benefit of strict source routing is that an
exact route through the network can be achieved. However, the source must have a detailed
knowledge of the underlying network topology. Maintaining a map of the Internet would be
an impossible task. However, loose source routing can provide some of the benefits of strict
source routing but without the requirement of maintaining a complete map of the underlying
topology.

The difference between strict source routing and loose source routing is that in the latter

only some of the intermediate routers are specified, as opposed to all of them in the former.
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Between the specified routers the packet is routed as any normal packet would be. This
means that if a nonspecified intermediate router is no longer available then existing routing
techniques will re-route the packet, and will not require the source to update its topology
map. If the specifically selected routers become disconnected then the application will still
need to select a replacement. Loose source routing requires less management by the source
application, but this is at the cost of reduced control over the packets routing.

Figure 3.5 shows an example of source routing, which is included for comparison against

other diversity schemes presented later in this chapter.

Server
@Region controlled by one entity.

maen Unused available routes through the network @ Client
== Utilised routes through the network

==
=== Default route through the network ) Router

Figure 3.5: Illustration of path diversity using source routing

For both strict and loose source routing to perform optimally, the underlying network
topology would need to be known by the server. Due to the growth of the Internet and the
fact that each autonomous system is self managing, no complete network topology exists.
A number of techniques have been proposed to compile partial network topologies [81, 82].
The techniques proposed in these papers could provide sufficient topological information
for source routing to be beneficial, however the use of source routing is limited since many

routers block packets containing the source routing option because of security concerns [83].
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@ —®

Trusted node

== Route using loose source routing

. ; : Malicious node
=== Route without using loose source routing

O

Victim node

Figure 3.6: Illustration of source routing security issue from an intermediate node

Figure 3.6 gives one example of a source routing security issue, where T is a trusted
node, V is the victim node and M is the malicious node [84, 85]. If node M creates a packet,
within this packet it sets the destination as node V and can also set the source as node T.
When the packet arrives at node V, node V thinks that this packet has come from node T,
and then replies to node T. Without source routing the packet would unlikely travel back to
node T via node M. However, when node M created the packet it set the source routing path
such that it appeared as though the packet left node T and went via node M to node V, it
would thus make sense for node V to reply via node M. When the packet then goes back via
node M, node M is able to capture the reply and discard the packet before it gets back to T.
This method gives node M access to any services available to node T, which might include
services restricted based on its IP address.

Loose or strict source routing would provide one of the best ways to achieve path diver-
sity. However, because they have been widely disabled a number of other proposals have

been made. These proposals include multihoming, overlay networks and changes to network

routers.

3.1.3.2 Router Alteration

A number of proposals have been made to adapt BGP [73] for better utilising diversity.
The authors of [86] propose a method where an application can negotiate with an extended
version of BGP to select paths which avoid certain ASs, thus enabling an application to create
multiple streams crossing the network to take different paths. One of the problems with such

a scheme is that it requires an additional stream set-up delay to negotiate the routing of
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packets.

The authors of [87] propose a scheme where different TCP streams are routed across
different available paths. The paper shows that an increase in throughput can be achieved,
which might not be true in reality as they model links with different bandwidths. The paper
does not analyse the scenario where the links are of the same bandwidth.

In addition the authors of [88] present a scheme where access routers are positioned at
the source and destination AS with transit routers positioned in between. The access routers
maintain multiple paths from the source to the destinations. In this way they can select the
best quality path at any given point in time and switch as network conditions change. The
problem with this scheme is that it would require a large amount of storage and processing
to maintain the round trip times (RTT) to each destination AS.

Another scheme that has the potential to introduce redundancy through router alteration
is that presented in [89]. This scheme provides the benefits of source routing but with a more
secure key mechanism. Within a network, packets containing an authorised key, properly
explained in [89], are allowed to be routed via internal nodes. This provides the benefit
that only trusted source networks or nodes would be allowed to route packets into certain
networks.

The Bananas framework [90] provides an alternative to source routing, where instead of
specifying intermediate routers by their IP address you provide an outgoing interface number.
The advantage of this scheme is that the amount of space required to include a port number
in a packet is much smaller than the space required to include a complete IP address. The
framework includes a method to validate a route, without which it is possible for a packet to
be caught in a loop and never reach its destination.

There are a number of reasons for the limited interest in alterations to routers. Firstly,
anything which makes routers more complex will increase their cost and potential for firmware
bugs due to increased complexity and thus failure. Secondly, router alteration is trying to
make routers work at the transport layer and not just the network layer. Through the intro-
duction of such changes, the network layer also has the potential to break existing protocols,
such as TCP. TCP requires an accurate measure of the RTT to be taken [91] and if the under-

lying network keeps changing then an accurate RTT value can’t be established.

72



CHAPTER 3. QUALITY OF SERVICE FOR VIDEO STREAMING
3.1.3.3 Multihoming

Another way to introduce diversity into the network is by connecting to multiple diverse
ISPs. Packets can then be put onto the different networks in the hope that at least part of the
paths taken will be independent of the other paths. An illustration of multihoming is shown

in Figure 3.7.

¢ Region controlled by one entity. @ Server

we Unused available routes through the network )
—— Utilised routes through the network @ Client

Figure 3.7: Illustration of path diversity using multihoming through connections to three ASs

In Figure 3.7 we see a server, S, connected to three networks, these are AS-A, AS-C and
AS-E. Each AS has its own routing policy when routing a packet from S to its destination,
C. Packets sent to AS-A first are routed through AS-B and AS-D to get to C. Packets which
are sent to AS-C are routed via AS-D. Finally, Packets sent to AS-E first are routed to AS-C
which then routes packets to AS-D. The server only controls the first AS which the packet
will be routed onto, as such for multihoming to produce benefits careful ISP selection must
take place [92] based on their peering agreements.

If connections were made to ISPs which have peering agreements then it is more likely
that the packets put onto the different networks will be routed together earlier in the path than
if the ISPs do not have a peering arrangement. To ensure that the diversity is not reduced
over time the monitor of inter peering arrangements should be considered.

Investigations into mutlihoming through emulation have been conducted by the authors

of [93]. They show that improvements in the response time can be achieved in 65% of cases
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when three ISPs are used with passive network measurements.

The authors of [92] conduct a number of experiments to investigate the benefits of mul-
tihoming using the Akamai network, finding that with connections to two ISPs that a 25%
improvement in performance, as measured by the turnaround time, is achieved in three out
of their four tests. The turnaround time is the duration between the end of the request, in
the case of a HTTP request, and the start of the response from the server. Additionally,

the authors present results showing that connecting to more than four ISPs produces little

additional benefit.

3.1.3.4 Overlay Networks

An overlay network creates partially diverse paths by recreating loose source routing at the
application layer of the TCP/IP stack, achieved through the introduction of relay nodes within
the network. Figure 3.8 shows an example of an overlay network containing two relay nodes,

creating three paths through the network. Figure 3.9 shows the TCP/IP stack of an overlay
network.

C:}chion controlled by one entity.

©

---------- Unused available routes through the network Client
= Utilised routes through the network
== Default route through the network Relay

Figure 3.8: Illustration of path diversity using an overlay network

A number of papers on the topic of path diversity have examined video distribution [94—

96], but these have not investigated the effect of increasing the number of paths beyond two.
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A (Application) > A

O (Overlay Network) =~ 0O = 0

T (Transport) T T

N (Network) — = N — > N> N - > N

D (Data Link) D D D D

P (Physical) P P P P
Source Router Relay Node Router Client

Figure 3.9: TCP/IP Stack with overlay network layer

Other work on this 1ssue 1s focused on reducing packet losses with algorithms for allocating
packets to each of the two paths, aiming to reduce the total number of losses [97].

The idea of using overlay networks is not new and it has received some attention. In [71]
the authors provide an overview of both path diversity and content delivery networks and
look at overlay networks in the wireless environment. The authors of [6] create an overlay
network and use active probing to monitor network characteristics. The use of active probing
allows the application to select the most appropriate path. The problem with active probing
is that it has a significant overhead and could unfortunately aid in the creation of congestion.

In addition to the investigations into the methods of utilising diversity, some authors have
looked at methods for maximising throughput, achieved by altering the amount of data sent
down different paths [95, 98]. The methods proposed in these papers are better than the
active probing techniques used in [6], in terms of bandwidth efficiency, but they still require
additional feedback to the server. There are some environments where a feedback channel is
not desired as this increases the amount of processing required and can limit the number of

acceptable clients [99].

3.2 QoS in Wireless Local Area Network

Figure 3.10 shows the TCP/IP stack and a breakdown of the data link layer. The stack is

designed so that higher layers, such as the application layer, do not need to know the infricate
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detail of the lower layers, such as the physical layer. Therefore it is possible to replace the
data link layer and physical layer with a wireless protocol. There are a number of wireless
standards which could be used to replace the Data Link and Physical layers, including the
Institute of Electrical and Electronics Engineers (IEEE) standards 802.11 [7] and 802.16
[100], along with High-Speed Downlink Packet Access (HSDPA) [101] standardised by the
3rd Generation Partnership Project (3GPP).

Application
Transport
Network -
Logical Link Control
Data Link
Media Access Control
Physical

Figure 3.10: TCP/IP Stack with Data Link Layer breakdown

IEEE 802.11, IEEE 802.16 and HSDPA target different markets, hence could all co-exist
in the future. JEEE 802.11 is designed as a wireless equivalent to their popular wired Ether-
net standard (JEEE 802.3 [102]) for Local Area Networks (LAN). LANs are generally small
networks covering a single room, floor or building, which generally connect to a wider net-
work such as a _Metropolitan Area Network (MAN) for connectivity to additional resources.

IEEE 802.16, also known as Broadband Wireless Access, is primarily a Wireless Metropoli-
tan Area Network (WMAN). MANSs are designed to connect a number of LANs to a Wide
Area Network (WAN). These LANs are themselves likely to be wireless, in which case they
will most likely be 802.11 networks.

IEEE 802.16e [103] extends IEEE 802.16 to include the option for mobile broadband
wireless access and competes directly with the currently deployed HSDPA systems. It is
dependent on the future pricing of such services, which will dictate if consumers are happy
for each laptop to have its own mobile data subscription. Otherwise, wireless broadband
services, provided by either 802.16e or HSDPA, are likely to be shared between laptops with

the use of an 802.11 network. There are already a number of HSDPA/802.11 access points

76



CHAPTER 3. QUALITY OF SERVICE FOR VIDEO STREAMING

in commercial production, but it depends on the wide spread take-up of the technology to
dictate 1f the last link to the client is 802.11, 802.16e or HSDPA.

In this thesis we look at 802.11 networks, because firstly it is possible to use 802.11
networks as the last hop either to a wired network or onto a wider area wireless network, and
secondly we have recently seen a large increase in the adoption of 802.11 within homes and
businesses [104]. The WLAN technology has been widely implemented in laptop computers
and is increasingly being used in other devices, such as phones and cameras.

The problem with this technology is that for the same distance the loss rate of a wireless
network compared to a wired network 1s much higher. There are a number of causes of this.
The 802.11 protocol series operate in licence exempt frequency bands; 802.11b and g operate
at 2.4GHz and 802.11a and n operate at SGHz. In these liccﬁce exempt bands interference
can be experienced from other devices operating in the same band, which could be other
WLAN devices, microwave ovens or wireless phones. Due to the sensitivity of video to
packet loss, increased care needs to be taken when it is streamed over a wireless network.

WLANSs can be categorised into two modes, Ad-hoc and Infrastructure. In an Ad-hock
network there is no centralised infrastructure and each node within the network operates as
a peer. In an Infrastructure network, access points (APs) are usually connected to a LAN
through which the wireless clients will have access to Internet services. In this thesis we
are interested in the streaming of video and will concentrate our efforts on the Infrastructure

type wireless networks.

3.2.1 802.11

The IEEE 802.11 standard provides two different MAC functions to coordinate different
wireless devices. These are the Distributed Coordination Function (DCF) and the Point Co-
ordination Function (PCF). DCF provides a distributed means for devices within the network
to coordinate the sending of packets, with the aim that packets should not collide within the
wireless medium. However, there are no guarantees as all nodes contend for the medium
equally. DCF only works where wireless nodes are able to overhear other wireless nodes
communicating, but this is not always the case. PCF is provided as an alternative to DCF.
PCF enables the access point to coordinate access to the medium and provides contention-

free access to the medium.
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To ensure the interoperability of 802.11 devices from different manufactures, the Wi-Fi
Alliance was formed to certify compliance. To receive certification wireless devices only
have to implement the DCF function and, consequently, PCF is rarely implemented. Due to

the widespread use of DCF it i1s discussed in greater detail below.

3.2.1.1 Distributed Coordination Function

DCF implements carrier sense multiple access with collision avoidance (CSMA/CA). With
CSMA/CA a station wishing to transmit must sense the channel first and if another station is

transmitting then it must wait before transmitting into the channel.

Source __DIFS__= / Data ~
§IFS :
Destination S AC
‘D[F$_ -
it T,
Defer Access e Backoff

Figure 3.11: DCF basic access example [7]

Figure 3.11 shows how DCF operates. When a packet is to be put onto the network the
station initially senses the medium for the duration of one DCF Interframe Space (DIFS). If
the medium 1s busy then the station waits until the medium becomes free again. Once the
medium is free there are two inter frame periods to be used. One is Short Interframe Space
(SIFS), the duration after the medium becomes free, during which an acknowledgement
(ACK) can be returned from the recipient to the sending node. The other is the DIFS. Once
these two periods have passed without anyone using the medium, the transmitter senses the
medium during the contention window.

The reason for the contention window 1s, while a station has been transmitting it is likely
that multiple other users have decided to access the medium. In this situation, a number of
stations will likely have been listening for the end of the transmission and if they all start
transmitting at the same time then all the transmissions will collide and none of them will be

received by the destination.
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The contention window operates by selecting a random value in the range [0,CW — 1],
termed the back off value. When a station first enters the contention window CW = CW,;,.
The station decrements the back off value for each time slot where the medium remains free.
‘When the back off value gets to 0 and if the medium is still free then the station may start
transmission. Since the back off value is selected at random it is possible that another station
will have selected a lower back off value and will start transmitting earlier.

Once the node has transmitted its frame it waits for an ACK from the destination. If the
ACK is received then the station has successfully transferred the packet and is able to start
the process again to transmit another packet. If the ACK is not received within a time-out
period then the retry counter is incremented and the back off procedure is repeated, but with
a new value of CW = 2 x CW up to CW = CWyyyx. If the retry counter reaches the retry

limit, usually 7, the packet is dropped and the process restarts to transmit another packet.

3.2.2 802.11e

The original IEEE 802.11 standard provided no QoS mechanism. IEEE 802.11e implements
QoS mechanisms through the addition of the Hybrid Coordination Function (HCF).

3.2.2.1 Hybrid Coordination Function

HCF takes both DCF and PCF from the 802.11 standard and enhances them with QoS-
Specific mechanisms. As in 802.11, both a contention-bases access method, termed en-
hanced distributed channel access (EDCA), and a contention-free access method, termed
HCF controlled channel access (HCCA), are defined in the 802.11e standard.

As with the DCF and PCF case the Wi-Fi Alliance only requires contention-based access
(i.e. EDCA) to be implemented for certification, as such HCCA is rarely implemented. The
802.11e certification is named Wireless Multimedia Extensions (WME) or Wi-Fi Multimedia
(WMM).

3.2.2.2 Enhanced Distributed Channel Access

EDCA takes the eight 802.1D user priority classes and assigns them to four EDCA ACs, as
shown in Table 3.1. EDCA differentiates between different classes by changing four param-

eters. We group these changes as Contention Window Control (containing two parameters),
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Table 3.1: 802.1D user priority to AC mapping [2]

[ Priority | 802.1D [105] user priority | 802.11¢ [2] AC | Designation |

Lowest 1 AC_BK Background
) AC_BK Background
0 ACBE Best Effort
3 AC_BE Best Effort
4 AC_VI Video
5 AC_VI Video
6 AC VO Voice
Highest 7 AC_VO Voice

Arbitrary Inter Frame Spacing (AIFS) and Transmission Opportunities (TxOP). A typical set

of parameters is shown in Table 3.2.

Table 3.2: Sample Class Parameters

Access Class | Priority | CWpin | CWopar | AIFS | TxOP
AC_BK Lowest | 15 1023 7 0
AC_BE Low 15 1023 3 0
AC_VI High |7 15 2 3008 us
AC_VO Highest | 3 7 2 1504 us

Contention window control EDCA makes changes to the contention window value from
DCF. Instead of being randomly selected in the range [0,CW — 1], EDCA changes this to
a range of [CWipin class, CW — 1]. Additionally, the CWp,4 value is changed to become class
specific, 1.6. CWipax ciass-

The benefits of giving more important classes lower CWpin class @and CWopax class Values
are that the contention window value will expire earlier than those with larger CWin class
and CWpax class Values. When the contention window expires and if no other station is trans-

mitting then the station will be able to transmit its packet.

Figure 3.12 shows a simplified example where three stations each have a packet of a
different access class to transmit. The figure shows the effect that the different contention
window values have on the order the packets are to be sent. Using the typical set of param-
eters shown in Table 3.2 the contention windows of 5, 10 and 20 are randomly chosen for

AC_VO, AC_VI and AC_BE, respectively.
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Figure 3.12: EDCA Contention Window Example

Arbitrary inter frame spacing Within the DCF standard SIFS and DIES are used to pro-
vide two levels of priority for ACKs and data, respectively. This allows ACKs to have access
to the medium before another station starts their contention window countdown. In a similar
manner, Arbitrary Inter Frame Spacing (AIFS) replaces DIFS and provides each AC with its
own AIFS duration. This allows higher priority classes to contend for the medium earlier
than lower priority classes. Figure 3.13 shows the effect different ATFSs have on the start of

the contention for the media.

Source _AIF S._. Data. J >
SIFS ;
Destination o ﬁ?

ATFS[1] ]

AC_VO Poteh Wty [

ATFS[i]

. ) VT
AIFS[i] B

AC_BE W

Figure 3.13: EDCA access example

It might appear that the AIFS could just be replaced with a larger CW,,,;, value, however
with the use of AIFS the higher priority classes can start transmitting before the AIFS of
lower priority classes has expired. Stations which put their traffic in the higher priority

classes can starve stations with lower priority classes from accessing the medium, which
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would not be the case with changes to the CW,,,;, value.

Figure 3.14 demonstrates how the use of different AIFS values can starve lower impor-
tance classes from access to the medium. Figure 3.15 shows the same scenario as in Figure
3.14 but with constant AIFS values. The difference between figures 3.15 and 3.14 highlights
the care which needs to be taken in the choosing of AIFS values [106].

AC BK /W AIFS[i] /fr— AIFS[i] JALFS[i]h
A

AC_VO wants to start transmitting data

Y

Figure 3.14: AIFS access example

— S S A

AC_VO wants to start transmitting data

\ [

Y

Figure 3.15: Constant AIFS access example

Transmission opportunities Transmission Opportunities allow a station to transmit mul-
tiple packets without having to re-contend for the network. This is useful in both the voice

and video cases where an audio segment or video frame might not fit into a single packet.

3.2.2.3 Access Class Mapping

802.11e access class 1s a link layer example of DiffServe, as previously discussed in Subsec-
tion 3.1.2. Through the inspection of the DSCP field within the IP packet header the packet
is assigned to one of the access classes. Currently, there is no clear assignment between
DSCP values and ACs, which is left to individual manufacturers or network administrators

to decide [68].
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3.3 Conclusion

Of the existing QoS frameworks, IntServ provides guarantees over QoS, however this is
not scalable to an Internet size network. The altemative framework, DiffServ, provides no
service guarantees and is unable to prevent issues resulting from router updates. As it has
been seen, BGP updates can temporarily (an average of three but up to fifteen minutes [75,
79, 80]) cause increased packet disturbance. We look at network diversity as a potential
technique to reduce bursts of packet losses.

Of the presented techniques, Source Routing would provide the best method of utilising
diversity, since it would require no additional hardware or protocol adaptation. The reason
that Source Routing is not chosen is because ISPs actively filter out packets which use source
routing to prevent the security risks which they pose. We also discount router alteration as
this would require large investments in expensive equipment for the diversity to be exploited.

Of the remaining technologies, such as multihoming and overlay networks, the benefits
of the two are comparable. The decision between overlay networks or mutlihoming is likely
to be based on cost and development issues as opposed to technical reasons [107]. Of these
two, overlay networks are likely to be the cheaper one as it only requires infrastructure to a
single ISP and a single contract, whereas multihoming requires contracts with multiple ISPs
and the related additional infrastructure.

Finally, wireless QoS is discussed. The recent IEEE 802.11e standard has introduced
class based QoS to IEEE 802.11 networks. Prior to JEEE 802.11e all packets transported
across the wireless link were treated equally. Since the introduction of 802.11e access points

now permit four different access classes to differentiate between different types of traffic.
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Chapter 4

Loss Performance of Overlay Networks

In this chapter, we look at one QoS related measurement, packet loss, and mvestigate if
this can be improved through the use of path diversity. We develop previous authors’ work
[94-96] by extending the number of paths from two, up to eleven. Our initial work es-
tablishes simulation models for three different packet loss scenarios. The results presented
demonstrate how the different loss scenarios affect the packet loss patterns when path diver-
sity is used.

The simulation results are supported with analytical models, initially for each lossy en-
vironment and finally a combination of them. The reason for presenting a combined model
is that in a real network losses are likely jointly contributed from different sources.

The simulation and analytical models show two potential trends when using path diver-
sity, firstly increasing the number of paths increases the proportion of packets lost for both
the burst and random loss environments and secondly increasing the number of paths de-
creases the number of packets lost in a congestion environment. For the combined model,
there is the possibility that an optimal number of path can be chosen, maximising the benefits
from using path diversity.

To investigate if the Internet shows a clear trend we take results from a real overlay
network implemented on PlanetLab. From this we show how the use of real overlay networks

effect the packet loss patterns received by the client.
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4.1 Packet Loss Models

In any network the causes of packet losses can be classified into three main types: Random
losses, caused by poor channel conditions; Burst losses, mainly due to link or node failure
in wired systems or severe channel destruction such as fading in wireless systems; and Con-
gestion, due to limited buffer, bandwidth and processing capability at network routers. In
reality, however, when measuring the losses that are experienced by a stream it is difficult to
separate the losses into their root cause, random, burst or congestion. However, estimated pa-
rameters can be made available in most cases, especially for random and burst losses. Given
an overlay network, as shown in Figure 4.1, we split the stream equally between each path
involved in order to simplify the resource management, resulting in the ability to implement
path diversity without a reverse channel (enabling feedback from the client to be returned to

the server), should this be desired.

Figure 4.1: Sample topology with three paths

The splitting of the original stream into multiple sub-streams does not add any additional
overhead since no additional packets are sent nor are packets split, which would require
additional header and routing overheads. The topology shown in Figure 4.1 would be an ideal
overlay network topology. In our work we initially show the effect which the overlay network
has on this ideal topology after which we look at less ideal but more realistic topologies

including common links.

4.1.1 Random Losses

Transmitting packets over an individual link can be described using a Bernoulli trial or model
with packet loss probability p and loss-free probability 1 — p. We can extend the Bernoulli
model to a system consisting of N paths with each of them having L, links, where n =1, ..., N.

Let p; be the packet loss probability of the i-th link in the system, where i = 1, ..., Z‘Q"zl L
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For the individual links of a given path, we assume independent packet losses defined by the
Bernoulli model. Hence the packet loss probability of the »n-th path in a system using UDP,

where no retransmission of a lost packet is available, is given by

J4Ly
P,=1- T] (A-pi) 4.1)
i=J+1
Where J is the total number of the links of all the previous (# — 1) paths, i.e. J= ij;} Lj.
If the loss probabilities of all the links in the system are assumed to be the same, i.e.,

Po---pgN_ 1, = PR then Equation (4.1) can then be simplified to

Py=1~(1—pg)™ 4.2)

We also assume that packets are distributed evenly between different paths. The packet

loss probability for random losses of the N-path system, Pg y, can therefore be expressed by

| X
Pry=1- i > (1 —pr)™ (4.3)

n=1

As a quick example by using Equation (4.3) in the traditional client-server environment,
we look at a single path system with pg = 0.0001, N =1 and L; = 12, which results in
a packet loss probability Pz = 0.0012. In the multipath cases, the primary path between
the server (the path which does not use a relay node as shown in Figure 4.1) and the client
is normally the shortest path of all possible ones. In other words, it is most likely that the
alternative paths have more links than the primary path. Following the above example, we
include two additional paths to the first one, which makes N = 3. If we set Ly = 13 = 16,
then Pr 3 = 0.0015 according to Equation (4.3). It is observed from these two examples that
when the number of links on the additional paths are greater than that for the primary path,
and if all links experience the same loss rate, then increasing the number of paths leads to an

increase in the packet loss probability of the system.

4.1.2 Burst Losses

The second cause of loss is from burst losses. We describe burst losses on a single link as a
Markov chain, as depicted in Figure 4.2, with two states: good and bad (where packets are

dropped), and the corresponding transition probabilities: p, and g;.
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P,
s Tepis
9,

Figure 4.2: Two state Markov chain, burst loss model for single link

Consider a time invariant Markov chain. The probability transition matrix of the model

1s given by

M, = BB (4.4)

gz 1—ag
Let p; and p; be the probabilities of being in the good and the bad state, respectively,
and satisfy the condition of stationary distribution, i.e., | pi py | xMp=| pi py |- The
probability of being in the bad state, which is equivalent to the packet loss probability for
burst losses of a single link, pp y, can be calculated from the following equation with the

condition p; + p2 = 1, 1.e. the system must always be in one of the states. The probability of

being in the burst state can be calculated from

Pr
Pt +4r
Unlike pg in the random loss case, pp y has dependency on the number of paths, N,

P2=PBN = (4.5)

in the multipath dissemination environment. If again we assume that all N paths with L,
links, where n = 1,..., N, have an equal opportunity to deliver packets, then the packet loss

probability for burst losses in an N-path system, Pg y, can be expressed by

1 N
PBJ\r:l—NE‘(]-—pBJ\;)L” - (4.6)

n=1

4.1.3 Congestion

To model congestion ‘we simplify network conditions into two states, congested and non-
congested. In the non-congested state all the packets from the source are able to reach the

destination without loss. In the congested state the number of packets lost due to congestion
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depends on various factors. In our model we assume a first-in-first-out(FIFO) drop tail queue,
and that any packet phase effects that might exist are short lived because of the random
pauses during the transmission of background packets [108].

Let R; be the average total packet input rate at a node, as illustrated in Figure 4.3, which is
a combination of our monitored stream with input rate, Ry y, as well as the background traffic
input rate, Rp, i.e., Ry = Rg v +Rp. Rs,y relates to the total number of paths (V) involved, but
Rp is static, thus independent of N. For a given period of observation time, we may divide it
into two time slots: 77 when only the streamed packets enter into the node (Rp = 0), referring
to the non-congested state; and 75 when both the streamed and background traffic enter into

the node (Rp # 0) , referring to the congested state.

Background traffic Dropped
R packets
] \ °
B
RS.,'U' + Rn

Video stream

Figure 4.3: Link congestion model

Let Rp be the maximum packet output rate of the node with a buffer of size B packets

available. The packet loss probability due to congestion for a single node is given by

Bp
Rsnyx (N +T)+Rex T

PCN = 4.7)

where Bp is the number of packets lost during the period of observation. Bp is meaning-

ful only when R; > Rp and (R; — Rp)T> > B and is determined by

Bp=(Ri—Ro)x T, —B

With the same approach as before, the packet loss probability for congestion losses in the

N-path system, Pc v , can be expressed by
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1 N
Pey=1- - > (1—pen)™ (4.8)

n=1

4.2 System Models and Simulations

To simulate multipath dissemination, an overlay network is implemented in J-Sim [109].
Our initial work assumes that the server and clients are multihomed, allowing them to have
a number of physical connections which in our work are connected to a network with many
redundant paths. Our model is made up of one server and one client with N paths in between.

To form an overlay network relay nodes are used, which work at the application layer
to forward packets on each path except for the primary path. An example of this network
is shown in Figure 4.1. Each path consists of a number of links, with each link having a
bandwidth of 2Mb/s and a propagation delay of 4 milliseconds, which is the same as in [110].
The total streamed data rate is 800kbps and split equally for each path.

We assign packets to the paths in a round robin manner. In some systems [94], a packet
1s divided into N smaller packets, which are then sent down N paths (one-to-one) in paral-
lel. The amount of information transferred is the same for both dissemination algorithms.
The disadvantage of splitting the packets is that with each extra packet transferred there are

additional requirements such as buffering and routing in the network [111].

4.2.1 Path Length

Some authors fix the number of links for both the primary and secondary path to just a single
number of links for the primary path and a single value for all other paths in their simulations.
In the case of [110] the primary path consists of 11 links and all other paths are 18 links long.
In our model, however, we set out to find a more suitable set of lengths for the additional
paths, as in reality the length of these paths will increase as more paths are added. To find
these lengths we created over 1,000 two-layer topologies to simulate the Internet [112,113].

The first of the two layers is to represent AS interconnections, the second layer is to
represent internal AS routers. The AS inter connections are modelled using an AS Waxman
model; and the internal connections are modelled using a Barabasi-Albert2 model. In the

model we connected 75 ASs together, each assumed to have 20 internal routers. The Bright
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configuration file is included in Appendix B.

Using the generated topologies a server and client are randomly selected from all of the
available hosts, and then from the remaining nodes a further 10% are selected to act as relays.
The number of links for each path can now be calculated based on the topologies generated
and the locations of the relay nodes. Using this data we are able to list the paths in terms of
their length and select the shortest one as the primary path. Figure 4.4 shows the number of
links for each path calculated as the average of over 1,000 random two-layer topologies. For

simulation purposes, the values are rounded to the nearest number of links.

Path Length ——

Number of Links

10 1 ] 1 L

Path Number

Figure 4.4: Number of links on each path

4.2.2 Simulator

The majority of previous work regarding path diversity has been conducted using simulation.
Simulation enables a controlled environment on which we can examine the effect of path
diversity.

There are many different simulation packages available, such as Network Simulator ver-
sion 2 (NS-2) [114, 115], Modeler [116] and J-Sim [109]. Each simulator has different

strengths, which are briefly reviewed in relation to the simulation of path diversity.

90



CHAPTER 4. L0SS PERFORMANCE OF OVERLAY NETWORKS

NS-2 is an open source packet level simulator, which is widely used within the research
community. Using a combination of the Tool Command Language (TCL) and C++ NS-2
allows both quick prototyping and high speed processing. NS-2 has the disadvantage of the
loose combination of TCL and C++ means that finding existing code is difficult. It is possible
for the aspects of simulation to be written in TCL or C++, meaning that debugging code can
prove difficult especially when part of the implementation of a class is in both TCL and C++.

Modeler is a closed source simulator with a larger library of components. Although
implementing new applications within Modeler is possible, the lack of transparency of the
source code makes it difficult to add extra instrumentation when this would help to identify
what is actually happening.

J-Sim is an autonomous component based open source simulator. An autonomous com-
ponent architecture (ACA) allows a component to have multiple inputs and multiple outputs.
The inputs and outputs of multiple components are then connected together. When the simu-
lator runs, data is then passed from output pins of one component and are passed to inputs of
another. A component itself can be made up of a number of connected sub-components. Al-
though J-Sim is a fairly generic simulator, an extensive package of packet switching network
modelling tools have been developed for it.

The advantage J-Sim has over both Modeler and Ns-2 is that standard java applications
can be run inside the simulation environment. Due to the modularity of java the TCP/IP
stack of an application can be replaced with a component which then interfaces with the
simulator. This enables applications to be written for a simulation environment and then to
be taken and used in the real world. The advantage of this is a reduction in the amount of
code and debugging which needs to occur. Additionally, this prevents two implementations
of the code from not functioning identically.

J-Sim is written in java, but uses TCL, java or python to set-up simulations [117]. The
reason that J-Sim does not experience the same split language problem as Ns-2 is because
all components of the simulator are required to be compiled into the java code, with TCL,
python or additional java code only left to set up the inter object connections.

Through the rest of the simulation work J-Sim is chosen. This is because of its simple
programing language split and with the ability to run real java applications thus removing

to write applications twice for simulation and for execution. Although J-Sim interfaces with
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the java socket and server socket classes, for use with TCP, this was not the case for the User
Datagram Protocol (UDP). Therefore, J-Sim has to be developed to simulate the packet types
that we want to use.

The simulations are used to identify if the use of path diversity can reduce the loss rate,
and if so under which network conditions. We only assume a packet switched network, so in
reality this could be wired or wireless. We establish three loss models based on the causes
of loss, congestion, random and burst losses, which lead to the creation of a combined loss

model to be discussed in Subsection 4.3.

4.2.3 Random Losses

By assuming that it is always possible to create N diverse paths between a client and a
server, we can simulate the effect of random Josses. The model requires only one parameter:
the packet loss probability of individual links, pgr . For the Internet environment we use
pr = 0.002174 calculated based on a path length of 11 using the values presented by the
authors of [118].

Figure 4.5 shows the average probability of a packet being lost from 10 simulations
using different random seed values, with each being simulated for 1000 seconds. In addition
to the simulation values, analytical values calculated from Equation (4.3) are presented for
comparison. From this we can see that the packet loss probability increases as the number

of paths increases. This is in line with the analytical results presented.

4.2.4 Burst Losses

To simulate burst losses we used the probability transition matrix, given in Equation (4.4).
For the simulations to be as accurate as possible we would need to evaluate the matrix at
a very high frequency, but this proves to be very difficult to find existing values from the
research community. A solution to this problem is to reduce the number of evaluations.
Though the accuracy of the results will be affected to a certain degree we deem that they are
still appropriate for validating the model. We average out the unicast values [118] to gain the
parameters p; = 0.0014 and g; = 0.854. The loss model state, good or bad, is re-evaluated

every 0.06 seconds.
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Figure 4.5: Packet loss probability for the random loss model

Figure 4.6 shows the packet loss performance. The results from Equation (4.6) are in-
cluded for comparison. We see that the simulation and analytical results are both very close.
As the number of paths increases the loss probability increases as well. The trend shown is

very similar to the trend shown for random losses in Figure 4.5.

4.2.5 Congestion

To cause packet loss, we included exponential on/off traffic down each link. We configure
the traffic so that on average after 8 seconds without any background traffic is then followed
by 40 milliseconds of traffic, with a rate of 2Mb/s. Each node is set to have enough space
to buffer just one packet. Since each network link is limited to 2Mb/s, when the background
and video source try to flow down the same link there will be packet loss once the buffer
overflows.

Figure 4.7 shows that increasing the number of paths reduces the packet loss probability.
The improvements gained in the congested environment are through utilising available buffer
space on the additional paths. This would not only reduce the losses received in the stream
but also in any other streams which are sharing the same paths.

The problem with using multiple paths is that not all systems are multthomed, especially
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Figure 4.6: Packet loss probability for the burst loss model
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Figure 4.7: Packet loss probability for the congestion model
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in a residential environment. Combined with general Internet routing it is likely that some
common links will exist. To investigate the effect of common links we simulated our network
with the same traffic and created a network topology containing two additional paths (three
in total) with varied numbers of common links at the source and at the destination.

Figure 4.8 shows that the number of common links affects the performance of path diver-
sity. Therefore to achieve the maximum benefit the paths need to be as diverse as possible.
Additionally, we note that there is little difference between having common links at the

source or at the destination.
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Figure 4.8: Packet loss probability for system with common links near either the server or

client

4.3 Combined Loss Environment

From the three loss scenarios presented, it is shown that path diversity can improve the packet
loss rate in the case of congestion. This is a useful result when deploying multithoming or
overlay networks. However, in a real environment losses are contributed by various sources.
To evaluate the effect of this environment, we combine the three individual loss models

presented previously into a single model.
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4.3.1 Combined Model

Figure 4.9 depicts a graphical representation of the proposed combined model, which oper-
ates at each node. The combined loss model is created by passing the packets, sequentially,
through each loss model. The packet loss probability for each section (one node and one

link) can be calculated from the following calculation

pan=1—=(1=pcn) X (1=psn) X (1—pgr)

where pc v is defined in Equation (4.7), pp v is defined in Equation (4.5) and pg as used

in Equation (4.2).

Background traffic

h 4
=
£
X

Video stream

Figure 4.9: Combined model

Using the same approach as in Subsection 4.1, the packet loss probability for the N-path
system can be expressed by

| N
Piy=1 g~ b3 —pan)t

n=1

4.3.2 Combined Model Results

The problem with a combined loss model is that there are more parameters to set up than
in the individual model case. In our simulations we use the following settings: p, = 0.001,
gr = 0.854, pr = 0.001174, and the settings for the congestion model are the same as in
Subsection 4.2.5.
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The results shown in Figure 4.10 indicate that in a combined loss environment the system
can still benefit from the use of multipath dissemination. However, increasing the number
of paths is not always beneficial, as Figure 4.10 demonstrates. The reason that increasing
the number of paths is not always beneficial is because adding additional paths are normally
longer and as seen in the random and burst cases are lossier since the shorter paths with
the lower packet loss rate are selected first. When the benefits received by the reduction
in congestion does not exceed the additional packets lost which result from the addition
of longer paths then path diversity no longer proves to be beneficial. Nevertheless, our
results suggest that an optimal number of paths for the given conditions could be obtained
for minimising the overall packet loss rate. However, this optimal number of paths could

change as the network characteristics vary.
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Figure 4.10: Packet loss probability for the combined model

In consumer networks the last link to an individual’s home can be of a different media,
although high speed fibre optic links is the normal choice for the Internet backbone. These
last links, such as IEEE 802.11, ADSL or fibre, can have different properties from the back-
bone. The wireless medium, for example, has a higher loss rate than the wired links, and
although these losses can be reduced by retransmission at the data link layer its performance

characteristics are still different from a wired last link. Our loss models to be applied to this
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scenario needs to be modified slightly as a result. Let p4 v g be the error probability for the
backbone of the network, p4 v the error probability for the last link, pp c v, p3 5.~ and pp &
the associated congestion, burst and random loss probabilities on the backbone, respectively,
and pr.c N, pr.an and py g the associated congestion, burst and random loss probabilities on

the last link, respectively. Then we have

pan=1—(1—ppcn)x(1—ppan) % (l—psRr)

panct=1—(1—=pren)x (1 —pran)*x(1—pagr)

Using the same approach as above, the packet loss probability for the N-path system can
be expressed by

1 { X _
f:’A.J\f'zl—!,—.)r (Z (1—pang)™" l) X(1—pant)

n=1

We simplify our models with the assumption that random packet loss is just a special case
of burst packet loss, where the burst length is a single packet. Using this assumption then we
can classify each section (the backbone links or the last link) into one of two possible states:
either experiencing congestion or burst losses. This will result in four scenarios: burst-burst,
congestion-congestion, congestion-burst and burst-congestion.

The first two scenarios are the simplest, as they follow the same trend as if the last link
was the same as the backbone, which have been evaluated in Subsections 4.2.4 and 4.2.5.
Figure 4.11 shows how the probability of the last link affects the overall probability of packet
loss in the burst-burst scenario.

For the congestion-burst scenario, Figure 4.12 shows that when the last link experiences
random losses while the rest of the network experiences congestion, such as in the case of
wired-wireless networks, multipath transmission can still improve the loss rate of the system.

In addition, path diversity can also produce benefits by inherently dispersing losses across
different paths, which provides opportunities for other techniques such as forward error cor-
rection (FEC). As FEC codes can only control a certain number of losses, it is important to

know the loss property of the paths in order to design a proper code for a certain application.
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Figure 4.11: The effect of altering the burst probability on the last link in the burst-burst

scenario.

In our work, we form groups of 30 packets to examine the maximum number of losses in
the groups. Figure 4.13 shows this feature for all three packet loss models. It can be seen
that increasing the number of paths dramatically reduces the maximum number of errors per

group in burst and congestion models.

4.4 Experimentation

We have previously highlighted that path diversity may not be able to reduce the packet
loss rate in all scenarios. We found that, however, in predominantly congested scenarios (as
opposed to ones experiencing random or burst losses) path diversity can produce benefits.
Therefore, we set out to investigate if the use of path diversity can produce any benefits over
the Internet. For this purpose we created overlay networks using the PlanetLab testbed on the
Internet. It has always been assumed that the wired Internet experiences mainly congestion
losses [119] and fewer non-congestion losses of data packets. This assumption has been used
in the fundamental design of many protocols. In our investigation we want to test the losses

from the two different sources by using UDP, because it has no error recovery methods.
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Figure 4.12: The effect of altering the burst probability in the congestion-burst scenario.

4.4.1 PlanetLab Setup

In our investigation of path diversity we set up a number of relay nodes in different ASs to
create an overlay network. The reason for having relays is to force the IP packets to be routed
along paths which they would not normally take to reach their ultimate destination.

Using the PlanetLab nodes shown in Table 4.1 we deployed our software to create an
overlay network. The path diversity software consists of three parts; a server, relay, and sink.

The server generates packets at a regular intervals (in our case every 20ms), which are
then transmitted over the network. Packets are sent in turn to the sink directly or to different
relay nodes in a round robin manner, for each packet in turn. The content of the packet is an
identifying number with padding to make the payload up to 1000 bytes long which should
not be fragmented by the network as it is smaller than the Ethernet maximum transmission
unit (MTU) which is typically the major cause of fragmentation.

When the experiment starts the relay node is sent details on the destination address and
port number. All the packets that arrive at the relay application are then forwarded to the
destination. The sink node logs the identifier numbers of the received packets and the local

time of its arrival. Once the experiments have been completed the resulting log files are
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Figure 4.13: The maximum number of losses in a group of 30 packets in different error

environments

processed.

To collect a range of results we completed the same type of experiments with three dif-
ferent groups of PlanetLab nodes. At most one node was selected from a PlanetLab site
and each node selected would only participate in one group to minimise any interference
that might be caused between them. For each group of nodes, the two most geographically
dispersed nodes were selected, one to be the source node and the other the sink node. The
remaining nodes were assigned as relay nodes. The length of the path from the source to
each relay node was computed using traceroute [120] as well as the number of links from
each relay node to the sink. The sequence of relay nodes was selected to minimise the to-
tal number of links making up one path. The path lengths in terms of the number of links
are shown in Figure 4.14. Figures 4.15, 4.16 and 4.17 show the overlay topologies of our
experiment for each of our three overlay networks, US1, US2 and EU respectively.

Starting with just the primary path we streamed packets over the Internet for a period of
24 hours. We increased the number of paths used every 24 hours by adding a relay node until
all the nodes in a group were utilised. 24 hours after all the nodes were added the experiment

would restart. As nodes can be disconnected at any time and the overlay topology needs

101



CHAPTER 4. L0OSS PERFORMANCE OF OVERLAY NETWORKS

Group Task Nodes
US1 Source righthand.eecs.harvard.edu
Destination | planet2.cs.ucsb.edu
Relay 1 PlanetLab2.cs.uoregon.edu
Relay 2 | PlanetLab2.csee.usf.edu
Relay 3 | pl2.cs.utk.edu
Relay 4 | PlanetLab2.unl.edu
Relay 5 PlanetLab2.cse. msu.edu
Us2 Source planet-labl.cs.ucr.edu
Destination | planet2.scs.cs.nyu.edu
Relay 1 | PlanetLabl.utep.edu
Relay 2 | PlanetLabl.cs.uchicago.edu
Relay 3 | PlanetLab2.cs.purdue.edu
Relay 4 | planetslug2.cse.ucsc.edu
Relay 5 | plab2.eece.ksu.edu
EU Source PlanetLab2.sics.se
Destination | PlanetLabl.fct.ualg.pt
Relay 1 Planetlab2.Is.fi.upm.es
Relay 2 | PlanetLab02.mpi-sws.mpg.de
Relay 3 | PlanetLab2.o0lsztyn.rd.tp.pl
Relay 4 | PlanetLab2.nrl.dcs.gmul.ac.uk
Relay 5 PlanetlLabl.cs.uit.no

Table 4.1: Grouped Nodes

to be kept constant, we only examined the overlay networks where all the relay nodes are
present. When a node was disconnected then only the experiments not requiring that node
were examined. The complete experiment was conducted over a period lasting 50 days
which resulted in every group being tested at least 3 times with some paths being examined

11 times.

4.4.2 Experiment Results and Analysis

The results presented here are always the mean values from the processed data with one stan-
dard deviation plotted. Figure 4.18 shows for all three groups how the use of path diversity
affects the total packet loss rate. In the worst case the use of path diversity increases the
average loss rate from 0.1118% to 0.2862% with one additional path. However when five
paths are used between the same source and destination the loss rate falls to 0.1095%.

To characterise the system we adopted a two-state Markov model, as illustrated in Figure
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Path length (links)
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Number of extra paths

Figure 4.14: Number of links on each path

4.19, where packets are not received when in the Bad state and packets are successfully
received when in the Good state. Using the data we gathered from the network we calculated
the P and Q values such that P is the probability that the next packet will be lost if the current
one has been received, and Q is the probability that if a packet is lost then the next packet
will be successfully received.

Figures 4.20 and 4.21 show how the P and Q values would change when path diversity
is used. In general, when five paths are used the O value is improved compared to the single
path case, resulting in bursts of shorter duration. In the case of the two US topologies the
improvement in O comes at the cost of P rising too, which will result in more bursts. The
change in P and Q values leads to the question of how many path could be in error at the
same time. The reasons for multiple paths being in error at the same time could either be
because independent links on all paths simultaneously experience error at the same time or
because common links are in error.

The initial set up process was based on minimising the number of links between the client
and server. The results shown in Figures 4.22 and 4.23 show that in some cases errors are
experienced on multiple paths at the same time, while in other cases errors just occur on one

path. As an example, in the case of the US1 group, when three extra paths are selected, 98%
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Figure 4.15: The number of links between selected routers and relay nodes (shaded) used in

the US1 overlay network

104



CHAPTER 4. LOSS PERFORMANCE OF OVERLAY NETWORKS
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Figure 4.16: The number of links between selected routers and relay nodes (shaded) used in
the US2 overlay network
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Figure 4.17: The number of links between selected routers and relay nodes (shaded) used in

the EU overlay network
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Figure 4.19: Two state Markov chain, burst characterisation for single link

of all losses occur across all four paths at the same time. This is very different from the EU
group, where when three paths are used just 1.6% of all losses occur on all paths at the same
time.

The change in values for P and Q will affect the number of consecutive losses and the
number of consecutive successes. Figures 4.24 and 4.25 show the length of losses in the
system. In the case of Figure 4.24, path diversity provides the benefits expected as it reduces
the number of packets in a burst loss. However, this is not always the case as it can be seen in
Figure 4.25 where path diversity initially increases the number of consecutively lost packets.
If the change in the loss percentage for the system is not significant and the length of burst

losses are getting shorter, then the length of consecutively received packets must be getting

shorter when the burst length is getting shorter.
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Cumulalive Proportion of Occurences
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Cumulalive Proporlion of Occurences
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Figure 4.26: US2:Number of consecutively received packets
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Figure 4.27: EU:Number of consecutively received packets
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Figures 4.26 and 4.27 show the number of consecutively received packets. From the re-
sults presented in Figure 4.27, we can see that in the single path case the results are approxi-
mately the average, with some instances of path diversity increasing the success duration as
well as reducing the loss duration. However, in Figure 4.26 there is an initial large drop in
the number of consecutively received packets when one path is added but not much change
thereafter.

To aid our analysis we calculated the correlation in terms of the ratio of the paths which

are correlated (Cy) with other paths in our overlay network, defined by the formula:

Cu=1-2=L1n (4.9)

Where N is the number of paths, L, is the number of links on path » and 7, 5 are the
number of independent links on path » in the environment with N paths.

Had the network we examined been a homogeneous network then we would have ex-
pected to see clearly a correlation between the path independence and the loss probability.
However the Internet is a heterogeneous network and as shown in Figure 4.28 there is lit-
tle correlation. Similarly in Figure 4.29, where the losses occur on all paths of the overlay

network at the same time, there is no evidence shown of correlation.
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Figure 4.28: Percentage of loss against the path correlation
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4.5 Conclusion

In this chapter we have analysed the packet loss probabilities using different loss models
(separate and combined) in a path diversity environment. The effectiveness of these models
has been confirmed by the simulation results achieved. Most importantly, our results suggest
that it is possible to find an optimal number of paths in order to minimise the packet loss rate
for the given network conditions.

We have also investigated the packet loss property for the wired-wireless case in four
different scenarios. If the causes of loss are the same for both sections then the performance
is the same as in the purely wired network. However if the loss patterns are different then
the performance could be improved or degraded depending on the primary source of loss.

To identify if our initial simulation results are realistic we have investigated the effect
of path diversity on the packet loss properties when UDP packets are streamed across an
overlay network on top of the Internet. We assume that the feedback channel is unavailable
in our investigation, and that packets are dispatched towards the destination in a round robin

manner. The results presented cover the scenarios where up to six paths are selected, based
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on the selection criterion that the N paths with the fewest number of links are selected among
all the paths available in the overlay network.

From the results obtained, we can see that increasing the number of paths could increase
as well as decrease the packet loss probability. There are many factors that contribute to
the loss properties concerned. In general, if congestion is the main source of packet losses,
compared to the non-congestion related (such as random and burst) losses, path diversity can
help divert traffic and reduce the loss probability as a result. However, if non-congestion
related losses are dominant, path diversity may lead to more losses (this would mean that the
benefits of path diversity in a congested environment are being negated due to the increase

in non-congested losses).
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Chapter 5

Video Streaming of H.264 Data Partitions

In this chapter we initially apply H.264 Data Partitioned video streaming to the path diversity
environment. To achieve this we have to assign data partitioned video packets to the available
paths. We present a method of dynamically assigning the packets based only on the knowl-
edge which can be gathered from the NAL header (introduced in Subsection 2.2.2.1). The
results are compared against a static assignment. The assignment scheme is then extended
to include FEC redundancy. We show that with both FEC and path diversity that this can
produce benefits in some scenarios.

An increasing number of clients are connecting to the Internet with a wireless last link.
Researchers have previously proposed an assignment scheme to improve the quality of video
received in such an environment, these were completed through simulation. We set up a
testbed using currently available hardware and software. We compare the assignment scheme
with single class assignments and show that the latter provides an improved video quality but

with a reduction in the overall throughput of the network.

5.1 Video Streaming in an Overlay Network

As previously discussed, in Subsection 2.1.5.1, H.264 data partitioning can separate a video
into multiple streams with unequal importance. In this section we propose a mapping scheme

which assigns H.264 data partitioned video to the available paths in an overlay network.
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5.1.1 Assignment Scheme

In the assignment scheme we first arrange the order of the packets (containing a single par-
tition) based on their importance. Firstly the frames are sorted by their type, i.e. the Key
frame first (as a reference for all the frames up until the next Key frame), followed by the In-
ter coded frame and then the Bi-predicted frame. Secondly the partitions are sorted such that
partition A is first, then partition B and finally partition C. Finally the partitions are sorted

by the frame sequence number in an ascending order.

. Intra coded slice
|:] Inter coded slice
[[] Bipredicted slice

Partion A [ 6]

PartitionB [ 3 T

Partition C Z

Figure 5.1: Sample H.264 data partitioning with frame numbers

B 2]4]6] BEHEEEE

Figure 5.2: Sample H.264 priority partition ordering

For example, using the sample GOP shown in Figure 5.1, we show the sorted importance
order in Figure 5.2. Of the sample ordered packets the first two packets are the only packets
associated with the Key frame, so with the highest importance and are placed at the top of the
order (leftmost); and the partition A packet is in front of the one for partition B. The second
group in the order are the packets related to the Inter coded frame and for partition A. There
are three packets belonging to this group, and they are placed according to the sequence
number of the frame they represent, e.g. 2,4 and 6. The third and fourth groups with four

packets each are also related to the Inter coded frame but for partition B and partition C,
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respectively. In the same way, the remaining groups are related to the Bi-predicted frame
and placed according to the ordering process described above.
Path 1

Path 2
Path 3

Figure 5.3: Sample H.264 partition assignment

The last step of the scheme is the path assignment that maps the packets in the ordered
sequence onto the available paths so that the importance of the packet is matched to the
quality of the path. The ordered sequence of packets shown in Figure 5.2 is divided into N
groups, where N is the number of paths available. In this example, N = 3. We then assign
the first group of 8 packets to the best path (path 3 shown in Figure 5.3), the second group of
9 packets to path 1 (middle), and finally the third group of 9 packets to path 2 (worst).

Given the assignment scheme explained previously we term this the static scheme, we
also present a dynamic assignment scheme based on the monitoring of the quality of paths

and switching the path assignment adaptively to the changes on network conditions.

5.1.2 Testbed Setup

Using the log files previously captured through the PlanetLab experiments we replay the
losses onto the video stream. The way this is achieved is shown in Figure 5.4. Within the loss
replay system we use JM v13.2 [121] to encode a 10 minute CIF video into a data partitioned
H.264 video stream of RTP packets with a GOP size of 72 frames, where each frame was
compressed into a single slice with frames within the GOP encoded into alternating B and I
slices. The network conditions are replayed using the log files already captured. The video
packets are passed through the network emulator which imposes losses within the stream
at the positions they would have occurred had the packet actually been streamed across the
network. The resulting RTP packets are decoded by JM and then any losses are concealed
using motion vector copy concealment. The original, encoded and decoded videos are then

processed to compute the PSNR of the video transmitted and the video after concealment.
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Figure 5.4: H.264 path assignment testbed

5.1.3 Results and Analysis

Since the loss conditions of network paths will change over time the assignment scheme can
be applied dynamically, where the last step of assigning packets to paths can be repeated
when network conditions change. Since the packets are dispatched in a round robin manner
there is no need to send the individual loss rate for each path, instead just an ordered list
containing the path with the lowest lost rate path first needs to be sent to the server. Feedback
can be minimised by informing the source only of a change in the order path list. The channel
conditions are averaged over a number of GOPs, with the conditions fed back to the source

before the transmission of the next GOP. The channel sampling is offset by a minimum of

half of the RTT, as illustrated in Figure 5.5.

Client

Figure 5.5: Timing relationship of feedback, play out and transmission of packets

Figure 5.6 shows, for the overlay network scenario, the PSNR performance of the dy-
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namic assignment; static assignment and the loss free case are presented. The dynamic
scheme shown in Figure 5.6 shows the effect of averaging over different numbers of GOPs.
From the scenario shown in the figure, there is a significant improvement in the dynamic
scheme over that of the static scheme. In addition, the performance of the loss-free video
(subject to compression only) indicates the upper bound of the performance that can be
achieved. When errors occur within the video stream the PSNR value will be reduced, this

will be indicated in the graphs by a shift towards the left.

3500 ; y . . ‘ ‘
Loss Free

Sequential Packet Allocation -—----
Dynamic, averaged over 1 GOP ~------
3000 - Dynamic, averaged over 2 GOPs -
Dynamic, averaged over 3 GOPs -~ - -

2500 |

2000

Frames

1500 |

1000

500

60 70

Figure 5.6: A sample set of results for H.264 assignment when five paths are used

Figures 5.7 and 5.8 show, for the EU and US2 topology respectively, the average number
of frames of each PSNR value, where the PSNR value of each frame is rounded down. Figure
5.7 shows that the use of path diversity can improve the quality of the stream received by the
client, by increasing the number of frames with higher PSNR value in all scenarios. This is
in contrast to Figure 5.8 where path diversity is unable to produce any benefits.

These features highlight the complexities experienced when implementing an overlay
network. It is not always possible to improve the quality of the video stream received using
path diversity. This is because using past events to predict future ones is not always accurate.

Feedback is only sent from the client to the server to indicate when the network con-

ditions have changed. When the network conditions remain constant no updates are sent.
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Figure 5.7: EU:The average effect of streaming a 10 minute video with dynamic path allo-

cation averaged over one GOP
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Figure 5.8: US2:The average effect of streaming a 10 minute video with dynamic path allo-

cation averaged over one GOP

120



CHAPTER 5. VIDEO STREAMING OF H.264 DATA PARTITIONS

Therefore the stability of the network paths, i.e. the amount of time the order remains the
same, can be inferred from the feedback overhead which is defined as the ratio of packets
sent from the client to the source, against those sent from the source to the client. Figure 5.9
shows that the feedback overhead for topology US2 can be twice that of the EU topology.
From this we know that the EU topology has fewer path re-orderings than in the US2 case.

It is the re-orderings that reduces the effectiveness of the path diversity scheme.
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Figure 5.9: The dynamic feedback overhead

5.1.4 Unequal Forward Error Correction

At the packet level, FEC codes can be used to correct erasures [122]. The difference between
correcting errors and correcting erasures is that in an erasure environment the location of the
error is known. In a network each packet contains a sequence number, so it is possible to
identify which packets are lost and which are received.

With the use of the maximum distance separable (MDS) block based FEC codes, such
as Reed-Solomon (RS) [123], k original packets can be encoded into » encoded packets.
When any k encoded packets are received at the destination the original k packets can be

reconstructed. It is thus possible to recover the original data when up to ”;H"‘ % 100% of
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packets are lost.

When using FEC there are two different encoding options, systematic and non-systematic.
In the systematic case the redundancy is added to the existing data. In the non-systematic
case the original data is encoded into #» completely new packets, as illustrated in Figure 5.10.
When either a systematic or non-systematic MDS code experiences no more than n —k losses
all of the original data can be completely recovered. When more than » — k losses occur, the
non-systematic code is unable to recover any of the original packets, whereas the systematic

code is able to return the received original packets to the end user. This feature is highlighted
in Figure 5.10.

Original data, k =5 0

Systematic Code Non-systematic Code

Encodeddata,n=7  [JJCICCTHE HENNEEE

First two packets lost DDDDD.. DD----!
After recovery DDDDD DDDD

First three packets lost DDDDD.. DDD.-.!
After recovery DD |

. Calculated packets

Figure 5.10: Illustration of systematic and non-systematic FEC

For data transmission, the selection of a systematic or non-systematic code is not im-
portant since other mechanisms, such as automatic repeat request (ARQ), need to be used
to ensure the arrival of all the data. In a video streaming scenario the arrival of some of
the packets is better than none. Due to time constraints ARQ can not be used. If a non-
systematic code were used for video streaming then there could be large portions of the
video unavailable at the receiver at play out time.

Since data partitioning creates streams with different importances we can assign unequal
amounts of redundancy to each of these streams. The use of unequal protection increases the
likelihood that the most important packets, which are better protected than others, will be
available at the client. If we assume that packets are dropped randomly then the probability

that we lose n — k packets or fewer out of n, i.e. the probability of receiving k& or more out of
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n, is equal to

E (rf)p"(l -p)" .1)

i=0 \?
where p is the random packet loss probability, with £ and » as the parameters for the

MDC code used. Figure 5.11 shows the probability that & packets or more are received,

where k = n—1 and k > 0 thus » must be > 1.
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Figure 5.11: Probability of receiving k or more of the » packets transmitted, where k=n—1,

with assorted random packet loss probabilities, p

From Figure 5.11 we see that a smaller value of » increases the likelihood that & or
more packets arrive. Traditionally, large values of » are used in order to keep the additional
overhead, also termed the redundancy rate, down. The redundancy rate, which is shown in

Figure 5.12, is calculated from

s (5.2)

I
In the multi path environment we have seen alterations in the duration of successes and
losses, which are very important when FEC is used. In Figures 5.13 and 5.14 we show the

results if a systematic FEC code is used with a block size of » = 30 when streaming data
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Figure 5.12: Redundancy rate from the use of FEC where k =n — 1

over our planetlab network. The results presented in these two graphs show that FEC can
work better when used 1n conjunction with path diversity than when FEC is used on just a
single path.

Due to the unequally important nature of video partitions, protecting the most important
part of the video means that the overhead remains constant while the parameter # is reduced
for the most important partitions. With the introduction of FEC we adjust the previous as-
signment scheme. We create priority class, 1 to 5, in priority level 1 we classify all the
packets relating to the key frame and in priority class 5 we classify all the packets relating to
the bi-predicted frames. The reason for grouping all the partitions from the key frame is be-
cause there are not many packets but they are the most important, if redundancy were added
to partitions A and B individually then the additional overhead for these packets would be
100% by grouping the partitions reduces the overhead to 50% without a significant change in
performance. The bi-predicted frames are the least important and we group these together,
this is again to provide more efficient use of redundancy. In classes 2, 3 and 4 we assign
partitions A, B and C from the inter coded frames respectively. FEC packets are added per
priority level, as shown mn Figure 5.15. The number of redundant packets added to a priority

class is independent of the redundancy added to other priority classes. We use the notation
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Figure 5.13: US2:The effect of changing the value of k on the proportion of packets received
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{R1,R2,R3,R4,Rs}, where R; is the number of redundancy packets added per GOP, assigned

to priority class / where 1 </ <5.
Priority
Original
Partition

Partition

Redundancy

Figure 5.15: H.264 priority class assignment with unequal FEC redundancy

All redundancy is assigned to a new priority class 6. The generation of an ordered stream
of partitions, including redundancy, is created in the same manner as when no FEC was
included. With the same path ordering as before (path three had the lowest loss and path 2
the highest) the ordered packet stream is distributed as shown in Figure 5.16.

3|5]3lsl3]5[1]2]3]4]5]

Figure 5.16: Sample H.264 priority class ordering including FEC redundancy

The ordered packet sequence is then assigned to the paths in the same manner as without

FEC, a sample assignment is shown in Figure 5.17.

el B B OB B [5] (5]
Path 2 5] B @ E
Path 3 & 6] B B

Figure 5.17: Sample H.264 priority class ordering including FEC redundancy

To incorporate the FEC encoding and decoding our testbed is altered. Figure 5.18 shows
the revised testbed system.

Figure 5.19 shows the PSNR distribution when both priority classes 1 and 2 both have
an additional redundant packet, i.e. an FEC scheme of {R,R2,R3,R4,Rs} = {1,1,0,0,0}.
These results show, for the EU topology, that path diversity can improve the effectiveness of

the FEC code used.
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Figure 5.18: H.264 path assignment testbed
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Figure 5.19: EU:Improvement of using path diversity with a {1,1,0,0,0} FEC scheme
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Figure 5.20 presents the results for the US2 topology, with the same parameters as those
in Figure 5.19. It can be seen that in this scenario FEC with path diversity provides no

benefits, compared to the case without FEC.

3000 T

T
0 extra paths
1 extra path -——---
2 extra paths ----=--
3 extra paths
4 extra paths -~ -
5 extra paths -~

2000

1500

Frames

1000

500

0 10 20 30 40 50 60 70

Figure 5.20: US2:Impact of using FEC with a {1,1,0,0,0} FEC scheme

We now focus on the case where FEC can provide benefits. In Figure 5.21 we show
the effect of using the unequal FEC assignment scheme. The addition of a single packet is
equal to an average overhead of 0.53%. The overhead is an average as there are not always
identical number of packets in a GOP, even though the number of frames remains constant.

Figure 5.21 shows that as the number of redundant packets increases as the average PSNR
value increases, and at the same time the standard deviation reduces. These results tend to the
values for the loss free scenario where the PSNR averages 40.22dB with a standard deviation
of 2.67dB.

Figure 5.22 shows how the proportion of frames received at the client, which are not
identical to those after compression, reduces with the use of FEC. Without FEC around 7%
of frames displayed contain errors. When FEC is used with six redundant packets, this is

reduced to 0.45%.
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Figure 5.22: EU: Improvement in the proportion of frames displaying errors
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5.2 Video Streaming in Wireless Local Area Networks

Increasingly, the last link to a client’s PC is wireless. In Subsection 4.2.5 we highlight the
1ssue of common links when used with path diversity. To ensure the best quality is received
by the client, certain techniques for streaming over the wireless link needs to be considered.

In this section we show, using a real testbed, that different AC assignment schemes will
have diverse impacts on the quality of a video stream received by a client in WLANs. We
also compare the multi-class assignment scheme proposed by the authors of [124] with the
existing single class assignment scheme and find that the latter can produce better results in
the tested environment. Additionally, we show how virtual contention at the access point can,
in some circumstances, cause a greater number of packet losses than the wireless medium
itself.

A number of previous works have investigated the assignment of H.264 data partitions
to different wireless network access classes. However, the majority of them were completed
through simulation. The authors of [124] presented the QoS arch scheme and simulated a
H.264 video stream containing both IDR pictures, i.e. frames compressed into solely intra
coded slices, and predicted slices. They show that by allocating partitions to access classes,
in accordance with the packet’s importance, the loss percentages of the IDR and partition A
packets can be reduced. This improvement comes at the cost of an increase in the number
of losses in partitions B and C. For comparison we compare the schemes for IDR and inter
coded slices.

Some recent experimental work [125] investigates the effect of varying the TxOP param-
eter on the video quality when using data partitioning. The TxOP parameter allows for a
station to send a burst of wireless frames at once in a single contention attempt. This ben-
efits streams, such as video, where the packets are dispatched in bursts. For example, IDR
packets are large and can span a number of data frames. These could be transmitted in a
single TxOP. In our work the standard TxOP parameters are used (as shown in Table 5.1).
The allocation of packets into the ACs is the main area of investigation because changing
the default parameter set dynamically would require significant modification to the standard
protocol.

Current differentiated QoS mechanisms, such as DiffServ and EDCA, only provide ser-

vice differentiation on a class basis. A common problem at the edge of the network is called
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Access Class | Priority | CWyin | CWinax | AIES | TXOP
AC_BK Lowest | 15 1023 7 0

AC BE Low 15 1023 3 0
AC_VI High 7 15 2 3008 us
AC_VO Highest | 3 7 2 1504 us

Table 5.1: Access Class Parameters

class hijacking, where all traffic is marked as the highest priority in order for some users
to gain unfair advantages over other users. However, the class hijacking approach reduces
overall QoS, as there is no differentiation between competing traffic types. Our work aims to
highlight the importance of correctly classifying packets transmitted in the wireless network,

so that the overall QoS for the network as a whole can be increased.

5.2.1 Combined Strategy

For improving the quality of the video received by a wireless client we implemented a cross-
layer approach using a real world testbed, in contrast to the previous work presented in [124]
where the system is implemented through simulation. In the testbed an indication of the
importance of the packet is provided to lower layers in the stack from the video streaming
server. This is achieved through the use of the DSCP field within the IP header. We can
then set the DSCP field from our serving application and vary its value depending on the
packet payload. Using the knowledge we have about the contents of the packet, which can
be extracted from the NAL unit header, we are able to set the DSCP value such that when
the packet is passed down to the data link layer of the stack, the DSCP field is then mapped
to the access classes previously defined.

In the combined strategy, termed QoS Arch, the control information is assigned to AC_VO.
IDR frames and Partition A of the predicted slices are assigned to AC_VI with partitions B
and C assigned to AC_BE.

5.2.2 Testbed Setup

Using JM v13.2 [121] we encode a 5 minute video sequence into a sequence of RTP packets. |

We alter the way JM generates NAL octets so that it is possible to identify the frame type and
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partition type from the NAL unit octet, as shown in Figure 5.23. The standard only states
that an NRI must be set to 00 for frames not used as a source of predictions [28]. Hence the
alterations made to the NRI mappings is shown in Table 5.2 which enables the identification

of the slice type contained within the packet. The partition type can be identified from the
type field, shown in Table 5.3.

01234567
+—t—t=+—4—F—+—+—+
|F|INRI| Tvpe |
+—t—t—t—t—F—F—F—+

Figure 5.23: H.264 NAL header

Content of NAL unit | Recommended NRI (binary) | Proposed NRI (binary)
I slice 10 11
P slice data partition A | 10 10
P slice data partition B | 01 01
P slice data partition C | 01 01
B slice 00 00

Table 5.2: H.264 adapted NRI mapping

Content of NAL unit | Type
Data partition A 2
Data partition B 3
Data partition C 4

Table 5.3: H.264 type mapping

A CIF size video is encoded with a GOP of length 36 frames which is initially stored
as a file containing the sequence of RTP packets. The number and size of the RTP packets
are shown in Figure 5.24. We create a server which takes the pre-coded RTP packets and
dispatched them according to the details contained in the NAL octet [1] and RTP header.

We use a medium specification desktop PC running Debian Linux (2.6.19 kemel) equipped
with a Fast Ethemnet LAN and Atheros 5001X+ wireless card to create an AP. The MadWifi
0.94 drivers are used in the Master mode along with the Linux bridging functions. CPU load
is monitored during testing and the AP was not considered to be a bottleneck. The medium

specification laptop clients are also Debian Linux based, using the same Atheros 5001X+
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Figure 5.24: Number and average size of the packets for each packet type

cards. The data transmission rate for the AP and clients is fixed at 54Mbps using the 802.11g
physical layer, disabling the auto fall back mechanism. Request to send (RTS)/clear to send
(CTS) and specific enhancement features such as Turbo G and extended range are disabled.
EDCA parameters on the access point are left at default as prescribed in Table 5.1.

Underlying TCP traffic is generated using Iperf 2.02 [126] and placed in the AC_BE
priority class, we term this traffic as best effort TCP traffic. For TCP traffic we use TCP
Reno combined with a 64k receiver window and a dummy data payload of 1460 bytes. The
TCP traffic profile generated by Iperf is indicative of a bandwidth hungry protocol such as
FTP or HTTP downloading.

The raw 802.11 packets are captured from the wireless channel using an AirPcap [127]
wireless sniffer and tshark protocol analyser running on an additional PC. The raw packet
captures are filtered in Wireshark to isolate the UDP/RTP video stream from the background
TCP traffic. From this we are able to produce the MAC layer retransmission distribution by
analysing the 802.11 frame sequence numbers. The same data is also used to extract the RTP
packet numbers for calculating the number and type of the packets sent by the AP.

The testbed network topology is shown in Figure 5.25, where three laptops are placed ap-

proximately SM away from the access point (labelled C1 to C3), without direct line of sight,
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oelt
;

Figure 5.25: Testbed setup

but with no major obstacles, such as walls, in the way. The laptops are used to represent
a potential home wireless network, where video and other services may be used simultane-
ously.

Node T, in Figure 5.25, is the IPerf server, with node S being the video server. Node I is
connected to the AirPcap wireless capture card and captures the packets sent from the access
point. To ensure that the majority of packets are captured the AirPcap device is attached to
the access point.

Using the previously mentioned testbed we complete a series of experiments. Firstly, we
stream the video to a single client over a network using the legacy DCF protocol, where all
the video and other traffic contend equally for the medium. Secondly, the video is assigned
to just a single class using EDCA and streamed over the network. Finally, the packets are

assigned across three EDCA access classes according to their importance, as shown in Table

54.
| [ DCF [ ACBK | AC BE | AC.VI | AC_VO | QoS arch |
AC_BK All
ACBE All P Partitions B & C
ACVI All I Slice & P Partition A
ACNO All Control
[DCF__[ Al | | | | | |

Table 5.4: Access Class Assignment

5.2.3 Results

We find that when the video is sent in the AC_BE class along with the TCP background
traffic that the best throughput is obtained for the best effort TCP traffic, which is shown in
Table 5.5. When the video is allocated to the AC_VO class the worst throughput for the best

134



CHAPTER 5. VIDEO STREAMING OF H.264 DATA PARTITIONS

effort TCP traffic was seen.

Assignment

Average Best Effort Throughput

ACVO
AC_VI
AC_BE
AC_BK
Quad
DCF

10.23 Mbps
13.19 Mbps
14.10 Mbps
13.44 Mbps
13.35 Mbps
12.28 Mbps

Table 5.5: Madwifi Average best effort throughput

IDR Partition A | Partition B | Partition C
ACVO | 100.000% | 99.972% | 99.986% | 99.971%
AC_VI 100.000% | 99.986% | 99.986% | 99.986%
ACBE | 99.502% | 99.390% | 98.905% | 99.662%
ACBK | 99.834% | 99.948% 99.914% | 99.947%
QoS arch | 99.834% | 99.972% | 99.894% | 99.947%
DCF 98.673% | 99.127% | 98.910% | 99.102%

Table 5.6: Percentage of packets transmitted by the access point

In all the cases of AC_BK assignment, the video decoder is unable to decode all of the
frames within the sequence. The average decodable duration is 1.88 minutes. In all other

scenarios the entire video 1s decoded. The reason for the video decoder to fail 1s that when

adequate information is not received the decoder is unable to operate.

Figure 5.26 shows that by replacing DCF with any access class other than AC_BK an
improvement in the PSNR value of the video can be achieved. Other than AC_BK, assigning
the packets to the background class produces the biggest drop in picture quality. The reason
for this is the larger AIFS and contention window being used in the AC_BK class. Table 5.6
highlights the issue of virtual contention at the access point, which displays the percentage
of packets actually transmitted by the access point. It can be seen clearly that in the cases
where all the packets are sent in the same access class (i.e. AC_BE and DCF) the percentage

of video packets dropped by the access point is higher than in the other assignments cases.
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Figure 5.26: The difference in the PSNR of the received video compared to a loss free video
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Figure 5.27: Average Jitter with one standard deviation either side
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Table 5.7 shows the percentage of packets received by the application at the video client.
In Tables 5.8 and 5.9 we highlight the percentage of packets lost in the wireless channel
and those dropped by the access point respectively. From this it can be seen that in some
circumstances a greater percentage of packets are lost due to virtual contention at the access
point than in the transmission from the access point to the client. In the cases where all the
packets are sent in different classes the largest loss of packets occurs in the wireless network
and not due to virtual contention at the access point. We also see in Figure 5.26 that when

the video is allocated to AC_VO or AC_VI the video quality is better than when using the

VIDEO STREAMING OF H.264 DATA PARTITIONS

IDR Partition A | Partition B | Partition C
AC_VO [ 100.000% | 99.897% | 99.962% | 99.720%
AC_VI 100.000% | 99.944% | 99.957% | 99.710%
ACBE |99.171% |99.277% | 98.656% | 99.570%
ACBK |99.171% | 99.803% | 99.726% | 99.715%
QoS arch | 99.171% | 99.122% | 81.369% | 87.312%
DCF 98.673% | 99.122% | 98.905% | 99.092%

Table 5.7: Percentage of packets received by the client

IDR Partition A | Partition B | Partition C
AC_VO | 0.000% | 0.075% 0.024% 0.251%
AC_VI 0.000% | 0.042% 0.029% 0.275%
ACBE | 0.332% | 0.113% 0.250% 0.092%
ACBK | 0.663% | 0.146% 0.187% 0.232%
QoS arch | 0.337% | 0.150% 18.525% 12.635%
DCF 0.000% | 0.005% 0.005% 0.010%

Table 5.8: Percentage of packets lost in wireless channel

QoS arch assignment.

Figure 5.27 shows the jitter received by the video stream. The jitter values are within the

range of -2ms. The smallest jitter is experienced when the video is streamed in the AC_VO
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IDR Partition A | Partition B | Partition C
ACVO | 0.000% | 0.028% 0.014% 0.029%
AC_VI 0.000% | 0.014% 0.014% 0.015%
ACBE | 0.497% | 0.610% 1.094% 0.338%
ACBK | 0.166% | 0.051% 0.087% 0.053%
QoS arch | 0.492% | 0.728% 0.106% 0.053%
DCF 1.327% | 0.873% 1.090% 0.898%

Table 5.9: Percentage of packets lost by access point

class. Figure 5.28 shows that AC_VO requires more retransmissions than the AC_VI case,
but, as we have already seen, it has the smallest jitter. The reason that AC_VO has both
a smaller jitter and more retransmissions, compared to AC_VI, is because it has a shorter

contention time between successive attempts to access the medium.

5.3 Conclusion

In our work we investigate the potential effects of path diversity on the quality of the video
received by a client. We proposed an assignment scheme to map packets onto transmission
paths. Using the presented testbed we show that as the number of paths increases the number
of frames experiencing the improved PSNR values increase in some scenarios. We found that
in the scenario where network conditions experience little change, path diversity can produce
benefits.

We take this further through the introduction of FEC. We find that in the environment
where path diversity produces benefits using FEC can further improve the quality of the
stream received by the client. This improvement is demonstrated through the increase in the
average PSNR and the reduction in deviation from the mean PSNR value. The use of FEC
can reduce the proportion of the video stream which experiences errors, from 7% down to
0.45%.

Since the last link to consumers is increasingly becoming a wireless link, we have also

investigated the QoS options available within the the IEEE 802.11e standard by streaming
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Figure 5.28: Cumulative MAC retransmission

over areal IEEE 802.11¢ testbed with the use of class assignments. To the best of our knowl-
edge this is the first practical testbed combining 802.11e EDCA with H.264 data partitioning.
Over our testbed videos are streamed in each of the EDCA access classes as well as legacy
DCF. On top of the video streams we also create best effort TCP traffic to congest the net-
work. From our results we show that assigning video to either AC_VO or AC_VI provides a
visible improvement to the received quality at the client, compared to using AC_BE or DCF.

In addition to the experiments for each access category we have also tested the pro-
posed QoS arch class assignment scheme. We found that although QoS arch can provide an
improvement over assigning packets to the best effort class, it does not provide any improve-
ment over assigning the video to AC_VO or AC_VL

In our tests we have seen the effect of virtual contention on the packet stream. In the case
of AC_BE and DCF the majority of packet losses occur in virtual contention. For example,
with DCF the packet loss rate due to virtual contention is 0.05%, which is much higher than

0.01% for losses in the wireless network.
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Video Caching

To further increase the potential benefits offered by an overlay network we enhance the
intelligence at the relay nodes by introducing video caching. Caching provides a number of
benefits. Firstly it reduces the processing load, disk access and bandwidth on the original
server. Secondly, by having the video stored closer to the client reduces the number of links
along which the video has to be streamed. This will result in a lower packet loss rate. ASs
generally pay for inter AS traffic, illustrated in Figure 6.1 as B, by caching data in their own
network ASs are able to reduce the amount of data they have to stream from other ASs, thus

it will reduce costs to ASs [128].

Client

Figure 6.1: Illustration of clients video downloading via a local caching server

As already discussed, videos require large amounts of storage space and larger band-
widths for transmission. Using standard technology to cache large files at the caching server
requires that the video be stored in its entirety. Storing the entire video at a cache means a
comparatively small number of videos can be stored.

Since not all files are equally popular, some files receive a higher number of requests,

putting a greater demand on the server. A number of solutions have been proposed to solve
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these problems, including popular file caching and prefix caching [129] however no existing
caching techniques use data partitioning and store the most important video data near the
clients.

By using special video coding techniques it is possible to split a video into a number of
streams; each of them can be stored on a different server, thus distributing the load across a
number of available caching servers. This has the knock on effect of increasing availability
as the resources are used more uniformly and therefore can better cope with the varying
demands for different files. The other advantage is that using multiple servers is far more
reliable than just using one server which could fail, making the video no longer available.

Caching video close to clients, as shown in Figure 6.1, has a number of benefits. Firstly
the reduced latency between the cache and the client will mean that video playback will
start quicker. Secondly, caching within the same autonomous system (AS) means that there
is likely to be a reduction in the loss rate. This is because it has been shown that 40% of
bottlenecked links occur on the links between ASs [130]. Where bottlenecks occur there is
a significant increase in the packet loss rate [131].

It is widely agreed that it is not possible to cache video in the same manner as standard
web caching, due to its vastly greater file size and long period of time required for delivery
[132,133] . A number of different methods have been proposed to cache videos. The authors
of [132] propose a system to cache the start of a video stream, resulting in lower response
time, server load and network traffic. The authors of [133] proposed a method to cache videos
in order to smooth its delivery to the client, which can help to minimise buffer overflows at
the client.

The primary goal of the majority of research is to solve the problem of bandwidth or
disk usage but not directly the quality of the video received by a user. As the data within an
encoded video sequence is not equally important [122], we intend to quantify the value of
each video partition and ensure that the more valuable partitions of the video are more likely
to be available from a local cache than less valuable partitions.

The authors of [134] investigate the use of layered encoded video and optimise their
storage through minimising the blocking probability and thus maximising revenue. Our
work differs from theirs in a number of ways. Firstly, we analyse the profit of both the video

stored on the caching server and streamed to the client. Secondly, we evaluate the system at

141



CHAPTER 6. VIDEO CACHING

the granularity of the partition and not that of the encoded layer. Finally, we use H.264 data
partitioning and not a layered codec.

Layered codecs are currently not widely used because of significant loss in coding effi-
ciency and an increase in decoder complexity when compared against a non-layered codec
[38]. SVC is one of the most recently developed layered codecs and requires a 10% increase
in bandwidth when compared against the single layered H.264 codec for the same fidelity,
as measure by PSNR. For the storage of H.264 data partitioned video there is no require-
ment for an increase in storage space compared to the non-partitioned case. This is because
data partitioning is simply a reorganisation of the encoded data and does not result from the
compression process itself [37].

Whereas the work presented in [134] looks at a generic layer encoded video, we look
at H.264 data partitioning. The work presented in this chapter provides an optimisation of
available technology, which could be readily deployed. With H.264 data partitioning we can
split the video into a number of sequences of partitions of the same type for frames of the
same type, which we term strands. Most strands are dependent on other strands, but this
is not a simple layered relationship. For example, for the strand containing partition C of
a predicted slice to be decoded, the strand containing partitions A must also be received,
however the strand containing partition B could be lost.

Due to the more complex inter strand relationships we are unable to make the assump-
tion that there is a linear improvement in the quality of video as more strands are received.
Through the experiments carried out, we investigate the real effect of the loss of a single
partition within a strand, which can demonstrate how much improvement we can achieve if

this partition has been received.

6.1 PSNR Profit Model

We define PSNR profit, or simply termed profit, as the PSNR difference between the decoded
received video and a loss free copy of the video. The summation of the PSNR differences

indicates the effect of a loss of a particular partition of a particular frame on the video quality.

We thus define PSNR profit of a video as
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Pr=Y3 3 Pipx|Tyl (6.1)

1€T peP
where ¢ refers to I, P and B sliced, T = {I,P,B}, and p refers to the partition type,
P ={A4,B,C}. B, is the profit of receiving partitions of frame type 7 and partition type p.
To reduce the effect of motion vectors a number of results need to be averaged. Thus the

profit, F; 5, for a frame and partition pair is defined as:

_ Zren, 21 (PSNR; — PSNRy.;.p)
|l

where T; ,, is a set containing the indexes of the frames of type 7 containing partition p,

Fp (6.2)

where ¢t € T and p € P. F is the number of frames within the video sequence. PSNR refers
to the PSNR value of frame f of a compressed video. PSNRy,,, is the PSNR value of the
frame f which has been compressed and has suffered a loss of a partition of type p in frame

r. PSNRy and PSNRy ., are defined as follows

(6.3)

AX;
PSNRfZZOIogm( . )

/MSE;

where MAX; is the maximum number of encoded levels and MSE is the mean square

error (MSE) of the compressed image and is defined as

m—1n—1

MSEy = ;1;2 Z}J Zﬂ(ff(f;f)—f‘ff(f:f))z (6.4)
i=0 j=

where I£(i, j) is the value of the pixel in the i-th row of the j-th column of the original
video frame f and Kr(i, j) is the value of the pixel in the i-th row of the j-th column of the

compressed video frame f. m and » are the width and height of the image, respectively.

(6.5)

MAX,
PSNRy,, = 20l0g1o ( - )

VMSEfrp
where MSE .. , is the MSE for frame f from a video which has lost a partition of type p

in frame r.

m—1n—1

> 3 (17l J) — Krpli ) (6.6)
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where K7, is frame f as a result of H.264 compression and experiencing the loss of
partition p in frame r. When data is missing within the frame, recovery techniques are used,

which are decoder specific and the motion copy concealment technique [56] is used.

et ETOR A
‘Concealment

¥
‘Source Encoder- Sele';':ﬁ\};g Packet “Video Decoder. |

i Dropper e
= = r T =5 T

J

Figure 6.2: Illustration of partition loss test bed

To provide typical profit values we take a ten minute CIF video sequence, from the film
Goldeneye. Using the testbed shown in Figure 6.2, we sequentially calculate the profit re-
sulting from the loss of each type of frame and partition. The testbed uses M v13.2 [121]
to encode the video into a sequence of partitions. The GOP size is set to 72 frames, which
lasts 3 seconds (8 = 3) when the video 1s played at 24 frames per second. The GOP is con-
structed as a key frame followed by alternating bipredicted and intra coded frames. A single
partition is removed from the encoded partitions which are then decoded by JM. The PSNR
is calculated for the decoded video and then the profit for the single partition is calculated.

The averaged PSNR profits are presented in Table 6.1.

I Slice | P Slice | B Slice
A Partition | 1890.63 | 473.07 | 9.7

B Partition | 509.21 | 266.91 | 4.16

C Partition 179.54 | 1.46

Table 6.1: Average PSNR profit per frame and partition type

6.2 Cache Optimisation

The storage of partitions can be seen as a knapsack problem. Knapsack problems are a type

of combinatorial optimization. The aim of a knapsack problem is to maximise the profit

144



CHAPTER 6. VIDEO CACHING

stored in a knapsack that can hold a finite number of items. Each item has an associated
profit and weight, hence the capacity is fixed in terms of the maximum weight. Knapsack
problems can be split into three types, 0-1, bounded and unbounded. In the 0-1 case only one
of each item can be carried; in the bounded case there is a finite number of each item which
can be carried and in the unbounded case there is an infinite number of each item available
to be stored in the knapsack. With regards to H.264 data partitioned video storage, there is a
finite number of partitions which can be stored at the cache. Depending on the assignment of
profit to these partitions, it can either be represented as a 0-1 knapsack problem or a bounded
knapsack problem. We now present more details on both the 0-1 and bounded knapsack

problems and solutions.

6.2.1 0-1 Knapsack problem

The 0-1 knapsack problem is to maximise the profit which we can be achieved from the stor-
age of certain components. Each of these components has an associated weight and profit.
The target for the knapsack problem is to maximise the profit stored within the knapsack,
which has a finite weight , W [135].

There are n components that can be stored in the knapsack, with weight wy,...,w, and a
profit ¢y, ..., ¢p, respectively. If we store 3, S; components in the knapsack, where S; = 0

or I fori=1,2,...n. The formal weight bound is that

3 wix s <W (6.7)
=1

with the target

max{ic;xs;} (68)
i=1

The decision made as to which components should be stored is based on the following

algorithm [136]. The components must first be sorted in an order such that

54 i C,
Lty 54 (6.9)
w1 wo Wy

utilising this ordered sequence, a cut off value is calculated using
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kzmz'n{iely..,n: ZWJ>W} (6.10)

Then the most valuable k£ — 1 components are stored in the knapsack, i.e.

gi=1 fori=1,...k—1
(6.11)
.S'j-:O fOIf:k,...,H

6.2.2 Bounded Knapsack Problem

The bounded knapsack problem is similar to that of the 0-1 knapsack problem and is just a
simplification when there are multiple components with the same profit and weight. It would
be possibly to use a 0-1 knapsack solution to solve a bounded knapsack problem, however
grouping profits and weights can reduce the complexity of the problem.

Like the 0-1 knapsack problem, the bounded knapsack problem is to maximise the profit
achieved from the storage of a number of components. These components each have an
associated weight, profit and, in the bounded knapsack case, availability, a; fori € 1,...,n.

Again, the components are sorted such that

Lty o B (6.12)

We store s1,...,5, of each component within our knapsack where 0 < s5; < a@; for i €
1,...,n. The decision made as to which components to store is calculated with the following

algorithm.

aj if W — 5557 X wj > a X wi

§i = W—Z’;—;llijwj
Wi

i (6.13)
J ifW—Z};lSjXWj<a;‘XWi

The calculation of Equation (6.13) for each value of s; must be completed in the order
i=1,...,n due to the equations recursive nature. The expression Zj-;]] sj X wj 1s the weight
already assigned to the knapsack, thus ¥ — Z};’l s; x w; is the weight still available for

allocation.
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6.2.3 Knapsack Solution For H.264 Data Partition Storage

We use the method for calculating profit proposed in Subsection 6.1 and the same video
sequence with the values from Table 6.1. In addition to the profit, we also define the weight
as the average size of the partitions in bytes, presented in Table 6.2, and the availability as the
average number of each partition in a two hour video, i.e. the duration (D) 1s 7200 seconds.
The values for the availability, a;, of each partition are taken by the summation of the number
of the partitions from within the video sequence used. These values are presented in Table
6.3. For the availability used in the calculations the values are multiplied by the number of

videos in the system, V.

I Slice | P Slice | B Slice
A Partition | 3466.52 | 811.36 | 299.82
B Partition | 1294.49 | 652.08 | 148.41
C Partition 483.56 | 177.79

Table 6.2: Average size of a partition in bytes, I¥; ,

I Slice | P Slice | B Slice
A Partition | 1188 | 85200 | 86388
B Partition | 1188 | 83304 | 37716
C Partition 82824 | 71292

Table 6.3: Average number of partitions, 4; p, in a two hour video

I Slice | P Slice | B Slice
A Partition | 0.55 0.58 0.03
B Partition | 0.39 0.40 0.02
C Partition 0.37 0.01

Table 6.4: Profit per byte

Using Tables 6.1, 6.2 and 6.3 an optimised number of partitions can be stored on a server,
with capacity C bytes. Table 6.4 shows the PSNR profit per byte. The order of the selec-
tion for the inclusion of partitions is based on the highest PSNR profit per byte since these
partitions provide the best profit for their storage requirements. We define an optimised

allocation, s; , for 7 € T and p € P, as one that maximises P within the bounds
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Figure 6.3: Optimised storage of partitions when capacity, C = 6TB, while increasing the

number of videos in the system, V

Figure 6.3 shows how the optimised number of partitions varies as the number of videos,
V', within the system changes, while the server capacity remains constant at C = 6TB. In the
range V' =0 to 31000, marked “(a)” in the figure, the server capacity is not fully used and all
partitions are stored. In the range V' = 31000 to 95600, marked ”(b)” in the figure, the server
capacity is fully used and the profit of the server increases because less profitable partitions
are removed to make space for more profitable partitions. When V' = 95600 the profitability

of the server is maximised. The profitability of the server is defined as

B=Y Y s,%Py (6.16)

teT peP
While the profit is optimised to maximise the profitability of the components stored at

the server, in reality the revenue from a system will be dependent on the profit of the video
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stream received at the client. On the assumption that each video is equally important we can
calculate the average profit of the video stream which is sent from the cache to the client.

The profit per video from the cache is defined as

Py
By=— (6.17)
4
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Figure 6.4: Comparison of the profit for both the optimised storage of partitions when ca-

pacity, C = 6TB, while increasing the number of videos in the system,V

Figure 6.4 shows the average profit for each video stored. The figure compares the opti-
mal and uniform allocation of partitions on the server. In the uniform solution the proportion
of storage space assigned to each partition type is the same as the proportions of the amount
of space each partition takes up within an average video.

Figure 6.5 shows the probability that all the partitions of a video are available, and that the
most profitable partition is available in both the optimised and uniform scenarios. The figure
shows that in the optimal case the probability that all partitions of a video are present falls
quicker than in the uniform case. The benefits of the optimal system is that the probability
that the most important partition of the video is stored is much higher in the optimised case

than in the uniform case.
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Figure 6.5: Probability that partitions are present within the cache

6.2.4 Caching Network

Within our overlay network we use a number of relay nodes between the server and the client.
So far we have only considered a single intelligent caching server. We take this further by
enabling clients to stream parts of the video from different caching servers. We define R as

the bandwidth required to stream a video to a client and is calculated using

2T 2pePWip X At p
D

The maximum number of clients that a caching server can service is limited by two

R= (6.18)

factors. Firstly, it is limited by the bandwidth between the cache and the clients

RxT <0 (6.19)

where T is the number of target clients and O is the available outbound rate from the
caching server. Secondly the number of supported clients is limited by the bandwidth be-

tween the original server and the caching server, B, i.e.

2teT 2peP Wr,JpD X (At.p —St.p) xT <B (6.20)
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If we make the assumption that the connection between the cache and the client is able to
operate at 1 gigabit per second, O = 1.3 x 103 bytes per second, and the connection between
the cache to the original server is 100 megabits per second, B = 1.3 x 107 bytes per second.
In reality there will be overheads which will affect the actual streaming rate but these are

overlooked in this analysis for simplification. Additionally, we assume that the bottleneck is

the network bandwidth and not the disk or server capabilities.
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Figure 6.6: Number of clients the system can cope with.

Figure 6.6 shows the number of clients that the system is able to serve complete copies of
the video and how this is affected by the number of videos stored at the cache. The number
of clients limited by the cache is always constant, as the amount of bandwidth available is fi-
nite, calculated using Equation (6.19). The number of clients limited by the bandwidth to the
cache is based on the calculation of the amount of additional data that has to be streamed to
the cache in order for the cache to stream an entire video to the client, which is calculated us-
ing Equation (6.20). In reality this will be dependent on which videos are cached and which
videos are requested. In Figure 6.6 we include two limits one where the video requested is
the first one to be removed from the cache and the second when the video selected is the last

removed from the cache, between these is the limited bandwidth based on the average video

selection.
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Without the caching server, for the parameter set previously, the number of clients sup-
portable would be limited to 421. When there are 100,000 videos the average number of

supported clients is still over 40% higher than without the cache.

9e+007 . . . .

(a) (c) (b)
8e+007 F -
Te+007 | -

........................................... |
6e+007 : =
= :
S ]
o :
= 5e+007 | : i
] :
S
© 4er007 - -
4
<
3e+007 | -
2e+007 | S
184007 |- Total profit —— 1
Profit from Server --|----
Profit from Cache --{----
b ; R - .
0 20000 40000 60000 80000 100000

Number of videos in system

Figure 6.7: PSNR profit when 2000 clients are connected to the cache

Through applying our knapsack optimisation to the bottlenecked bandwidth between the
server and the cache, we can provide a more graceful degradation in the quality of the video
streamed to the client. Figure 6.7 shows how the PSNR profit degrades when there are 2000
clients each streaming different videos. Figure 6.6 shows that for 2000 clients selecting the
most popular videos no more than 50,600 videos can be stored for a perfect copy of the video
to be streamed to the client. This point is labelled ”C” in Figure 6.7. Figure 6.7 shows how
the PSNR profit degrades with an increase in the number of videos stored at the cache. These
results should be considered as an upper bound as it assumes that the partitions relating to
the videos streamed to the 2000 clients are present at the cache. As the number of videos in
the system increases these partitions are removed from the cache last.

Taking this further, we investigate the effect of packet loss on the video profit received
by the client. If we assume a uniform distribution of errors, then the profit of the videos

streamed from the cache to the client is equal to
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__Stp _
PC_A;:pXV X(1=Lo) xR p (6.21)

where Lo is the packet loss probability of the stream from the cache to the client. The

profit of the videos streamed from the server to the client via the cache is equal to

_(1__Stp _ _
Ps—(l Ar!pr)x(l Lo) x (1 —=Lp) X P p (6.22)

where Lg is the loss probability of the stream from the server to the cache. The total

profit for the streaming of a video is equal to

P, =P, +P; (6.23)
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Figure 6.8: The resulting PSNR profit in a lossy environment and how this changes with the

number of videos

Figure 6.8 shows the effect that losses have on the resulting PSNR profit received by the
client and how this is affected by the number of videos in the system. The number of clients
is less than the bound imposed in Figure 6.6. Thus the effects present in Figure 6.7 do not

occCur.
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Figure 6.9: Illustration of a caching network

Since the cache is closer to the client than the server, any errors experienced between
the cache and the client will also be experienced on the stream from the server. In addition
the stream from the server to the cache experiences more errors. Therefore it will always be
better to stream the most important parts from the cache. Figure 6.8 shows how the PSNR
profit of the client degrades as the number of videos in the system increases, since fewer
partitions of the video will be stored at the cache. In all lossy cases the optimised cache

outperforms the uniform cache.

6.2.5 Storage Network

If multiple caches exist, potentially within multiple different AS networks as illustrated in
Figure 6.9, it is possible that these caches can co-operate to ensure that a copy of the video
persists. Within the previously proposed arrangement it would not be possible to ensure that
a video remained available as the number of videos within the system grows. Instead of
allowing the number of each partition stored on a server to fall to zero, we can either fix a
minimum number of partitions to be stored on each server or vary the minimum partitions
storable dependent on the number of servers available and the number of videos in the sys-
tem. By fixing the minimum number of videos completely stored on a server, the number of
servers required will vary depending on the number of videos within the system and will be

equal to

154



CHAPTER 6. VIDEO CACHING

N >0
Stixed = (6.24)
BN 0<0

where Sgiveq 18 the number of servers required when the minimum number of videos to
be stored on a server is fixed. F is the number of videos which are guaranteed to be stored
on each server and N is the number of copies of each video to be stored in the network. Here
o is the amount of storage space used on the server but with sufficient space to store all the

partitions of the least important partition and frame type for N videos, which is given by

=S+ —N)-B=V-3 > 4ip-Wip (6.25)
teT peP

where B is equal to 4; , X ¥, , for the values of 7, p which minimises %‘ﬂ. The alternative
? P
is to fix the number of servers, and vary the number of videos which need to be stored on

each server, which is given by

VxN
S

where S is the number of servers within the network and Fy,,iq/ 18 the number of videos

F Variable = (626)

to be stored at a server when the number of servers are fixed and the number of videos can
change.

Figure 6.10 presents four scenarios with different N and F' parameters. As an example,
in the case where N = 10 and F = 10,000 this means that there will be sufficient space
allocated to store 10 complete copies of every video across all the caches, with each cache
storing 10,000 complete videos on each server. The storage space required for storing 10,000
complete videos is 32.34% of the complete storage space available.

The results presented in Figure 6.11 distribute N copied of a video over S servers equally.
The results show the percentage of storage allocated to the storing of complete videos. The

remainder of the storage will is used in the previously proposed optimised proportions.

6.2.6 Partition Selection

The methods presented previously are to optimise the number of each partition type stored

at the caching server. However, within the available partitions there 1s still the questions
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Figure 6.10: Number of servers required to store N copies of all videos when F videos are

stored per server fixing the minimum number of videos completely stored
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as to which partitions to choose. With the use of data partitioning the strand file sizes are
smaller than that of the complete video, but there are multiple strands per video. Since the
size of a strand is smaller the removal decision could be made using traditional web caching
algorithms such as least recently used (LRU) or least frequently used (LFU) [137]. However,
these algorithms fail to take into account video specific improvements.

Further optimisation might be possible through a micro examination of the partitions
within the video strands. In our analysis so far we have optimised the number of partitions
stored, and not the number of strands. We need to select which partitions from the strands
should be stored at the server. One of the targets for a caching algorithm is to require rele-
tively little processing. The optimisation can be simply achieved by monitoring the NAL unit
octets. There are a couple of other similar optimisation techniques which can be exploited
with small processing overheads.

There are two video encoding possibilities, at a constant bit rate and variable bit rate. In
the constant bit rate scenario the parameters, such as quantisation, vary to maintain a constant
bit rate. In the variable bit rate case the output rate is dependent on the contents of the video
and where there is more change a greater bit rate is used, thus the partitions are bigger.

Using the ten minutes of encoded video footage previously discussed encoded, we plot
the partition size verses the PSNR to identify if there is any correlation. Figure 6.12 shows
the PSNR of the slice which receives the specific loss, against the partition size. From the

results the correlation is then calculated using the formula.

zf'vzl (xi —x) (i —»)
(N —1)sxsy

Where x; and y; is the location of point i fori =1, ..., N, N is the number of data points, x

(6.27)

and y are the average of all x values and y values respectively and s, and s, are the standard
deviation of x and y respectively.

The corresponding correlation results are presented in Table 6.5.

Table 6.5 shows that there is some correlation between the partition size and the PSNR.
For the decoded P and B slices there is a correlation showing that larger packets results in a
larger PSNR difference in the decoded slices. In the case of I slices, there is little correlation
for A partitions. For the B partitions of I slices there is a near uniform PSNR difference

when compared against the partitions size.
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I Slice | P Slice | B Slice
A Partition | 0.069 | -0.364 | -0.273
B Partition | 0.559 | -0.417 | -0.386
C Partition -0.227 | -0.498

Table 6.5: Correlation coefficients for the PSNR difference between the resulting frame and
the original against the partition size
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Figure 6.12: The effect on the PSNR difference from the loss of a partition dependent on the

partition’s size, broken down by frame and partition type
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Using the previously presented PSNR profit model we examine the correlation between
the PSNR profit and the partition size since this would be a very simple process to deploy on
a server.

Using the encoded ten minutes of video footage we plotted the partition size verses the
PSNR profit to identify if there is any correlation between them, as shown in Figure 6.13.

The correlation coefficients are shown in Table 6.6.

I Slice | P Slice | B Slice
A Partition | -0.008 | 0.088 | 0.274
B Partition | -0.101 | 0.091 | -0.020
C Partition 0.210 | 0.498

Table 6.6: Correlation coefficients for the PSNR profit against the partition size

Table 6.6 shows that partition size alone is unable to provide an indication of its im-
portance. When considering the partition size and the position within the GOP together
improvements could be made to the video quality. We have seen that there is some corre-
lation between the size of a partition and the quality of the decoded version of the frame
from which it was decoded, as shown in Table 6.5. It has also been seen that, without data
partitioning, frames earlier in a GOP are more important than the later ones [138]. We now
look to see if this also applies to data partitioned streams.

Unlike the frame type, partition type and partition size, the frame number or its position
within a GOP cannot be identified from the packet itself. To identify the position within a
GOP, a counter of the number of A partitions received at the cache is kept. This counter is
reset to O when an A partition of an I slice 1s received.

Figures 6.14 shows how the profit is effected by the position of the loss within the GOP.
This figure shows the results for P slices and Figure 6.15 shows the results for B slices.
From these we see that frames earlier in the GOP have a slightly higher PSNR profit than the
frames later in the GOP, this is true both for P and B slices.

Removing partitions throughout the video produces benefits when additional video data
is streamed from the server to the cache or client, since the partitions do not need to be
buffered for as long before playback. The alternative to this would be to stream the video
just before playback but this would result in a higher bandwidth, although over a shorter

period of time.
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Figure 6.13: The effect on the PSNR profit from the loss of a partition dependent on the
partitions size, broken down by frame and partition type
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Figure 6.15: The PSNR profit from receiving Bi-predicted slices
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For the user to feel that the video on demand system is responsive, video playback should
start as soon after the user requests the video as possible. We assume that the cache is
closer to the client than the server. The earliest start time is one RTT to the cache plus
the duration to receive enough data to start playback, which occurs at time 3. Figure 6.16
shows a sequence of communications between a client, cache and server. This could be
taken further by including archive storage, such as tape, videos requested infrequently could

be stored.

Figure 6.16: Server interaction sequence diagram

It should be highlighted that the RTT is the duration between the request being made and
a response to it. In the video scenario the RTT will also include the start of streaming from
the hard disk drive (HDD), or when accessing a tape archive this could include job queuing
and media access.

To minmimise the duration between the client’s request and the start of the stream, the
video played back in the period between the arrival of the stream from the cache and the start
of the reception of the stream from the server, labeled g; in Figure 6.16, should be available
in the cache. Any video arriving after this, labelled g7 in Figure 6.16, can either be served
from the cache or from the original server while maintaining the same quick start.

Within this section we have highlighted a number of techniques which could be used
to select partitions to store or to remove from a cache. We propose that the initial portion
of the video, for which playback would need to be paused for the video to arrive from an
alternative server, should be stored at the server for as long as possible. Within the rest of the

video, partitions should be removed from the end of the GOP selecting partitions of type C,
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then B and finally A of the B slices first, then P slices and finally I slices. When there are a
number of partitions which could be removed we propose fo remove the smallest partitions
as we have shown that a correlation exists between an individuals frame quality and that of

the partition size.

6.2.7 Unequal Popularity Distribution

In the work presented the server is optimised on the assumption that all videos are of equal
popularity. In reality this is unlikely to be the case. One way of approximating the popularity
of a video is to use the Zipf [139, 140] distribution which is a power law distribution and can

be formalised as

k;s,N)=1/k
f( aS‘}N) . / (628)
Zn:] "
To incorporate the Zipf distribution we redefine the profit of each partition as
Prpy=P)spmxPp (6.29)

where P(v); s is the popularity of video v. In the previous section the popularity of each
video, P(v)s um, was 1. In the case of unequal popularity we set the mean value of the video
popularity, P(v)s u, to 1. We also define s as a constant which characterises the exponent of
the distribution. For the remainder of this analysis we assume thats = 1. M is the maximum

number of possible videos. P(v); as is defined as

M
L*‘XEHM;];L—

Figure 6.17 shows the number of partitions of each partition type stored at the cache as

PW)sp= (6.30)

the number of stored videos increases. It is assumed that the more popular videos are added
to the server first. Compared to the case with uniform video popularity, as shown in Figure
6.3, we see that the server becomes optimised with a lower number of videos (V' = 48,100
shown as ”(d)” in the figure).

In Figure 6.18 we show how the proportion of the server storage is allocated to the dif-
ferent partition types once the server has reached its optimised point. In the case where the

video popularity is not uniform, the mixture of partition types stored has more variety than
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in the case where the popularity is uniform which results in the storage of a single partition

type.

6.3 Conclusion

In this chapter we have presented a way to measure the importance of the partitions of H.264
video using the defined PSNR profit. The typical profit values for our work are generated
from real videos and processed using currently available encoding and decoding software.
We have then applied an optimisation algorithm to maximise the benefit that an individual
cache or a caching network can provide, from both a server’s and client’s point of view.

From the results obtained, we ce.m see that using the optimal caching scheme proposed
the profit of the server keeps rising as the number of videos in the system increases even
when the storage has reached it maximum capacity, while in the same situation the profit of
conventional caching remains unchanged as soon as the cache becomes full. In addition, we
have shown that the profit received by the client through optimal caching will never be less
than that of the conventional caching scheme; and when the caching server is fully utilised
the former degrades more gracefully than the latter as the number of new videos increases.

We have also shown that the optimal caching strategy can provide benefit when the losses
exist in both the server-cache and the cache-client links. In a caching network environment,
it has been shown that the optimisation process can ensure the storage of a complete copy of
every video within the network.

In our work, we restrict the investigation to the PSNR profit that results from a single
partition loss affecting the video stream at any point in time. This greatly simplifies the
construction and analysis of the model and this can be extended to address the multiple

partition loss cases in the future work.
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Conclusion

7.1 Summary

In this thesis, we 1nitially presented an overview of video source coding, ranging from H.261
up to H.264. H.264 is more efficient than each of its predecessors, when comparing videos
with the same fidelity. Within the H.264 standard there is the option for data partitioning,
which adds the ability to separate data of different importances into different packets without
any loss in compression efficiency.

There are many ways to transport video streams between a server and a client, however
we focus on the delivery of video packets over best effort IP networks, such as the Internet.
We have discussed different transport protocols, including TCP and UDP, in relation to the
streaming of H.264 data partitioned video. Of the two transport protocols, we select UDP
because of its flexibility for the transportation of video containing partitions of different
importances, which is not offered by TCP.

There are a number of existing QoS frameworks for IP networks, such as IntServ which
provides QoS guarantees but is not scalable to an Internet size network. The major alternative
to IntServ is DiffServ, which provides a class based QoS architecture but it does not offer
service guarantees and is unable to prevent issues resulting from router updates. The major
benefit of DiffServ is that it can scale to Internet size environments.

One proposed method to further improve Internet QoS is through the use of path diver-

sity. There are a number of ways to implement path diversity but only multihoming and
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overlay networks are practical approaches to providing path diversity in real applications.
The decision between overlay networks and multihoming is likely to be based on cost and
development issues [107], as opposed to technical reasons. Of the two approaches, imple-
menting path diversity in an overlay network 1s likely to be cheaper since it only requires
a connection to a single ISP and a single contract, whereas multihoming requires contracts
with multiple ISPs and the related additional infrastructure.

Most researchers investigate path diversity for only two paths. We have extended this to
investigate the possible improvement in loss characteristics of a video stream disseminated
through more than two paths. This is initially conducted through the establishment of ana-
lytical models for random, burst and congestion scenarios. The analytical models are further
supported through the use of simulations. The results from both the analytical models and
simulations show that in random and burst lossy environments the use of path diversity in-
creases the probability of packet loss for the stream. In the congested scenario, however,
there is a reduction in the packet loss probability due to the reduced probability of router
buffer over flow as a result of the diverted traffic to the multiple paths used.

By taking these analytical models further, a combined model is presented, to address the
real scenarios in the Internet. Using the combined model developed, it is possible to find
an optimal number of paths in order to minimise the packet loss rate for the given network
conditions. To further investigate path diversity we set up an overlay network on the Internet
using PlanetLab. We assumed that the feedback channel is unavailable in our investigation,
and that packets are dispatched towards the destination in a round robin manner. The results
presented cover the scenarios where up to six paths are selected, based on the criterion that
the paths with the fewest number of links are selected among all the paths available in the
overlay network. From the results obtained, we see that increasing the number of paths
could increase as well as decrease the packet loss probability. There are many factors that
contribute to the loss properties concerned. In general, if congestion is the main source of
packet losses, path diversity can help divert traffic and reduce the loss probability as a result.
However, if non-congestion related losses (random or burst) are dominant, path diversity
may lead to more losses.

We have investigated the effect of packet loss patterns on the quality of the video received

by the client. We have proposed a mapping scheme of packets onto paths over the testbed
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presented, and we found that as the number of paths increased the number of frames experi-
encing the improved PSNR values increased in scenarios where the network conditions are
not too changeable. We have also shown that using FEC in conjunction with path diversity
can further improve the quality of the stream received by the client. This improvement is
in terms of both the increase in the average PSNR and a reduction in the deviation from the
mean PSNR value. The use of FEC can reduce the proportion of the video stream which
experiences errors from 7% down to 0.45% when 3.2% redundancy is added.

We have shown that when the last link of the network is wireless, path diversity can
still be beneficial as long as the backbone of the network experiences congestion losses.
We have also investigated the QoS options available within the IEEE 802.11e standard by
streaming over a real IEEE 802.11e testbed with the use of class assignments. To the best of
our knowledge, this is the first practical testbed combining 802.11e EDCA with H.264 data
partitioning, which has been presented at the IEEE International Conference (ICC) in June,
2009. Over the testbed videos are streamed in each of the EDCA access classes as well as
legacy DCF and, at the same time, the network is congested by best effort TCP traffic. From
our results, we show that assigning video to either AC_ VO or AC_VI provides a visible
improvement to the received quality at the client, compared to using AC_BE or DCF. We
have evidenced of the effect of virtual contention on the packet stream. For example, with
DCEF the packet loss rate due to virtual contention is 0.05%, which is much higher than the
0.01% corrupted in the wireless link.

To increase the intelligence of the overlay network on top of providing an intermediate
location for packets to be routed through, we have proposed an optimal caching scheme at
the intermediate nodes by taking advantage of H.264 data partitioning and creating a way
of measuring the importance of the partitions of H.264 video, namely the PSNR profit. The
typical profit values for our work are generated from real videos and processed using cur-
rently available encoding and decoding software. We have applied an optimisation algorithm
to maximise the benefit that an individual cache or a caching network can provide, from both
a servers and clients point of view. We have shown that using the optimal caching scheme
proposed the profit of the server keeps rising as the number of videos in the system in-
creases even when the storage has reached it maximum capacity, while in the same situation

the profit of conventional caching remains unchanged. In addition, we have shown that the
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profit received by the client through optimal caching will never be less than that of the con-
ventional caching scheme; and when the caching server is fully utilised the former degrades

more gracefully than the latter as the number of new videos increases.

7.2 Personal Contribution

In this section we provide an overview of the contributions presented in this thesis.

7.2.1 Analytical Models

We have established the random and burst loss models using the Bermoulli and two state
Markov chain models. In addition, a congestion model has also been proposed. These
models are applied to the environment where path diversity (with up to 11 paths created)
is applied, and each of them are individually compared against simulation results for the
validation of the performance obtained. Based on this, a combined loss model is presented

to address the situation exhibited in the Internet.

7.2.2 Overlay Network Experiments

‘We have created overlay networks comprising of multiple paths using PlanetLab, to examine
the effect of path diversity on the loss performance in a real-world environment. We have
proposed a method to calculate the correlation between different paths in an overlay network.
Additionally we proposed an assignment scheme to map partitioned video streams onto the

paths available to enhance the video quality experienced by the end user.

7.2.3 Wireless Streaming

We have carried out real video streaming over a WLAN by assigning video partitions to
different access classes. We have shown that assigning all packets to the video or voice
AC proves more beneficial than a previously proposed cross class assignment scheme. In
addition, we have highlighted the issue of virtual contention at the access point and identified
the loss property due to virtual contention, compared to the conventional data corruption rate

in the wireless medium.
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7.2.4 Partition Profit Measure and Optimal Video Caching

To address the diverse importance of different video partitions, we have introduced a mea-
sure, termed PSNR profit. Using this measure we have proposed a scheme to optimise the
storage of partitions within a cache for H.264 video. This scheme can substantially enhance
the robustness and efficiency of a video cache when used in large-scale distributed network

and in a lossy environment.

7.3 Future Work

Future work includes developing the loss models, the results provide are based on the approx-
imated parameter values for each of the models used. The work could be further developed
by refining these parameters to increase the accuracy of this model.

The results obtained from PlanetLab are taken from three separate overlay networks. For
improving the quality of analysis, the number of overlay networks could be increased. It
would also be useful to identify if the overlay networks can operate more effectively over
smaller or larger geographical areas.

The investigation into a cross class video assignment scheme operated in wireless net-
works only considers a single video client although with multiple wireless background traffic
streams. In this scenario, we find that the cross class video assignment scheme provided no
benefits to the client. However, the work could be extended by increasing the number of
wireless video receiving client to investigate if the aggregated quality of the video received
can be improved across all clients.

For the partition analysis which resulted in the PSNR profit values, we have only inves-
tigated the effect of a single partition loss. The work can be taken further to study the effect
of receiving different partition loss patterns within a GOP. From this, a more accurate model

of mapping partitions to PSNR profit can be devised.
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Appendix B
Brite Configuration file

BriteConfig
BeginModel
Name = 5 #Top Down = 5
edgeConn = 1 #Random=1
k== #Use —1
BWIinter = 1 #Constant = 1
BWiInterMin = 10.0
BWIinterMax = 1024.0
BWIintra = 1 #Constant = 1
BWIntraMin = 10.0
BWIntraMax = 1024.0
EndModel
BeginModel
Name = 3 #AS Waxman = 3
N = 75 #Number of nodes in graph
HS = 1000 #Size of main plane
LS = 100 #Size of inner planes
NodePlacement = 1 #Random = 1
GrowthType = 1 #Incremental = 1
m= 2 #Number of neighboring nodes
alpha = 0.15 #Waxman Parameter
beta = 0.2 #Waxman Parameter
BWDist = 1 #Constant = 1
BWMin = 10.0
BWMax = 1024.0
EndModel
BeginModel
Name = 9 #Router Barabasi—Albert2=9
N = 20 #Number of nodes in graph

182



APPENDIX B. BRITE CONFIGURATION FILE

HS
LS =

1000

100

NodePlacement

m =

2

BWDist =
BWMin =
BWMax =

p = 0.25

q —_
EndModel

BeginOutput

0.5

BRITE =

NS =
EndOutput

1

1
10.0
1024.0

1

1

#Size of main plane

#Size of inner planes
#Random = 1

#Number of neighboring nodes
#Constant = 1

#Probability of adding links
#Probability of rewiring links

#output in BRITE format
#output to NS—2





