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SUMMARY

To investigate the technical feasibility of a nowsboling system for commercial
greenhouses, knowledge of the state of the artréenipouse cooling is required. An
extensive literature review was carried out thaghhghted the physical processes of
greenhouse cooling and showed the limitations @& ¢lonventional technology. The
proposed cooling system utilises liquid desiccaahnology; hence knowledge of liquid
desiccant cooling is also a prerequisite beforegdesy such a system. Extensive literature
reviews on solar liquid desiccant regeneratorsdasiccators, which are essential parts of
liquid desiccant cooling systems, were carried tmtidentify their advantages and
disadvantages. In response to the findings, a exgtar and a desiccator were designed
and constructed in lab.

An important factor of liquid desiccant coolingtiee choice of liquid desiccant itself. The
hygroscopicity of the liquid desiccant affects therformance of the system. Bitterns,
which are magnesium-rich brines derived from seexyare proposed as an alternative
liquid desiccant for cooling greenhouses. A thotoegperimental and theoretical study
was carried out in order to determine the properté concentrated bitterns. It was
concluded that their properties resemble pure negme chloride solutions. Therefore,
magnesium chloride solution was used in laboragaperiments to assess the performance
of the regenerator and the desiccator.

To predict the whole system performance, the playgimcesses of heat and mass transfer
were modelled using gPROMS® advanced process nmogledbftware. The model was
validated against the experimental results. Coremetfyu it was used to model a
commercials-scale greenhouse in several hot coastak in the tropics and sub-tropics.
These case studies show that the system, when cethfzaevaporative cooling, achieves
3°C-5.6C temperature drop inside the greenhouse in hohanid places (RH>70%) and
2°C-4°C temperature drop in hot and dry places (50%<R5#)6

KEYWORDS
Bitterns, solar liquid desiccant regenerator, dmdmr, hot coastal areas, evaporative
cooling
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NOTATION

List of symbols Units Definition
a - chemical activity
A - coefficient
a, m* m* wetted surface per volume ratio
C, JkgtK? specific heat
C - concentration factor
c - mass fraction
D m2 st binary diffusion coefficient of water vapour
wa in air
D m external diameter
d m internal diameter
ERH - equilibrium relative humidity
E J energy
e - mass fraction per total dry mass of solute
F - coefficient
Gr - Grasshoff number
g m & gravitational acceleration
H J enthalpy
h J kg? specific enthalpy
he W m?K? convective heat transfer coefficient
h kg mi2 st mass transfer coefficient based on
° g concentration gradient
h s it mass transfer coefficient based on pressure
m gradient
H Jst enthalpy rate
[, W m solar irradiance incident
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Chapter 1

CHAPTER 1. INTRODUCTION

This thesis investigates the feasibility of a sgawered liquid desiccant cooling system
for greenhouses. In this chapter background inftiomas provided regarding the needs
and problems that are ultimately motivating thisdgt thus showing the potential impact
of the proposed cooling system when applied tordreeses in hot and humid places. A
review of the growth of greenhouse technology waeitie is presented. The reasons for
this growth are discussed and the broad trendsisnatea are analysed. Consequently the
origins of this thesis are explained in terms @f particular technology studied. Lastly the

aims and objectives are stated and the method@aodstructure of the thesis is outlined.

1.1 The need - motivation

According to the U.N.O and FAO (Food and AgriculuOrganization, 2009, United
Nations, 2009) the world population stood at 618doi in 2009 but it is projected to reach
9.1 billion in 2050. Figure 1.1 illustrates theojgcted world population change between
1990 and 2035. Noticeably most of the populatioomgn takes place in the developing
and least developed countries the majority of wiiehn low latitudes and therefore have
hot climates (see Fig. 1.2). It is estimated th&nhost one billion people are
undernourished. Figure 1.3 shows the prevalencemaérnourished people in the world. It
is worth noticing that nearly all the countries wihitl experience high population growth

are also the ones where hunger is a major probiguresent.

The essential prerequisites of food security avedfavailability, food accessibility, food
utilization and food system stability (Food and igttural Organization, 2002). Amongst
them food availability is the one that focuses @wdf production. Thus, increasing
agricultural production is a key element in imprayifood availability. This increase can
be achieved by using more land for agriculturaldpiion, by increasing the intensity of
cultivated crops and by boosting yields. The immamtion of the pre mentioned
strategies depend on local economical, politicad)agical and technological conditions. It
is estimated that agricultural output will havertorease by 70% between now and 2035 in
order to match the demand for food. In additionisifair to say that this increase would

take place mainly in the developing and least dgexl countries since only 16% of the

G.Lychnos 23



Chapter 1

world food production is traded internationally at present (Food and Agricultural
Organization, 2009).

There are different levels of food insecurity in the world. Howe and Devereux (2004)
presented an intensity scale for food security where level 0 is for countries with food
security conditions and level 5 is for countries with extreme famine conditions. According
to this scale, countries that face seasonal shortage of food, resulting in price instability, are
placed in level 1. In hot countries, like the ones in the Persian Gulf, this problem is
common during summertime and is usually addressed by increasing food imports. It is
worth mentioning though that these countries already import more than 60% of their food

raising serious concerns about food security.

Aston University

Hustration removed for copyright restrictions

Fig. 1.1: Projected population change in 1990-2035. (source: Population Action

International)

The developing and least developing world have always been vulnerable to climate
extremes i.e. extreme high temperatures and prolonged draughts which resulted in chronic
famine occurred in the past in Sahel and most likely will happen again with higher
frequency due to climate change (Battisti and Naylor, 2009, IPCC, 2007).

Figure 1.4 illustrates the surface and ocean mean temperature differences in the world over
the period of 1990-2009 relative to the base period of 1952-1980. It is seen that in the last

G.Lychnos 24
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twenty years there is a departure of the mean temperature in most of the earth’s land

surface ranging from 0.5°C.

Aston University

ustration removed for copyright restrictions

Fig. 1.2: Global observed mean surface temperatures of January during 1960-1990

(obtained from www.ipcc-data.oxg

Climate change may have direct and indirect impacts on the abiotic (temperature, relative
humidity, atmosphere composition, soil) and biotic (fungi, bacteria, viruses and insects)
environment that affects agriculture, resulting in reduced vyields, crop damage and increase
of crop diseases (Food and Agricultural Organization, 2008). Figure 1.5 illustrates the
projected temperature change in the world. It is seen that the highest temperature rise will
occur in the pole regions (higher thatC® A 1-2C rise will take place in most of the
world. Most of the developing countries will experience a 6G-fise but they are also

more likely to experience heat waves and extreme high temperatures with higher frequency

than before.
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Fig. 1.3: Prevalence of undernourished people in total population at present (source:
(FAOSTAT, 2010).
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Fig. 1.4 Surface and ocean mean temperature anomalies (source: (NASA, 2010)).
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Battisti and Naylor (2009) showed with a greater than 90% chance to happen that growing
season temperatures by the end of th®& @intury will exceed even the most extreme
seasonal temperatures from 1900 to 2006 for most of the tropics and subtropics. They also
reported that a°C increase in seasonal temperature can cause direct crop yield losses of
2.5-16%.

Aston University

Hlustration removed for copyright restrictions

Fig. 1.5: The projected temperature change from 1990 to 2035 (source:

(Population.Action.International, 2007).

FAO (2009) has proposed various methods for improving agricultural production and thus
addressing the problem of food security. These methods are categorised in cropland
management, water management, pasture and grazing management and restoration of
degraded lands. However, climatic conditions affect all these methods, especially the ones
who are related to the open field agriculture. Protected cultivation can reduce the adverse

impacts of extreme weather conditions and thus improve crop quality and yields.
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1.2 Protected Cultivation

In response to the threats posed by climate chamgéood security, this thesis puts
forward an improved means of protected cultivatitrat can cope with elevated
temperatures. Before the proposed technology tedoted, it is worth reviewing briefly
the history of protected cultivation and its recgmowth in the form of greenhouse

technology.

Irrigation could be considered the oldest meangrotected cultivation (Wittwer and
Castilla, 1995). Since antiquity (the irrigatiorssym of the river Nile in ancient Egypt, the
irrigation system of Mesopotamia etc.) men haveeltged various irrigation methods in
order to protect their crops from droughts. Irrigatsystems extended crop production to
semi-arid lands and even partially addressed tbblggm of seasonal droughts. However,
droughts have not been the only problem of cropdssFlooding, extreme cold and hot
temperatures, hail and strong winds can damagesptard cause serious losses in crop
yields and crop quality depending on the plant ghowtage they occur. All the pre
mentioned conditions are related to climate. Ineortb lessen the effects of extreme
climatic conditions on crop production various noeth of protected cultivation have been
developed over time such as windbreaks, soil mslared plant covers including direct
covers, low and high tunnels and greenhouses. Wereriefly review each type and point
out its use emphasising greenhouses since theyadwvantageous to the rest. For
comprehensive studies of protected cultivation spekifically greenhouses the reader is
referred to the studies of Wittwer and Castilla98Pand Von Zabeltitz (1999).

Windbreaks provide mechanical protection from gjrevinds and can be natural (trees,
bushes, tall crops) or artificial (polyethylene gradypropylene nets and screens). They are
placed vertically at the side of the field, wherttosg winds blow, and must have
permeability of 40-50%.

Soil mulches are soil covers made from naturahgsticrop and plant dried residues, sand,
gravel, rocks) and artificial (paper, aluminiumlfglastic films) materials. The benefits of
mulching are the minimisation of water evaporatioom the soil and the elimination of

weed growth.

G.Lychnos 28



Chapter 1

Low tunnels are inexpensive structures of 1m heagHess, too low for workers to walk
in. Plastic films such as infrared PE, PVC and $&RE are used as covering materials.
They provide protection from low temperatures (fro®ind, rain, hail, birds and insects.
Walk-in or high tunnels are similar structures 08-2.0 m height which the farmer can

enter and perform agricultural practices from imsid

The protected cultivation methods mentioned abawgige only partial control over some
extreme climatic conditions. The need for a bett@rironmental control drove engineers
to develop more sophisticated structures callectrdreuses. They are high and large
enough buildings where the grower can performhalriecessary cultural practices and are
especially designed in order to protect the pléms extreme ambient conditions, pests

and diseases.

1.2.1 Greenhouse Technology

Greenhouses were first developed in regions weegetlwas a need for protected
cultivation during winters, specifically in NorthreEurope at the beginning of the previous
century. These early structures used glass as iotpddaterial. Later, the need for a
cheaper cladding material than glass led to theofigmlyethylene (1948, University of
Kentucky, USA). This was the beginning of plastiou, the use of plastic films in
greenhouses (Jensen, 2010). In recent decadeshgusexs have spread rapidly in Europe
because of the demand for out of season crops &yhd duality and exotic products
(Pardossi et al., 2004). According to Hickman (20ttire are 1,166,154 hectares (~10
000 knf) worldwide covered by greenhouses and high tunmesisd for vegetable
production, with China leading the way having altabvered area of 753,000 hectares.

Figure 1.6 illustrates the greenhouse vegetabldustion area of several countries as a
percentage of the total worldwide covered area. [Bkae cost plastic films produced in
China pushed the Chinese greenhouse industry émarkable growth making China the
leading country in greenhouse vegetable produdtiday (Jianget al, 2003).

At present, glass, rigid plastic and plastic filam® used as cladding materials. Plastic
films, however, dominate over the other claddingenals. In northern climates such as
those of Northern Europe glass greenhouses aretoseduch greater extent than plastic
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film greenhouses because glass has better lighsmriasivity, durability and chemical

stability. Despite the fact that plastic films’ isamissivity reduces with time as a result of
polymerization caused by the global radiation, @titlsern climates, such as those of
Southern Europe plastic film greenhouses dominatalse of lower costs. Plastic films
used as cladding materials are made of polyethy{P&g, ultraviolet stabilised PE, PE

infrared, PE anti-drop, EVA, PVC, PVF, FEP.
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Fig 1.6 Greenhouse vegetable production area of varioustdes as a percentage of total

worldwide greenhouse vegetable production areadbasdlickman’s report (2010).

After the Second World War greenhouses evolved fsample structures that protect the
plants from extreme weather conditions into enwinentally controlled units where the air
temperature, humidity, solar radiation, nutritiomdacarbon dioxide can be regulated in
order to achieve the optimum crop growth conditiddssed on the investment cost, which
reflects the level of technology, Pardossil. (2004) reported that greenhouses can be of
low-technology (25-30%/f), medium-technology (30-100$#rand high-technology (100-
200%/nf). The low-tech greenhouses are very simple strestwith plastic film as cover
and their environmental control is not satisfactojhe medium-tech greenhouses’
structure is made of metal and the cladding mdtega either be glass or plastic. The
environmental conditions can be controlled durimg ¢ultivation period most of the time.
Hydroponics are also used and the production i®sirantirely under automated control.
In high-tech greenhouses the structure is madalgfgised iron and the cladding material

used is glass. They have total environmental cbnsing sophisticated computer systems.
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In order to control the environmental conditions inside the greenhouses various
technologies are implemented that provide heating, cooling, humidity and carbon dioxide
control. Briefly, the main heating systems used for addressing the problem of low
temperatures utilise steam, hot water, hot air and infrared radiation (Hanan, 1998).
Alternative sources of heat such us geothermal, solar energy and waste heat have also been
used. High heat losses from cladding are reduced with the implementation of thermal

screens (widely known and preferred by growers).

The problem of high temperatures is addressed using various cooling methods depending
on the climate zone. For example, in Northern climates passive ventilation is adequate. On
the other hand in Southern climates additional cooling is required. Therefore, forced
ventilation, shading and evaporative cooling are used. Evaporative cooling, especially the
fan-pad system, has proved to be very efficient in dry and hot climates. Figure 1.7
illustrates fan-pad systems implemented to greenhouses and Figure 1.8 shows the process.
However, the amount of cooling that can be achieved from evaporative cooling depends on
how much water can be evaporated. Consequently, in hot and humid climates (RH>60%),
i.e. coastal areas in the tropics and the subtropics, this method is not effective and fails to
produce adequate cooling. Further details on greenhouse cooling can be found in Chapter 2

where the state of the art in greenhouse cooling is reviewed in detail.

Aston University

ustration removed for copyright restrictions

Fig. 1.7: Greenhouse vertical fan-pad systems (source: anonymous).
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Fig. 1.8 The process of evaporative cooling through aicedrpad.

In conclusion, the above discussion confirms thatqeted cultivation and particularly
greenhouses can increase agricultural productiondogting yields on existing farmland,
producing high quality and out of season cropscé&ilarge scale control over climate is
not yet an option the only way to prevent damagertps caused by extreme weather
conditions is protected cultivation. Protected igation can be beneficial to poor countries
in the world by providing new jobs for the localqaation. In places where there is
seasonal food insecurity low-tech and medium-taeemhouses can be used and decrease
food imports. However, in hot climates, crop cuwtien in greenhouses during
summertime is almost impossible because the higpaeatures induced inside cause plant
stress and death. This problem limits the growiagssen for crop cultivation and thus
drives countries to increase food imports. The gngwseason can be extended if the
greenhouse air temperature is reduced to the degptmum value for crop cultivation.
The conventional greenhouse cooling systems, vaparative cooling and fan ventilation
fail to produce adequate cooling in hot and humacgs and this shortcoming will in

future be aggravated by climate change.
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1.3 Origins of the project

The thesis came about as a result of Davies’ (28tusly where it was shown the potential
of using a liquid desiccant cooling system for gtesuses when compared to conventional
cooling systems and also Davies and Knowles imgpistudy (2006) on the use of

concentrated seawater brines as liquid desiccatrive such a system.

Evaporative cooling can be considered as the sfafee-art in greenhouse cooling. These
systems are effective in hot and dry climates betfgpm poorly in hot and humid
conditions. The conventional refrigeration meth@dsious vapour-compression systems)
which are widely used for air-conditioning of humdwellings are too expensive (high
installation and operational cost) to find applicatin cooling greenhouses. Here we set
out to develop a more effective cooling system tteains the relatively low energy
consumption of the evaporative cooling systems.

The particular approach pursued is solar-powergdidi desiccant cooling technology.
Whereas Chapter 2 gives an in-depth review of #r@us cooling technologies that are
applicable to greenhouses, including desiccantimgothis section aims only to introduce
the reader to the concepts that form the basiisfthesis thus providing the immediate

background to the statement of the aims and obgti

In addition to proposing the use of liquid desidcanoling, a second innovation put
forward here is the use of seawater-derived salfgrovide the desiccant. Therefore the
technology could be used in sunny locations nearsta, taking advantage of seawater in
raw and concentrated forms to drive the cycle.

The immediate background to this thesis is providgdhe theoretical study of Davies
(2005) which, based on preliminary calculationsggasted a solar powered liquid
desiccant cooling system for greenhouses that Bwaximum summer temperatures by
5°C. Figure 1.9 shows the flow process diagram dfrplified system. The essential parts
of the system are the regenerator, the desiccatbttee evaporative pad. There are three
process fluids in this system, the air, the ligd&kiccant and the water. The illustrated
system uses a liquid desiccant pad (a highly poredium with large surface area per
volume) and an evaporative cooling pad (same medisiitihe desiccant pad) in line. The
air is dehumidified as it comes in contact with loeid desiccant before passing through

the evaporative pad. The liquid desiccant becoess doncentrated as it absorbs the water
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vapour from the air and has to be regenerated deraio maintain its ability to absorb
water. Therefore, it is collected in a tank and pathto the solar regenerator where
becomes more concentrated. The solar regeneratwidps the necessary latent heat to
drive off water from the desiccant solution andah be placed on the greenhouse roof or
on the ground. The concentrated solution is catkah a tank and then is pumped back to
the desiccant pad. The desiccant pad has also eededoling pipes (the cooling fluid is
water) for the dissipation of the latent heat ohaensation and heat of dilution of the
liquid desiccant. The air which is drawn out of greenhouse with exhaust fans leaves the
evaporative pad cooler and humid before enteriegytkenhouse.

Whereas the study cited above did not favour aegifip desiccant compound, the idea of
using concentrated seawater brines (known as fsitevas developed later and described
by Davies and Knowles (2006). The proposed solatiog system using bitterns was
compared with two other cooling systems, directpevative and indirect evaporative.
Figure 1.11 illustrates the processes in a psycandenchart. It is seen that the liquid
desiccant cooling process (ideal or not) achiewttbcooling than the others. Figure 1.12
shows the results that Davies and Knowles predifiedthe three cooling methods when
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Fig. 1.9 Flow process diagram of the proposed system.
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The possibility of using seawater bitterns as liquid desiccants arises from the composition
of the seawater, in particular from the minor constituents besides sodium chloride. The
most common of these are: MgSQ? Ca? K, Br, C0;? ions. During the process of

evaporation they form compounds and precipitate according to their solubility.

This process occurs naturally in saline lakes and solar salts works to be found at various
coastal locations around world. In a solar salt works (see Fig. 1.10), seawater is passed
through a series of ponds with increasing concentration. Eventually crystallisation takes
place as the brine becomes saturated. Calcium, sodium, and potassium salts precipitate
before magnesium salts which relatively have higher solubility than the others. This results
in concentrated brines rich in magnesium whose concentration can be 69 times higher of
that in raw seawater (Amdouni, 2000). The high concentration 6f Mgs give a bitter

taste to the brines and for that reason they are called bitterns.

Aston University

ustration removed for copyright restrictions

Fig. 1.10: Solar salt works in Mesolongi, Greece.

Not only the commercial production of salt produces bitterns and concentrated brines but
so do desalination plants. These brines are considered by-products and they are usually
disposed of to the sea. Ahmed and co-authors investigated the possibility of using these
brines in other applications such us aquaculture, solar ponds and also as a source of highly
concentrated MgGI(Ahmed et al., 2001, Ahmeet al., 2003). Bitterns can be considered
liquid desiccants since Mgg&lthe main constituent, is a hygroscopic salt (it has the ability

to absorb water). Although it is not as strong a desiccant as the lithium salts, it is not

expensive, it is abundant and it has low toxicity, according to Davies and Knowles (2006).
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Fig. 1.11: Psychrometric chart of direct evaporative cooling AB, indirect evaporative
cooling AC and desiccant cooling AD (with internal cooling) processes. Ideal
processes are shown by red lines and non-ideal by black lines. All processes include

an evaporative cooling stage (reproduced from the study of Davies and Knowles
(2006)).

Fig. 1.12: Cooling results achieved in Abu Dhabi (as presented by Davies and Knowles
(2006)).
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The preliminary work of Davies and Knowles on tleadibility of solar desiccant cooling
and use of bitterns as a desiccant was mostly basettheory and made a number of
assumptions about the effectiveness of the compsmérthe system and the properties of
the bitterns solution; it was assumed to have thmes properties with pure MgCl
solutions. Furthermore, their work did not lookarttesign parameters of the system such
as the thickness of the desiccator or the sizéefégenerator that affect the performance

of the system.

1.4 Aim and Objectives

The aim of the current work is to investigate, leg taboratory scale, the feasibility of a
solar-powered liquid desiccant cooling system faeghouses, using desiccants obtained
from concentrated seawater brines. This aim willnet through the following specific
objectives:

i) To determine the properties of concentrated salttisos obtainable from
seawater, consisting of magnesium chloride and im@s including calcium,
sodium and sulphate ions. Properties to be measactdde vapour pressure,
density and viscosity.

i) To review the state of the art in greenhouse cgolechnology. This will set a
benchmark against which any new system must beegidmd will define the
original contribution of this thesis.

iii) To develop the solar regenerator and charactdsageerformance under a range of
conditions.

iv) Similarly, To design and build the desiccator arnhracterise its performance
through experiments.

v) Alongside the above, to develop appropriate mattiealanodels for scaling, thus
providing predictions of performance for the fultessystem, and to apply these in
specific case studies to arrive at overall conolusiabout the system compared to

alternative approaches.

This feasibility study is technical and not comnigltclt investigates if and how well the
proposed solar liquid desiccant cooling system wilbrk under various climatic
conditions. A commercial feasibility study wouldjtere good knowledge of local markets

in order to estimate capital costs, running costgenues etc. Therefore any such study
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will only be valid within a context and for a liredl time. On the other hand, the results of
the present study should inform any specific conumaéfeasibility study that may follow

from it.

15 Structure of the thesis

The remaining chapters of this thesis are orgaraaeillows:

In Chapter 2, a review is given of the state ofdhtein greenhouse cooling systems. This

sets the scene for the new technology that is meghand studied in the rest of the thesis.

Chapter 3 reviews the theories of electrolyte sohst focusing on finding suitable
mathematical models that can be applied to conaatrseawater brines and bitterns in
order to predict vapour pressure, viscosity andsiien The experimental method and
results for the properties of various brines aesented along with the theoretical models
and comparisons are made in order to draw generallusions about the usefulness of
these desiccant solutions.

Next, in Chapter 4, a theoretical and experimestady of the open type flat plate
regenerator is carried out. There is also a rewkprevious work on solar liquid desiccant
regenerators. Based on this, a suitable matherhatiodel is chosen that can predict the
water evaporation rate. The validation of the expental measurements was made against
the theoretical model and vice versa. Then in Ghapt following the same methodology
as in Chapter 4 the desiccator is studied. Based bterature review, a mathematical
model is developed that can predict the water vapbsorption rate under various ambient
conditions. Once again, the experimental resuégpagsented in comparison to the model.

The whole system modelling and design are desciib&hapter 6. The desiccator model
and the regenerator model (presented in Chaptarsl 3! respectively) are combined with
a greenhouse model reported and validated in tbeafure. Based on the whole system

model, case studies are carried out for variouatioos in Chapter 7.

Finally, conclusions are drawn about the feasipitif the proposed cooling system in
Chapter 8.
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CHAPTER 2. BACKGROUND LITERATURE REVIEW

2.1 The State of the Art in Greenhouse Cooling

One of the main objectives of growing crops in aegihouse is to extend the productive
life of plants and to produce yields when thisas feasible in open field agriculture due to
extreme ambient conditions. These extreme envirotmheconditions depend on the

location. For example, in north Western Europelthsic problem is the low temperatures
and frost during winter and spring which can berassed by heating the greenhouse.
However in lower latitudes (the subtropics and itep the main problem is the high

temperatures induced in greenhouses during sumetwaube of the excessive ambient
temperature. Engineers have tried to reduce thenpmise temperature using various
methods of cooling. Here, we present the main ogoinethods that have been under
research for many years and have become commergél as ventilation, shading and
reflection, and evaporative cooling. We also lookoi alternative methods of cooling

which could be the future trends in greenhouse itgolFor more detailed literature

reviews in greenhouse cooling the reader is radetoethe studies of Sethi and Sharma
(2007) and Kumaet al. (2009).

2.2 Ventilation

2.2.1 Passive Ventilation

Passive ventilation (often referred to as natueitiation in literature) is the simplest,
cheapest and historically the first method applied cooling greenhouses. Natural
ventilation cooling systems utilise roof openingslyo (most common practice), side
openings or both. It has been found that cooliniy woof and side vents is more efficient

than cooling with roof vents only or side ventsyofffapadakiet al, 1996).

There are mainly two driving forces that define pfienomenon of passive ventilation:

a) The wind which creates pressure differences ardbadvents and hence causes air
movement (forced convection).

b) Vertical thermal gradients which create air denslifferences and thus buoyancy
forces that cause air circulation (natural coneegt
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Kozaiet al. (1980), who used the energy balance method, aselefal. (1984) who used
wind tunnel experiments, were amongst the pionetis investigated the effects of these
two driving forces on the air exchange in smalllsogreenhouses with roof and side

openings.

Several studies have showed that the wind is thet nmportant driving force for
ventilation in greenhouses with roof vents only (Bwd and Draoui, 1995, Fernandez and
Bailey, 1992, Kittaset al, 1995) and also with both roof and side vents @bakis et al.,
1996). The buoyancy effect is considered to begmfcant comparatively to the wind
effect for wind velocities greater than 1.8 m/sthaugh for wind velocities lower than 1.8

m/s the buoyancy effect is still small, it cannetrieglected (Papadalasal, 1996).

Various studies in literature investigate the passventilation in different types of
greenhouses using tracer gas techniques to metmur@r exchange rate. Boulard and
Draoui (1995) investigated the passive ventilatioh a greenhouse equipped with
continuous roof vents using the®l CG, and BO vapour constant enrichment technique.
They found that the wind is the main factor in passentilation and that there is a linear
dependence of the air exchange rate on the wineldsped the effective opening of the
vent. Boulardet al. (1996) performed a theoretical analysis of thesptal mechanisms
that influence passive ventilation of a greenhoust#h continuous side vents. Their
estimations of the mean flow of sensible heat anthe turbulent flow (caused by wind
speed fluctuations) showed that the latter doesemoted 45% of the total heat flux.
Papadaki®t al. (1996), following the approach of Boulageti al, split the wind effect into
a steady and a turbulent component, investigatedaih exchange rate in a plastic
greenhouse with continuous roof and side ventswds found that the side vent
configuration performs less efficiently than roaily and roof and side configurations.
Further more, Boular@t al. (1997) analysed the natural ventilation perforneanc six
greenhouses and tunnel types that had either moside vents or roof and side vents. It
was found that the presence of crops has a negftenet on the ventilation efficiency and
that the continuous vents are more efficient tHan discontinuous ones. Teitet al's
(2006) experimental study on the natural ventilatdd a greenhouse with continuous roof
and side vents confirmed earlier findings by oftesearchers. It concluded that roof and
side vents provide more efficient cooling than rgehts only, depending on the type of
insect screen installed. Coelled al. (2006) compared four different natural ventilation
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configurations and developed a semi-empirical siinegl climatic model. The best

performance was achieved by the combination of avaf side vents. Similarly, Perez
Parraet al. (2004) investigated the natural ventilation ofragmphouse (parral type) under
different vent configurations. It was found thag tthap vent facing the wind achieved the
highest ventilation rate per unit ventilation arBiégelsen (2002) carried out experiments in
a greenhouse with roof vents only. The natural ilain performance was improved (the
air exchange was improved by 50% in the canopyplaging a 1m high vertical screen

placed at the top of the greenhouse in paralltieaidge.

Several researchers investigated the effects oécinscreens in roof openings on
greenhouse air exchange rate. Sanal. (2005) analysed the effect of various types of
insect screens on natural ventilation of tropicedeghouses. It was shown that insect
screens with high porosity affect adversely thaigarthermal gradients (5—-10% increase).
Romeroet al. (2006) performed an experimental and numericatlyston the natural

ventilation of a greenhouse located in central Mextquipped with an insect screen. It
was found that an enlargement of roof-vent areavatgnt to 15% of the greenhouse floor
area results in a 25% increase of ventilation réke removal of the insect screen could

increase ventilation rate by 25-30%.

Also worth mention is the study of Demratial. (2001) who investigated the performance
of natural ventilation in a large-scale banana mjneese located in Morocco. They
developed a dimensionless ventilation function tdaat be also applied to plastic film roll
up vent systems. It was found that the wind rela#diency of the large greenhouse was

higher by 20% than for smaller greenhouses.

2.2.2 Forced Ventilation

Since passive ventilation is mainly wind driveristban be a major disadvantage at low or
zero wind speeds. Therefore, the need for a véptilgystem that overcomes this problem
led engineers to employ new methods in greenhooskng. One of these methods was
the use of exhaust fans and blowers which incréesair circulation and air exchange rate
of the greenhouse. The cooling of greenhouses tvéhaid of mechanical means such us
exhaust fans, blowers, etc. is called forced vatndih (sometimes found as ‘fan

ventilation’ in literature).
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Here, we selectively review studies carried outdsearchers since the 90’s. Amongst the
studies on forced ventilation found in literatuad, particular interest is the work of
Papadakiset al. (1992) in which the forced, mixed and free conwectheat transfer
mechanisms occurring inside greenhouses were igaéstl. In another study, Fucéasal.
(1997) investigated the effect of four differentnti@tion configurations (passive and
forced) on the energy balance of a greenhouse dvitlsandy soil. It was found that the
passive configuration was the most effective inphesence of regular winds. The forced
ventilation configuration had low efficiency andetfans operated far below their nominal
speed because of the pressure drop across thé mesecWillits (2003) presented a model
for a fan ventilated greenhouse where a fan-patesysvas also used for comparison. It
was concluded that the forced ventilation systeniopmed well when used for flow rates
lower than 0.05 fim? s. Higher flow rates did not provide better cogjiin fact there was
an adverse effect when RH was low. When the fangaiem was used substantial
cooling was predicted for air flow rates higherrnth@05ni/m? s. Kittaset al. (2005)
investigated the forced ventilation of a greenhowgh rose crop located in Greece. The
experimental findings showed that the temperatufierdnce between the inside and
outside was significantly affected by the ventdatirate and the incoming solar radiation.

Based on this, a simplified climatic model for fa@ntilated greenhouses was presented.

In literature there are few studies which compatfer@nt methods applied for greenhouse
cooling (Castilla and Montero, 2008). An exceptisnthe study by Kittagt al. (2001)
where the performances of a forced ventilation igpmétion (fans and roof openings) and
a passive ventilation one (roof vents only) werepared to find that the former system
achieves a more homogeneous temperature and RH/édically than the latter one does.
It was also found that a high rate of ventilatiares not necessarily cause better cooling
because there is an optimal air exchange rate whebends on the ambient air
temperature, ambient relative humidity, the intemelow patterns and the species of the
crop (different response of stomata in humidityheTresponse of a sweet pepper crop to
different cooling methods (natural ventilation ambitening, fogging, forced ventilation)
was investigated by Gazquetal. (2006). It was shown that the forced ventilatigatem

did not control the greenhouse maximum temperatum@ vapour pressure deficit as

effectively as the other methods.
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2.3 Shading and Reflection

Passive ventilation is generally not enough to ¢belgreenhouse air temperature down to
a desirable temperature (ie. optimum temperaturecfop cultivation) during the hot
season. Thus, shading or reflection, a supplemetdar cost method, is usually employed
by farmers. This method is cheaper than forced ila¢ion and is widely used
commercially but has the disadvantage of reduci®R Rphotosynthetically active
radiation). It can be done by the use of exterhale clothes, paints, slatted blinds, nets,
reflective shade screens. Other ways of shadingdtedn include the use of liquid foams
between the greenhouse walls (Shamim and McDoh@gh).

Baille et al. (2001) investigated the influence of whitening gneenhouse microclimate

and the behaviour of a rose crop grown in Gredceas found that the greenhouse air
temperature, vapour pressure deficit and canopgirtéemperature difference decreased
drastically. Whitening reduced significantly thegis water stress. It was concluded that
this technique can be used in reducing the sumearlbad in warm countries. However,
a disadvantage of whitening is that once appliesl itiiensity of the paint cannot be
changed.

Reflective shade nets or screens are extensively imsgreenhouses for reducing the solar
heat load during the hot season of the year. Carmah Fuchs (1999) measured the
radiometric properties of reflective shade nets dramal screens found in market. All
five screens studied contained highly reflectiveinghized materials. The measured
properties can be used to predict radiant fluxesvaband below screens of different
compositions. Kittaset al. (1999) investigated the effect of blanking (roohitgning
providing 35% shading), the use of an aluminizeddshscreen (70% shading) and an
external shade net (30% shading) on the specstilldition of light in greenhouses. It was
found that whitening enhances slightly the PAR @nrient effect of the glass material.
This can be advantageous to the other tested ghaiatments in warm countries with
high radiation load during summer. In addition, #®hing does not interfere with the
greenhouse ventilation as the shading nets do selyer

Sethiet al. (2004) carried out an experimental study on argrease located in Northern
India. The cooling effect of an aluminized polyestkeet, used inside the greenhouse for
shading, was investigated. It was found that th&l tgolar radiation entering the
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greenhouse was reduced by 43% and the greenhaousengerature was decreased by 3 —
4 °C when compared to the greenhouse without shatiogiever shading by its own was
not enough to reduce the greenhouse air temperaima to the required optimum

temperature for crop growth.

2.4 Evaporative Cooling

Ventilation (passive and/or forced) with or withahading proved to be inadequate for
cooling greenhouses located in the subtropicalteopical zones during the hot season of
the year at the desired temperature for optimurp growth. Therefore, water evaporation,

well-known since antiquity from other applicationsas applied to greenhouses. The
evaporative cooling systems are based on a sirhetenbdynamic principle: when water is

evaporated in air, sensible heat is removed framathand is converted into latent heat of
vaporisation. The evaporative cooling systems usegreenhouses are the fan-pad, fog-

mist system and roof evaporative cooling.

2.4.1 Fan-Pad System

The best known fan-pad system consists of exhaarst focated at one end of the
greenhouse and wet pads at the opposite end. fkedfaw air through the wet pads; the
air is cooled and humidified up to saturation (ilgaA pump is used to supply the pads
with water. Based on the simple psychrometric ppiecthat the lower the RH of the
incoming air the higher the air temperature drap (fonstant water temperature) we can
infer that wet pads perform better in dry climat€se same principle applies to fog-mist

systems hence they are also more suitable forrttbtley climates (Montero et al., 1990).

Fuchset al. (2006) investigated a fan-pad cooling system. dothtical numerical model
was developed and validated against experimental @ae experimental findings showed
that, in a greenhouse with a fan ventilation systeeh at 30 volume changes per hour) and
cover materials that reduce solar radiation trassiomn by 30%, transpiration can cool
foliage and air below outside air temperature. $tmeulations showed that this can take
place for RH lower than 50% and for an outsidetexinperature of 38C. However, when
the fan-pad system is used it lowers the greenhausemperature and decreases the water
vapour pressure deficit. It was also shown thaRHBIrhigher than 60% the fan-pad system
fails to maintain temperature below 3D when the irradiance is 1000 WirKittas et al.
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(2003) developed a climate model for greenhousascibmbines the effects of ventilation
rate, roof shading and crop transpiration. The &tians showed that high ventilation
rates and shading improve the cooling effect offtimepad cooling system by lowering the
temperature gradients. This, however, enhanced planspiration and results in water
stress. Shading reduces plant transpiration but educes photosynthetic rate which
results in lower yields. It was also shown thathat and dry conditions (86 and
RH<50%) the temperature can B€3ess than the ambient at 30 m distance fromrtles, i
but at hot and humid conditions (85and RH>65%) it is almost the same as the ambient
if not increased. Ganguly and Ghosh (2007) predeatéhermal model of a greenhouse
equipped with a fan-pad system. Based on the stionait was found that during summer
the use of a fan-pad system satisfactorily improWes inside climatic conditions of a
greenhouse 12m long located in Kolkata, India. Dyithe monsoon period, however, the
fan-pad system was not effective because of tha higbient RH; the greenhouse air

temperature was’2 less than ambient.

Worth mentioning is Sabeét al's experimental study (Sabedt al, 2006). The water
consumption of a fan-pad system, used for coolingreenhouse in Arizona, was
investigated. It was found that at higher ventiiatrates the fan-pad system achieves lower
cooling efficiencies and also water consumptiorraases. High ventilation rates did not
necessarily provide better cooling. A ventilatiater limit was observed and beyond this
the climate conditions of the greenhouse did ngirove.

Arbel et al. (1999) carried out a comparative study of a fogtmsiystem and a fan-pad
system. It was found that the fog system provide®um distribution of temperature and
humidity in the greenhouse while the fan-pad systesmses horizontal temperature
gradients along the greenhouse. It was recommetiodese a combination of on/off at low
pressure, when the heat load is small and contgoperation at high pressure when the

heat load is high.
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2.4.2 Fog-Mist System

The fog or mist system (also found as fogging swsite literature) produces a fine mist
which is created by the spraying of water in srdatips (2-60um in diameter) with high
pressure into the air above the canopy of the plépraying of water in small droplets
increases the water surface in contact with airtaetefore evaporation takes place almost
instantaneously. The water droplets are carriedhbyair streams inside the greenhouse

and do not wet the foliage, thus leaving it dry.

Two fogging systems have been mainly studied bganehers:

a) Giacomelliet al. (1989) used high pressure nozzles (0.1-0.3mm d&xn® generate
mist. Pretreatment of water is required to avoathking of nozzles.

b) The twin fluid nozzles system was used by Montetoal. (1990). It combines
compressed air and water by varying pressure amdrfites in order to generate water
droplets of the desired size. Therefore, this systequires a compressor which
consumes a lot of electrical energy. Thus it is enexpensive (higher operation and
installation cost) than the pre mentioned system.

The performance of a fog system was investigatetl @mpared to that of a fan-pad
system by Arbeekt al. (1999). The fog system performed better than déimepiad achieving
unvarying air temperature and RH inside the greesboOn the contrary, the fan-pad
system created temperature and RH gradients. Ithanstudy Arbelet al. (2003)
investigated how the level and uniformity of theémndtic conditions are affected in a
greenhouse that uses a combined forced ventilagistem and fogging system for cooling.
It was concluded that this system achieves higliotmity level of air temperature and
RH. It also maintained the greenhouse air tempexati28C and RH at 80% during the
summer at noon in the Arava valley of Israel. Timadvantage of this system is the high

inclusive cost per unit area of the structure.

Oztirk (2003) investigated the efficiency of a fogy system for multi-span plastic
greenhouses. Uniform relative humidity and tempeeatlevels were observed. The
temperature difference between the outside andensas 6.8C and the RH was increased

by approximately 25%. A fogging system efficiendys0.5% was achieved.
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An improvement of the fog system was presenteddigidlet al. (2006). They investigated
the effect on cooling performance of a fog systenenvusing an upward air stream with
the aim of two small fans. It was found that thystem improved the greenhouse cooling

efficiency when compared to the conventional fogtams.

2.4.3 Roof Evaporative Cooling

Roof evaporative cooling refers to the sprinklifgnmater on the surface of the roof so as
to form a thin layer, hence increasing the freeewaurface area and resulting in an
increased water evaporation rate. Consequentlyyvéter temperature falls to the wet bulb

temperature of the closely surrounded air.

Cohenet al. (1983) carried out an experimental study in orecompare the cooling
effect of roof evaporative cooling and wetting tbp of the canopy and soil surfaces in a
glasshouse. It was found that wetting the roof leas efficient than wetting the foliage.
When the two treatments were combined the greeehausemperature was decreased by
5°C and foliage temperature by below the ambient temperature. Sutar and Tiwari
(1995) conducted an analytical and numerical stfdy plastic greenhouse equipped with
a roof evaporative cooling system located in Indtiavas found that this treatment could
lower the greenhouse air temperature by@-3 shade cloth on the roof with water film
could lower the greenhouse air temperature B¢ 10 another study, Ghosed al. (2003)
developed a model for flowing water film on shattglt stretched over the roof and south
wall of an even span greenhouse. The model wadatall against experimental data and
the simulations showed that the air temperature bgameduced by°€ when using the
shade cloth with water flow while shading only reds the temperature by@ Also
worth mentioning is the study of Garzoli (1989) whlso investigated roof evaporative
cooling but used a dye dissolved in water in otdezbsorb more radiation. The dye can

however be the downfall of this system due todigdity to plants.
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2.5 Future Trends

Substantial effort has been given to improve treeghouse cladding materials in order to
become photo selective and thus limit the solargnéoad (also referred to as Near
Infrared Radiation [NIR] blocking). These plastilerfs are most promising as they manage
to decrease the greenhouse temperaturé®yMonteroet al, 2009). NIR selective filters
can be applied as:

a) Permanent additives or coatings to the cover

b) Seasonal “whitewash”

c) Movable flexible film screens

According to Castilla and Montero (2009) a permariéier can be applied successfully in
tropical environments. Hemmingt al. (2006) investigated the potential of using NIR-
filtering methods in greenhouse cooling. It was atoded that NIR-filtering multilayer
coatings perform effectively and NIR-filtering reftting materials achieve better results
NIR-absorbing materials. Simulations showed thaindusummer time the greenhouse air
temperature can be reduced ¢ hpproximately. Sonneveét al. (2006) investigated the
use of a NIR-reflective cover material with the ude PV solar driven cooling system. It
was found that absorption or compression coolees raot a feasible alternative for
greenhouse cooling since their cooling capacitieslldv be too large. In contrast the
combination of NIR-reflective material and fan—psystem was found to be feasible
reducing the electrical energy consumption by #ofaaf ten. The simulations showed that
the heat load can be reduced by 50%. Garcia-Aletsa. (2006) tested various “cool”
plastic films (meaning films that block NIR) for wering greenhouses in tropical and
subtropical areas. It was found that the new md#itns reduced the maximum greenhouse
air temperature by approximately 0.5€2depending on season. The vyield increased by

26% and the quality was significantly improved.

The potential of using Fresnel Lenses instead @t# glass covering material for cooling
greenhouses has been investigated in the past \raseresearchers (Jirkat al.,
Tripanagnostopoulost al, 2005). Souliotiet al. (2006) estimated that a Fresnel Lenses
system with thermal absorbers can reduce greenhemsiation and cooling by 50%.

Santamouriset al. (1995) proposed the use of buried pipes to coeseawergy in
greenhouse cooling. It was concluded that undergtoearth-air heat exchangers can
reduce the cooling requirements. Their parametnalysis showed that the indoor air

G.Lychnos 48



Chapter 2

temperature decreases with increasing pipe lertgbreasing pipe diameter, increasing
depth up to 4 m and increasing air velocity ingtue pipes. Ghosat al. (2004) presented

a simplified analytical model to study the yearmdweffectiveness of an earth—air heat
exchanger which was used with a greenhouse in Deltiia. It was found that the system

can reduce greenhouse temperature by %-4n summer compared to a greenhouse
without earth-air heat exchanger. Ghosal and Ti{2006) developed a thermal model

which was used to investigate the cooling potergfabn earth-air heat exchanger for

greenhouses. It was found that the greenhouserapdrature during summertime was 5—
6 °C lower than the one in the same greenhouse withanti-air heat exchanger. It is to be
noted though that most of the year the air tempegatemained high and above the plant

comfort zone.

Other attempts at enhanced greenhouse coolingdec¢he work of Yildiz and Stombaugh
(2006). They investigated the potential of usinigeat pump system for energy and water
conservation in open and confined greenhouses.af @oncluded that the heat pump
system can achieve energy and water savings, goahd dehumidification. The cooling
system COP ranged between 0.93-1.03. However tti@l imvestment unit can restrain
the commercial feasibility of the system. The maiergy savings are basically achieved
in heating. There is no energy saving in coolinggwlbompared to a conventional fan-pad
system. The heat pump system is much more expertdaraeret al. (2006) investigated
alternative methods of cooling and heating greesbsult was found that evaporative
cooling is the lowest investment cost option fomlomy when compared to vapour
compression heat pump and absorption heat pumprsgstHowever, a CHP system that

utilises an absorption heat pump can give an armaagin increase of £9.8'm
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2.6 Liquid Desiccant Cooling

Liquid desiccant cooling has been developed adtamative and complementary method

of cooling focusing on applications such as coolosfghuman dwellings, commercial
buildings, hospitals (Daat al, 2001, Gommed and Grossman, 2004, &aial, 2000, Mei
and Dai, 2008, Oliveirat al, 2000). It is a solar thermal sorption refrigevatimethod.

Sorption refrigeration can be divided into threemuategories (see Fig. 2.1):

a) Desiccant cooling or open sorption cooling. The rbggopic substance (or

desiccant) in this process is used to dehumidigyatin. The desiccant can be liquid

(liquid desiccant cooling) or solid (solid desictaooling). The liquid desiccants

utilised are aqueous solutions of lithium saltsCL.iLiBr), aqueous solutions of

calcium chloride (or mixtures of LiCl and Ca{Cénd tri-ethylene glycol. The solid

desiccants used are silica gel, activated alunmidazaolite.

b) Absorption. It is a closed cycle process usingitiqgiesiccants such as LiBr-

H20, NHsz-H20.

C) Adsorption. Closed cycle process that can be sagoased based on the

nature of the process in:

I. Physical adsorption. High porosity substancehsas zeolite,

silica gel, activated carbon and alumina are aseadsorbents.

il. Chemical adsorption. In this process the stterd the chemical bond

between the adsorbent and the adsorbate drivephiemomenon.

CacCy is utilised with ammonia.

Usually

For comprehensive literature reviews in solar geiration the reader is referred to the
studies of Kim and Infante Ferreira (2008) and Gmaean (2002).

Sorption Refrigeration

Desiccant Cooling or
Open Sorption Cooling

Absorptior

Adso

rptior

Chemica

Physica

Fig. 2.1 Tree diagram showing the different types of sorptiefrigeration.
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As mentioned in Chapter 1, the use of liquid desits with solar regeneration in a fan-pad
system coupled to a greenhouse was investigateatetiwally by Davies (2005). The
model presented used climatic data of Abu Dhabiiamds found that this system could
lower summer maximum temperatures B¢ S5vhen compared to conventional evaporative

cooling.

2.7 Discussion

This review has differentiated among the variougspal processes of greenhouse cooling
and identified the technologies used to implemdmnt Ventilation (passive/forced)
provides adequate cooling for greenhouses locateitha temperate zone, especially in
high latitudes. The need for cooling increases wiéiereasing latitudes, hence in lower
latitudes only ventilation is not enough. In thebtsapics, complementary methods to
ventilation are used for cooling e.g. shading-iit;n which adversely affects
photosynthesis as it reduces PAR. However, evenctimbination of ventilation and
shading-reflection is not enough in warmer climatégaporative cooling has proved to
achieve better cooling than all the other mentiomexdhods in hot and dry climates. But
even the latter method, as already shown by GargulyGhosh (2007) and Kittas$ al
(2003), fails to generate enough cooling when applto hot and humid climates such as
the tropics and the coastal area of the subtr@scdso pointed by Kumat al. (2009). In
fact these studies concluded that a fan-pad evap®reooling system can marginally
decrease greenhouse air temperature’@yd2iring 12-14hrs (high irradiance, high ambient
relative humidity ~ 75%) or sustain temperatureghat ambient level if not increased
(depending on the greenhouse length). Neverthekessplar liquid desiccant cooling
system could address this problem as already disdush Chapter 1, section 1.3. by
lowering maximum summer temperatures B Sat least on the basis of theoretical

predictions. This is the option explored furthethrs thesis.

Table 2.1 summarises studies published since the f86using on the type of cooling

system, the geographical zone and whether the miéshmnmmercial or experimental.
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Table 2.1 Brief summary of studies on greenhouse coolingiphbt since 1980’s.

. ) Experimental
Type of Cooling Geographical
Year Authors /
System Zone
Commercial
1980 Kozaiet al. Passive Ventilation subtropics commercial
1983 Coheret al. Roof evaporative cooling subtropics experimental
1984 Saset al. Passive Ventilation subtropics commercial
1989 Giacomellet al. Fog-mist subtropics experimental
1989 Garzoli Roof evaporative cooling fropics/subtropic§  experimental
1990 Montercet al. Fog-Mist subtropics commercial
1992 | Fernandez and Baile Passive Ventilation temperate commercial
1992 Papadakist al. Forced Ventilation subtropics commercial
1995 Boulard and Draoui Passive Ventilation subtropics commercial
1995 Kittaset al. Passive Ventilation subtropics commercial
1995 | Shamim and McDonald Shading/Reflection temperate experimental
1995 Sutar and Tiwari Roof evaporative coolin tropics experimental
1995 Santamouriet al. Earth-Air Heat Exchanger subtropics experimental
1996 Papadakist al. Passive Ventilation subtropics commercial
1996 Boularcet al. Passive Ventilation subtropics commercial
1997 Boularcet al. Passive Ventilation subtropics commercial
1997 Fuchet al Passive/Forced Ventilatio subtropics commercial
1999 Cohen and Fuchs Shading/Reflection subtropics commercial
1999 Kittaset al. Shading/Reflection subtropics commercial
1999 Arbelet al. Fan-Pad, Fog-Mist subtropics commercial
1999 Jirkaet al. Fresnel Lens_es covering temperate experimental
material
2001 Demratet al. Passive Ventilation subtropics commercial
2001 Kittaset al. Passive and Forced subtropics experimental
Ventilation

2001 Bailleet al. Shading/Reflection subtropics commercial
2002 Nielsen Passive Ventilation temperate commercial
2003 Willits Forced Vellarzgation, Fan- subtropics commercial
2003 Kittaset al. Fan-Pad, Shading subtropics commercial
2003 Ozturk Fog-Mist subtropics Commercial
2003 Arbelet al. Forced Vt:/lri];i:ation, Fog- subtropics Commercial
2003 Ghosatt al. Roof evaporative cooling tropics Experimental
2004 Parrat al. Passive Ventilation subtropics commercial
2004 Sethet al. Shading/Reflection tropics commercial
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(Table 2.1 continued)

2004 Tripanagnostopoulos|  Fresnel Lenses covering subtropics experimental
et al. material
2004 Ghosatt al. Earth-Air Heat Exchanger tropics experimental
2005 Sonkt al. Passive Ventilation tropics commercial
2005 Kittaset al Forced Ventilation subtropics commercial
2005 Davies solar liquid desiccant subtropics experimental
cooling
2006 Teitelet al. Passive Ventilation subtropics commercial
2006 Coelheet al. Passive Ventilation subtropics commercial
2006 Romeret al. Passive Ventilation temperate commercial
2006 Gazqueet al Passive/F_orced Ver_1ti|ation, subtropics commercial
' Fogging, Shading
2006 Fuchet al. Fan-Pad subtropics commercial
2006 Sabelet al. Fan-Pad subtropics commercial
2006 Toidzet al. Fog-Mist subtropics experimental
2006 Hemminget al. NIR filtering methods temperate experimental
2006 |  Sonnevelet al. NIR reflective covering temperate experimental
material
2006 | Garcia-Alonset al. cool plastic films subtropics experimental
2006 Souliotiset al Fresnel Lenses covering subtropics experimental
' material
2006 Ghosal and Tiwari earth-air heat exchanger ~ ropics experimental
2006 | Yildiz and Stombaugh heat pump temperate experimental
2006 Hameet al. various heat pump based  temperate experimental
systems
2007 Ganguly and Ghosh Fan-Pad tropics commercial
2009 Montercet al. NIR blocking plastic films subtropics commercial
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2.8 The Contribution of this thesis

This research contributes to the resolution ofgtablem of high temperatures induced in
greenhouses during summer in hot and humid plagssdiscussed in Chapter 1, this
problem is expected to increase due to climate gdnaVe propose the use of a solar
powered liquid cooling system that utilises bitgemas liquid desiccants. As described in
earlier sections of this chapter current coolinghtelogies fail to address this problem in

hot and humid places such as the ones locate@ itndpical and subtropical zones.

This study builds on previous work published by [2av(2005), Davies and Knowles
(2006) and Daviest al. (2006). But, in contrast to those earlier thecedtstudies which
made a number of simplifying assumptions regardlegperformance of essential parts of
the system such us the regenerator and the desicttas work looks critically at those
assumptions. In particular it includes a numbereaperiments, detailed theoretical
analyses and models aimed at answering the questimunt what cooling performance can

be achieved with the system.

For example, in previous studies it was also asdutma bitterns have the same properties
as pure MgGl solutions due to the lack of information on theygibal properties of
concentrated brines. Therefore, here we investilgatieer the concept of using bitterns as
liquid desiccants for cooling greenhouses in otdexssess their suitability for driving the
desiccant cooling cycle. We patrticularly emphasizeasuring the properties of vapour

pressure, density and dynamic viscosity.

Consequently to test our hypothesis we developngpater model of the proposed system
to evaluate its performance when applied to a dreese under different climatic

conditions.
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CHAPTER 3. PROPERTIES OF SEAWATER BITTERNS

3.1 Introduction

Since antiquity men have used salt as a food sopgple and as preservative. Various
methods of salt production were developed in thedvdon hot climate coastal areas the
most common method of salt production has beereviaporation of seawater in shallow
basins using solar heat. In these solar salt w@kswater is passed through a series of
shallow lagoons with increasing concentration. radtiely sodium chloride is crystallized
and precipitated as the brine becomes saturateddium chloride. Besides Nand Cl
ions, seawater and natural brines contain othestitoants in minor concentrations e.g.
Mg*? SQ?, Cd? K*, Br, CO;2. During the process of evaporation they form coumuts
and precipitate according to their solubility. Gai, sodium, and potassium salts
precipitate before magnesium salts which relativielye higher solubility than the others.
This results in concentrated brines rich in magmasivhose concentration can be 69 times

higher of that in raw seawater (Amdouni, 2000)eaxhbitterns.

Bitterns can be considered liquid desiccants siWiggl,, the main constituent, is a
hygroscopic salt. Although it is not as strong desnt such as lithium chloride, lithium
bromide or calcium chloride it is not expensivejsitabundant and it has low toxicity -
properties which would be useful in applicationguieng large volumes of low-grade

cooling (Davies and Knowles, 2006).

However, besides magnesium and chloride ions b#terontain impurities including
sulphate, sodium, potassium and calcium ions. Tinies of Davies and Knowles (2006)
and Davieset al. (2006) concluded that bitterns can be used adlidesiccants but their
analysis was based on the published propertiesief magnesium chloride solutions; the
effects of the impurities were not taken into actod’he objective of the work reported
here was to determine more accurately the progedieconcentrated seawater bitterns,
specifically their vapour pressure (and therefogeiléorium relative humidity, ERH),
density and viscosity, as these are the propedfiegeatest interest in the design of the
proposed cooling system. Therefore, another obeatias to obtain theoretical models
that predict these properties as a function of toenposition, concentration and
temperature. Such models would be needed as anttiwé design of the proposed cooling

system.
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For reasons of convenience when conducting expatsnaith a prototype refrigeration

system in the laboratory, it was more convenieatobtain and use pure a magnesium
chloride reagent rather than a multicomponent fioigtenixture. Hence we had to quantify
the difference between the properties of seawattaris and those of pure magnesium

chloride solution in order to evaluate the validfythis experimental approach.

Bitterns are a complex mixture of electrolytes ighhconcentrations. Thus published data
were not readily available and a number of competineoretical data were identified, the
accuracies of which were guaranteed only for ditatieitions. Therefore experiments with
highly concentrated brines were carried out foaysin finding and validating the best

model. In accordance it was used to generate a @uafluseful results and conclusions.

3.2 Theories of electrolytes solutions

The desired characteristics of the theoretical rh@de that it should be sufficiently
accurate for engineering purposes and lead to seneand usable mathematical
formulations. Further, an established theory iSquedble to one that is entirely novel.
Historically, research on modelling thermodynamioperties of electrolyte solutions has

developed along two main lines as follows.

1) Fundamental electrolyte solution theories, ascuised thoroughly by Loehe and
Donohue (Loehe and Donohue, 1997). Generally theséoo complex and do not lead to

formulations that are convenient for the currenppse.

2) Engineering models of the empirical and semi4eicg) kind. These can be sub-divided
in different categories according to the underlyysical concepts: (i) local composition
based models (Abrams and Prausnitz, 1975, Gteal, 1982, Chen and Evans, 1986,
Renon and Prausnitz, 1968), (ii) adsorption-thenogdels (Abraham and Abraham, 2000,
Ally and Braunstein, 1998), (iii) speciation-basexdels for mixed-solvent electrolyte
systems (Wanget al, 2002, Wanget al, 2004) and (iv) empirical and semi-empirical
models based on variable theories including theyBefiickel (Pitzer, 1973, Pitzer, 1981,
Pitzer, 1991, Pitzer and Guillermo, 1974, Piteerl, 1985, Pitzert al, 1999, Reillyet

al.,, 1971, Robinson and Stokes, 1959, Stokes and Rairi966, Pitzer and Kim, 1974).
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In this study we focussed on the fourth of theskoap, as already adopted in references
(El Guendouziet al, 2005, ElI Guendouzet al, 2004) and by Ha and Chan (1999) to

predict water activity in electrolyte mixture sotuts similar to seawater.

3.2.1 Local composition based models

Initially the local composition models, proposed\Wjison, Renon and Prausnitz (NRTL),
Abrams and Prausnitz (UNIQUAC) (Wilson, 1964, Absaand Prausnitz, 1975, Renon
and Prausnitz, 1968) were developed for non-elgtéreystems because the short range
forces between molecules, i.e. molecule-molecukraations, are only significant at close
range and their effects drop rapidly as the sejoaratlistance increases. In dilute
electrolyte solutions the long range forces are idant but at high concentrations the
importance of the short range effects increases.

The non random two liquid model (NRTL) was firsthodified by Chen and his associates
in order to be applied in single solvent and sirggipletely dissociated systems (Clen
al., 1982) and later was generalised to representoaguenulticomponent electrolyte
systems (Chen and Evans, 1986). It is known agrlgte-NRTL and can be considered
as an extension to the Pitzer's model since itgak&o account not only the long range
forces, but also the short range ones. The moas te following excess Gibbs energy

expression:

ex ex,PDH exLC
G _6G S (3.1)
RT RT RT

which yieldsIny, =Iny™" +Iny©. The first and the second terms on the right rsidel

of the equations are respectively the long andsti@t range contribution. It has been
through modifications for improving the activity efficient of aqueous electrolytes by
adding empirical parameters (Jaretun and Aly, 2Q0@) for simplifying the model by
replacing the elec-NRTL binary parameters with specific parameters (Kuramocht
al., 2005). Now it is applied successfully to multiqugoment electrolyte solutions over the
entire range of concentrations and is includecommercial process simulators like Aspen

Plus® (Aspen Technology Inc, Massachusetts USA).
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The modified NRTL model by Kolker and de Pablo eet$ the long range interaction
contribution and uses constant mixture paramek&otkér and de Pablo, 1995, Kolker and
de Pablo, 1996). The advantage of this method as énly pure component data and
infinite dilution data are necessary. The practichfficulty of the model is the
determination of the excess Gibbs energy for a thgiiwal mixture of pure electrolytes.

3.2.2 Adsorption theory models

Ally and Braunstein extended the adsorption theafrglectrolytes to predict water and
electrolyte activities in multicomponent electr@ydolutions (Ally and Braunstein, 1998).
The equations presented by them were quite cont@ticaAbraham and Abraham
published a model which is simpler than the oneviptesly mentioned (Abraham and
Abraham, 2000). This model is based on the Stoket Robinson modified BET
(Brunauer, Emmet and Teller) model and uses adgitiules for its parameters. The

equations for calculating water activity are:

e e

=Y Xan 33), re=Y Xuné (34), c:ex;{%j (3.5), &=E_—E (3.),

I =

N: (3.7)

where x,, is the water mole fractior,, is the water activity¢ is a constant related to the
heat of adsorptiok, E, is the molar binding energy of water in pure wates a structural
parameter, X, is the mole fraction of an electrolyiein the anhydrous mixture of
electrolytes,N, is the Avogadro constant ard, is the number of available sites of water

molecules with the molar binding energyper mole of electrolyte.
A constraint of this model is that and ¢ parameters are required for each electrolyte in

an anhydrous mixed electrolyte system and theseatatnot readily available.

3.2.3 Speciation based models for mixed-solvent electrdysystems
The MSE (mixed solvent electrolyte model) is a recadvancement in modelling

thermodynamic properties of multicomponent soluitimat contain salts, acids and bases
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(Wanget al, 2002, Wanget al, 2004). In this model the excess Gibbs energypsessed

as:

G” _Gi%  Gin G
RT RT RT RT

(3.8)

On the right hand side of the equation the fits¢, $econd and the third term are the long,
the medium and short range interactions contrilbutiorrespondingly. The first term is
calculated from the Pitzer-Debye-Huckel equatitre third term is calculated from the
UNIQUAC equation and second term by a second voaa#fficient type equation. The
model is applicable to agueous multicomponent systgom infinite dilution to molten
salts to a wide range of temperatures. It has lised in commercial process simulators

under OLI Systems®.

3.2.4 Empirical or semi empirical models for predicting water activity - ERH

In a desiccant cooling system, a property of primportance is the Equilibrium Relative
Humidity (ERH) which compares the humidity of airgontact with the desiccant, to that
of air in contact with pure water. By definition BRnust be in the range O<ERH00%.
The ERH depends directly on the solution vapoussuee and in turn on the chemical
activity of the water, which is a fundamental thedynamic property appearing in many
of the standard theories available. In so far asvithter vapour can be treated as an ideal
gas, these quantities are related by the followexygression.

a, = P*/P,=ERH x100% (3.9)

where a,, is the water activity of the liquid desiccant, iB the vapour pressure of pure

water and Pis the vapour pressure of the liquid desiccath@same temperature.

Empirical or semi empirical models have been userkebearchers to predict water activity
in electrolyte mixture solutions. The most commonded are the following: Pitzer model,
Zdanovskii—Stokes—Robinson (ZSR), the Kusik andgsgieer (KM), Robinson and Stokes
(RS), Lietzke and Stoughton (LSII) and Reilly, Waanid Robinson (RWR) models.

In all six models were considered, the principakdees of which are outlined below.
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a) Pitzer's model (Pitzer, 1973, Pitzer, 1991) whishan extension to the Debye-Htickel
theory. Based on Bronsted’'s work (Bronsted, 1928) enprovements by Guggenheim
(Guggenheim, 1935) describing the properties of-ideal gasses, Pitzer extended the
theory to electrolyte solutions while including tbebye-Huckel term to describe the long
range forces (ie. the electrostatic effects) initamtdto the short-range forces of the earlier
models. He refined this ion-interaction approacheeding its applicability to mixed

electrolyte solutions with ionic strength up to 6lai (Pitzer, 1973).

Pitzer and his associates in a series of papetze(PiL975, Pitzer and Guillermo, 1974,
Pitzer and Mayorga, 1973, Pitzer and Kim, 1974)iedghis model successfully to a large
number of pure aqueous electrolytes from strongtmlytes with univalent anions to
strong electrolytes with bivalent and higher vaketygpe, including saturated mixtures of
them (Lima and Pitzer, 1983a, Lima and Pitzer, l9®3tzeret al, 1985).

This model requires five empirical parameters wapplied to single electrolyte solutions
and its basic disadvantage is that the concentratemge cannot exceed 6 molal.
Modifications of the model were made by Pitzer tdead its applicability to higher
concentrations regarding electrolytes with largeitsioty such as CaGland MgC} up to

11 and 5.9mol-K§ (Pitzer et al, 1999). Pitzer summarises his work and provides an
excellent source of data for his model parametetis avwide list of tables and references
in his book (Pitzer, 1991).

Perez-Villasenor modified the model to a threeapeter form and to concentrations up to
25molal (Perez-Villasenoet al, 2002), but their work was limited to 1:1 and %igle

strong electrolytes, not dealing with mixtures myhler valence type strong electrolytes.

However, any modification of the model that hasrbesade to date concerns specific
electrolyte systems and there is no generalisead fpplicable to the majority of strong

electrolytes and their mixtures for concentratitigher than 6 molal. The mathematical
formulation of the Pitzer model is complex and tbader is referred to references (Pitzer,
1973) and (Pitzer, 1991). The equations of Pitzertalel used in this work are found in

the appendix Al.
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b) The model of Zdanovskii—Stokes—Robinson (ZSR) (&aknd Robinson, 1966, Ha and
Chan, 1999, Clegg and Seinfeld, 2004, Clegal, 2003). ZSR is a simple empirical
equation, first discovered by Zdanovskii empirigadind later by Stokes and Robinson

mathematically. The ZSR method can be describedlypby the following relationship:

Z%Taw) _1 (3.10)

wherem is the molality of species in a multicomponentusoih with a water activity of

a, and my;(a,) is the molality of the single-component solutiohwhich the water

activity a,, equals that of the solution mixture.

This model requires the expression of the molaftany single electrolyte in the solution
as a function of water activity. Ha and Chan (Hd &man, 1999) reported the coefficients
of the polynomial fits used to express; as a function ofa, for binary solutions of
MgCl>-H,O and MgS@-HO. In this study we additionally report the coa#iuts of the
polynomial fits to published experimental data (Rebn and Stokes, 1959) for KCLE,
CaCb-H,0, NaCIl-H0, LiCI-H,0 in Table 3.1.

c) The Kusik and Meissner (KM) model (Kusik and Mersnl978) was suggested by
Bronsted’s principle of specific ion interactionc@ording to it the interactions between
ion pairs dominate and hence determine the phyproglerties of the solution. The model
of Kusik and Meissner (KM) proposes the followinguation for a mixed-electrolyte

solution containing cations i= 1, 3, 5, ... and asips 2, 4, 6,...

log,,(a, ). _z z Ioglo( ) +r (3.11)

in which W, = X -Y, (3.12)

where (a,, ). iS the water activity of mixed-electrolyte solutioX; andY; are the

cationic and anionic strength fractions, respettiead a; ’'s are the activity of water in

various single-electrolyte solutions, and the residue term which is generally small and

can be neglected.
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The model requires the expression of the watevitcta;, of any single electrolyte in the
solution as a function of the total ionic strength the mixed-electrolyte solution.
Polynomial fits were used to expresg as a function of the ionic strength. The

coefficients of the polynomial fits to publishedpeximental data are presented in Table
3.2.

Simplified versions of KM equation were presentgded Guendouziand co authors (El
Guendouziet al, 2005, ElI Guendouzet al, 2004) and were used in this work for

predicting the water activity of the Mg{MgSQ,.H,O solutions. These are:

for two unsymmetrical mixed electrolytes

na, :@m i +%2(1‘y)|n alyx — 0.003y(L- y)! (3.13)

for two symmetrical mixed electrolytes

Ina, = yln a\?vMX +(@1-y)In a?va (3.14)

wherey is the ionic strength function of the solution.

d) The Robinson and Stokes (RS) (also known as thenBob and Bower) relation
(Robinson and Stokes, 1970, Sangster and Lenz4)197

L-aym) = z (1_ Ay, m) { L j (3.15)

m

where a,,,, a,;, and m are respectively the water activity of the multigmonent

solution, the water activities of the single elebtte solutions at the total molality m of the
multicomponent solution and the molality of thegh electrolyte. The concept of this
relation is that the vapour pressure of the mixtisrdowered down additively by the
lowering vapour pressures of the solutes. This mieadgiires the water activities of binary
solutions, determined experimentally, to be exmésas a function of molality. The
coefficients of the polynomial fits to publishedpeximental data are presented in Table
3.3.
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e) The model of Lietzke and Stoughton (LS) (Lietzkel &toughton, 1972, Lietzke and
Stoughton, 1975)

$ vim =2 vimg (3.16)

where v,,m ,¢ and ¢ are respectively the number of ions released ey abmplete

dissociation of an electrolyte i, the molality deerolyte i , the osmotic coefficient of
electrolyte i at the total ionic strength of thextare and the total osmotic coefficient of the
multicomponent solution. LS requires expressing tsmotic coefficients of binary
solutions, using experimental published data, &mation of ionic strength. Hence for a

mixture of two electrolytes MX and NX the LSII rélan becomes
(Vix Myux + Viex Mhix ) =@ = Viax M Guax + Viux My Prux (3.17)
The coefficients of the polynomial fits to expermta data are shown in Table 3.4.

f) The Reilly, Wood and Robinson (RWR) (Reidyal, 1971) model:
Drix = f(¢i )+ d(interaction term)

where ¢, is the osmotic coefficient of the mixture agd the osmotic coefficient of i

mix
electrolyte at the ionic strength of the mixture.

Simplifying the model by neglecting the solute-s¢eluinteractions (which require
experimental data from ternary solutions that ao¢ readily available) leads to the

following relation:

Y [m@a-¢)]

=l-==— 3.18
¢ Sm (3.18)

Like the previous model, this model requires thmatsc coefficients of binary solutions to
be expressed as a function of ionic strength. Tdlgnpmial fits used in e) were used in
this model too. The expression that relates watéivity to osmotic coefficient is the

following:
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_ —55.1-In(a,)

P TSem (3.19)

The polynomials fits used in this study are valit €oncentrated solutions with ionic

strength as high as 18molal.

3.2.5 Viscosity and density models

These properties are of secondary but significamportance in a liquid desiccant
refrigeration system. For example, they will infhee how much power is needed to pump
the liquid and how the liquid will behave in a dewisuch as a heat or mass exchanger.
Hefter et al. (2003) have reviewed the viscosity theories andleteoused for predicting
viscosity in electrolyte mixtures. According to ithetudy, Young’'s Rule is suitable for

predicting viscosities in concentrated electroaéutions i.e.

= on

where x, w, and |, are respectively the viscosity of the multicompunsolution, the

viscosity of the binary solution of electrolytetitae total ionic strength of the mixture

and the ionic strength of the binary solution afcglolyte i. Hefteret al. claim that this

expression can predict viscosity within 8% erroheTcoefficients ofy(l1) from the

polynomial fits for binary solutions required by timgy's rule are given in Table 3.5.
Based on the linear isopiestic relation for muligmnent solutions density can be
calculated by the following equation as presemtgéiu (Hu, 2000),

p=2/ ]Z(Yj/ o) (3.21)

whereY; = m/m}’ +mM;, p is the multicomponent solution density at totallafity m

of the solution,m?is the molality of the binary solution of solutatjthe water activity of

the multicomponent solution (calculated by the polyial fits mentioned before)M; is
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the molar mass of solute jp; is the density of binary solution of solute j attotal

molality of the solution.p; is calculated using polynomial fits to binary diénslata

(Lobo, 1989). The coefficients of the polynomiasfare seen in Table 3.6.

Tang et al. (Tang, 1997, Ha and Chan, 1999) used the followaalglitive rule for
predicting the density of multicomponent solutions:

1 X
- = - 3.22
/0 Zl: poi ( )

where p is the multicomponent solution density at theltatass fraction of the solution,
P IS the density of binary solution at the total m&sction of solution, and is the
mass fraction of solute jo, is calculated using polynomial fits to binary dénsata. The

coefficients of the polynomial fits are seen in [EaB.7.

Zaytsev and Aseyev (lvan Dmitrievich Aseyev and @myich, 1992) reported modified
Ezrokhi equations for calculating density and v&goin multicomponent electrolyte

solutions based on data from binary solutions:

log,,0 =10g,,0, + Z(A Ci) (3.23)

where p is the density of the multicomponent solutionki- m™, p, is the water density

in kg-m™ and A are coefficients functions of temperature. Paevalues used at 2%

are given in Table 3.8.

109,01, = 103011, + D (DiC;) (3.24)

where g, is the viscosity of the multicomponent solutionRa.s, ,is the water viscosity

in Pa.s,D, are coefficients functions of temperature andis the mass content of the

component in kilograms of the substance per lkifp@fsolution. Théd; values used at 25
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°C are given in Table 3.8. In this work equatior28}.was further modified as follows to

extend its applicability to concentrated brines:

loglO/ut = |oglo(ﬂo) + Z(Dici )+ Al G +Az 'Ct2 +Aa 'Ct3 (3-25)

wherec, is the total mass content of solute per mass of solutioncddiéicients A, Ay,

Asare given in Table 3.9.

3.3 Experimental equipment and methods

3.3.1 Brine samples

Concentrated salt solutions were made up from Analar reagentei@misdd water, based
on the compositions reported from Mediterranean salt works (Amda0@00). The salts
were weighed and mixed with deionised water in the sequence;MdGSQ,, NaCl, KClI,
CaChL and LiCl. Further solutions were made based on the phase diaffmam
MgCl,.MgSQ.H,0, these being the salts most abundant in bitterns. Soesetivhen
making up concentrated solutions, some solute remained unéidsaoid was removed by
filtration. The final composition of the filtrate was then determir®d accredited
laboratory (Stansted Laboratories, Essex, UK) using inductivetipled plasma mass
spectrometry and photometry based on turbidimetric and colorinpeitniciples.

The vapour pressure (needed to determine the ERH) was measuredrugoteniscope
arrangement (see Fig. 3.1 and 3.2) following reference (ASTM, 198ap(Roved 2002))
and a manometer filled with dibutyl phthalate, which is a fluaslihg low surface tension
and extremely low vapour pressure as explained in reference (McAllan, T9&5brines
were filtered and degassed before introducing them into the isotg@. The ERH was
determined with an accuracy afl.5 percent points, based on the random error of ngadi
the manometer scale (+1 mm) and the systematic efrthe isoteniscope arrangement.
The latter was estimated to be +0.05 kPa from comm@a of the measured vapour
pressure of pure water at°5with published data (Rogers and Mayhew, 1995).

G.Lychnos 66



Chapter 3

3.3.2 Experimental Procedure

To carry out the experimental procedure using thepment shown in Figure 3.1, the

following steps were followed:

1.
2.

o g bk~ w

Filter the salt solution using Whatman number @&ffipaper

Introduce the solution inside the isoteniscagking care that the flask is almost
filled up and that there is enough solution atkhb#om U shaped part.

Place the isoteniscope inside the constant temyperhath.

Open valves 1 and 2 and close valve 3.

Switch on the vacuum pump.

Let the sample de-gas for a 5 seconds (it is inapdtb do so because a significant
amount of air is dissolved in concentrated solg)on

Close valve 1. This causes a pressure differenbaitd up inside the apparatus,
registered in the manometer)

Watch the height difference between the levelhefftee surfaces of the salt
solution inside the U-shaped part of the isotempscd@Vhen there is equilibrium
(zero height difference) record the manometer nreasent.

Repeat the measurement by opening valve 1 forandeand then close it. Follow
the previous step and record the measurement. Repeaany times as to obtain
the same measured vapour pressure value. Usuathon®than 5 repetitions with

2 min intervals are needed for stabilisation.

10.Open the air bleeding valve 3 (for a few seconds$y when vacuum is very high

and no movement of the salt solution is observedimihe isoteniscope. In the
case of salt precipitating inside the isotenisdbygeprocess should be stopped
because otherwise the instrument will be blocketiteence, no accurate
measurements can be taken. In such a case theesgingpild be discarded and the
isoteniscope should be thoroughly cleaned with puater before taking a new

measurement.

11.0pen valve 1.

12. Switch off the vacuum pump.

13.0pen valve 3 slowly.
Steps 12, 13, 14 regard the turning off.
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Vacuum Pump

Sample vapo

Manometer Liquid sample

400 mm

|
- Constant T
I Water bath

Fig. 3.2 Photo of the vapour pressure rig.
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The isoteniscope is a closed borosilicate glasseleand is designed to minimize
composition changes which may occur during the ssmwf measurement. For a more
detailed description of the isoteniscope the reasleeferred to the relevant American
National Standard (ASTM, 1997 (Reapproved 2002)).

When valve 1 closes a pressure difference is bpilinside the isoteniscope which can be
recorded in the manometer. The vapour pressureecsample contained in part A of the
isoteniscope (see detail in Fig. 3.1) is transteri@ough part B (U shape tube of the
isoteniscope) in the manometer. Equilibrium is heat when the height difference

between the free surfaces of the solution insigettvo branches of part B is zeroed. At
that moment the recorded pressure difference imtheometer is the vapour pressure of
the sample solution.

The determination of density was made accordingterence (BS4522:1988) using a 50
ml pyknometer flask and a constant temperature math with an accuracy of + 6.
The viscosity measurements were made based oreme&(BS188:1977) following the
detailed procedure for U-tube viscometers for difleav, by using a BS/U viscometer and

a constant temperature bath of +°G.-accuracy. All experiments were carried out 025

3.4 Results

Table 3.10 summarises the compositions of the briested and Table 3.11 compares the
measured ERH to the values predicted by the siferdiit models. For those brines
containing only MgCGl and MgSQ, the compositions are indicated on the phase ahagr
of Figure 3.3. All models except that of Pitzerggan average relative error in ERH of less
than 5.4%. Furthermore a statistical analysis wasried out using the package
StatGraphics®. The predicted values were plotteadnast) the measured and straight lines
were fitted to each model. It was concluded thaterare no significant differences among
the models with the exception of Pitzer model. Tisewas the most accurate for all the
investigated brines. However, the ZSR model is thest accurate for the more
concentrated brines (3 and 5), for which it givesagerage error of 3.7%, and this model

is therefore preferred. It also has the advantdga simple mathematical formulation.
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Table 14 shows the linear regression results fd®.46is seen that there is a strong linear
relationship between the predicted and the measiaiees (> = 0.9835.

Tables 3.12 and 3.13 summarise the results forosigscand density respectively. The
most accurate models prove to be those based akitZor density and viscosity which
gave errors of 0.41% and 1.47% correspondingly. SEme statistical analysis as for ERH
was carried out for density and viscosity. Tab13hows the linear regression results for
Ezrokhi predicted values of density and viscosggiast the measured. Again it is seen
that there is a strong linear relationship betwiberpredicted and the measured values.

In a practical desiccant cooling system, water wdigé continually added to and removed
from the solution as it is used to carry out operst of humidification and
dehumidification in contact with air. To replicati@is situation, solutions were made up
with the same relative salt concentrations as aunmaied bitterns but with varying
amounts of water added. The equilibrium relativantdity was measured and also
predicted using the ZSR model. The results ardqaaagainst mass fraction in Figure 3.4
along with the corresponding curve for pure Mg€blution. It can be seen that the
difference between these two curves is small. TVerage relative error between the
interpolated values of ERH of pure MgQby a quadratic polynomiat?=0.98) and the

experimental values for brine 5 is just 5.1%.

Having validated the ZSR model for a range of sohg, we are able to present further
results on the seawater salt system. In partidtitpures 3.5, 3.6 and 3.7 show respectively
the effect on ERH, density and dynamic viscositaading progressively minor ions to the
MgCl, solution, following the compositions of two bringeeasured in salt works
(Amdouni, 2000). The addition of these minor ioepressed ERH by 7-11%ensity and
dynamic viscosity were respectively increased by-8.8% and 20.5-26.2%. These
percentages indicate the degree of similarity betwpure magnesium chloride solution

and bitterns.

In salt works it is conventional and convenientnteasure the concentration of bitterns
according to the highly soluble lithium ions whicemain in the solvent even at high
concentrations. The lithium concentration factgr refers to the final concentration of
lithium divided by that in raw seawater. In Figui@s8, 3.9 and 3.10 we show how the
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ERH, density and viscosity vary with this concetitra factor, on the basis of the preferred
models and the compositions reported in referedeadpuni, 2000). It is useful to fit
empirical equations to these relations as showovb&lith the corresponding correlation

coefficients for the fit against the point data:

ERH% = 97.75-6688-[L—e i (= 0.98) (3.26)
p =1020+ 390 [1— e *#i ™) (r?=0.99) (3.27)
1= 088+1956-[L— %™ (r>=0.96) (3.28)

3.5 Discussion and conclusion

In this study the properties of seawater brineslatidrns were compared to those of pure
MgCl, solutions. The lowest reported ERH value of a maturated MgGlsolution is
32.8% at 28C (OIML, 1996) while the lowest measured ERH in Hrnes investigated
here was 34%. The maximum density measured herel 828 kg/m while the reported
density from the literature of a saturated Mg®&blution is 1330 kg/th(Lobo, 1989).
Regarding dynamic viscosity, the maximum reportalli& of a saturated Mgg£solution

is 12.8 mPa.s at 26 (Lobo, 1989) while the dynamic viscosity of theshconcentrated

brine measured here was 13.2 mPa.s.

The cooling performance of a liquid desiccant gefration system is strongly affected by
ERH. Desiccants with low ERH achieve better lowgrai the wet bulb temperature and
hence a better cooling performance. Here we hawwrshhat bitterns occurring in salt

works can be as hygroscopic as pure concentratéZi\dglutions. It is to be noted though

that the data and experimental verification remgbitere are for 25°C only. However,

substantial data for the properties of Mg€&blution up to 100°C are also available (Lobo,
1989, Zaytsev and Aseyev, 1992).

Density and to a lesser extent viscosity affect éinergy consumption of the system
because electrical energy is needed to drive tmeppurequired to circulate the liquid

desiccant. A more viscous solution needs more grtergump it. Therefore, we compared
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the shaft pump power required to circulate briren@ pure MgGl of the same ERH from
the ground (where the desiccator is placed) tortloé (where the solar regenerator is
placed) in a greenhouse of 5 m height with PVC pipie0.025 m internal diameter, and a
volumetric flow of 2.7 n¥h. The results are seen in Table 15. It is seanttiere are no
significant differences between brine 5 and pureCMgolution. Thus pure concentrated
MgCl, solutions will perform in a similar way to bitterrwhen used for assessing the

performance of the proposed cooling system.

This work showed that the conclusions of Davies ldndwles study (2006) are still valid.
In principle, liquid desiccant cooling systems gsinitterns could be employed for the
cooling of greenhouses in hot, humid climates.gBits are less hygroscopic but also less
toxic and more readily available than more commamdgd desiccants such as LiCl or
LiBr. To know the properties of bitterns is prer&ig when designing a solar refrigeration
system, but there are also practical charactesistic the solar regenerator and the
dehumidifier that need to be considered. Theseheilexplored in chapters 4 and 5. The
properties and relations discovered here will bialde in completing this feasibility
study.

Table 3.1 Coefficients in the polynomiam= A+B-a,+C-a’+D-a’+E-a, +F-a]
for binary solutions as required by the ZSR mo@ditained by fitting to data in reference

(Robinson and Stokes, 1959) , except in the caseMifCl, and MgSQ where the

coefficients are those provided in reference (Hh@han, 1999).

salt A B C D E F
MgCl, 11.505 -26.518 34.937 -19.829 0 0
MgSO, -0.7776 177.74 -719.79 1174.6 -863.44 232.31

KCI 10.694 24.693 -49.35 13.95 0 0
CaCb 15.132 -38.522 49.159 -25.676 0 0

NacCl 55.076 -148.5 163.4 -69.984 0 0

LiCl 24411 -58.791 72.612 -38.219 0 0
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Table 3.2 Coefficients in the polynomial fia, = A+B-1; +C-17+D-12 +E-1,* to

data in reference (Robinson and Stokes, 1959) Her dctivity of binary solutions as
required by the KM model.

salt A B C D E
KCI 0.9996 -0.0311 -0.0002 -0.00002 0
CaCl 0.9953 -0.0086 -0.0028 0.00008 0
NacCl 0.9995 -0.0308 -0.0021 0.00006 0
LiCl 0.9949 -0.0212 -0.0084 0.0006 -0.00001
K.SO, 0.9998 -0.0136 0.0012 -0.0002 0
Li,SO, 0.9993 -0.0129 -0.0002 -0.0002 0
NaSO, 0.9987 -0.0119 0.0004 -0.00004 0
MgCl, 0.9964 -0.0094 -0.0031 0.0000¢§ 0
MgSO, 0.9993 -0.0042 0.00002 -0.00008 0

Table 3.3 Coefficients in the polynomial fit

a,=A+B-m +C-m*+D-m*+E-m*+F-m°+G-m° to data in reference (Robinson

and Stokes, 1959) for the activity of binary salog as required by the RS relation.

salt A B C D E F G
MgCl, 0.9964 -0.0282 -0.0277 0.0022 0 0 0
MgSQO, 0.9996 -0.0184 0.0029 -0.0031L 0.0002 0 0

KCI 0.9998 -0.0318 0.0004 -0.0002 0.00002 0 0
CaCb 1.0001 -0.0456 -0.0044 -0.0062 0.0016 -0.0001 (Moo

NaCl 0.9995 -0.0308| -0.0021  0.00006 0 0 0

LiCl 0.9949 -0.0212| -0.0084 0.0006  -0.00001 0 0
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Table 3.4 Coefficients in the polynomial fig =A+B-1 +C-1>+D-1°+E-1*+F-I°

to data in reference (Robinson and Stokes, 1959}hi® osmotic coefficient of binary

solutions as required by the LS model.

salt A B C D E F
MgCl, 0.7892 0.1025 0.0034 0 0 0
MgSQO, 0.629 -0.0924 0.0229 -0.0018 0.00006 0

KCI 0.906 -0.0079 0.0055 0 0 0
CaCl 0.827 0.0496 0.0087 -0.0003 0 0

NaCl 0.9055 0.0386 0.0054 0 0 0

LiCl 0.9206 0.0834 0.0153 -0.0008 -0.000009  0.0@00C

Table 3.5 Coefficients in the polynomial fitz= A+B-1+C-1>+D-1° to the data in

reference (Lobo, 1989) for binary solutions as neglby the Young’s rule for viscosity.

salt A B C D
MgCl, 0.7905 0.2868 -0.0381 0.0036
MgSQO, 0.9077 0.1288 0.0485 0

KCI 0.8897 -0.0075 0.0047 0
CaCl 1.0393 -0.0786 0.0237 0

NacCl 0.897 0.0589 0.0133 0

LiCl 0.6806 0.3003 -0.0303 0.0026

Table 3.6 Coefficients in the polynomial fip =A +B-m+C-m* +D-m’ to the data in

reference (Lobo, 1989) for the density of binaryjusons as required by Hu’s density

model.
salt A B C D
MgCl, 0.9976 0.0759 -0.0015 -0.0003
MgSO, 0.9974 0.1191 -0.0069 0.0003
KCI 0.9972 0.0465 -0.0023 0.0001
CaCb 0.9976 0.0885 -0.0045 0.0001
NacCl 0.9972 0.0406 -0.0016 0.00006
LiCl 0.9984 0.0226 -0.0006 0.00001
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Table 3.7 Coefficients in the polynomial fip = A + B-x+ C- x* to the data in reference

(Lobo, 1989) for the density of binary solutionsraquired by the density model of Tang

et al
salt A B C
MgCl, 0.9955 0.0089 0.00002
MgSQ, 0.9978 0.0097 0.00006
KCI 0.9974 0.0062 0.00003
NaCl 0.9974 0.0069 0.00003
LiCl 0.9994 0.0051 0.00003
CaC}, 0.9978 0.0079 0.00005
Table 3.8:Coefficients in equations (3.23) and (3.24).
model Coefficients of Ezrokhi models at’e5
. AMgCIZ AMgSO4 AKCI ANaCI ACaCQ ALiCI
Density
0.3515 | 0.4464| 0.2744 0.3112 0.24%52 0.3G628
. . DMgCIZ DMgso4 Dy D\ac DCacb Dy
Viscosity
2.0127 | 2.5952 -0.003 0.807| 1.744 1.444

Table 3.9 Coefficients in equation (3.25), the modified Ezroknodel for viscosity.

A

Az

As

-0.4838

3.5017

2.6730
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Table 3.10 The chemical composition of the brines made ughim labfrom Analar

reagents and deionised water, based on the congpssieported from Mediterranean salt

works and on the phase diagram for MgagSQ,.H,0

Composition (mol kg)
Brine
Na" K* Mg cgt cr sQ* Li*
1 0.548 0.012 0.072 0.0118 0.656 0.0273 0.00003
2 1.740 0.324 1.444 0.00474 4,373 0.406 0.000594
3 0.160 0.082 3.281 0.0014 6.346 0.29¢ 0.00188
4 1.976 0.308 1.373 0.00555 4,212 0.531 0.000565
5 0.072 0.021 3.733 0.00153 7.790 0.247 0.00260
6 3.342 6.328 0.178
7 3.493 6.895 0.046
8 3.545 6.837 0.126
9 3.399 6.404 0.197
10 3.266 5.832 0.350
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Table 3.11 Measured values of water activity of the brinmpkes of Table 4, compared to the predictionsxhsddels. The calculation of

average relative error for each model shows tl@aZtBR model is the most accurate for the two mastentrated brines of those based on

reported natural compositions, i.e. samples 3 and 5

Model

Sample Measured Pitzer ZSR KM RS LS RWR
number a, Rel. Rel. Rel. Rel. Rel. Rel.
Pred. | Error Pred. Error Pred. Error Pred. Error Pred. Error Pred. Error

% % % % % %
1 0.981 0.978 0.4 0.977 0.4 0.977 04 0.9y7 04 0.9770.4 0.973 0.8
2 0.668 0.696| 4.1 0.729 9.1 0.719 7.6 0.700 47 0.7075.8 0.714 6.8

3 0.424 0.420 1 0.448 5.7 0.435 2.6 0.447 5.6 0.432 .0 2 0.439 3.7
4 0.658 0.704 7 0.729 10.8 0.71B 9.2 0.699 6.3 0.7036.8 0.709 7.8
5 0.346 0.299| 13.6 0.340 1.6 0.306 11.6 0.3p8 52 0.3 10.5 0.314 9.2
6 0.458 0.482 51 0.455 0.8 0.445 2.8 0.462 0.8 0.4511.6 0.461 0.7
7 0.399 0.413 35 0.401 0.6 0.395 1.1 0.408 22 0.4010.4 0.404 1.2
8 0.406 0.411 1.1 0.393 34 0.379 6.8 0.396 26 0.3855.3 0.393 34

9 0.445 0.468 5 0.439 1.4 0.42y 4 0.446 0.1 0.433 2.80.444 0.2
10 0.479 0.534| 115 0.490 2.3 0.473 1.7 0.495 3/4 8.47 0.2 0.496 35
Average error % 5 4 5 3 4 4
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Table 3.12 Comparison of experimental measurements of atesalensity (kg/mx10°)

with model predictions for three models: Hu, Ezriokhd Tang’s rule. The calculation of

average error in each case shows that the Ezrekheimost accurate for all the brines.

Density Model
Hu Ezrokhi Tang's rule
Brine Measured Relative Relative Relative
Pred. Error Pred. Error Pred. Error
% % %
1 1.025 1.031 0.57 1.028 0.28 1.030 0.46
2 1.255 1.255 0.03 1.240 1.18 1.34% 7.14
3 1.317 1.323 0.43 1.315 0.15 1.506 14.4
4 1.264 1.268 0.30 1.252 0.95 1.36% 8.01
5 1.339 1.347 0.59 1.349 0.75 1.593 18.9
6 1.301 1.309 0.63 1.300 0.07 1.309 0.63
7 1.307 1.313 0.52 1.307 0.01 1.313 0.52
8 1.315 1.322 0.57 1.317 0.15 1.322 0.57
9 1.308 1.315 0.51 1.306 0.12 1.31% 0.51
10 1.296 1.312 1.21 1.302 0.47 1.312 1.21
Average error %
(all brines) 05 0 °
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Table 3.13 Comparison of experimental measurements of dynamcosity (mPa.s) with
model predictions for two models: Young's rule aBdrokhi. The calculation of the
average relative error in each case shows thatmibdified Ezrokhi model is the most

accurate for all the brines.

Model
Brine | Measured Young's rule Ezrokhi
Rel. Rel.
Prediction Prediction
Error % Error %
1 1.00 0.98 2.38 0.95 511
2 3.49 3.68 5.49 3.49 0.00
3 8.99 10.2 13.16 9.00 0.02
4 3.69 4.08 10.50 3.75 1.61
5 13.21 15.5 17.63 13.36 1.13
6 8.37 8.89 6.22 8.10 3.17
7 8.95 10.0 12.04 8.94 0.15
8 9.93 11.0 10.96 9.78 1.56
9 8.99 9.56 6.35 8.66 3.74
10 7.93 8.78 10.63 8.08 1.83
Average
9.5 1.5
error %

Table 3.14 Results of the linear regression of the predictgairest the measured values

for the preferred models.

predicted vs. measured
Preferred 5
Property Slope Intercept r
model
ERH ZSR 1.021 1.231 0.98b5
Density Ezrokhi 1.0044 -0.0067| 0.993
Viscosity Ezrokhi 0.999 -0.0382| 0.998
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Table 3.15 Comparison of pumping power between bitterns packe MgC} solution,
each with concentration chosen to give ERH=34%yragsy a pump efficiency of 75%, a
volumetric flow of 2.7m>.h™, gravity head of 5m and a pipe length of 7 m ansjhness

15 um as in reference (Perst al, 1984). The Colebrook formula was used to caleulat

the friction factors.

Variable Unit Bitterns MgCl,
(Brine 5)

Concentration (mass solute/mass solution 0.367 .3500
Density kg m® 1339 1332
Dynamic Viscosity mPa.s 13.21 12.27
Friction factor 0.0403 0.0395
Friction head m 1.35 1.32
Shaft Pump Power w 83 83

Fig. 3.3 Phase diagram for Mg&MgSQ,.H,O systems indicating brines 6-10 used for the

property-measurement experiments.
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Fig. 3.4 ERH% vs. mass fraction for solutions with the samlative salt concentrations
as concentrated bitterns (brine 5) but with varyangounts of water added; along with the
corresponding curve for pure magnesium chloridatsmni.
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Fig. 3.5: Histogram showing the effect on ERH of adding 13,24 and 5 impurities to the
MgCI, solution, based on the ZSR model. For brine Xtmpositions used are: 0 is pure
MgCl,, 1 is 0+ MgSQ, 2 is 1+NaCl, 3 is 2+KCl, 4 is 3+LiCl, 5 is 4+CaCl

For brine5: 0 is pure Mggl 1 is 0+ MgSQ, 2 is 1+NaCl, 3 is 2+KCl, 4 is 3+Cafb is
4+LiClI
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Fig. 3.6: Histogram showing the effect on density of addin@,13, 4 and 5 impurities to
the MgC} solution, based on the ZSR mod@dr brine 5 the compositions used are: 0 is pure
MgCl,, 1 is 0+ MgSQ, 2 is 1+NaCl, 3 is 2+KCl, 4 is 3+LiCl, 5 is 4+CaCl
For brine3: 0 is pure Mggl1 is 0+ MgSQ, 2 is 1+NaCl, 3 is 2+KCl, 4 is 3+Cafh is 4+LiCl
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Fig. 3.7: Histogram showing the effect on viscosity of addin@®, 3, 4 and 5 impurities to
pure MgC} solution, based on the modified Ezrokhi model. Tomposition used for both
brines is: 0 is pure Mggl 1 is 0+ MgSQ, 2 is 1+NaCl, 3 is 2+KCl, 4 is 3+Cafh is
4+LiCl.
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Fig. 3.8: ERH as a function of the concentration factgr an the basis of the ZSR model
and the compositions reported in reference (Amdo2000).The correlation coefficient

wasr 2= 0.98.
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Fig. 3.9: Density as a function of the concentration facipr @n the basis of the Ezrokhi
model and the compositions reported in referer@mdouni, 2000).The correlation

coefficient was 2= 0.99.
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Fig. 3.10: Viscosity as a function of the concentration éact;, on the basis of the Ezrokhi
model and the compositions reported in refererm@mdouni, 2000).The correlation

coefficient was 2= 0.96
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CHAPTER 4. REGENERATOR

4.1 Introduction

In the past, the technology of liquid desiccantliompsystems has been extensively studied
and applied to the cooling of human dwellings ussiegption materials such as lithium
salts, calcium chloride and tri-ethylene glycol ([2a al, 2001, Gommed and Grossman,
2004, Jairet al, 2000, Mei and Dai, 2008, Oliveiet al, 2000). However, the potential of
using this technology as a means of cooling greesé® to temperatures below those
achieved by conventional means has been shown osdgntly (Davies, 2005).
Researchers have proposed the use of brines riklg@l, (bitterns) as low cost and non
toxic alternative liquid desiccants for low gradeoling (Davies and Knowles, 2006).
Magnesium chloride solution can be a reasonableeifod bitterns for the purpose of
developing a greenhouse cooling system as shovahapter 2, see also (Lychnesal,
2010a).

The open-cycle solar liquid desiccant cooling systdilises solar energy to increase the
chemical potential of the absorbent solution sdcabe used in driving the desiccation
process. The regenerator is the part of the systbere the weak desiccant solution
becomes more concentrated by evaporating watethaneffore is a key component of such
a system. Its performance affects the overall sygierformance significantly. Therefore,
when designing the system it is essential to be #&blpredict the rate of evaporation of

water from the weak solution under the climate dooks of interest.

The aim of the present work is to arrive at conodsthat would be useful for engineering
purposes in order to desiga solar cooling system. In order to achieve this, a
experimental and theoretical study was carried ©oé performance of an open-type flat
plate regenerator using MgCahs liquid desiccant was investigated under fotfietint
irradiance levels (400W1) 600Wn?, 760Wn¥, 970Wn#?) and three initial solution mass
flows (0.0020kg 8, 0.0040kg 8, 0.0060kg 38). The solution concentration effect on the
performance of the regenerator was also investighte using more dilute desiccant
solutions. The experimental results were compargh predicted ones obtained from an
analytical model which was based on Collier's applo(Collier, 1979).
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4.2 Previous work on Solar Liquid Desiccant Regenerat®
There are mainly two categories of regeneratorstthae been intensively investigated in
the literature (Fig. 4.1) :
a) the open surface flat plate regenerator and
b) the closed-type which can be subcategorised iagegl flat plate, ii) solar still
type and iii) packed beds.
Here we focus on previous work done in a), b)ij by these are simpler to design, easiest

to operate and cheaper than option iii).

Historically, research on solar liquid desiccanjemeerators has developed through the
modelling of the heat and mass transfer phenomakiagt place on the surface of the
regenerators leading to analytical expressionshefwater evaporation rate or to more
sophisticated numerical ones. Additionally, expenmal studies have been undertaken by
researchers in order to assess the performancheofifferent types of regenerators
operating under various climatic conditions andnéwally to find the optimum solution.
Various liquid desiccants i.e. LiCl, LiBr, CaCand triethylene glycol, have been used in

these experimental or theoretical studies.

Among the pioneers of this research area are Kakabad Khandurdyev (1969) who
carried out heat and mass transfer analysis oat pltkte open regenerator. They found an
analytical solution that relates the amount of wateaporated per unit area of the surface
to the climatic conditions, the heat transfer cdoefht and the initial solution parameters.
Their solution is based on expressing the vapoesgure of the solution as a linear

function of temperature and concentration.

Several studies have used Kakabaev and Khanduslypproach in the past. Collier
extended Kakabaev and Khandurdyev’s early work lanh dlate open regenerators and
presented simulations of the performance of an @gele absorption refrigeration system,
under different climatic conditions using real weatdata. He also suggested the use of
established correlations of Nu and Sh numbersrés &nd forced convection that can be
used to evaluate the heat and mass transfer deaetBan order to evaluate the heat losses

and the mass transport in an open flat regenef@talier, 1979).

Following Kakabaev and Khandurdyev's approach oe #pproximation for vapour
pressure, Bauret al. (1972) arrived at an analytical solution for prtisig the mass flux

of evaporated water in an open-type solar regemeralhis model used a new
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approximation for the average solution concentragapressing it as a function of the
initial concentration, the evaporated water anditsmh mass flow. The comparison of the
experimental values with those predicted showed dgagreement despite the

approximations used in the model. Fagbenle and yarais (1998) used Baum’s

analytical solution with empirical relations forateand mass transfer already known from
the literature in order to carry out a first- aret@nd-law analysis of an open-type solar
regenerator. Their analysis led to simple expressiof efficiency that characterise the

performance of such systems.

Based on Kakabaev’s and Collier's studies Kumar Radotta (1989) modelled the heat
and mass transfer taking place in an open typeneggeor using correlations of heat and
mass transfer coefficients for forced convectionnb experimentally in an earlier study
published by Kumaet al. (1985). The predicted water evaporation rate vahagsa 9.3

average percent error.

Extending Kakabaev and Khandurdyev’'s approach gube same linear approximation
of solution vapour pressure, Alizadeh and Samam®ZP0nodelled the heat and mass
transfer processes taking place in a closed-typpedbflow solar regenerator and evaluated
the performance of the system under different demds. The differential equations of the
model were solved by the finite difference methbadey arrived at the conclusion that the
water evaporation rate depends on the regenegaigth, solution mass flow rate, the air
Reynolds number, the climatic conditions (wind exield) and the ratio of the solution to

air mass flow rate.

Researchers started to investigate more systernatt@sed type regenerators in the early
1980’s. Gandhidasan and his co-workers performéea@retical study that focused on heat
and mass transfer taking place in a closed —tyiepfate regenerator (Gandhidasdral,
1981). Differential equations were used to model pinocesses taking into account the
effect of the normal convective diffusive velociand the buoyancy effect. Later, in
another paper the same author came up with anteadlgolution of the heat and mass
transfer equations that describe the physical gs®s occurring in a closed-type solar
regenerator. It was concluded that this type oénegator can be used in hot and humid
climates rather than hot and dry (Gandhidasan, 198feoretical comparative studies on
open flat plate, forced parallel flow and tiltedasostill type solar regenerators were also
performed by Gandhidasan (Gandhidasan, 1983a, Glasdim, 1983b, Gandhidasan,
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1983c). All studies used the same linear approxonadf solution vapour pressure as the
one presented by Kakabaev and Khandurdyev (1966) adso the average solution
concentration approximation as presented by Batal. (1972). Regarding the open flat
plate regenerator and the solar still type, thdyaisashowed that the derived analytical
models can be used for preliminary design calautatito predict the water evaporated
from the weak solution to the air. A numerical mioglas developed for the forced parallel
flow regenerator and it was found that the climabaditions and the ratio of flow rate of
solution to flow rate of air affect the performanafethe regenerator. In another study by
Gandhidasan (1984) the performance of a closeddgpean open type regenerator under
optimum operating conditions was investigated usinglytical models. The closed type

performed better in both climatic scenarios; hot-@nd hot-humid.

The possible inadequacies of analytical solutianssed by simplifying assumptions drove
Peng and Howell (1982) to develop a numerical mddelpredicting the mass rate of
evaporated water in an open-type solar regenergimg non dimensional parameters
taking into account the fact that the heat capaoitythe solution is a function of
temperature and solution concentration. Their madgel more accurate and representative
of the physical non-linear problem than the anehjtione presented by Collier (1979).
However, their analysis also showed that the awalytnodel was able to give results
close to the ones obtained by the more sophisticatenerical model. This numerical
model was used by the same authors to predict ¢én@rmance of various regenerator
designs using tri-ethylene glycol as desiccant. &mparing an open type solar
regenerator to a glazed and a packed bed it waslutted that the open type did not
perform well under hot and humid climatic condisdi?eng and Howell, 1984).

Noteworthy is Novak and Wood’'s experimental work @pen type regenerators. They
experimentally investigated the performance of genstype solar regenerator and
simulated its performance under a range of climedieditions (Novak and Wood, 1985,
Novak et al, 1985). Based on the experimental data local @ioas of heat and mass
transfer were derived and used in a numerical moagredict the performance of the
system. This model differed from previous modelsaose it considered the change in
solution enthalpy as a function of temperature emacentration change. The simulations
showed that the open type solar regenerator woal#t effectively under hot, arid climate

with high solar irradiance and low to moderate wapeéeds. Additionally, they concluded
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that the optimum length of the regenerator wouldlbe& m because further increase in

length did not affect the evaporation rate sigaffiity.

Similarly a numerical two dimensional model for @ural convection glazed regenerator
was developed by Nelson and Wood (1990). Compan$dime performance of the glazed
regenerator with an unglazed showed that the glamedperformed better under various
climatic conditions. Their analysis showed the gty of the open type regenerator to
changes of the ambient conditions and that in wikshy humid climate the only

regenerator to perform effectively is the closepetyHowever this study was theoretical

and did not experimentally validate the accuracthefpredicted performance.

Later, Hawlandeet al. (1992) evaluated the performance of a glazed €dkdgpe, natural

convection) and an unglazed (open-type) regenetaiog LiCl as liquid desiccant using
the same model as the one presented by Newak (1985) but using their own empirical
non dimensional correlations of heat and mass feank was experimentally found that
the unglazed performed better at the climatic domas of Tempe, Arizona. It was also

shown that the glazed one was less sensitive togaseof climatic conditions.

Worth mention are the works of Mullick and Gupte®{4) who experimentally and
theoretically investigated the performance of setbtype natural convection regenerator
using CaCl as desiccant. It was found that this type of regator performs better than the
solar still type. Kaudinya and Kaushik (1986) congolathe performance of an open type
regenerator with a closed one using LiBr and Li€Hasiccants in order to validate earlier
theoretical studies. The analysis showed thategenerators performed better when using
LiBr and that the closed type forced flow regenargierformed better than the open type
in hot and dry climatic conditions. Kushék al. (1992) summarised heat and mass transfer
analytical models already known from the literattoethree types of regenerators (open,
closed/glazed, closed/solar still) and compareththéth the numerical model of Peng and
Howell. It was concluded that the analytical modaile able to predict the performance
under a wide range of solution mass flow, concéiotteand ambient conditions almost as
accurate as the numerical one. The open and clylaedd regenerators proved to be more
efficient than the closed/solar still type. Ha@nal. (1992) simulated and analysed an open
cycle absorption system for solar cooling. The eayss performance was evaluated using
two different forced flow closed-type solar regeters (direct and indirect). It was

concluded that the cooling system performs bettBerwusing the direct type solar
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regenerator because the direct solar heating ofsthation minimises heat losses that
cannot be avoided by the indirect type. Kabeel §20arried out an experimental study
that investigated the performance of a forced cflosg solar regenerator using CaGls
desiccant under real conditions. By comparison veith open-type regenerator it was
demonstrated that the forced cross flow regenenatoiorms better than the open type
because of the higher mass transfer coefficient.

A brief summary of the studies published since 1&@&0’s can be seen in table 4.1.

Solar liquid regenerators

Open typ: Closed typ

Glazed flat plat Solar stil Packed be

Fig. 4.1 Tree diagram showing the different types of sbtarnd regenerators as

categorised in literature.

In conclusion, research has shown that the opem tggenerator would perform
effectively under hot and dry climatic conditionsile the closed type glazed regenerator
would perform better than the open under hot amditicconditions. It is worth noting that
the closed type is not affected by windy conditicensd thus the desiccant is not
contaminated with dust which can cause clogginghefdistribution pipes and therefore
degradation of the whole cooling system. Solatssploved to perform less effectively
than all the other types of regenerators. The &nalymodels developed can actually
predict the performance of the regenerators withdgaccuracy and thus can be used for
designing purposes. The numerical models providedoser approach to the physical
problem, making fewer assumptions and thereforéegehhigher accuracy in predicting
the performance. However they are more difficultuse than the analytical ones. No

author has yet investigated the use of Mgl a liquid desiccant.
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Table 4.1 Summary of published work on solar liquid regeners

Type of _ Experimental/
Year Authors Desiccant _
Regenerator Theoretical
Kakabaev and )
1969 open LiCl Theory
Khandurdyev
1972 Baunet al open LiCl Theory and Experiment
. closed-glazed, .
1974 | Mullick and Guptd ) CaCl, Theory and Experiment
solar still
1979 Collier open LiCl Theory
1981 Gandhidasaet al closed-glazed any Theory
1982 Peng and Howell open LiCl Theory
1982 Gandhidasan closed-glazed GacCl Theory
1983 Gandhidasin open CaGl Theory
1983 Gandhidasan closed-glazed Cagl Theory
1983 Gandhidasén | closed-tilted solar still Cagl Theory
Triethylene
1984 Peng and Howell open and closed Theory
glycol
. open and
1984 Gandhidasan CaCl Theory
closed-glazed
1985 Novalet al. open LiCl Theory and Experiment
1985 Novak and Wood open LiCl Theory
Kaudinya and open and ) ] .
1986 ) LiCl, LiBr Theory and Experiment
Kaushik closed-glazed
Kumar and ) )
1989 open LiCl Theory and Experiment
Devotta
1990 Nelson and Wood closed-glazed LiCl Theory
_ open, closed-glazed, )
1992 Kushiket al ) LiCl Theory
solar still
1992 Haimet al closed-glazed LiCl Theory
open and ) ]
1992 Hawlandeet al LiCl Theory and Experiment
closed-glazed
Fagbenle and ]
1998 o open Cadl LiCl Theory
Karayiannis
Alizadeh and
2002 closed-glazed Cagl Theory
Saman
open and )
2005 Kabeel CaCl, Experiment
closed-glazed
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4.3 Theoretical model

The open surface flat plate regenerator is bagicallmodified solar collector. The
conventional solar collector extracts energy fréra sun and stores it as thermal energy
while the solar regenerator stores it as cheminatgy in the desiccant solution. As the
liquid desiccant flows freely on the surface of gwar regenerator water is evaporated
leaving the liquid desiccant more concentrated. Jindace of the regenerator absorbs a
fraction of the solar energy incident,)( Then a fraction of the absorbed energy is
transferred to the solution thus resulting in iasiag its temperature (sensible heat,
AHsHorHin) and evaporating water (latent heat of vaporisatidyg). The rest of the
absorbed energy is rejected to the environmenteas tnansferred by radiatiorQgy),
convection Qgony) and conduction@yacy. However, the heat loss from the backing of the
regenerator is considered negligible since thegoa insulation. Hence if we consider an

overall heat loss coefficiett, then we can express the heat losses as

Q|OSS = Qrad + Qconv =U L’ (Ts _Tamb). A (41)
E..l_).._._._._._._.};_c.i; ..................... -E
;(Ms.m_%).h dmev~(h+dh)+cbhev~hfg+mev~dhi

Qsolar liquid desiccant film

Regenerator

Qback

Fig. 4.2 a) Energy Balance on the surface of the regenerabainergy Balance in a

Differential control volume of the solution.

The energy balance on the surface of the regemaramobe expressed mathematically as:
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D En = Equ = Quur + Hiy = Hoy + Qpes + He, Which becomes for a differential

element

dQsoIar = AHS + onss + dHev (42)

The following analysis follows that of Kakabaev afldandurdyev (1969), Collier (1979)
and Kumar and Devotta (1989).
Considering an energy balance in a differentialt@rvolume of the solution film with
length dx, unit width w and negligible film thicks® (Fig. 4.2) and assuming that :
a) heat and mass transfer take place under steaey stat
b) the temperature gradient and the diffusion in tb&uteon film are negligible
because of its small thickness
c) the mean values di,, , the mass transfer coefficient based on pressa@iemnt,
andU_ , the overall heat loss coefficient, are conside@nstant local values
d) hy ,the latent heat of vaporisation, is constant
e) analysis is one dimensional (no variation with

the following equations can be derived
dQ,,, =1, -w-dx (4.3)

where dQsoiar IS the solar heat transfer rate at the differérglament, |, is the solar

irradiance absorbed by the surface of the regemenmatdimensionx andw is the width

perpendicular to direction of flow and equals 1his analysis thus
dQsoIar =1 o dx (44)

H, =(M,, —rm,,)-h (4.5)
where H is the total enthalpy rate of the solution flowinghe differential elementyl °
is the solution mass flow rate per unit width a thlet, m,, is the water evaporation rate

per unit width andh is the specific enthalpy rate of the solution
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|_.lout =(Ms,in _mev)'h+d'(Msjn _rhev)'h (46)
H,. is the total enthalpy rate of the solution flowimgt of the differential element
hence

AHS = |_.lout_Hin =d'(Msjn _rﬁev)'h (47)

dQIoss =U L’ (Ts =T

amb

)-w-dx, wherew = 1 hence

dQIoss =U L’ (Ts _Tamb)' dx (48)

where dQ,. is the heat loss transfer rate of the differergi@iment,Ts and Tams are the
average solution temperature and the ambientrapdeature respectively
The total enthalpy rate of the evaporating wafleeg can be expressed as the sum of the

sensible heat rate and the latent heat rate asvi®ll
|_.lev =r.hev'I‘]—i_r.nev'[-]fg (49)
by differentiating (7) we arrive at the following

dH , = dr,, - (h+dh)+dr,, -h,, +m,, -dh (4.10)

The specific enthalpy of the solution can be exgedsas

h=C T (4.11)

p s

whereC, is the specific heat of the solution, considereastant in this analysis,

and by differentiating equation (9) yields:
dh=C,-dT, (4.12)

By substituting (4.4), (4.7), (4.10), (4.12) inZ¥we arrive at the following equation
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I, -dx=U_ (T, -T,,)-dx— M, -C,-dT,—dm,,-h, =0 (4.13)
1, U, (=T, )-M,, -c I 0N g (4.14)

fi
P odx dx ¢

The mass flux of evaporated water from a diffe@ntblume can be expressed based on
the vapour pressure gradient as:

dm
> —h -(P-P 4.15
d)< m ( s amb) ( )

wherePs andP,mp are the vapour pressure of the solution and tHeearhpressure
respectively.
The weight concentration of the desiccant in tHatsm is given by

XS = L (416)
Ms,in - mev

where m, is the salt mass flow rate per unit width.

The vapour pressure of the solution can be appmbed by a linear function of

temperature and concentration:

P =a.TS+X£+c (4.17)

S

where a, b, ¢ are constants calculated empiriqglym experimental values of vapour
pressure reported in the literature) for a smalfeaof temperatures and concentrations in
order to maintain the accuracy of the linear equagwithin 5% error).

From (4.15), (4.16) and (4.17) by eliminatifgwe arrive at the following equation

i b-M,,
_I_S _ 1 ) dmev + Pamb _ : sin b . mev _E (418)
a-h, ) dx a a-my,
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now taking the derivative ofs with respect tx yields:

2 . .
dT, (1 d'm,, N b _dm,, (4.19)
dx \a-h,) dx a-m,. ) dx

If we substitute (16) and (17) in (12) we arrive at

2.+ .
dm, A dn, B, T o (4.20)
dx M sin dx (M sin ) M sin
where:
. h. -a-k
A=Yl b e P (4.21)
C, X C,
_Y.-b-h, (4.22)
X -C,
r=n a-(lq+UL-Tamb)+uL-[l—F;mb+c] (4.23)
CP ijn
m
xo — .des 424
VIR (4.24)

sin

Equation (4.20) is a second order linear inhomoges@&guation whose general solution

B (4.25)
:—A+\/A2—4B ~A-JA?*-4B

2

The constantk; andL, are found from the boundary conditions

L1+L2+£-M =0
B

m,, =0, x=0 >
dn -
(T;" - hm '(PO - Pamb)’ x=0 L, - s L, - KZ = hm '(PO - Pamb)
sjn sjn

Solving the system fdr; andL, and then substituting to equation (4.25) yields:
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(4.26)
M sin |:11; ’ Kl + hm ’ (PO - Pamb)j| Kox

K, - K, ' B

The empirical values of equation (4.17) regardingQ{4 used in this study are presented

on the following table:

Table 4.2 The empirical values used in equation (4.17)

Temperature Concentration Average 3 b .
range {C) range (kg/kg %) percent error
20-25 28-34 2 76 793 -23710
25-30 28-36 4 99 1084 | -31600
30-35 28-36 4 135 1493 -43760
35-40 28-36 5 136 1494 | -43920

a, b, c, were derived from experimental data (Zaytsev/aseyev, 1992).

4.3.1 Derivation of Nusselt and Sherwood numbers

From the analysis above is apparent that the amkpawn variables in equation (4.20) are
the heat loss coefficiet, and the mass transfer coefficidnt. Therefore, it would be
convenient for modelling purposes to be able taligtehem.

Regardinghm, the following equations can be applied:

h, = % see ref (Kumar, 2003 ) (4.27)

where R is the air gas constant arg, is the mass transfer coefficient based on

concentration gradient.

Sh-D
h, :L—W'a (Incroperaet al, 2007) (4.28)

C
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where St is the average Sherwood numbé&l, , is the binary diffusion coefficient of

water vapour in air antd. is the characteristic length
Sh= f(Gr,SQ (4.29)

whereGr sndScare the Grashoff and Schmidt numbers respectively.
U, can be expressed as the sum of the radiant heafdracoefficient and the convective
heat transfer coefficient:

U _=h+h (4.30)

conv

Based on the Stefan-Boltzmann law the radiation tiaasfer coefficient can be expressed

as

_01%04—T$)
ad = (Kumar and Devotta, 1989) (4.31)
(T - Tamb)

where o is the Stefan-Boltzmann constart;s the emissivity,Tsyy is the effective sky
radiation (in this analysis we us@&g, instead because all the experiments were conducted

inside the laboratory).

h,  —NUk (4.32)
LC

where NU is the average Nusselt numbers the themal conductivity of air.

Nu= f(Gr,Pr) (4.33)

where Pr is the Prandtl number
Thus by knowing correlations of the average Nusseimber Nu and the average
Sherwood numberSh we can predicthony and hy,. According to the literature simple

empirical correlations foNu and Sh in natural convection are of the form:
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mzc.(Gr-Pr)”} .34

Sh=C-(Gr-Sg

C and n are constants that depend on the geomkthecsurface and the flow regime
(Cengel, 2006). In addition the natural convectieat transfer on a surface depends on its
orientation, the temperature variation of the stefand the thermo physical properties of
the fluid.

The general empirical correlations of heat and nti@sssfer as published in the literature
find application to problems of simple geometry lswas of a flat plate, a cylinder etc.
(Incroperaet al, 2007). Such correlations for a flat plate wesmaroposed by Collier for
a regenerator model. However his study was thealetand did not compare the
correlations to any experimental data.

In practice, differences are likely to arise duéatctors such as:

a)surface roughness

b)non uniform surface wetting

c) solution flow patterns

d)laboratory environment not fully controlled (vargiambient RH and temperature)

In this work we derived new correlations of head amass transfer based on our

experimental data since there was a significanadepe from the general correlations.

In order to derive new correlations of heat and sntiansfer an energy balance was
considered (equation (4.2)) for each experiment. tAe variables were determined

experimentally excep®,..

Qsolar = Itot " A_ I ref A (435)
Hin =M sin * Cp,s Tln (436)
H out — M sin Cp,s Tout (437)
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He, =M, -hy (4.38)

| ¢ is the reflected light on the surface of the regator. It is assumed that the reflection

iIs mainly specular hence the angle of reflectiomads| the angle of incidence of the
radiation beam. The angle of incidence was takedpetdS and then the well established
Fresnel equations were used to calculate the tafiee. It was found that only 3.3% of the
irradiance was reflected.

By substituting (4.35), (4.36), (4.37), (4.38) i#.2) Q.. was calculated as the only

remaining unknown variabl€) .. can be expressed as

Qloss = U L’ (Ts - Tamb) (439)

Hence for each experiment a total heat loss coefiid), was calculated and then the
average Nusselt number was calculated from equatfdr80), (4.31) and (4.32). The
Rayleigh number was in the range of-10’, hence the flow of air was in the laminar
region in all the experiments carried out.

Based on the general empirical correlation for retaonvection over a horizontal flat
plate and using solver function in Excel (settihg percent error of the predicted average
Nusselt number to be 0) the following Nusselt nundmgrelation was derived

Nu=0.54- Pro®.Gr2 (4.40)

tot

The majority of the experiment&lu values were close to the predicted ones, butnmeso
cases they were greater, even 1.94 times highertileapredicted. This indicates that there
was some enhancement of the heat convective prtitassvas not accounted for by the

developed correlation.

The experimentath,, was measured based on the method described iarsdcd.1 of this

chapter. The mass rate of evaporation can be esques:

M
h ey 4.41
7 Pa- (a)int - a)amb)' A ( )
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where p, is the density of the aiw,, and ,,,, are the moisture content at the interface of
the solution-air and the moisture content of théiamt air respectivel\A is the total area

of the regenerator.

Substituting (4.41) in (4.28) and solving feh yields:

— M. -L
Sh= &< 4.42
Pa" Dwa'(a)int _a)amb)'A ( )

which gives the experimental Sherwood number.
Since there is an analogy between heat and massfdra the Sherwood number

correlation was derived following the same methedvah Nusselt number above

Sh= 054-S&% . Gro*7 (4.43)

tot

The majority of the experiment&8hvalues were close or greater than the predicted,on

in some cases 1.75 times higher than the predi¢tad.also indicates that there was some
enhancement of the mass convective process thahetasccounted for by the developed
correlation. The experimental Lewis number variezht 0.85 to 0.87 (less than 1 in all

cases) showing that the mass diffusion in the aunagon boundary layer was greater
than the heat diffusion in the thermal boundargtay

All the physical properties of air and water usedhis model were calculated based on
well known formulae published in literature or weoalculated using polynomial

regression based on experimental data (Cengel, 20&@peraet al, 2007).

4.4 Experimental equipment and methods
The performance of an open regenerator is affdnyed
a) Ambient conditions such as solar irradiance, amngerature and humidity, and
wind speed, and
b) Design parameters such as the mass flow rate amtkctation of the desiccant
solution, how it is distributed, the length and thidof the regenerator, its

orientation, and the materials from which the regator is made.
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The aim here is to establish how these design peiteasn should be chosen so as to
optimise the performance under the ambient conditiaccording to the local climate.
Further, these ambient conditions will vary witte time of day and year and it may be
desirable to control some design parameters, sisdhusion flow rate, in response to this

variation. In this case the optimum control strgtatpo needs to be established.

In this work we have investigated the performanictne regenerator under lab conditions.
The experimental set up enabled us to control ritaelinnce, the solution mass flow and
the solution concentration. However, ambient hutyidould not easily be controlled and
wind speed was effectively zero. Although not dieht as the closed type, an open type
flat plat regenerator was preferred as it is tmepsest and cheapest and therefore most

likely to be suited to the application in greentesig/here large areas will be required.

Table 4.3 The experimental equipment

Material Manufacturer / spec Supplier
6mm black neoprene
part No 303-2246 RS Components Ltd, UK
foam sheet
Black mulch sheet, ) R&H Garden Supplies,
Weed control fabric/mulch _ )
50gsm polypropylene Lincolnshire, UK
Distributor pipe, _ _ _
25 mm internal diameter Screwfix, UK
polyethylene
Fisher Scientific Brand, Analytical| Fisher Scientific,
MgC|2 6H20
Grade Reagent MW 203.31, Loughborough, UK
Transparent plastic _ _ _
ank Savic 0130 Fauna Box, 10L Aquatics Online Ltd, UK
an
_ ) , | Fisher Scientific,
Peristaltic pump Watson Marlow sci-Q 323 series
Loughborough, UK
Halogen EIKO Q50MR16 Solux
bulb, 50W, 4700 K (daylight
Bulbs . . . _ -
simulation bulb), 36 deg. Dichroic
spot
Kipp & Zonen Ltd,
Pyranometer CMP 11, 1ISO-9060 _ ]
Lincolnshire, UK
Platinum resistance PT100, SE012 PT104 Pico Pico Technology,
detectors Technology Cambridgeshire, UK
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(Table 4.3 continued)
Infrared digital

Raytek MiniTemp Series MT4 -

thermometer
_ Bellingham + Stanley Ltd,
Refractometer Abbe 60 series, No 530406
Kent, UK
N _ Bellingham and Stanley Ltd,
Silica test plate Bellingham and Stanley Ltd

Tunbridge Wells, UK
Testo 400 RH probe - -

- : . e Fisher Scientific,
Silicone tubing Fisher Scientific Brand, FB56478
Loughborough, UK

Paperway Ltd, Birmingham,

Diffusion paper tracing paper
UK
Half round gutter Kitemarked / KM501316 Screwfix
4.4.1 Setup

The experimental regenerator, shown in Fig 4.346dwas inclined at 2.5 degrees to the
horizontal and measured 0.73 m long, in the dioectf flow, by 0.84 m wide, giving an
active area of 0.61 Mlts surface consisted of a 6mm black neoprenmfsheet and a
woven black mulch sheet on the top for better dspa of the solution on the surface.
These were supported by a steel backing. The weadnesium chloride solution was
pumped to a distributor at the top of the regewermsuirface. This distributor consisted of a
polyethylene pipe extended over the width of thgererator with 21 holes of 2mm
diameter spaced at 30 mm intervals.

The concentrated solution was collected in a regtlm transparent plastic tank, which

had been calibrated so as to monitor the volumagdhéy measuring the change in height
of the free surface of the solution and hence thleme of water evaporated from the

regenerator. In order to accurately calculate thlarae, taking into account any variations
in width and length, we calibrated the height gaageinst known volumes of water.

Figure 4.4shows the calibration graph. The error in measutiegevaporated water was

+14 g, based on the random error of reading thke sifathe height gauge (£0.5 mm). A

peristaltic pump was used to return the solutiothotop of the regenerator. The solution
was concentrated by passing multiple times overghenerator surface. Figure 4.3 shows
a photograph of the experimental rig.
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Under real conditions the sun will provide the reseey heat to drive off water from the
weak solution. To simulate this, an array of 99lidgat simulation bulbs, arranged in a
triangular pattern with pitch 109 mm (see Fig. Al lppendix 2), was constructed on an
aluminium frame and fed from a 4.5 kW power sup@lydiffusion paper was used to
diffuse the light of the lamps and hence achiev&bdistribution of light at the surface of
the regenerator. The diffusion paper improved thiéoumity (ratio of standard deviation
divided by the average multiplied by 100) by lowerithe coefficient of variation from
15% down to 9%.

Fig. 4.3 Photo of the experimental regenerator rig.
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Fig. 4.4 Calibration graph of the rectangular tank useddilect the concentrated MgCl
solution.

The array of lamps was set horizontally. A pyrantane/as used to measure the irradiance
at the regenerator surface. Irradiance was varyethbnging the height of the lamp array.
A calibration was carried out of irradiance wittspect to height, enabling irradiances of
418, 454, 498, 544, 763 and 974 Wi be achieved. See appendix 2 for more details of
the solar simulator calibration. The results carséen in Table 4.4 and in Fig 4.4. The E
values represent averages of 15 pyranometer reatbngach height. The obtained graph
was used as a calibration graph and the detailedlsumements can be found in the

appendix.

Table 4.4 The results from the calibration of the solar imor

height (cm) Average E(Wnf) Standard Dev CV%
23 974 98 10.1

33 763 65 8.5
52.5 544 46 8.5
61.5 498 46 9.3
67.5 454 43 9.6
73.5 418 35 8.4
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Fig. 4.5 Solar simulator calibration graph.

The solution and ambient air temperatures were uomedsusing platinum resistance
detectors (PT10@0.03 °C @ 0 °C) connected to a PC and the readisge recorded by
the PicoLog data logging software. The data loggas set to record every 1 sec. The
regenerator surface temperature was measured iosioms using an infrared digital
thermometer with an accuracy &P%. Measurements were taken every 15 min. The

positions of the temperature measurements candoeiisé-igure 4.7

A refractometer of high accuracy £ 0.00004 RI wasdito measure the refractive index
(RI) of the MgC} solution. This method was chosen as the most atdior measuring
indirectly the concentration of the solution (exgeed as the ratio of the mass of the
desiccant divided by the mass of the solution). $tletion concentration was calculated
from published data of concentration and RI of pagaeous MgGlsolutions (Perret al,
1984) by linear interpolation. The refractometeiswalibrated using a certified silica test
plate (percent error = -0.06%). Volume samplesefNligC} solution were taken from the
tank at predefined time intervals so as to monttee concentration throughout the
regeneration process by measuring the refractigexinThe volume of solution removed

each time was no more than 3 ml.
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The relative humidity was measured with a Testo dG&sto Ltd, Alton, Hampshire UK)
probe of + 1% RHaccuracy. The relative humidity and ambient temjpeeain the
laboratory were not controlled but they varied it rangeof 27-38.5%RH and 19-2&
respectively.

The solution volumetric flow was measured at thdeblby timing known volumes of
solution using a volumetric cylinder and a stop chatThe error in measuring the
volumetric flow was £ 1.3% based on the randomresfaeading the volumetric cylinder
scale + 2.5 ml and random error of stop watch £ There was no significant recorded

change in the solution volumetric flow at the regyaor outlet in any of the experiments.

Each experiment was continued until the systemhexhsteady state condition, i.e. when a
constant evaporation rate was achieved, or ungdtallisation started to occur. Thus the
experiments lasted for between 180 and 525 minlttés.worth noting that beyond the

crystallisation point flow measurements were ndibde at the outlet of the regenerator
because the increasing salt deposition and crystahation on the surface of the

regenerator caused large and small fragments tf teabe washed up and carried over in
the tank. Nevertheless as stated earlier the vdhisrflow remained almost constant at the

outlet until crystallisation.

Fig. 4.6 Photo of the experimental regenerator rig.
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4.4.2 Experimental procedure

1. Mix up the MgC} solution by stirring known masses of water wittowkm
masses of MgGl

2. Decant approximately 8L of the solution in thetamgular plastic tank (see
bubble No7 in Fig. 4.7).

3. Put all the temperature probes for measuringisoland ambient air

temperature in place (see Fig. 4.7)

4. Start the pump at the desired speed.

5. Wait until the surface of the regenerator is amed flow at the outlet is balanced.

6. Set the computer to log readings.

7. Take a reading at the height gauge of the reatanglastic tank (repeat every
15 or 30 min).

8. Take a reading of the solution flow at the oubliethe regenerator (repeat every
15 or 30 min).

9. Take solution sample from the rectangular plasink after good stirring (repeat

every 15 or 30 min).
10. Take surface temperature readings in positionsvetl in Figure 4.7 (repeat every
15 or 30 min).
11. Measure RI of samples after the end of the erpant.

12. Remove the temperature probes and wash themuattr.
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Material Manufacturer / series Supplier
1 bulb EIKO / Q50MR16 -
2 diffusion paper tracing paper Paperway Ltd
3 distribution pipe polyethylene (25 mm ID) Screxfi
4 mulch sheet 50gsm polypropylene R&H Garden Sappli
5 neoprene foam sheet part No 303-2246 RS Comp®héht
6 half round gutter Kitemarked / KM501316 Screwfix
7 plastic tank Savic 0130 Fauna Box Aquatics Onlitte
8 height gauge WHSmith
9 peristaltic pump Watson Marlow /sci-Q 323 FisBerentific
10 | silicone tubing Fisher Brand / FB56478 Fishaemific

Fig. 4.7 a) side view and b) plan view of the regeneratpr
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4.5 Results and Discussion

4.5.1 Experimental Design and Method

Four different series of experiments were carriatlat irradiance levels of 400, 600, 760
and 970 Wrif. Each series consisted of three experiments ae tholution mass flows;
0.0020+0.0001 kg 5 0.0039+0.0002 kg 5 0.0064+0.0001 kg s The initial
concentration of the solution varied in a smallgar0.293-0.334kg of solute / kg of
solution. We chose to conduct the most of the empmts with high initial concentrations
which correspond to 40.8-53.4% ERH. If the desmcas to work under dry and hot
conditions (below 50%RH) efficiently then this wdule achieved with a solution of lower
than 40%ERH. Hence the ERH of the solution at tiletiof the regenerator/outlet of
desiccator should be no higher of 55% under theentirset up. However, in order to
explore the effect of concentration on the perforoga of the regenerator two
supplementary experiments were conducted in low#iali concentrations keeping the

irradiance and the solution mass flow constants.

The solution becomes more concentrated as it rarte@regenerator surface and water is
evaporated resulting in a total volume decreagbetolution when circulating in a closed
loop. This volume decrease was recorded by the tagtkod which was described before.
We calculated the solution volume from the followirequation, derived from the

calibration graph (see Fig. A4.2 appendix 4),
V =0.0546-h+0.0118 (4.44)

V is the solution volume (L) antdis the height(mm).
Thus by taking the difference of the reading of kieéght gauge at the start)(end the

reading at the end of a periog (e obtain the volume (or mass sinpg,, =1 kg/L) of

evaporated water. Readings were taken every 1% ani (depending on the irradiance
level). The mass flux of evaporated water in g/h was calculated by the following

formula:

_ AV -60-1000

m 4.45
= (4.45)
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whereAV is the volume change and is equal to the massagfagated water (kg), ankt is
the total time (min).
The effectiveness of the regenerator was calculatedhe ratio of the energy spent to

evaporate water from the solution to the absorlbéat €nergy.

M .
Ten =7 A e“ar_]*g -100% (4.46)

tot

The analytical measurements of water evaporatidnsafution concentration can be found
in Tables A3.1 — A3.12 in appendix 3. Here we pmnéeskese results in graphs. Fig 4.9 —
Fig 4.20 show the calculated mass flux of evapdratater and the concentration change
during the experiments carried out at 400, 600, &6d 970 W rf irradiance and at three

different solution flow rates. Here in Figure 4.& wresent the average values of the

effectiveness at various irradiance levels and eotration ranges.

100
90 ~
80 ~

70 -

60 -

50 -

40 +
30 -

Average Effectiveness %

20 ~
10 A

O T T T T 1

400W/m2 600W/m2  760W/m2 970W/m2  760W/m2 760W/m2
32.7-36%  33-35.9%  29-35.7% 32.6-36% 15.8-17.5% pure water

Irradiance (W m'z) and Concentration range % (kg kg'l)

Fig. 4.8 Average measured effectiveness at different valoéslIrradiance and

Concentration range.
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Fig. 4.9 Mass flux of water evaporation and solution carticion against time at 760 W

m? irradiance and 0.0031kg sn solution mass flux.
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Fig. 4.1Q Mass flux of water evaporation and solution conigion against time at 760 W

m? irradiance and 0.0062 kg sn@ solution mass flux.
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Fig. 4.11 Mass flux of water evaporation and solution conicgion against time at 760 W

m? irradiance and 0.0101 kg sn® solution mass flux.
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Fig. 4.12 Mass flux of water evaporation and solution conicgion against time at 400 W

m? irradiance and 0.0034 kg sn® solution mass flux.
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Fig. 4.13 Mass flux of water evaporation and solution conicgion against time at 400 W

m? irradiance and 0.0060 kg sn@ solution mass flux.
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Fig. 4.14 Mass flux of water evaporation and solution conicgion against time at 400 W

m? irradiance and 0.0106 kg sn® solution mass flux.
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Fig. 4.15 Mass flux of water evaporation and solution conicgion against time at 600 W

m? irradiance and 0.0033 kg sn® solution mass flux.
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Fig. 4.16 Mass flux of water evaporation and solution conigion against time at 600 W

m? irradiance and 0.0067 kg sn® solution mass flux.
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Fig. 4.17 Mass flux of water evaporation and solution conicgion against time at 600 W

m? irradiance and 0.0104 kg sn® solution mass flux.
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Fig. 4.18 Mass flux of water evaporation and solution conicgion against time at 970 W

m? irradiance and 0.0033 kg sn® solution mass flux.
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Fig. 4.19 Mass flux of water evaporation and solution conicgion against time at 970 W

m? irradiance and 0.0067 kg sn® solution mass flux.
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Fig. 4.2Q Mass flux of water evaporation and solution conicgion against time at 970 W

m? irradiance and 0.0104 kg sn® solution mass flux.
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4.5.2 Comparison with model

The developed model with the new heat and massfeanorrelations managed to predict
the mass flux of evaporation with a 37 percent agererror when compared to the
experimental values. However the model predicts tass flux of water evaporation
occurring at the regenerator considering that thelevsurface area of the regenerator is
wetted and thus effective. That was not the cagk all the experiments. The effective
area of evaporation was smaller due to bad wetsadf, deposition and solution flow
patterns. To account for these uncertainties, tbhdeindeviations were calculated and then
the average deviation for given irradiance andtsmunass flow was used as a constant to
correct the predicted values resulting in decrepdie average percent error down to 5
(see Table 4.5). The corrected predicted valueseomass flux of water evaporation along
with the experimental values against time are titted in Figures 4.21 — 4.24. It is to be
noted that the predicted values of total mass @tixvater evaporation were calculated
based on the average mass flow of water evaporatithe inlet and at the outlet of the

regenerator.

Table 4.5 Average model deviation for the mass flux of evaped water.

Constants
I tot
5 400 600 970 760
M S
0.0021 0.94 0.82 0.79 0.83
0.0041 0.63 0.76 0.72 0.75
0.0065 0.67 0.7 0.68 0.66

4.6 Conclusion

The experimental findings showed that the higheaperation rate was observed at the
highest irradiance level (970W#nregardless the solution mass flow (see Fig 4.25).
Increasing solution mass flow did not necessardyse increasing mass flux of water
evaporation. This may be attributed to the fact flewv patterns were observed on the
surface of the regenerator which resulted in smatlsidence times and hence smaller
evaporation rates. The average maximum effectsenehieved by the regenerator, when
conducting experiments with concentrated solutmiglgCl, (29-36% kg of solute / kg of
solution), was 46% while for more dilute solutio(b.8- 17.5% kg of solute / kg of
solution) and pure water it was 68%. The preseatedytical model with the new heat and
mass transfer correlations will be used to prettiet mass flux of water evaporation, as

part of the whole system model developed in Chater
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Fig. 4.21 Experimental vs. predicted mass flux of waterp@ration against time at 400 W
m? irradiance and 0.0034, 0.0060, 0.0106 kgr&* solution mass flow.
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Fig. 4.22 Experimental vs. predicted mass flux of waterparation against time at 600 W
m? irradiance and 0.0033, 0.0067, 0.0104 kgr&* solution mass flow.
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Fig. 4.23 Experimental vs. predicted mass flux of waterp@ration against time at 970 W
mZirradiance and 0.0033, 0.0067, 0.0104 Kgr&* solution mass flow.
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Fig. 4.24 Experimental vs. predicted mass flux of waterp@ration against time at 760 W

m? irradiance and 0.0031, 0.0062, 0.0101 kgr&’ solution mass flow.
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Fig. 4.25 Average Mass flux of water evaporation again&itsmn mass flow at four
irradiance levels: 400, 600, 760 and 970 W/m
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CHAPTER 5. DESICCATOR

5.1 Introduction

This Chapter is about the development of the dagicavhich, like the regenerator and the
evaporator, is one of the main components of thedi desiccant cooling system. It is used
to reduce the humidity of the atmospheric air amastboost the cooling effect of the
evaporator at the inlet to the greenhouse. In #secdator, moisture is removed from the
air while heat is removed from the liquid by meahan embedded heat exchanger. This is
essentially the opposite of the regeneration psodescribed in the last chapter, in which

heat is added to the liquid causing it to releasesture to the air.

The driving force for desiccation is the vapoursgstege gradient at the surface of the
solution. Here, the partial vapour pressure of direis higher than the partial vapour
pressure of the strong liquid desiccant solutioacatilibrium. Consequently, this results in
the absorption of water vapour by the solution. Tidp@d desiccant cooling systems utilise
porous structures where the desiccation process fallace when the air comes in contact
with the liquid sorbent solution. The main objeetiin the design of these structures,
known as desiccators or dehumidifiers, is to aahieigh wetted surface area per volume
and thus enhance water vapour absorption rate.esential to achieve high water vapour
absorption rates because this corresponds to laiwevet bulb temperatures at the outlet

and thus better cooling.

The performance of the desiccators limits the whsystem’s performance; hence
predicting the water vapour absorption rate und#erént conditions (air and solution
mass flows, air and solution temperatures, solutioncentrations) is imperative when
designing such a system. In this study, an exten$ierature review of desiccator
technology was carried out focusing on cross flagictators with structured packing.
Based on the findings, a cross-flow desiccator witiernal cooling was designed and
constructed in lab. Its performance was investijateder various inlet conditions and the
experimental results were compared to predicteds arained from a finite element
model developed here.
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5.2 Previous work on Liquid Desiccant Heat and Mass Extangers (desiccators)
The devices used as heat and mass exchangerslioh digsiccant cooling systems do not
differ fundamentally from those used by chemicajieeers for gas-liquid operations. Heat
and mass transfer take place simultaneously in spehations. For example, wetted-wall
towers have been used industrially as absorbershyadrochloric acid. In this case
absorption is accompanied by a large productidmeat (Treybal, 1980). Ideally, the liquid
desiccant heat and mass exchanger (also knownlitenature as absorber or dehumidifier
or desiccator) used for cooling should be abledioudnidify the ambient air to a desirable
point without increasing the temperature of the waith zero pressure drop through the
desiccator and zero carryover of the liquid desit@a the process air stream. Engineers
have put effort in designing a desiccator that douket these standards. Thus far, various
designs have been presented and tested by ressarthese can be mainly categorised
into three groups that have been widely investajatehe literature (Fig. 5.1) :

a) spray towers and spray chambers where the liqusttcknt is sprayed on coils or

in a cross flow plate heat exchanger or in hgagsi
b) packed towers or columns subdivided based on ttkdnamaterial in:
i) random packing (Berl and Intalox saddles, Lessimgs;, Raschig rings, etc.)
i) regular or structured packing (cross corrugatedulosle sheets, cross
corrugated PVC sheets, wood grids, double spmgktietc.)
c) wetted—wall towers or columns where the liquid ffoawver vertical surfaces(tubes
or plates)

Further, the desiccators can be categorised inbatitaand non adiabatic (internally

cooled desiccators).

Historically, research on desiccators has focusedodelling the heat and mass transfer
processes taking place inside the desiccatorsnigddivarious theoretical representations
e.g. complicated finite difference models, effeetiess-NTU models, complicated
analytical expressions and simplified models. Addilly, experimental studies have been
undertaken by researchers in order to assess tifiemance of the different types of
desiccators operating under various conditions emdntually to find the optimum
operation. These studies also lead to empiricalresgioons of the dehumidification
effectiveness. Various liquid desiccants i.e. LiOBr, CaCh, CELD (50% CaGl 50%
LiCl), monoethylene and triethylene glycol, haveebeused in these experimental or

theoretical studies.
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Among the first few researchers who investigatesl tbat and mass transfer phenomena
taking place in a direct contact absorber with anter flow configuration was Olander
(1960). He presented a finite difference model iapple to systems other than air-water

which was solved numerically.

Desiccators

spray towers and packed towers wetted —wall towers
spray chambe or column: or column:
random packing regular or structured packing
(Berl and Intalox saddles (cross corrugated cellulose sheets, cross
Lessing rings, Raschig corrugated PVC sheets, wogdds, double
rings, etc.) spiral rings, etc.)

Fig. 5.1 Tree diagram showing the different types of demiiors as categorised in the
literature.

Later, Factor and Grossman (1980) carried out éxgets with a packed column
desiccator filled with Intalox saddles using moimy&tne glycol and lithium bromide as
liquid desiccants. They validated their experimergaults against predicted ones obtained
by a theoretical numerical model (counter flow dguafation) which was based on
Olander’'s early work (1961). The LiBr results hadryw good agreement with the
experimental ones; the average percent error wsss tlean 8%. Longo and Gasparella
(2005) investigated the performance of a packedneolwith random packing working as
dehumidifier/regeneratarsing LiCl, LiBr and potassium formate. The diffietial model
presented regarded counter flow configuration tod & was solved by an iterative
procedure. The experimental dehumidification edinay reported ranged between 30-90%
approximately and the predicted values of efficiehad 8.8% mean absolute deviation
when compared to the experimental results. Theiegfuof Chengqgin and his associates
(Chengginet al, 2005, Chenggirt al, 2006) also dealt with counter flow configurations
In the first study, Chenggiet al. developed a numerical model which was used taerea
characteristic process curves and numerical simonkatwere carried out under practical

conditions using Caglas the liquid desiccant. In the second study, edmensional
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differential model was presented which was solvadherically. By assuming that the
equilibrium humidity ratio is a linear function afolution temperature an analytical
solution was obtained. The comparison betweenviibentodels, numerical and analytical,

showed good agreement. LiCl, LiBr and Ca®ére used as desiccants in this analysis.

Rahamahet al. (1998) presented a numerical solution of a findiference theoretical

model for parallel flow configurations. The pre@idt results were compared with
experimental ones found in the literature and tslegwed good agreement. The effect of
various operating conditions on the performancéehef desiccator was also investigated
and found that low flow rates produced better deMifivation, increasing the channel

height resulted in better cooling and increasing tigquid desiccant’'s concentration
enhanced the dehumidification process. Cétesil (2006) found an analytical solution of a
finite difference model for parallel and counteovil configurations suitable for packed
columns. There was good accuracy between the &algblution and the experimental
data. Ren (2008) developed an effectiveness-NTUbldotiim model for parallel and

counter-flow configurations applicable to packedluomn desiccators. He found an
analytical solution by rearranging the original feliential equations and making the
coupled equations linear. LiCl, LiBr and CaGlere used as liquid desiccants in the
analysis so as to compare analytical and numemngsallts. The comparison showed good

agreement.

A new approach in heat and mass transfer analysiesiccators was given by Khan and
co authors (Khan, 1998, Khan and Ball, 1992). Hst fused the effectiveness-NTU
method to develop a differential model, applicatdeinternally cooled desiccators, that
was solved numerically. A performance model wasvaddrbased on this method and a
parametric analysis was carried out to show thatpérformance of the desiccator was
strongly affected by the water-air mass flow rateor the water inlet temperature and the
desiccant solution operating concentration. SanmshAdizadeh (2001) extended Khan's
model to cross flow type plate heat exchangers wsedlesiccators. The differential
element model was solved numerically. Calcium dtiowas used as liquid desiccant in
this analysis and the performance of the desicca@s predicted under various inlet
conditions. It was concluded that its performanttengly depends on the size of the
desiccator, the liquid desiccant’s concentratiod #me air flow ratio. Furthermore, the
theoretical model was validated by comparison véiperimental results (Saman and

Alizadeh, 2002). Liuet al. (2007b) based on Khan's approach developed a two
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dimensional simplified model called Le-NTU modelr foross flow configurations. A
packed column with structured packing, CELDEK®, dnBr as liquid desiccant were
used to carry out experiments in order to validaéemodel. Lewis number (Le) and NTU
were input values, usually Le=1 and NTU is deteadiexperimentally. The predicted and
experimental values of enthalpy and dehumidifica@ffectiveness agreed well. Liu and
his associates presented analytical solutions farallel, counter and cross flow
configurations (Liuet al, 2007a). The analytical solutions compared welthwihe
experimental results found in literature. Yin ankdadg (2008), building on the work of
Liu et al developed a new method callegtlle separative evaluation method that uses
experimental data to calculate heat and mass @&arsfefficients and mass transfer
correlations in a packed structured column with OEK®. LiCl was used as liquid
desiccant in this analysis. The comparison of tkgegmental and calculated values of
RH, air temperature and solution temperature chahgeved less than 12% difference.

The study of Aliet al.(2004) is worth noting. They investigated theomdticthe heat and
mass transfer enhancement in a cross flow configmravhen ultrafine Cu particles are
added to the liquid desiccant. It was predicted #raincrease of Cu volume fraction

would result in higher dehumidification rate analog.

Also noteworthy is the numerical study by Yoeal. (2005) who developed a numerical
model of a water-cooled vertical plate absorbengiiiBr (cross flow configuration). The
model can predict temperature and concentratiofilggplocal and total heat and mass

fluxes, heat and mass transfer coefficients.

These complicated numerical models and their aicalysolutions drove Gandhidasan
(2004) to develop a simplified analytical model foedicting the mass rate of absorbed
water, solution temperature and air temperaturéhatoutlet. The comparison of the
predicted values with published data showed gooeesgent with less than 10.5% error.

Several researchers (Chuegal, 1993, Gommed and Grossman, 2007) have carried out
experimental studies investigating the performavfqgacked columns, or the performance
of a complete liquid desiccant cooling system whpsdormance is evaluated based on
the dehumidification and enthalpy effectivenessthed desiccator. Chungt al. (1993)
investigated the performance of a packed columedfilvith polypropylene flexi rings,

using LIiCl as the liquid desiccant, under varioygrating conditions. The measured
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efficiency ranged between 50-71.6%. The efficienayreased with decreasing air flow
rate or with lowering the solution temperaturewdis also concluded that flexi rings, are
better contacting equipment compared to RaschigsriPall rings and Berl saddles.
Gommed and Grosman (2007) investigated the seagmrédrmance of solar liquid
desiccant cooling system for the purpose of coddimgoup of offices.

Several experimental studies are found in litemtwhere empirical correlations of heat
and mass transfer coefficients and of dehumidifca¢ffectiveness were derived based on
the experimental data. Ulladt al. (1988) performed a theoretical study that provitihes
theoretical background for deriving empirical ctatons of the dehumidification
effectiveness that depend on the desiccator gegraetf the liquid desiccant. Based on the
work of Ullah et al, Chung (1994) developed a correlation of dehunciliion
effectiveness for different random packings andiagesit solutions. The average error
between predicted and experimental values was Manget al. (1995) carried out an
experimental study on packed columns filled withypoopylene Flexi rings and ceramic
Intalox saddles. Correlations of heat and masstearcoefficients were derived based on
the experimental data. Potnis and Lenz (1996) tyated experimentally packed columns
with random and structured packings (CELdek®) anelvetbped mass transfer
correlations. Chung and Ghosh (1996) compared fffeeeacy of random with structured
packings (cross corrugated cellulose sheets andscoorrugated PVC sheets) and
presented correlations of heat and mass transtadban dimensionless groups with an
accuracy of £10%. Based on the dehumidificatiorai¥eness approach of Ulladt al.
(1988) and Chung (1994), Liet al. (2006a) proposed a new correlation for structured
packings (CELdek®) which agreed well with the expental results. Liet al. (2006b)
also proposed new forms of empirical correlatiorisenthalpy and dehumidification
effectiveness. An excellent source that compilepeermental data and empirical
correlations of mass transfer coefficients and dedification effectiveness is Jain and
Bansal's (2007) work. Mooat al. (2009) developed a new correlation of dehumidiitra
effectiveness applicable to packed columns withsgroorrugated cellulose sheets. The
accuracy of the new correlation is £10%. A briesoary of the studies published since

early 1960’s can be seen in Table 5.1.

It can be concluded that, among the various theatdteat and mass transfer models, the
finite difference model gives more accurate perfamoe predictions based on fundamental
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equations. However, these models usually needeaatiite procedure to solve them or a
numerical solution if the analysis becomes too dempThe analytical solutions that
researchers have recently developed are still qoowmplex. The effectiveness-NTU
methodology is less complicated, but a short itengbrocedure is required in order to find
the solution. The empirical correlations of the weidification effectiveness, the mass
transfer and the heat transfer coefficient deriyemm experimental data have only
restricted validity to the type of desiccator, Idjdesiccant and operating conditions. From
Table 5.1 it is seen that MgChas never been used as a liquid desiccant inreithe
theoretical or experimental studies; the use & d@isiccant is one of the novel aspects of

this thesis.

Based on the published literature reviewed befpegked columns dominate over the
other configurations since they provide high swefaolume ratio and thus achieve better
dehumidification effectiveness. Internally coolezksitcators remove the heat of absorption
and hence the process air temperature is not setled hat makes them comparatively
advantageous to desiccators without internal cgolin this work the desiccator was

designed as an internally cooled cross flow comégan.

Table 5.1 Summary of published work on desiccators

Experimental/

Year Authors Type of Desiccator| Desiccant ,
Theoretical
1961 Olander any any Theory
Factor and packed column/ | Monoethylene )
1980 . . Theory and Experiment
Grossman random packing Glycol, LiBr

packed column/
1988 Ullahet al _ CacCl Theory
random packing

packed column/ ) .
1993 Chunget al . LiCl Experiment
random packing

LiCl,
packed column/ _ ]
1994 Chung _ Triethylene Theory and Experiment
random packing

Glycol
packed column/ _
Triethylene )
1995 Chuncget al random and GIveol Theory and Experiment
yco

structured packing
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(Table 5.1 continued)

packed column/
1996 Potnis and Lenz random and LiBr Theory and Experiment
structured packing
packed column/
1996 | Chung and Ghos random and LiCl Theory and Experiment
structured packing
1998 Rahamaht al wetted—wall column any Theory
1998 Khan spray tower any Theory
2000 Jairet al wetted—wall column LiBr Theory and Experiment
Saman and
2001 . spray chamber Cagl Theory
Alizadeh
Saman and .
2002 . spray chamber Cagl Experiment and Theory
Alizadeh
CacCl, LiCl,
] packed column/ CELD
2002 | Al-Farayedhét al ) Theory
structured packing | (50% CaC},
50% LiCl)
_ packed column/any )
2004 Gandhidasan ) LiCl Theory
type of packing
) any (with a cross flow
2004 Aliet al ] ] any Theory
configuration)
packed column/
. any type
2005 Chengqirt al ) CaCl, Theory
(with a counter flow
configuration)
2005 Yoonret al wetted—wall column LiBr Theory
Longo and packed column/ LiCl, LiBr, )
2005 _ Theory and Experiment
Gasparella random packing KCOOH
) packed column/ LiCl, LiBr,
2006 Chenggirt al ] Theory
structured packing CacCl
) packed column/ ) .
2006 Liuet af _ LiBr Experiment
structured packing
) packed column/ ) )
2006 Liuet aP ) LiBr Theory and Experiment
structured packing
2006 Cheret al packed column LiCl Theory
Gommed and ) )
2007 packed column LiCl Experiment
Grossman
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(Table 5.1 continued)

LiCl, CaCl2,
2007 Jain and Bansal packed column| Triethylene Theory

Glycol

) a packed column/ ) )
2007 Liuetal ) LiBr Theory and Experiment
structured packing

2007 Liuet aP any LiBr Theory
LiCl, LiBr,
2008 Ren packed column Theory
CacC},

) packed column/ ) )
2008 Yin and Zhang ] LiCl Theory and Experiment
structured packing

packed column/ .
2009 Mooret al ] CaCl, Theory and Experiment
structured packing

5.3 Theoretical Model

The model developed here is based on the worksiwofahd his associates (Liet al,
2007a, Liuet al, 2007b, Liuet al, 2006a, Liuet al, 2006b) and Khan (1998, , 1992).
However, the present author has simplified theedgiftial equations by making a number
of assumptions and thus reduced them to algeboans Wherever this was possible. The
model also uses predictive formulas of Nusselt &ferwood numbers developed
specifically for CELdek® packing material for calating the heat and mass transfer

coefficientsh, and h, respectively. Based on the relevant inputs (teatpez and relative

humidity of the process air, the air mass flow ratel the solution mass flow rate, the
solution concentration and temperature, the tentyperaand mass flow rate of cooling
water at the inlet) the model predicts the masg @b water absorption along with the
properties of air, solution and water at the outlet

5.3.1 Finite Volume Model for CELdek® packing

The CELdek® pad is divided into a finite numbercohtrol volumes called elements (see
Fig 5.2). The set of governing equations preseb&ow are applied for each element. For
each element one-dimensional analysis was carugdtlaus enabling us to simplify the

governing differential equations and integrate. c8pmlly, the assumptions used in this

model are the following:
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1. The desiccator operates under steady state comslittmd heat losses to the
surroundings are negligible.

2. The properties of air change only in thdirection (see Fig 5.2).

3. The properties of the desiccant solution changg ionthex direction (see Fig 5.2).

4. The specific heat of air and desiccant solution amesidered constant inside the
control volume.

5. The solution is perfectly mixed and uniformly distrted to each element. The

same applies to the process air.

The partial vapour pressure of the air is highantthe partial vapour pressure of the liquid
desiccant at its surface, thus mass transfer actiurse define as the wetted area of

packing per volume (fim®) to be

(5.1)

where ¢ is the wetted surface area and the volume

Then if we take a control volume (see Fig 5.2)rttess transfer equation can be defined as

a a

m, - de, = Ny - (Oreen — @, )- @, - - 52-dy (5.2)

where hyis the mass transfer coefficienty,,is the absolute humidity of the air in

equilibrium with the desiccant solutiom,is the absolute humidity of the aifxand oz

are the height and length of the control volum@eetvely.

z

TS1 X51 rns
inlet y ﬁ
. X .
m,, madr,,
Ta — »T+dT,,
o, o +dw,
i outler
THdT,, XHdX,,
my +driy

Fig. 5.2 Differential control volume.
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if we integrate from state 1 (inlet) to state 2t(et) we arrive at
. 2 2
m, L dw, =h, -(a)Tssat—a)a)-aW -5X-5Z-J.1 dy

or m, - a)a|l2 =h, -(a)TS,Sat—a)a)-aW K-8z Oy
or M, -Aw, 1, =y (01— @,)- @, - - 2- 8 (5.3)
where 8y is the width of the control volume

Heat transfer takes place between the air andidfuéd | desiccant surface. This can be

mathematically expressed as
m,-Cp,-dT, =h,-(T,-T,)-a,, - - oz-dy (5.4)

where h, is the heat transfer coefficient

In a similar way as before if we integrate we arat the following

m,-AT,,, =h, -(T,-T,) a, - & 5 & (5.5)
The enthalpy change of air can be defined fronetitealpy equation of moist air as
dh, =Cp, -dT, + h;, - do, (5.6)

if we integrate it yields

Ah, ., =Cp,-AT,,, +hy - Ao, ,, (5.7)

By substituting (5.3) and (5.5) in (5.7) we arrate

m,-Ah,, =h (T, -T,) @, -0z &y +hy - hy (O — @) t,, - K- 28 (5.8)

If we define the Lewis number as
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le=— & (5.9)
hD 'Cpa 'pa

and the Number of Transfer Units (NTU) to be

NTU = o b W-H -2, -p, (5.10)

M

whereL = 0.3 mW= 0.1 mH = 0.1 m for our experimental set up
then if we combine equations (5.8), (5.9) and (pvt® arrive at the following equation

(5.11)

2|l

Aha,l—z =NTU-Le- |:(hTs,sat - ha)+ hfg : (é} _lj : (a)Ts,sat — @, )} :

The law of conservation of energy states (sinceetieno work generation, the potential
and kinetic energy changes are zero and assumearg th no heat loss) that the total
enthalpy change of air should be equal to the tetdhalpy change of the desiccant

solution and can be expressed as
m, -dh, = m, - dh, +dmh, - h, (5.12)

by integration we arrive at

ma 'Aha,l-z = ms 'Ahs,l-z + hs 'Ams,l»z (5-13)
The law of conservation of mass between the aith@dolution for the control volume is
-m,-Aw,,, =AM, , (5.14)

the enthalpy change of the desiccant solutionvergby
dh, =Cp, -dT, (5.15)

which becomes by integration

Ahs,l-z = Cps ’ ATs,:l.-z (516)
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If we substitute (5.11), (5.14) and (5.15) in (5.48d if h, = Cp, - T, (Ts at the inlet) then

equation (5.13) yields

. 1 d .
m, {NTU‘ Le |:(hTssat_ha)+hfg '[Le_l}(wTssat_a)a):|’y}_CQ 'Ts -m, 'Aa)a,lz

AT.., = w (5.17)
s, k22 CR . n,L .

The law of conservation of mass for the solutiaiext

d(m, - X,)=0=dr,- X _+dX_,-m =0 (5.18)

The change in the water content of the air shoelcdpal to the change in mass of the

desiccant solution

if we combine (5.18) and (5.19)
—r, -do, - X_+dX_ -, =0 (5.20)

if we separate the variables and integrate frone dtdo state 2 we arrive at the following

o2 1 (2 : ,
nls-J;X—s-dXS:ma-Lda)a:>ms-lnxs|f=ma-a>a|f

%Awa,xz
which yields Xg,= X, ,-€"™ (5.21)
—Awy 10
henceAX 1, = X, €™ - (5.22)

Equations (5.17) and (5.11) are equivalent to theagons presented by Let al. (2007b).
This physical model describes the process of hadha@ass transfer that takes place in the
packing material of a cross flow desiccator. Theeshnental cross flow desiccator
constructed in lab utilises CELdek® (7090-15) askpay material. Therefore, suitable
predictive formulas of Nusselt and Sherwood numiaeesneeded in order to be used for

calculating the heat and mass transfer coefficiaptand h, respectively. The Nusselt and
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Sherwood formulas found in the literature were tlgved based on the special geometrical
characteristics of CELdek® in a similar dehumidiiyi process using LICl as liquid
desiccant (Chungt al, 1996). In this work the Nusselt formula was ussdoriginally

presented in reference (Chumg al, 1996) and the Sherwood formula was slightly

modified.
. 04

Nu= 278-10°° - Pr'3. Re'. (- x,)* (%j (5.23)
. N01

Sh= 225.10°-Sc’% -Re a-Xx,)*® (ﬂj (5.24)
ma

Thus the heat and mass transfer coefficients caalbalated by the following formulas:

_ShD,,
L

C

hy (5.25)

where D, , is the binary diffusion coefficient of water vapoin air andL. is the

characteristic length

2 (5.26)

wherek, is the thermal conductivity of air.

5.3.2 Finite Volume Model for cooling tubes

Besides CELdek® the desiccator has embedded conlbes (see Fig.5.3a and 5.3b). The
heat and mass transfer occurring at the tubes re mamplicated because of the water
flow inside the tubes. Therefore a different modelswdeveloped assuming that the
properties of water change only in the z direction.

Equations (5.3), (5.4), (5.5) and (5.22) are stillidv for the following analysis
(parameterised accordingly where needed).

The mass transfer coefficient is now expresseddimk s?) as

G.Lychnos 137



Chapter 5

N\

6-D .

hD:(w_amsj . (5.27)
- pg-0-l

(Treybal, 1980)

where D,,_, is the mass diffusivity of water vapour in aif, is the solution mass flow rate
per unit width, p, is the solution’s density,is the length an@ is the solution film

thickness given by

N\
5:(&] (5.28)
Ps -9

(Treybal, 1980)

where 4, is the dynamic viscosity of the solution and ¢his gravitational acceleration.
The energy balance equation of the control voluseoiv:

m, -dh, + m,-dh, + dm,-h,+m, -dh, =0 (5.29)
wherem,, is the water mass flow in a tube ahgl is the specific enthalpy of water.

If we integrate (5.29) then
m, -Ah, ., +m,-Ahg,, + Am,, -h, +m, -Ah,,, =0 (5.30)

If we substitute equations (5.7), (5.14), (5.16) @onsider thatAh,,, =Cp,, -AT,, ., In

equation (5.30) and solve fa&T, , then it yields

_m, Cpy Ty - A, , — M -Cpg - AT, -1, - Dy - Aw, , — T, -Cp, - AT, 4,

AT
a,l12 ma . C pa

(5.31)

AT, ., and AT, ,, are calculated by an effectiveness-NTU model.
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It should be noted that condensation occurrindghatdry areas of the tubes (as a result of
reducing the water vapour temperature below itaratbn temperature) was neglected
because calculations carried out based on the Nuamsalysis (Incroperat al, 2007)

showed that the effect on the overall mass fluwater absorption was not significant.

Methodology of effectiveness-NTU model

In the experimental model tested, there are emlukdol@ling tubes and they are connected
vertically in groups of ten (see Fig. 5.3a and h.3bwe consider each group as a cross
flow heat exchanger and assume that the tube stamathy and totally wet by the solution,
then heat exchange takes place directly and orlydas the solution and the surface of

each cooling tube.

The water is assumed to be perfectly mixed in esohs sectional area to each element.
Following the well known method of the effectivead$TU for heat exchangers
(Incroperaet al, 2007) the effectiveness of a cross flow heat argbr (single pass) with

Cmin (mixed) andCrmax (unmixed) is given by
e=1- ex;{—ci -(1—exp(Cr- NTU)} (5.32)
r

whereCr is the heat capacity ratio defined as

Cr = & - M (5.33)
Cc rnw,tube ’ pr

whereC;, is the heat capacity of the hot fluid, is the heat capacity of the cold fluid

NTU is determined from the expression

Uy A

NTU = (5.34)

min

Cmin = Ch = ms ’ Cps (535)

Uy is the overall heat transfer coefficient compufiadlocal properties and heat transfer
coefficients and is given from the following formaulCengel, 2006, Incropeed al, 2007):
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(fzj

In| =

I

U, = SECE R S R N N WA BY-Y (5.36)
h, h,) | 278l ke,

where ol is the length of the tube; is the external diameter of the tube ands the

internal diameterkep is the thermal conductivity of coppeh, is the heat transfer

coefficient for external flow of solution at thebi surface defined as

_ 0.687-Re?™- Nu, -k
a L

h, sol (5.37)

c,tube

(Kocamustafaogullari and Chen, 1988)

with Reynolds number given by

4.1

Re, = % (5.38)
72' .E .ILIS

(Jainet al, 2000)

Nu, is the Nusselt number for external flow determifredh the expression

Nu, = (035+ 034-Re’+ 015- Re*®).Pr.% (5.39)

(Sanitjai and Goldstein, 2004)

h, is the heat transfer coefficient of the interdahf of water defined as

hW = NUD—'kW (5.40)

D

Nu, is the Nusselt number which for fully developetemal laminar flow Re, < 2300)

in tubes with uniform heat flux is considered canst
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Nu, = 436 (5.41)

Pr, is the solution Prandtl number defined as

Pr = Cps - 44 (5.42)

The effectivenesg is by definition the ratio of the actual heat sfam to the maximum

possible heat transfer

£ = Q. (5.43)

whereQ can be either

Qs = r“ns,tube ’ Cps ’ (Tsom _Tsin ) (544)
or

Qw = ri.\N,tube ’ pr ’ (TWOUt _Twin ) (545)
and

here Q. = Mg Cp, (1" - T,") (5.46)

Thus by substituting equation (5.44) in (5.43) gl

TOUtzTin—é"(Tin -T in) (547)

S S S w

and by substituting equation (5.45) in (5.43) yseld

_ rhw,tube ’ pr ’ (TwoUt _Twin )
T r‘ne;,tube ' Cps : (Tsin _Twin ) (548)

solving for T, we arrive at

A . C . T in —T in
€ rns,tube‘z Ps ( s w ) (5.49)
rnw,tube ’ pr

T out:-l- in+

w w
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The detail computational procedure is describedtlmn next chapter along with the
GPROMs model. The properties of air, water and Mg0lution were determined using
published formulas or by polynomial equations basedexperimental data found in the
literature (Cengel, 2006, Incropeztal, 2007, Lobo, 1989, Zaytsev and Aseyev, 1992).

5.4  Experimental equipment and methods
The performance of a packed column type desicaeted in a cross flow configuration is
affected by:
c) Ambient conditions such as air temperature and dityrand
d) Design parameters such as the mass flow rate, tampe and concentration of the
desiccant solution, the air mass flow rate, thekipgcmaterial, the wetted surface

area and the width of the column.

The aim here is to validate the theoretical mo@eletbped in section 5.3, an essential part
of the whole system model, and thus investigate twavdesign parameters should be
chosen so as to optimise the performance undeartii@ent conditions according to the

local climate.

In this study we have investigated the performasfcde desiccator under lab conditions.
The experimental set up enabled us to control thenass flow, the temperature and
relative humidity of the air, the solution masswiland the solution concentration. The
performance of the regenerator was assessed ungleamdl under humid ambient

conditions.

5.4.1 Setup

The experimental desiccator is constructed withr feeparate cellulose structured pads
each one sized 0.1x0.1x0.3m. Each pad consistseaiadly impregnated and corrugated
cellulose paper sheets with different flute angtes steep (60 deg) and one flat (30 deg)
that have been bonded together (CELdek® 7090-1%).phcked column is cooled by fifty
copper tubes (15mm OD) embedded inside it (tapmatesed as the cooling fluid). The
strong magnesium chloride solution flows througlo twanifolds from the top to bottom

inside the column, wetting the cellulose structupatking. As the humid air passes
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horizontally, in cross-flow configuration throughet column, moisture is removed as the
water vapour is absorbed by the liquid desiccartark at the bottom is used to collect the
weak magnesium chloride solution which freely flothsough a tube to the regenerator.
The strong solution flowing out of the regeneratorcollected in a tank and then the
peristaltic pump (see section 4.3.1 for pump sptibns) returns the solution at the inlet
of the desiccator. Figure 5.3 shows a schemate \@elv of the desiccator. The desiccator

is fitted inside a rectangular PVC tunnel (see bi§.and Fig. 5.6).

To minimise heat exchange with the surroundings,RNWC tunnel is insulated with a 6
mm insulation wool blanket (Superwool607 MAX Blahkd&RS) and Airtec double
insulation material (ScrewFix). Two air samplindpés for measuring the dry bulb and wet
bulb temperatures of the incoming humid air and abé coming dehumidified air are
mounted on the tunnel. For this purpose a fan (dMel panel mount fan, 12Vdc, 60mm
dia) is fitted inside each sampling tube that drawut of the rig and recycles it back to
the process air, and two Pt Resistance Tempertetectors (PT10&0.03 °C @ 0 °C,
Pico Technology®) are placed at the fan inlet ahetabe. One of them is covered with a
wick (manufactured for scientific hygrometers) whis kept wet by immersing its end in
water. Platinum resistance detectors are also imsetieasuring the solution temperature
and the cooling water temperature at the inlettaedutlet of the desiccator. The readings

are scanned and recorded by the PicoLog data lgggiftware every second.

The process air is heated and humidified beforereng the tunnel by an existing
environmental chamber that allows the digital cointf the heat and water vapour supply
to the incoming air stream. The process air is drawt of the tunnel using a 12 Vdc
centrifugal blower (ebmpapst, max volumetric flo@02t/h). Attached to the outlet of the
blower, an orifice plate setup was constructed @atog to BS EN ISO 5167-1:2003
guidelines in order to measure the air mass flosuetely (£ 1.5 percent error). An
inclined manometer is used to measure the prestifieeence along the orifice plate with

a reading error of £2.5 Pa.

The air flow at the outlet fan is controlled by & Power regulator. It was calibrated so as
to be able to calculate the volumetric flow rate kryowing the voltage only. The
calibration graph (Fig. A4.3) can be found in appem™.The air flow at the inlet fan is

adjusted using a digital control showing the petaga of power output. This fan was also
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calibrated so as to calculate the volumetric flaterby knowing the percentage power

output. The calibration graph (Fig. A4.4) can berfd in appendix 4.

5.4.2 Experimental procedure

Each experiment comprised the following steps:

1. Mix up the MgC} solution by stirring known masses of water witlowm masses of
MgCls.

2. Decant approximately 8L of the solution in the amgular plastic tank (see bubble
No7 in Fig. 4.7).

3. Put all the temperature probes for measuring soiudind ambient air temperature in
place (see Fig. 4.7).

4. Switch on the fan of the environmental chambeatithe desired speed

5. Switch on the fan at the outlet of the desiccatpat the desired speed

6. Switch on the heating element of the environmectttaimber rig at the desired
temperature. Wait until thermal balance is achigwgdneasuring the temperatures of
the air before and after the packed column

7. Start the peristaltic pump at the desired speedt \#l the desiccator is wetted

8. Switch on the humidifier at the desired relativenidity level

9. Switch on the solar simulator

10. Switch on the air sampling fans

11.Turn on the tap water for the cooling tubes

12.Measure the volumetric flow of water at the outiethe cooling tubes; adjust it to
the desired value.

13. Set the computer to log temperature readings

14. Take solution sample from the desiccator outlgi€ed 30 min)

15.Take solution sample from the regenerator outégig€at 30 min)

16.Measure RI of samples after the end of the experime

17.Remove the temperature probes and wash them witlr.wa

5.5 Results and Discussion

5.5.1 Experimental design and calculations

In order to explore the effect of the various pagters affecting the performance of the
desiccator, only one parameter was varied at a wimé the others were kept constant.
Two series of experiments were conducted. The $esies consisted of four experiments
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l.e. D1, D2, D3 and D4 that were carried out urdtgrambient conditions (RH = 60-63%).

The air volumetric flow rate and the desiccant sotuflow rate were kept constant in D2,
D3 and D4. D1 was conducted with a lower soluticassiflow rate. D3 was carried out at
higher air flow in order to investigate the effeftthe air flow to the performance of the
desiccator. Table 5.2 summarizes the conditionguredch experiment of the first series
was conducted. The second series consisted okkperiments i.e. H1, H2, H3, H4 and
H5 that were carried out under humid conditions (RH7 — 75%). All of them were

carried out using internal cooling and the onlyiatale was the solution mass flow. We
focused more on humid conditions since the propaseting system is designed for hot
and humid climates. Tables 5.2 and 5.3 summarieedmditions under each experiment

of the second series were conducted.

Table 5.2 Experimental conditions for Series 1.

Series 1 DRY CONDITIONS (RH=60-62%)
Experiment D1 D2 D3 D4
Air flow (%emax flow) 60 60 80 60
Solution flow (kg/s) 0.0034 0.004 0.004 0.004
Air Temperature (°C) 30 35 30 35
Internal cooling no no no yes
Water flow (kg/s) 0 0 0 0.062
Table 5.3 Experimental conditions for Series 2.
Series 2 HUMID CONDITIONS (RH=67-75%)
Experiment H1 H2 H3 H4 H5
Air flow (%emax flow) 60 60 60 60 60
Solution flow (kg/s) 0.0021 0.0028 0.0036 0.0041 0.0064
Air Temperature (°C) 35 35 35 35 35
Internal cooling yes yes yes yes yes
Water flow (kg/s) 0.062 0.062 0.062 0.062 0.062

The initial concentration of the solution variedamarrow range 0.34-0.36 kg of solute /
kg of solution. We chose to conduct all of the ekpents with high initial concentrations
of MgCl, that correspond to 39%-32% ERH as our hypothssikat highly concentrated
brines, rich in MgGJ, can be used as liquid desiccants for coolingrdreeses. Besides, if
the desiccator is to work even under dry and hoditmns (below 60% RH) efficiently
then this would be achieved with a solution of lotwvean 40% ERH.
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The air mass flow rate was calculated using théoviehg formula (BS.EN.ISO.5167-
1:2003)

i, == 242\ [20p (5.50)

1-p*

whereC is the orifice coefficient discharge, d is thefioe diameter, D is the upstream

internal pipe diametefi is the diameter ratio (d/D)Apis the differential pressure
(measured by the inclined manometer)js the expansibility factorp,, is the upstream

air density. A section view of the orifice platendae seen in the appendix 5, Fig. A5.1.

STRONG DESICCANT
SOLUTION

a.

C'IC')L?é_IIE,\éG MANIFOLD gﬂ} %i?*ij 3 3 g;ﬁﬁ :5,? {*;‘g}
v ) %é’%“ff f:srff%@fﬁ %‘
CELdek® fé &%}’i 3} <§j‘1§§§ B fi,
CONTAINER DE;/YECAAKNT “;'_'_'_'_'_'_'_'_'_'_'_'_'_'__4_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_:_141
4 SOLUTION !: -
____________________________ LT ]

temperature sensors

tap water inlet

tap water outlet

desiccant solution streams

Nt -

Fig. 5.3 Section view (a) and side view (b) of the dedioca

Therefore, for a steady-flow open system the infEwvergy will be equal to the outflow
energy,

Etot Etot
Qin +Vvin + Z I_'lin + Z KQn +z Pem = Qout out + Z Hout + z K out +Z I:.)eout (551)
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In particular, if we assume for our system thatehe no heat loss (adiabatic), no change

in kinetic energy, no change in potential energgl an work generation equation (5.51)

becomes

z |_.lin = z |_.lout = H;:r + HS;I + I_.I\i/:;ater = Ha?ilrJt + Hé)cl:lt + Hv?/:tter+ I_.Ilatent (552)
where H is the enthalpy rate and can be expressed as

|-'|ii =m -Cp -T/ (5.53)
Hej\ir = rﬁair ’ (Cpair 'Tajir + a)j ’ hg) (554)

for i = water, solution and j = in, out

where h;is the specific enthalpy of saturated water vapaod can be approximately

calculated by the following formula

h, = 25013+ 184-T, (5.55)
(Cengel and Boles, 1998)

The latent heat rate of absorption that is reledsethg the stripping of water vapour from

the air stream to the desiccant solution is exptss

H latent — mabs ’ hfg (556)

where h is the water latent heat of absorption taken tedrestant and equal to 2255.8 kJ

1

kg™
The water rate of absorptian,, is calculated by the following formula

mabs = rhair ’ (a)in — Oyt ) (557)
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where o, and o,, are the absolute humidities of the incoming andc@ming air

out
respectively.

The enthalpy effectiveness and moisture effectisengf the dehumidifier describe the
combined heat and mass transfer performances agydaére calculated by the following

equations:

H out

air

——— e = =

R ! uu&>

H out H out H

sol water latent

Fig. 5.4 Schematic of the energy flows at the desiccagpr r

1in 1] qut
7 = H-m% (5.58)
7 = %-100% (5.59)

where H_is the enthalpy of air in equilibrium with the stn and is calculated by the
following formula:
H, =[1.007-T, — 0.026+ o, -(2501+ 184-T, )]- m

air

(5.60)

and w, is the saturated water content of the air at tivéase of the solution and can be

calculated as

., _0B22.ERH-P
°* P,,—ERH-P,

amb

(5.61)
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where P, is the saturated pressure of water vapour catulilay

logP, = 3059051~ 82-logT,, + 24804102 .T, —314231.T, " (5.62)
(National Engineering Laboratory, 1964)

whereT, =27316+T,,.

For each experiment equation (5.52) was applied@mnud that there was a deviation from
the energy conservation law. This unbalance is ipaitributed to heat loss from the shell
of the rig as it was not perfectly insulated. Itsnexpressed as a percentage of the total

incoming enthalpy flow rate:

-100% (5.63)

: _‘sz_ Hout

loss Z H i

A summary of the energy balance calculation resart the calculateQOSS% are shown

in Table 5.4 (see appendix A6 for a more analytiable). It is seen that the heat losses
represent only 1-8% of the total incoming enthalloyv rate which can be considered

insignificant.

Table 5.4 Energy balance calculated results

Experiment| Y H, (kI s) | Y H,, (kI sh AYH. Q.. %
H1 7.31 7.66 -0.35 5
H2 7.46 7.86 -0.41 5
H3 6.62 7.08 -0.46 7
H4 7.62 8.10 -0.47 6
H5 7.19 7.70 -0.50 7
D1 2.21 2.19 0.02 1
D2 2.77 2.71 0.05 2
D3 3.00 3.03 -0.03 1
D4 7.92 8.53 -0.61 8
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Fig. 5.5 Schematic diagram of the experimental rig
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Fig. 5.6. Photos of the experimental rig in the lab (righvt the desiccator (left).
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Fig. 5.7. The calculated mass flux of absorbed water uhdenid (H series) and dry (D

series) conditions.

The calculated mass flux of absorbed water for eaxperiment conducted in the
laboratory under humid and dry conditions is iltattd in Figure 5.7. It is seen that when
internal cooling is employed (in H1-H5 and in DBgtmass flux is considerably increased.
Experiment D4 can be compared to D2 since thely difference is the cooling treatment.
In particular, the mass flux of absorbed waterxpeziment D4 is approximately 47.5%
higher than of D2. This significant improvement danexplained by the fact that internal
cooling decreases the temperature of the solufiena result the temperature gradient
between the solution film and the process air seased. Consequently this results in a
higher vapour pressure gradient at the interfacth@s/apour pressure of the solution is

decreased. Thus, higher mass transfer rates areddd

The comparison between D4 and H3 showed that tiorpence of the desiccator
dropped significantly under dry conditions. In faoe mass flux of absorbed water in H3 is
29% higher than the one measured in D4. The Hsshewed the effect of the solution

mass flow on the performance of the regeneratorit As seen in Figure 5.8 there is an
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optimum solution flow value under the current cdiodis, beyond which there is no
significant change in the mass flow of absorbecewfatr values higher than 30009 .

The calculated experimental moisture and enthalfjgcteveness of the H series of
experiments are illustrated in Fig 5.8. The momsteifectiveness ranged between 50% and
65.4% while the enthalpy effectiveness varied axipnately from 54.6% to 70%. It is
worth noticing that the effectiveness (either wapressed) reaches a plateau for solution

mass flow values higher than 3000 ™.

80

70 - o 5

>

60 -

50 -

40 ~

Effectiveness %

30 -
20

10 - —A— moisture effectiveness —6— enthalpy effectiveness

0 T T T T T 1
0 1000 2000 3000 4000 5000 6000

Mass Flux of desiccant solution (g ht m'z)

Fig. 5.8 The calculated moisture and enthalpy effectiveradsH series against the mass

flux of the MgC} solution.

5.5.2 Comparison with theoretical model

The developed desiccator model managed to prédiangss flux of absorbed waten,,,

with a 11 % average error when compared to thererpatal values. It should be noted
that the model predicts higher mass fluxes of diesbwater for all the experimental input
data because it considers that the whole surfaz @irthe desiccator is wetted and thus
effective (ideal). However, this was not the casemvconducting the experiments, since

areas of the desiccator were not fully wetted ammhoeling flow patterns were observed.
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Therefore, in order to compensate this signifiegfdct a parameter was introduced to the

model i.e. the ratio of wetted surface area peumel,,, (see Section 5.3) which is a

constant when all the surface area of CELdek igaedetqual to 1. The results presented

here take into account an averaged),8 for all the experiments. The predicted values of

the mass flux of absorbed water along with the erpntal values against the ratio of air

mass flow to solution mass flow are illustratedrig 5.9.

300
250 -
200 ~

150 -

Mabs (g h™*m?)

100 ~

50 A

mair/msol

= Experimental O Predicted

Fig. 5.9 Experimental and predicted values f,. against the ratio of air mass flow to

solution mass flow.

The inlet values of temperature (air, solution, evat relative humidity and Mggl
concentration for each experiment are presentédhble 5.5. These values were fed into
the model and the predicted results, along withp#keent errors, are presented in Table
5.6.

It is seen that the average relative error for ghedicted air temperature, the predicted
solution temperature, predicted water temperatoredicted relative humidity, predicted
moisture effectiveness and enthalpy effectiveness 586, 9%, 5%, 4%, 8% and 8%

respectively.
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5.6  Conclusion

According to the literature review, finite differ@® models give more accurate
performance predictions but their solution can h&mlgersome. In contrast, the
effectiveness-NTU methodology is less complex aeduires only short iteration
procedures. On the choice of the desiccator’s tppeked columns with internal cooling
are preferred because they provide high surfaceawelratio and thus achieve better
dehumidification effectiveness. Therefore, we destyand constructed in lab a cross flow
desiccator with structured packing and internaliogo The experimental findings showed
that internal cooling improves the performancehaf tlesiccator significantly. This can be
attributed to the fact that bigger vapour presgireslients are induced at the interface of
air-solution as a result of lower solution temperat The performance of the desiccator
drops considerably (by 29%) when it is operatinglarndry conditions, regardless of
whether or not internal cooling is used. The moestand enthalpy effectiveness of the
desiccator varies approximately from 50% to 70%eurttumid conditions and reaches a
plateau at 3000 g*hm™ of solution mass flux. The presented heat and rnassfer model
can predict the mass flux of absorbed water vapatir a relative error of 11 %. This
model will be used to predict the mass flux of abed water vapour as part of the whole

system model, using gPROMS®, presented in Chapter 6

G.Lychnos 155



Chapter 5

Table 5.5 The temperature values of air, solution and watéhe inlet along with the relative humidity asmution concentration.

Experiment | Tain Tsin Twin RHin Xin
H1 34.7 29.2 18.3 69.1 | 0.3568
H2 34.9 33.7 17.9 70.6 | 0.3481
H3 34.7 30.3 15.3 66.8 | 0.3414
H4 35.2 31.2 184 69.5 | 0.3446
H5 35.2 31.8 16.8 67.1 | 0.3439

Table 5.6 The predicted values of temperature (air, sohytivater), relative humidity, moisture and enthagffectiveness at the outlet in

comparison with the experimental ones.

Moisture Enthal
Experiment Taou (°C) Tsout (°C) TWou (°C) RHou (°C) effectiveness % effectivenggs %
% % % % % %
Pred | Exp error Pred | Exp error Pred | Exp error Pred | Exp error Pred | Exp error Pred | Exp error
H1 30.8 | 31.1 1 254 |265| 4 | 207|204 2 571 |564| 1 579 |50.1| 16 | 62.2 |546| 14
H2 28.6 | 31.1 8 29.1 |265| 10 | 218 (203 7 629 |550| 14 | 613 |595| 3 |66.8[634| 5
H3 28.3 | 29.3 3 26.7 | 25.8| 3 195|183 | 7 56.2 [56.7| 1 715 | 653| 9 76.0 | 70.2| 8
H4 29.5 | 31.0 5 285 |26.0| 9 22.1 | 213 | 4 573 |59.2| 3 67.7 |656| 3 | 721|693 4
H5 28.1 | 29.8 6 295 |249| 19 | 217 (202 7 570 [56.2| 1 70.6 | 653| 8 | 754 |70.0| 8
Average 5 9 5 4 8 8
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CHAPTER 6. SYSTEM MODELLING AND DESIGN

6.1 Introduction

The whole system model should combine the modelseofegenerator, the desiccator and
the greenhouse (see section 6.3). Thus to simthatgerformance of the system under
various climatic conditions, a modelling softwarackage that can combine these
individual models is required. In choosing the nmmstable, priority was given to process
modelling softwares that have the capability t@iatt with MSExcel® spreadsheet files.
That was a prerequisite since the majority of tbeegning algebraic equations presented
earlier had been already introduced in spreadsheetseck their validity.

The software chosen, gPROMS®), is advanced procedsliing software that can interact
with MSExcel® spreadsheet files, read from spreaeishand perform calculations, use
them as databases or even perform computationeéguoes in them. gPROMS® uses an
equation-based programming language, designedfispdigifor the modelling of complex
processes, where the relationships of the variatalede written as equations. In the same
manner, the streams connecting various process g written as mathematical
statements. Complex processes and operating pnesedan be modelled by writing
equations that do not differ much from the onedtemion paper. Mathematical solution
techniques are built in gPROMS®, thus it is notassary to introduce new ones. Another
asset of the chosen software is the graphical septation of many elements of the
problem such as stream connectors, basic modelsinea flowsheet environment. It is
worth noticing the ease to call external softwareg gPROMS® gO:Run function. This
allows a simulation of any size to be executed mhMSExcel or any other suitable
interface. The reader is referred to the PSE welsit a detailed description of the
capabalities of gPROMS® (http://www.psenterprisenfo

In this work, the computational procedure of theolehsystem model is described using
flow diagrams and schematic descriptions whereasletk The whole system consists of
three models i.e. the regenerator, the desiccatbttee greenhouse. The proposed cooling

system is applied to a 1008rgreenhouse which utilizes evaporative cooling pimis
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cooling and then a simple heat transfer model pbbti in literature by Kittast al. (2003)

is used to predict the temperature at the outlét@fyreenhouse.

6.2 Program Flow Analysis

The whole system program developed here assumeis iha pseudo—steady state process
and that the heat and mass balance equations pliedapetween the nodes. Fig. 6.1
illustrates a schematic of the flow of the computiergram with the main output variables

which are calculated at concrete procedures.
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Fig. 6.1 Flow schematic of the computer program showing blasic output variables

calculated at a concrete procedure.

The structured packing of the desiccator that ctesif Celdek® pad material and cooling
tubes is divided into five main sections as showfig.6.2 (the green highlighted volume
is one section). Then, each section is furtherdeiinto 450 control volumes called finite
elements. Hence, each section is a computationalaoho which is discretized into

| xJx K meshes and each finite element is identified bgteof three coordinates |, k)

that represent the section, the element positiomgahe section and the row, witk: [15],
j =[130]and k = [115] respectively. Overall the structured packing & tresiccator was

divided into 2250 finite elements.

The governing algebraic equations of section 5e3aqplied to each element separately.
The effectiveness-NTU model requires iterationsnder to find the water temperature at
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the outlet of the cooling tubes. Therefore, a sem@rative scheme is employed to solve
the algebraic equations for the first section. Wttenoutlet values of the first section are
obtained a second iterative procedure starts #isdtond section and when a solution is
obtained (convergence criterion 0.5%) the prograntinues to the next section and so on
until the last section. It should be noted thataloproperties, heat and mass transfer

coefficients are used for each element.

By averaging the air temperature and absolute htynid the finite elements at the last
slice, the outlet predicted values are obtainedespondingly. By averaging the solution
temperatures of the finite elements of the bottom of each slice, the outlet predicted
value is obtained. The predicted outlet water taatpee is found by averaging the water

temperature of the finite elements where the cutdéthe cooling tubes are (see Fig. 6.2).

Figure 6.4 illustrates the computer flow diagram tbé whole system. The detailed
computer programs of the regenerator, the desicctte greenhouse and the combined
system written in gPROMS language can be found ppenadix 8. A graphical
representation of the system as it appears in aQ@&R flowsheet is seen in Figure 6.3.
Each icon represents a unit model - process. Fdr peocess the following basic entries
are required:

1) Variables where all the variables used by the mathematicalel are entered with their
upper and lower bounds.

2) Model this is the core of the program where the phygicablem is described with
mathematical relations. Here it is essential tolatecthe parameters, variables and
equations.

3) Processwhich is a simulation activity and represents atance of the model. Here the
simulation process and the initial conditions azérebd.

The model shown in Figure 6.3 is a composite mehele it combines three basic models.
This is done by using stream connections (subdetsraables) or with equations i.e. by
setting the inlet solution concentration at theeregyator to be equal to the outlet solution

concentration at the desiccator, etc.
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Fig. 6.4 Computer flow diagram.

The results of each simulation are saved to an MEEspreadsheet file using the
Microsoft Excel output channel. The values of thaeiables as well the parameters used in
the simulation are saved and arranged in workshE&gs6.5 shows the execution output
file of a gPROMS simulation. For each simulationRglIMS solves a system of 80
equations. However, these equations are the omgsred by the software in order to
communicate with the spreadsheets where most digaeand mass transfer equations are
modelled. Hence in this way the number of the eqoat modelled in gPROMS is

significantly reduced.

The overall system program is designed and writtesuch a way that makes use of the
spreadsheet files where the main equations have &leeady introduced to check their

validity. Thus the simulation results can be vedfby the spreadsheets.
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B, Execution Output (EXEC_SYSTEM_MODEL_20100609_141314)

Show messages ta level 2|8

The following processes are available:
EXEC_SYSTEM MODEL
[ Top-lewel solution parameter settings...
Loading solvers...
[ Resolving parameters...

Constructing the system...

ElStructural analysis report

Fariahles: 87
TUnkrown: 80
Algebraic: a0
Differential: 1}
Enown (assigned): 7
Erquations: 80
Model equations: a0
Initial conditions: 1}
Index of the problem: a
Original problem iz well posed

Pequesting giIM 1 license from server.
License granted by server(s) localhost.
Loaded "gExcelOutput.dll™.

Loaded "gRM3.d11".

gRMS output channel wersion 3.2.0 (compiled on Jul 14 2009) initialising ...

Output chanmel id
Write to socket

'gRIS: sEXEC_STHTEM _MODEL_Z01006059_141314 -port 2116 -hest 127.0.0.1°
true

Host '127.0.0.1"
Port 'zlle!
Write to file false

<

Qutput | Properties

Fig. 6.5 The execution output file of a gPROMS simulation.

6.3  Greenhouse Climate Model

The greenhouse climate model is a simple heat fammsodel published in literature
(Kittas et al, 2003). Its validity was verified experimentallthe predicted and the
experimental values of temperature have a highetaion coefficient R of 91%. It can
predict the temperature gradients along a greehoased with evaporative cooling pads.
Here the main equations are presented.

The air temperature along the greenhouse is giyehebfollowing equation

Tgh (X) = Tamb + -7 (Tamb _Tamb,wb )_ %:| ’ eXF(_ AZ ’ X)+ % (61)

whereA; andA; are coefficients determined by

T.(l_y)'lR'X (62)

Va *Pa 'Cpa

and
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n is the cooling pad efficiency taken to be x8s the distance from the inlet of the

greenhouse (see Fig. 6.a),is the plastic roof transmission equal to 0.60is the plant
transpiration coefficient equal to 0.4%, is the ventilation rateT,,,., is the wet bulb

ambient temperature.

S/
Ir
Tamb

] Tan Greenhouse
e g .
Airp:{inlet Air 7utlet
—
X

Fig. 6.6 A schematic of the greenhouse.

The calculation ofT.

ambw

, 1S done in a spreadsheet with linear interpolatisimg values

from psychometric tables built in Excel with an aecy of + 0.4C.

6.4  Conclusion

The developed computer program of the whole systeafles us to combine the essential
parts of the proposed cooling system, the regenreaaid the desiccator, and investigate its
performance when applied to a greenhouse with dofgprad evaporative cooling system.
The model can predict the air temperature and Rthebutlet of the desiccator, the air
temperature at the inlet/outlet of the greenhouskthe mass fluxes of the evaporated and
absorbed water in the regenerator and in the dasiccespectively. The validity of the
model was first checked in MSExcel spreadsheetsinbpducing all the governing
equations of heat and mass transfer that define ptienomena of absorption and
evaporation in the desiccator and at the regeneeatd comparing the predicted values
with experimental ones (see chapter 5). Effort gigen to finding suitable software that
would make use of MSExcel spreadsheets. gPROMSateare chosen, proved to be a
versatile process modelling software that can kel dsr developing a more complicated
system that would incorporate secondary process#sas the fluid circulation pumps and

the exhaust fans.
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CHAPTER 7. CASE STUDIES

7.1  Introduction

The whole system model developed in gPROMS is used to evaluate the performance of the
cooling system when applied to a commercial greenhouse operating under various climatic
conditions. Climate is hotter in low latitudes and more humid in coastal areas. Therefore,
we emphasized coastal locations in the tropical and subtropical regions where the climate
is most likely to be hot and more humid. The proposed cooling system utilises bitterns as
liquid desiccants. Another reason for choosing coastal areas is that the greenhouse would
be closer to the source of bitterns’ production, solar saltworks. The climatic data required
for the analysis were obtained by using Meteonorm Version 4.0 software. Cooling systems
are usually employed in summer during the hottest hours of the day which are normally
between 10:00hrs and 17:00hrs. Therefore, the hottest months (with temperatures
exceeding 3C) were chosen for each location and then the average hourly data over each

month of ambient temperature, relative humidity and irradiance were fed into the model.

Aston University

llustration removed for copyright restrictions

Fig. 7.1: World map showing the selected countries where the performance of the

proposed cooling system was simulated.

Simulations of the system were carried out under the climatic conditions of the following

five cities:
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e Muscat (Oman)

e Mumbai (India)

e Chittagong (Bangladesh)

e Messina (Italy)

¢ Havana (Cuba)
The countries for each selected city are illusttate a world map in Figure 7.1. It is seen
that with the exception of Italy all of them ard by the Tropic of Cancer.
These cities can be categorised according to thep&d climate classification system.
Table 7.1 shows how those cities are classifiedescription of the climate symbols and

defining criteria are seen on Tal#é.2 in appendix 6.

Table 7.1The cities selected for system simulations anut thienate classification.

City Country Climate Kdppen classification
1 Muscat Oman Dry B(wh)
2 Mumbai India Tropical A(w)
3 Chittagong Bangladesh Tropical A(m)
4 Havana Cuba Tropical A(w)
5 Messina Italy Temperate C(sa)

Based on the simulation results the system wasniged for each location and useful
conclusions were drawn upon its performance, tlsggdeof the desiccator and the size of

the regenerator.

7.2  Assumptions and Methodology

The model was parameterized for cooling a 100@@mx33.3m) multi arched greenhouse
of 4m maximum height covered with double inflatddsgic polyethylene-ethylene vinyl
acetate films. According to Von Zabeltitz (1999¢ thad area of an evaporative cooling
system should be about imer 20-30rh greenhouse area and the maximum fan-to-pad
distance should be 30-40m. Hence if the pads aeeglover the length of the greenhouse
and their height is 1.2m then the total covered &selOni which satisfies the criterion. In

accordance, the dehumidifier should cover the samma.
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The evaporative pad and the structured packingetiehumidifier are made of CELdek®
corrugated cellulose paper of 10cm thickness. Tiaency of the fan-pad system is taken
to be 0.8. The air velocity inside the greenhoussull be in the range of 0.5-0.7 M s
since this velocity range is considered optimaldiant growth (ASHRAE, 1985). Thus for
an average velocity of 0.5 i inside the greenhouse the ventilation rate wasutzted to
be 67ni h' by multiplying the velocity with the vertical cressection area of the

greenhouse.

The values of cover transmissivity, plant trangpracoefficient and heat loss coefficient
required by the greenhouse model are the sameeasntts used by Kittast al. (2003).
The water mass flow and water temperature insidectioling tubes were kept constant
equal to 0.06 kgsand 15C correspondingly. The solution mass flow is alspticonstant
equal to 0.0035 kg’sm™ of regenerator area. The open solar regenergierfsrmance is
highly affected by solar irradiance, ambient terapge, wind and solution mass flow. In
this analysis the worst case scenario of no winsl @maployed. It is to be noted that all the
simulations carried out regard steady state arslysi

The total regenerator ared,, required to regenerate the weak desiccant solatiaihe

outlet of the desiccator was calculated from thi®dang formula:

Ma S
Atot :M—b' Aunit ‘n (71)

ev

where A, is the regenerator area of the regenerator ukgntzo be 0.73x3.5 frandn is

the number of regenerator units required for a 10@reenhouse (30 m x 33.3 m) taken
to be 222 which is also the number of the expertalestructured packing modules
required to cover the same size area that the eatap® cooling pads do.

7.3  Simulation Results

7.3.1 Case study 1: Muscat

Oman, like other countries of the Gulf is strondgpendent on food imports almost all
year round raising serious concerns about foodrggcRlant production in open fields is
almost infeasible because of the lack of naturakweesources and the increased water
demand due to the high temperatures. A viable retere for plant production is

cultivation in greenhouses where the environmenh ds controlled and water
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consumption can be minimised. However, temperatofelsigher than 3{C inside the
greenhouse make plant cultivation impossible. Hegesimulate the performance of the
cooling system when applied to a greenhouse in Btusperating during the summer
months i.e. in May, June and July. The resultdhefgredicted greenhouse temperature at
the outlet of the greenhouse when the liquid desicsystem is used (green dotted line)
and when only the evaporative fan-to-pad coolingfesy is employed (thin brown dotted

line) can be seen in Figure 7.2 along with the joted air temperature at the desiccator

355 a Muscat, May
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Fig. 7.2 The predicted air temperature at the outlet & ¢neenhouse with a liquid
desiccant cooling system (LD) and without (Evapweatooling only, EvCool) for a) May,

b) June and c) July in Muscat.
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Fig. 7.3 The mass flux of water vapour absorption and tloygiired regenerator area over

time for Muscat during May, June and July.

outlet and the ambient dry bulb temperature. Tha liees in Fig. 7.2 define the
temperature comfort zone of the plants (Zabeli&99). The mass flux of the absorbed
water vapour at the desiccator and the requireénemtor area over time for Muscat

during May, June and July are illustrated in Figou&

7.3.2 Case study 2: Mumbai

Food insecurity in India is of different level thah that in the countries of the Gulf. A
large part of the total population of approximatedp0 million, 22 percent, is
undernourished according to FAO (2002) As statddrbgsee Chapter 1) a key factor in
reducing hunger is to increase the agriculturaldpotion. Amongst other methods
greenhouses can boost the production of crops istimx farmland, thus providing a
means to increase agricultural production. In ttapitals the constraints of making
feasible the all year crop cultivation inside geamses are the excessive heat load and the
high humidity during the hot season. High humiditynimises the effect of the

evaporative cooling systems.
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In this study we simulate the performance of theppsed cooling system when applied to
a greenhouse in Mumbai operating during the summanths i.e. in March, April and

May. The results of the predicted greenhouse teatyer at the outlet of the greenhouse
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Fig. 7.4 The predicted air temperature at the outlet & ¢neenhouse with a liquid
desiccant cooling system (LD) and without (Evapweatcooling only, EvCool) for a)

March, b) April and ¢) May in Mumbai.
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when the liquid desiccant system is used (greeteddine) and when only the evaporative
fan-to-pad cooling system is employed (thin brovatted line) can be seen in Figure 7.4
along with the predicted air temperature at thacdasor outlet and the ambient dry bulb
temperature. The mass flux of the absorbed wateswaat the desiccator and the required
regenerator area over time for Mumbai during Mawpril and May are illustrated in

Figure 7.5.
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Fig. 7.5 The mass flux of water vapour absorption and tlpgired regenerator area over

time for Mumbai during March, April and May.

7.3.3 Case study 3: Chittagong

Food insecurity in Bangladesh is of the same le¥dhat in India. According to FAO a
large part of the total population, 26 percentumslernourished (Food and Agricultural
Organization, 2002). Furthermore, Bangladesh iatkxt in the tropical coastal zone and
therefore its climate is highly humid and hot dgrthe summer season. If greenhouses are
to be used as a means of increasing agricultucalyation then a cooling system that can
maintain the greenhouse air temperature withinglaat comfort zone during the hot
season is needed. The performance of the propas®ohg system was simulated when
applied to a greenhouse in Chittagong, the secargkst city of Bangladesh, operating
during the summer months i.e. in April, May andelun
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The results of the predicted greenhouse temperatuttee outlet of the greenhouse when

the liquid desiccant system is used (green dottexy hnd when only the evaporative fan-

to-pad cooling system is employed (thin brown dbtiee) can be seen in Figure 7.6 along

with the predicted air temperature at the desiccatdlet and the ambient dry bulb

temperature. The mass flux of the absorbed wa@rwaat the desiccator and the required

regenerator area over time for Chittagong duringddaApril and May are illustrated in

Figure 7.7.
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(Fig. 7.6 continued)
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354 C Chittagong, June
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Fig. 7.6 The predicted air temperature at the outlet & ¢neenhouse with a liquid
desiccant cooling system (LD) and without (Evapeeatcooling only, EvCool) for a)
April, b) May and c) June in Chittagong.
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Fig. 7.7 The mass flux of water vapour absorption and tloygiired regenerator area over
time for Chittagong during April, May and June.

7.3.4 Case study 4: Havana
Cuba’s food security level is similar to that oktBulf countries due to other reasons
though. After the collapse of its sugar sector éheas a shift away from large scale

agricultural production. Smaller scale systems Hasen used using sustainable practices
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for organic production. These systems may be efficwith regard to energy use and
better quality crop production but is of low agttawal production. In Cuba 84 percent of
all food consumed is imported (FAS/USDA, 2008). &®ecurity risks can be reduced if
agricultural production is increased. Greenhous@shelp achieving higher crop yields all
year round. However, all year round cultivation tanfeasible if during the hot season the
greenhouse temperature is maintained within thet gleamfort zone. Here, we simulate the
performance of the cooling system when applied wreenhouse in Havana operating

during the summer months i.e. in July, August aept&nber.
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(Fig. 7.8 continued)
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Fig. 7.8 The predicted air temperature at the outlet & ¢neenhouse with a liquid
desiccant cooling system (LD) and without (Evapeeatooling only, EvCool) for a) July,
b) August and c) September in Havana.
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Fig. 7.9 The mass flux of water vapour absorption and tlygiired regenerator area over

time for Havana during July, August and September.

The results of the predicted greenhouse temperatutfee outlet of the greenhouse when
the liquid desiccant system is used (green dotte and when only the evaporative fan-

to-pad cooling system is employed (thin brown dbtiee) can be seen in Figure 7.8 along
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with the predicted air temperature at the desiccatdlet and the ambient dry bulb
temperature. The mass flux of the absorbed wa@rwaat the desiccator and the required

regenerator area over time for Havana are illustirat Figure 7.9.

7.3.5 Case study 5: Messina

In the south European countries, such as ItalyjinSgayprus and Greece, evaporative
cooling normally addresses the problem of summegh hemperatures induced inside
greenhouses satisfactorily. However, heat wavesotiem with temperatures exceeding
35°C during summer. The plant response to heat stasss depending on the cultivar
species e.g. leafy vegetables are more sensitivewekker, it can cause serious
physiological disorders and even plant death. Tims,accordance, leads to quality
degradation and reduced yields. Many greenhouseegsodo not grow crops during
summer because of those reasons. Here we investigatperformance of the proposed
cooling system in Messina (Italy) as a means ofebdaemperature control inside the

greenhouses during the hottest months of the yeatuly and August.

The results of the predicted greenhouse temperatutfge outlet of the greenhouse when
the liquid desiccant system is used (green dottesy hnd when only the evaporative fan-
to-pad cooling system is employed (thin brown dbtiee) can be seen in Figure 7.10
along with the predicted air temperature at thacdasor outlet and the ambient dry bulb

temperature. The mass flux of the absorbed wateswaat the desiccator and the required
regenerator area over time for Messina during amlg August are illustrated in Figure

7.11.
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(Fig. 7.10 continued)
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35 b Messina, August
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Fig. 7.10 The predicted air temperature at the outlet @& tineenhouse with a liquid
desiccant cooling system (LD) and without (Evapweatooling only, EvCool) for a) July
and b) August in Messina.
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Fig. 7.11 The mass flux of water vapour absorption and theired regenerator area over

time for Messina during July and August.

Analytical tables of the predicted temperatures déach case study can be found in

appendix 7.
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7.4  Optimisation

To find the optimum operational conditions of areopsystem, such as the one under
study, can be cumbersome because it is affecteddny parameters and especially by the
climate. The performance of the flat plate openenegator, for example, is strongly
dependent on the ambient conditions. Here we malobk into optimising the
performance of the desiccator since it is the cam@ponent of the system that produces
the cooling effect.

The performance of the desiccator is more easiyrotled by changing design parameters
such as the thickness of the structured packingmahior by adjusting the air mass flow

rate and the solution mass flow rate. However tlagedimitations to the changes that can
be made. When increasing the thickness of thetatedt packing material pressure drop
increases, thus resulting in higher energy consiemity the exhaust fans. There are also
limitations to the air mass flow rate/ventilatioate since there is an optimum range of
average air velocity (0.5 - 0.7 mf)sfor plant cultivation inside greenhouses. Highsma

flow rates can cause flooding and carry over effeotthe process air resulting in the

contamination of the soil and the air of the gremrde.

In this analysis the thickness of the desiccatos imareased to 0.2m and consequently the
number of cooling tubes was doubled. The model pasmeterised accordingly and
simulations of the performance of the system wexgied out for each location as in
section 7.3. It is to be noted though that thisetithe analysis was carried out for two
scenarios. Based on the simulations of sectiontie3lowest and highest performance
(cooling effect) of the system was observed andedheere chosen to be the climatic
conditions that fed the model. Hence there aredwemarios i.e. the low performance (dry

conditions) and the high performance scenario (dwunditions) for each location.

Following the same methodology as before, simulatiere also carried out using higher
air mass flow (with a 0.1m thickness desiccator) gadventilation rate of 93.3 frs* that
corresponds to an average air velocity of 0.7 ninside the greenhouse. In summary the
following three set up treatments were investigated

1. Desiccator thickness = 0.1m and Ventilation ra@6= n? s*

2. Desiccator thickness = 0.2m and Ventilation ra6= n? s*
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3. Desiccator thickness = 0.1m and Ventilation ra88:3 n? s*
The pressure drop for each set up was calculateddban Celdek® spec. sheet (see
appendix 7, Fig. A7.1). Regarding the first andosecset up, the Celdek® pad surface
velocity was estimated to be 1.66 ththat corresponds to approximately 45Pa and 70Pa
pressure drop respectively. Regarding the thirdupetthe Celdek® pad surface velocity

was estimated to be 2.33 Mthat corresponds to a 95Pa pressure drop.

Finally, the liquid desiccant system (LDCS) was paned to a fan-to-pad evaporative
cooling system (EvCool). The predicted temperatatdte outlet of the greenhouse along
with the ambient conditions in Mumbai, Muscat, @dbng, Havana and Messina when

using the LDCS and with EvCool only can be seehahles 2 — 7. The last column of the

E;/COOI is the temperature difference between the air égaipre at the

tables headed "
LDCS

outlet of the greenhouse with LDCS and the air erajure at the outlet of the greenhouse
with EvCool only. It represents the additional d¢ogleffect achieved by the proposed
liquid cooling system when compared to the fandd-gvaporative cooling system. The
mass flux of water absorption and the required meg&or area for each location are

presented in Table 7.7.

7.5 Discussion

The analysis in section 7.3 showed that the fiestup with LDCS improved cooling in
Mumbai, Muscat, Chittagong, Havana and Messina .By2l7C, 1.1-2.2C, 1.9-3.8C,
2.3-3C and 1.2-2°C respectively. In Mumbai the lowest cooling efféstof 1.2C
observed at 3Z ambient temperature and 47%RH while the higresf 2.7C observed

at 29C and 65%RH. In Muscat the lowest cooling effectfisl.1°C observed at 33°€
ambient temperature and 47%RH while the highestf i2.2C observed at 326 and
57%RH. In Chittagong the lowest cooling effect fs1d°C observed at 322@ ambient
temperature and 56%RH while the highest is of@.8bserved at 2& and 78%RH. In
Havana the lowest cooling effect is of @3observed at 31°@ ambient temperature and
61%RH while the highest is ofG observed at 29 and 70%RH. In Messina the lowest
cooling effect is of 1.2C observed at 31°@ ambient temperature and 47%RH while the
highest is of 2.9C observed at 28’6 and 60%RH. The predicted required regenerator
area in Mumbai, Muscat, Chittagong, Havana and Massaried from 255 fto 2823 m,
242 nf to 1291 M , 482 nf to 2834 M, 648 nf to 2451 M and 260 rto 969 M
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correspondingly. Figures 7.3, 7.5, 7.7, 7.9 and ¢dn be used for sizing the regenerator.
For example in Muscat (see Fig. 7.3) the hottedtraare humid month, July, sets the limit
for the size of the regenerator which should béess than 1000 mSimilarly for Mumbai
this could be 1250 mfor Chittagong 1500 fnfor Havana 3000 frand for Messina 1150

m?.

The second set up with LDCS (0.2m desiccator) imgadocooling in Mumbai, Muscat,
Chittagong, Havana and Messina by 2.42@,9.3-3.7C, 3.1-5.6C, 4-5.4C and 2.2—
3.8C respectively. In this set up the predicted remfliiregenerator area in Mumbai,
Muscat, Chittagong, Havana and Messina varied #@mnf to 4440 M, 416 nf to 2042
m?, 760 nf to 4152 M, 996 nf to 3659 M and 480 rhto 2488 M respectively.

Regarding the third set up with LDCS, cooling waspioved in Mumbai, Muscat,
Chittagong, Havana and Messina by 1.2°2,4€.9-1.8C, 1.7-2.8C, 2.1-2.7C and 1.1-
1.9°C correspondingly. Furthermore, the predicted meguLiregenerator area in Mumbai,
Muscat, Chittagong, Havana and Messina varied Bdéhnf to 3808 i, 369 nf to 1570
m?, 649 nf to 3379 mM, 871 nf to 2898 mM and 369 Mto 1306 M respectively.

The best cooling performance was observed in tbenskeset up. In comparison to the first
one there was a 39-52% increase of cooling. This & explained by the fact that a
thicker desiccator provides a larger wetted surfa®a and thus better dehumidification
efficiency. Consequently the air becomes drier anéccordance the cooling effect is

increased when passing through the evaporativengppéd.

The third set up (higher ventilation rate) did maprove the cooling performance. In fact
when compared to the first set up there was a O-tl#¥sease of cooling. This may
partially attributed to the fact that the air leayithe desiccator is less cooled because at
this air mass flow rate the internal cooling tubbsorb less sensible heat from the air (the
residence time of air in contact with the tubedeisser than before). In addition the
increased predicted mass flow rates of water akisorp the third set up are mainly due
to the relatively higher air mass flow rate. In gimulations the mass flow rate of water

absorption is calculated by the following formula:

Mabs:Ma'ZAwa (71)
i=Ln
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Table 7.2The optimisation results for Mumbai with LDCS (lig desiccant cooling system) and evaporative ngadinly (EvCool).

Mumbai LDCS EvCool
out EVCool
Set up Scenarig Tg‘ﬁ“ (°c) Téoadp °C) | RHSesqn% | Tmaws (°C) Tg‘;“‘ °C) | TambabCC) | RHam% | TambwnCC) 9 [ipcs

Des. Thickness = 10cnj low 26.9 30.9 44 21.4 28.1 319 47 22.8 -1.2
Ven. Rate = 66.7 frs’ high 25.0 28.2 56 21.2 27.8 29.8 66 24.3 -2.7
Des. Thickness = 20cn] low 25.7 29.9 43 20.2 28.1 319 47 22.8 -2.4
Ven. Rate = 66.7 irs? high 22.9 26.5 51 18.9 27.8 29.8 66 24.3 -4.9
Des. Thickness = 10cn] low 26.0 31.2 44 21.4 27.1 31.9 47 22.8 -1.2
Ven. Rate = 93.3 fs? high 24.7 28.7 55 21.4 27.1 29.8 66 24.3 -2.4

Table 7.3The optimisation results for Muscat with LDCS (id desiccant cooling system) and evaporative ngainly (EvCool).

Muscat LDCS EvCool out| EVCoOI
Set up Scenariq Tg' (°C) | Ty, °C) | RHGe:% | Tasewn CO) | Tgn' O | Tambao®C) | RHam® | Tambwn(C) | 9" lincs

Des. Thickness = 10cn] low 28.5 32.9 43 22.7 29.6 33.8 47 24 -1.1
Ven. Rate = 66.7 irs? high 26.9 31.4 50 22.7 29.1 32.6 57 25.2 -2.2
Des. Thickness = 20cn] low 27.3 31.7 43 215 29.6 33.8 47 24 -2.3
Ven. Rate = 66.7 frs* high 25.4 30.1 46 21.1 29.1 32.6 57 25.2 -3.7
Des. Thickness = 10cnj low 27.6 33.1 43 22.9 28.6 33.8 47 24 -0.9
Ven. Rate = 93.3 frs* high 26.5 31.8 49 23 28.4 32.6 57 25.2 -1.9

Table 7.4The optimisation results for Chittogong with LD@Buid desiccant cooling system) and evaporatoeliog only (EvCool).

Chittagong LDCS EvCool out| EVCo0l
Set up Scenarig Tg%m (OC) doeustdb (OC) RHgg;db % doeustwb (OC) Tg%m (OC) Tamb,db(oc) RHmpo Tamb,wb(oc) gh LDCS

Des. Thickness = 10cn{ low 27.9 31.5 48 22.6 29.8 32.4 56 24.8 -1.9
Ven. Rate = 66.7 fs*’ high 25.1 27.6 61 215 28.4 29.0 78 25.4 -3.3
Des. Thickness = 20cn] low 26.7 30.8 45 21.3 29.8 32.4 56 24.8 -3.1
Ven. Rate = 66.7 i high 22.8 26.1 53 19.0 28.4 29.0 78 25.4 -5.6
Des. Thickness = 10cn{ low 27.2 31.7 48 22.8 28.8 32.4 56 24.8 -1.7
Ven. Rate = 93.3 fs? high 24.8 28.0 61 21.9 27.7 29.0 78 25.4 -2.9
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Table 7.5The optimisation results for Havana with LDCS ({iidjdesiccant cooling system) and evaporative ngadnly (EvCool).

Havana LDCS EvCool out| EVCoOI
Set up Scenarig Om (C) doeustdb °C) RHggédb doeustwb (°C) OUt C) | Tam,av(’C) | RHami? | Tambwo(°C) 9 fipcs
Des. Thickness = 10cm low 27.6 31 51 22.6 29.9 31.9 61 25.4 -2.3
Ven. Rate = 66.7 irs? high 25.6 28 58 215 28.6 29.7 70 25 -3
Des. Thickness = 20cm low 25.9 29.9 46 20.8 29.9 31.9 61 25.4 -4
Ven. Rate = 66.7 fs*’ high 23.2 26.2 52 19 28.6 29.7 70 25 -5.4
Des. Thickness = 10cm low 26.9 31.3 51 22.8 29 31.9 61 25.4 -2.1
Ven. Rate = 93.3 irs? high 25.1 28.5 57 21.8 27.8 29.7 70 25 -2.7

Table 7.6 The optimisation results for Messina with LDC$(lid desiccant cooling system) and evaporativeicganly (EvCool).

Messina LDCS EvCool out| EVCool
Set up Scenarig Om (*C) doeustdb °C) RHggédb doeustwb (°C) Om C) | Tambaw(’C) | RHam®% | Tampwn(°C) 9 fipcs
Des. Thickness = 10cm  low 26.2 30.2 44 20.8 27.4 31.3 47 22.1 -1.2
Ven. Rate = 66.7 frs* high 24 27.4 51 19.8 26.2 28.6 60 22.2 -2.1
Des. Thickness = 20cm  low 25.2 29.4 42 19.8 27.4 31.3 47 22.1 -2.2
Ven. Rate = 66.7 frs* high 22.4 26 47 18.1 26.2 28.6 60 22.2 -3.8
Des. Thickness =10cm  low 25.3 30.5 44 20.9 26.4 31.3 47 221 -1.1
Ven. Rate = 93.3 frs* high 23.5 27.7 51 19.9 25.4 28.6 60 22.2 -1.9
Table 7.7The mass flux of water absorption for each locatinod the required regenerator area
Muscat Mumbai Chittagong Havana Messina
. M M A M A M A M A
Set S . abs_ . abs_ re ! abs_ reg ! abs_ re ! abs_ reg
eLup cenano) - g ntmy (m% @h'm? | M [@hm)| m |@hm?) | m) | @hm?) | m)
Des. Thickness = 10cm.___low 467 242 438 255 865 482 1056 648 402 260
Ven. Rate = 66.7 frs* high 908 1291 1080 2823 1495 2834 12446 2451 795 D69
Des. Thickness = 20cm___ low 772 416 724 421 1363 760 1625 996 680 480
Ven. Rate = 66.7 frs* high 1427 2042 1699 444(Q 2281 4152 1948 3669 2049 2488
Des. Thickness = 10cm___ low 627 369 589 342 1164 649 1421 8711 539 369
Ven. Rate = 93.3 frs* high 1226 1570 1457 3808 2017 3379 1685 28P8 107]2 1306
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where M, is the air mass flow rate through a desiccatotr amd ZAa)a is the sum of the

i=Ln
absolute humidity change in all the finite elemeotghe unit. The ventilation rate and

hence the mass flow rate are 10 times higher innmatg thanZAa)a. Consequently,
i=1,n

even though there is a low water vapour absorptate in the desiccator this is
counterbalanced by the air mass flow rate. In atawre the mass flux of water absorption
is higher despite the fact that the RH of the @@ving the desiccator in the third set up is
similar to that of the first one.

7.6  Conclusion

The case studies showed the potential of the apalystem when applied to a greenhouse
located in Mumbai, Muscat, Chittagong, Havana anesdiha. It was found that the
proposed cooling system can improve cooling by 2@€. The initial set up managed to
maintain the greenhouse air temperature within glent comfort zone in Mumbai,
Chittagong, Havana and Messina during the hot sefmoeach location. In Muscat, it
managed to maintain the greenhouse air temperatlosv 30C marginally. However,
when the system was optimised by increasing thekileiss of the desiccator cooling was
improved in all cases and thus the greenhouseemipérature was within the desired
range. Where the evaporative cooling system faiteghroduce enough cooling e.g. in
Mumbai, Muscat, Chittagong and Havana the propaseding system achieved further
cooling which was enough to sustain the greenhaisetemperature below 30.
Furthermore, the simulations pointed out the reggngs size requirements thus enabling
us to set a benchmark for the regenerator sizea¢b #cation based on the hottest and
more humid month. It was also resulted that theaesysperformed better under humid
conditions. The more humid the air is the bettex twoling performance. Lastly the
optimisation simulations showed that the thicknefsthe desiccator is an important design
parameter and that a high ventilation rate doesnecessarily improve cooling but can

cause an adverse effect.
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CHAPTER 8. CONCLUSIONS

This Chapter responds to the aim and objectiveswgeh Chapter 1. For each objective in
turn, it recapitulates the research outcomes atditaes that led to them. Following on
from this, it responds concisely to the overall aihat was achieved through those
objectives. The original contributions to knowledgesing from this work are highlighted
throughout. The limitations of the study are alscognised; consequently, the Chapter
finishes with recommendations of further work thatuld be required before realising the

solar-powered liquid desiccant cooling system foigrthe subject matter of this thesis.

The Chapter can also be read as an extended surofitag/whole thesis.

8.1 Responses to the Objectives
Objective 1:To determine the properties of concentrated sdlitems obtainable from
seawater, consisting of magnesium chloride and ritips including calcium, sodium and

sulphate ions. Properties to be measured inclugmuapressure, density and viscosity.

This objective was achieved in Chapter 3. Measunésngere carried out on salt solutions
made up in the laboratory by mixing salts (sodiutmodde, potassium chloride,
magnesium chloride, magnesium sulphate, calciuroricld and lithium chloride) with
water to achieve the composition of bitterns (@aentrated seawater brines) occurring in
solar-salt works as reported in the literature Amdo(2000). Vapour pressure was
measured using an isoteniscope; density using aqgoyk&ter; viscosity using a U tube
viscometer.

We also carried out a literature review of the tlgeof the physical properties of
electrolyte solutions that enabled us to find dfdéamathematical models for predicting
water activity (and thus water vapour pressurepsie and dynamic viscosity. Six models
that can predict these properties as a functiorthef composition, concentration and
temperature were identified and then verified bg #xperimental results since their
accuracy was previously guaranteed for more ddotations (up to 6molal). The outcome
of this is a simple mathematical model based on theory of Zdanovskii—Stokes—

Robinson could be used to predict the physical gnttgs of bitterns in the design of the
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proposed cooling system to within an accuracy op8&ent. This study also showed that
the properties of bitterns are similar to thosgpofe magnesium chloride solution. The
maximum density measured was 1339 Ky/rthe dynamic viscosity of the most
concentrated brine measured was 13.2 mPa.s. Ebpe@pour pressure was found to be
less affected by the presence of impurities. I tiae lowest measured equilibrium relative
humidity in the brines investigated was 34% whglelbse to that of pure saturated MgCl
32.8%. The latter confirmed the predictions ofwwk of Davies and Knowles (2006) that
proposed (based on the literature but without axgeemental or detailed theoretical
investigation) the possibility of using bitternsl@agiid desiccants for greenhouse cooling.

The original contributions to knowledge made by tGhapter are therefore:
¢ Quantitative knowledge, obtained through experingmt theory, of the properties
of concentrated seawater bitterns with regardquaidi desiccant cooling
¢ |dentification of the appropriate theory to reprasiese properties as a function of
chemical composition.

The work of Chapter 3 has been publisheB&salination(Lychnoset al, 2010a)

Objective 2:To review the state of the art in greenhouse cgdiathnology. This will set a
benchmark against which any new system must beegudgd will define the original

contribution of this thesis.

This objective was achieved in Chapter 2. Thiseweviooked into the main greenhouse
cooling methods that have been under research famynyears and have become
commercial such as ventilation, shading and rafiactand evaporative cooling. The

physical process of each method was described larsluseful conclusions were drawn
about their cooling capacity. It was found that tilation provides sufficient cooling for

greenhouses located in high latitudes of the teatperone. However, in lower latitudes
ventilation does not provide enough cooling. In gwbtropics, additional methods to
ventilation are used for cooling e.g. shading-iiten. In warmer climates the need for
cooling is stronger and thus the combination oftlaion and shading-reflection fails to

produce enough cooling. Instead evaporative coatiethods (fan-pad and fog-mist) have
proved to be the most effective, especially, in &iotl dry climates. However, even this
method which is considered the state-of-the-adreenhouse cooling can only achieve a

marginal decrease in greenhouse air temperatu@dyluring 12-14hrs (high irradiance,
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high ambient relative humidity ~ 75%) or sustaimperature at the ambient level under
hot and humid conditions (Ambient temperaturé’€35RH>65%) thus not being able to
maintain the air temperature within the plant cafone (17C — 29C). Therefore it was
concluded that the current greenhouse cooling tdog cannot address the problem of
the excessive heat load during summer in hot andichyplaces. The liquid desiccant
cooling system emerges from this review as an optieat could lower summer
temperature by 5°C according to claims made in litezature (Davies, 2005), thus

providing the starting point for the detailed warkthis thesis.

As a result of the work of Chapter 2, the outcomeé eontribution to knowledge has been
an up-to-date review of the state of the art inegh®use cooling, in which the various
approaches are compared and emphasis is given ¢éogiexm technologies that could
achieve lower temperatures than in the past.

Objectve 3: To develop the solar regenerator andratterise its performance under a

range of conditions.

This objective was met in Chapter 4. We performed@erimental and theoretical study
that investigated the performance of an open flatepsolar regenerator in lab under
various conditions in order to identify which desigarameters affect significantly its
performance under ambient conditions. To arrivehiat choice of the regenerator type we
carried out a literature review that highlighte@ thdvantages and disadvantages of the
different types i.e. the open type regenerator goer$ effectively under hot and dry
climatic conditions while the closed type glazedemerator perform better than the open
under hot and humid conditions; the closed typeosaffected by windy conditions and
thus there is no clogging problem due to dust;rssiiis do not perform as well as the
other two types. We chose to focus on open flaieplagenerators because they are low
cost and simple structures. Further, we looked ihi® various mathematical models
developed for describing the physical processeardog at the surface of the regenerator
and chose an analytical one to predict the watap@mation rate. Consequently, the model
was validated against the experimental resultsiddafrom a prototype regenerator that
was constructed in laboratory with a 6mm black meoe foam sheet and a woven black
mulch sheet on the top, supported by a steel bgckinvas inclined by 2.5 degrees to the
horizontal and measured 0.73 m long, in the dioectf flow, by 0.84 m wide, giving an
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active area of 0.61 M For simulating the ambient conditions a solar uator was
constructed by an array of lamps. It was calibrated optimised for better distribution of
light at the surface of the regenerator using &usiibn paper sheet It should be noted
though that the mathematical model chosen was pdesised for use with solutions of
MgCl, , new experimental correlations of heat and memsster were derived that are
expected to be of broader applicability. The pen@ance of the regenerator was
investigated under various irradiance levels ardtism mass flows and found to range
between 40 percent (for concentrated solutions)a@npercent (for dilute solutions). It was
concluded that the higher the irradiance the higihemwater evaporation rate is, regardless
of the flow. The mathematical model developed foe tegenerator was used as a sub

model in the whole system model described in Chigpte

The original contribution to knowledge of Chapter ade the characterisation of a
regenerator using magnesium chloride, since nor @htor has reported work with this

compound in this field of liquid desiccant cooling.

Objective 4:To design and build the desiccator and characteits@erformance through

experiments.

The desiccator was developed in Chapter 5. It wesigded and constructed after a
thorough literature review that looked into thefeliént types of desiccators (e.g. packed
columns with random and structured packing, wetietl columns, spray champers) based
on their design characteristics. The review focusmegacked towers or columns since they
provide high wetted surface area per volume and thgher water absorption rates.
Further we focused on cross flow desiccators withctured packing, and based on the
findings a prototype cross flow desiccator intelsnalooled with embedded tubes was
constructed in lab. In accordance its performanes wssessed under hot and humid
conditions and also under hot and dry conditiofissuntg MgCl, as liquid desiccant which
again constituted originality. To compare the ewpental results a finite element model
was developed based on relevant mathematical mofteled in literature; the
effectiveness—NTU methodology was used for modgliive heat exchanger and latial.
(2007b) approach for modelling the structured pagkHowever, in order to simplify the
complexity of the mathematical problem the différ@nequations were simplified and
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reduced to algebraic form. The developed model usadelations of Nusselt and
Sherwood numbers for predicting the heat and meamssfer coefficients in Celdek
structured packing material at their original foonslightly modified. It was concluded
that internal cooling has a significant positivéeef on the performance of the desiccator.
In contrast it was found that under dry condititims desiccator underperforms regardless
of using internal cooling. The developed heat amgsriransfer model can predict the mass
flux of absorbed water vapour with a relative erobrll %. As for the regenerator, the

model of the desiccator became a sub-model inofitiie whole system.

The specific contributions to knowledge of Chafere therefore:

e Characterisation of the performance of a desiccaging magnesium chloride
solution (which is representative of seawater bigg which contrasts to earlier
studies with respect to the desiccant used.

e Characterisation of the configuration using pipededded in a Celdek pad, which
differs to earlier studies with respect to heat aras$s transfer analysis.

e A simplified and therefore more easily applied neatlatical model of the cross

flow desiccators which is an advance on the mogglerted in the literature.

Objective 5 Alongside the above, to develop appropriate matitéecal models for scaling,
thus providing predictions of performance for théd Eize system, and to apply these in
specific case studies to arrive at overall conauasi about the system compared to

alternative approaches.

This objective was partially met in Chapter 4 andltere the mathematical models were
developed. However it was fully accomplished in fitkes 6 and 7. In Chapter 6 the
mathematical models of the regenerator and thecchsir were combined with a
greenhouse climate model published in literatureKlitas et al. (2003) into a computer
program that can predict the cooling performancé¢heffull size system. The gPROMS
software package was chosen as the most suitablelefeeloping the whole system
composite model. The capability of this softwarectimmunicate with MSExcel files
simplified the program since most of the modellegyations had been already introduced
in spreadsheets and thus the results could baedeat any time. In Chapter 7, five cities

were selected in the tropical and subtropical negjiand their climatic conditions were fed
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into the model developed in the Chapter 6. The lz@ne was to simulate the performance
of the system under different ambient conditiond #rwus draw useful conclusions about
its cooling capacity. Regarding the choice of theation, we selected on countries with
food security problems i.e. Cuba, India, Bangladasth Oman. The simulations revealed
the efficacy of the proposed cooling system; caphivas improved in Havana, Mumbai,
Chittagong and Muscat by 4-8G 2.4-4.9C, 3.1-5.6C, and 2.3-3°C respectively
depending on the climatic conditions of each lamatiThey also confirmed that the system
performs better under humid conditions. Lastly iaswpointed out that important
parameters of the system are the thickness ofdbiechtor and the size of the regenerator.
A 0.2m thickness regenerator is recommended foeteeihcooling effect; the size of the
regenerator could be equal to the size of the tpamese or larger under dry conditions,

while under humid conditions it could be three tinterger.

The original contributions arising with respectis objective are the detailed modelling,
using experimental verified assumptions about thdopmance of the sub-systems, of a
greenhouse cooled by liquid desiccant cooling. Plait of the work is original in respect
of both the application of an open liquid desiccamling system to greenhouses, and the
choice of specific desiccant chosen (ie. magnesicintoride solution which is

representative of seawater bitterns).

Preliminary results from the modelling work werebpshed in (Lychnos and Davies,
2008) and a more complete version has been accdptedublication at the World
Renewable Energy Congress Xl taking place on Sdmer2010 in Abu Dhabi, UAE
(Lychnoset al, 2010b).

8.2 Response to Overall Aim
The aim of the current work is to investigate, leg taboratory scale, the feasibility of a
solar-powered liquid desiccant cooling system fagemphouses, using desiccants obtained

from concentrated seawater brines.

The overall aim of this work was achieved throulgé successful accomplishment of the
main objectives as described above. In Chapter € lbnchmark of the cooling
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performance was set against which the proposeemystas judged. In Chapter 3 we
determined the properties of bitterns and invetgdjdurther the concept of using them as
liquid desiccants; we showed that bitterns areabigtfor greenhouse cooling and that they
do have similar physical properties with pure Mg6&blutions (Lychnost al, 2010). In
Chapters 4 and 5 the essential components of tbpoped cooling system i.e. the
regenerator and desiccator were designed and ootestr and their performance was
critically assessed by conducting a series of ewpaits. The mathematical models
developed in the relevant chapters for the regémesnd the desiccator were used in
Chapter 6, along with a greenhouse model, to lb#égdwhole system model. This enabled
us to investigate the performance of the solar pedvéiquid desiccant cooling system at
different locations around the world and thus asg&s cooling capacity (Chapter 7).
Where the evaporative cooling system failed to peedenough cooling the solar powered
liquid desiccant cooling system achieved furthesliogy which was enough to sustain the
greenhouse air temperature below’@hus suggesting that the cultivation period in
greenhouses can be extended all year round. Howéesbest results were achieved when
the thickness of the desiccator was increased @idmo 0.2 m, which would increase the
cost. It is worth of remark that under hot and doynditions such as in Muscat the cooling
effect drops. This suggests that under extreme tagiperatures the system would not be
able to generate enough cooling. Although the ptedicooling effect was not quite as
good as previously suggested (Davies, 2005) it sdavat the proposed system can be an
alternative cooling system that improves coolingeeglly in hot and humid places such
as Havana, Chittagong, etc. This research has ssfodg investigated a solar liquid
cooling system for greenhouses which utilises tnteas desiccants and based on the
findings it is suggested that the problem of higmperatures induced in greenhouses

during summer in hot and humid places can be adgédes

8.3 Future Work

Within this work, we have successfully demonstratet a solar-powered liquid desiccant
cooling system for greenhouses can reduce thetbigberatures during the hot season in
hot and humid places and maintain the temperatutkinnvthe plant comfort zone.
Although the basic components of the system weogotlghly investigated, there are
aspects of the system that require further invagtg such as the size of pumps and the
exhaust fans, the choice of materials for the pafrthe system that come in contact with
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the bitterns which is very corrosive to most metd®reover, through focussing on the
key parts of the cooled greenhouse, this thesisibadealt with the design of structure as
a whole and thus a significant amount of detailethitectural design would be needed to
integrate the components into a single structuseithsuitable for manufacture. In addition
it would be interesting to explore the efficacytbé system when combined with passive
cooling methods e.g. shading. Furthermore, it isthvperforming a case study that would
quantify the benefits of using greenhouses for fogltlvation all year round in places with
food insecurity problems thus showing the impadhe$ technology. The next step for the
development of this system before becoming commakrs the construction and
implementation of a pilot system of a real greerdgowhere the performance of the system

would be assessed under real climate conditions.

This has been a technical rather than a commeiezaibility study. The fact that the
system is technically feasible does not guararitakit is justified. Only by assessment of
the costs of the technology can it eventually lsessed whether it will be a viable option
compared to the other types of protected cultivatuhich, as emphasised in Chapter 1, is
needed to maintain food security in face of thel&ésrgrowing population and changing

climate.
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APPENDIX 1.

Pitzer's model:

¢—1=2(ij1{($)+ c .m,[BY, +zC,, |+
IPRLILA +zwm}+z Tmm o, +zmcwm} )

(applicable to>1 salt,>2 cations,>2 anions)
wherez:Zn’g|zi| :
B?. = B9 + pY exp(-a|l %) + B2 exp(-a,|l %) for 2-2 or higher valence
with a, =1.4 anda, =12,
B? = B9 + pY expl-al }/2) for lower valence witha, =2.
=Ct /22,2,
I 7k =[20 2| 17+ (200 VY M [Brye + (E M + (v M )0+ (205 W)Y M B + (X M2 + (Wi v, )i ]+

szcmaﬂzM ZX [Blca—i_v [ZV ZMCca+VMl//Mca+VXl//cax] }+%szcmc’[(vx /V)l//oc’x +‘ZM Zx‘eéc’]—i_

%;; M, [V VW v +] 20 2/ ]
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APPENDIX 2.
Solar Simulator Calibration

Introduction

An array of 90 bulbs (4.5kW power supply) arrangeé triangular pattern as shown in
Fig. A2.1 was made up to be the solar simulatoris ttonstructed to simulate a range of
altitude and sun ray inclination combinations. Eactb was an EIKO Q50MR16 Solux

bulb, 50W, 4700 K (daylight simulation bulb), 36gd®ichroic spot. They were arranged
with a pitch of 109mm between them. Before usirg dblar simulator the uniformity of

the irradiance E (W/if) on the horizontal surface was investigated.

Procedure

The array of lamps was set at the horizontal pl@itude 96, zero inclination). A
10cmX10cm grid was drawn on the horizontal surfabere the measurements were taken
as shown in sketch Fig. A2.2. A pyranometer CMP (Kipp & Zonen, Delft, The
Netherlands) was used to measure the irradiancasiiements were taken by placing the
instrument at the nodes of the grid and at thereesft each grid square. A working area
was defined based on the dimensions of the regemerg (shaded area showed in sketch
2). Thus the measurements were taken only at th® @i interest. The irradiance was
measured at four different heights (the verticataiice measured from the horizontal
surface where the pyranometer was placed up tdattee of the lamps) by ascending the
array of lamps at: a) 23cm, b) 33cm, c¢) 52.5cm,dréll.5cm, e) 67.5cm, f) 73.5cm.

Results
The measurements were averaged for each heighstdhdard deviation was calculated

along with the coefficient of variance (SD/AVG %)a spreadsheet.
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Fig. A2.1 Sketch of the pattern of bulbs.
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APPENDIX 3.

Analytical Tables of measured mass flux of evaporain and concentration at 760,
400, 600 and 970 W m-2 irradiance and three solutiomass fluxes.

Table A3.1
760 W m-2, 0.0031 kg s-1 m-2
Mass flux of
TIME Evaporation Concentration

(h) g h' m? kg kg*
0.25 178.1 0.3276
0.5 267.1 0.3290
0.75 356.2 0.3310

1 445.2 0.3334
1.25 498.6 0.3357
1.5 534.2 0.3383
1.75 508.8 0.3411

2 534.2 0.3432
2.25 554.0 0.3449
2.5 534.2 0.3471
2.75 518.1 0.3489

3 504.6 0.3505

Table A3.2
760 W m-2, 0.0101 kg s-1 m-2
Mass flux of
TIME Evaporation Concentration

(h) g h' m? kg kg*
0.25 178.1 0.3200
0.5 178.1 0.3209
0.75 237.4 0.3222

1 267.1 0.3243
1.25 320.5 0.3262
15 356.2 0.3282
1.75 381.6 0.3312

2 400.7 0.3335
2.25 4155 0.3350
2.5 409.6 0.3372
2.75 420.9 0.3380

3 430.4 0.3401
3.25 424.7 0.3425
3.5 419.8 0.3443
3.75 427.4 0.3466

4 434.1 0.3503
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(Table A3.2 continued)

4.25 429.5 0.3517
4.5 425.4 0.3546
4.75 421.8 0.3567
5 418.5 0.3586
Table A3.3
760 W m-2, 0.0062 kg s-1 m-2
Mass flux of
TIME Evaporation Concentration
(h) g h' m? kg kg*
0.25 178.1 0.2943
0.5 356.2 0.2971
0.75 415.5 0.2976
1 445.2 0.2986
1.25 463.0 0.3022
1.5 474.9 0.3051
1.75 483.4 0.3062
2 489.7 0.3074
2.25 494.7 0.3110
2.5 498.6 0.3129
2.75 501.9 0.3141
3 504.6 0.3153
3.25 506.8 0.3170
3.5 496.1 0.3194
3.75 510.5 0.3221
4 500.9 0.3249
4.25 513.3 0.3269
4.5 504.6 0.3293
4.75 515.5 0.3305
5 507.5 0.3329
5.25 508.8 0.3351
5.5 510.0 0.3375
5.75 503.3 0.3389
6 497.1 0.3412
6.25 491.5 0.3438
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Table A3.4

400 W m-2, 0.0034 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g h' m? kg kg*
0.5 89.0 0.3308

1 178.1 0.3327
15 207.8 0.3354

2 222.6 0.3379
2.5 231.5 0.3404

3 237.4 0.3429
3.5 241.7 0.3454
4 233.7 0.3481
4.5 237.4 0.3506
5 231.5 0.3525
5.5 226.7 0.3544
6 215.2 0.3566
6.5 205.5 0.3581

Table A3.5
400 W m-2, 0.0060 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g ' m? kg kg*
0.5 89.0 0.3279

1 133.6 0.3297
15 178.1 0.3326
2 200.3 0.3346
2.5 213.7 0.3368
3 222.6 0.3388
3.5 229.0 0.3411
4 233.7 0.3458
4.5 237.4 0.3479
5 240.4 0.3497
5.5 242.8 0.3520
6 244.9 0.3546
6.5 239.7 0.3559
7 241.7 0.3576
7.5 237.4 0.3598
8 233.7 0.3600
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Table A3.6

400 W m-2, 0.0106 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g h' m? kg kg*
0.5 89.0 0.3349

1 133.6 0.3365
15 178.1 0.3378
2 200.3 0.3397
2.5 213.7 0.3416
3 222.6 0.3435
3.5 229.0 0.3458
4 222.6 0.3482
4.5 227.5 0.3497
5 231.5 0.3519
5.5 234.7 0.3540
6 230.0 0.3559
6.5 232.9 0.3574
7 229.0 0.3596
7.5 231.5 0.3596
8 233.7 0.3600
8.5 230.5 0.3589
8.75 229.0 0.3589
Table A3.7

600 W m-2, 0.0033 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g it m? kg kg*
0.5 178.1 0.3321
1 267.1 0.3356
1.5 356.2 0.3400
2 400.7 0.3435
2.5 409.6 0.3479
3 415.5 0.3513
3.5 432.5 0.3557
4 434.1 0.3600
4.5 435.3 0.3600
5 427.4 0.3581

G.Lychnos

211



Appendices

Table A3.8

600 W m-2, 0.0067 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g h' m? kg kg*
0.5 89.0 0.3317

1 267.1 0.3351
1.5 326.5 0.3385
2 356.2 0.3427
2.5 374.0 0.3463
3 385.8 0.3500
3.5 394.3 0.3544
4 400.7 0.3579
4.5 405.6 0.3591
5 400.7 0.3596
5.5 388.5 0.3587
Table A3.9

600 W m-2, 0.0104 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g it m* kg kg*
0.5 89.0 0.3328
1 267.1 0.3370
1.5 326.5 0.3403
2 356.2 0.3440
2.5 374.0 0.3478
3 385.8 0.3520
3.5 394.3 0.3558
4 400.7 0.3600
4.5 395.7 0.3587
5 391.8 0.3587
5.5 388.5 0.3587
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Table A3.10

970 W m-2, 0.0033 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g h' m? kg kg*
0.25 178.1 0.3267
0.5 267.1 0.3294
0.75 415.5 0.3327
1 489.7 0.3344
1.25 534.2 0.3375
1.5 563.9 0.3405
1.75 595.3 0.3436
2 623.3 0.3468
2.25 633.2 0.3497
2.5 641.1 0.3527
2.75 647.6 0.3560
3 653.0 0.3585
3.25 643.8 0.3600
3.5 636.0 0.3593
3.75 617.4 0.3593
Table A3.11
970 W m-2, 0.0067 kg s-1 m-2
TIME | Mass flux of Evaporation | Concentration
(h) g it m? kg kg*
0.25 178.1 0.3288
0.5 267.1 0.3308
0.75 415.5 0.3332
1 534.2 0.3368
1.25 605.5 0.3411
1.5 623.3 0.3446
1.75 636.0 0.3477
2 645.5 0.3504
2.25 672.8 0.3540
2.5 676.7 0.3572
2.75 680.0 0.3599
3 697.5 0.3600
3.25 684.9 0.3600
3.5 674.2 0.3584
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Table A3.12

600 W m-2, 0.0104 kg s-1 m-2

TIME | Mass flux of Evaporation | Concentration
(h) g h' m? kg kg*
0.25 178.1 0.3310
0.5 267.1 0.3344
0.75 415.5 0.3359
1 489.7 0.3385
1.25 534.2 0.3413
1.5 563.9 0.3445
1.75 585.1 0.3473
2 601.0 0.3505
2.25 613.4 0.3540
2.5 623.3 0.3573
2.75 631.4 0.3600
3 638.1 0.3600
3.25 643.8 0.3600
3.5 636.0 0.3592
3.75 629.2 0.3592
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APPENDIX 4

volume (L)
o1

y = 0.0546x + 0.0118
R® = 0.9999
0 ‘ ‘ ‘ ‘
0 50 100 150 200

height (mm)
Fig. A4.1Calibration graph for tank used in the regeneraxperiments
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0.005- y = -7E-05% + 0.0043x - 0.0032
' R’ = 0.9993
O I I I I T T 1
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Voltage (V)
Fig. A4.2 Calibration graph for the outlet fan.
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Fig. A4.3 Calibration graph for the inlet fan
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APPENDIX 5

Orifice plate
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Fig.A5.1:.. Section view of the orifice plate.
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APPENDIX 6

Energy balance calculation results

Table A6.1
Qa,in Qa,out Qsin Qsout Qwin Qwout Hin Hout
H1 2.57 1.96 0.16 0.14 4.59 5.11 2.5Y 1.96
H2 2.63 1.92 0.24 0.19 4.59 5.22 2.63 1.92
H3 2.51 1.75 0.28 0.22 3.83 4.57 2.51 1.75
H4 2.61 1.85 0.34 0.28 4.68 5.40Q 2.61 1.85
H5 2.57 1.78 0.51 0.40 4,12 4.96 2.57 1.78
D1 1.92 1.80 0.29 0.27 — — 1.92 1.80
D2 2.45 2.18 0.31 0.33 — — 2.45 2.18
D3 3.00 2.61 0.32 0.37 — — 2.67 2.56
D4 2.45 1.91 0.36 0.31 511 5.73 2.4% 1.91

Table A6.2 Description of K&ppen climate symbols and defining criteria (reproduced from
Peel et al.(2007)).

Aston University

Nlustration removed for copyright restrictions
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APPENDIX 7
Setup 1
Case study: Muscat

Table A7.1
MAY T amb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 32.20 30.94 21.97 23.76 26.78 28.41
11.00 33.04 32.20 22.37 23.85 27.83 29.11
12.00 33.50 32.20 22.58 24.02 28.26 29.61
13.00 33.76 32.89 22.70 24.01 28.47 29.62
14.00 33.60 32.40 22.52 24.09 28.00 29.43
15.00 33.20 32.38 2251 23.98 27.54 28.81
16.00 32.34 31.29 22.05 23.87 26.28 27.89
17.00 31.55 30.71 21.60 23.61 25.13 26.84

Table A7.2
JUNE Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 33.31 32.11 22.90 25.06 27.52 29.42
11.00 34.15 33.24 23.40 25.15 28.57 30.07
12.00 34.89 33.60 23.68 25.34 29.17 30.68
13.00 34.98 34.07 23.84 25.20 29.40 30.59
14.00 34.78 33.53 23.62 25.25 28.92 30.40
15.00 34.23 33.36 23.49 25.22 28.35 29.83
16.00 33.38 32.34 22.88 24.92 26.97 28.75
17.00 32.36 31.47 22.59 24.85 25.88 27.80

Table A7.3
JULY Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 32.60 31.39 22.71 25.23 26.92 29.09
11.00 33.39 32.50 23.21 25.32 27.92 29.70
12.00 33.86 32.65 23.33 25.32 28.22 29.98
13.00 34.15 33.23 23.59 25.35 28.66 30.17
14.00 33.98 32.80 23.45 25.42 28.31 30.04
15.00 33.61 32.73 23.19 25.31 27.71 29.50
16.00 33.00 31.95 22.97 25.19 26.80 28.71
17.00 32.18 31.28 22.62 25.06 25.81 27.86

G.Lychnos

219



Appendices

Case study: Havana

Table A7.4
JULY Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 29.52 27.94 21.30 24.79 25.33 28.37
11.00 30.69 29.83 22.00 25.01 26.74 29.21
12.00 31.42 30.23 22.33 25.13 27.18 29.57
13.00 31.91 30.97 22.57 25.37 27.61 29.93
14.00 31.92 30.80 22.62 25.38 27.18 29.53
15.00 31.41 30.43 22.31 25.11 26.34 28.69
16.00 30.69 29.74 21.93 25.01 25.27 27.84
17.00 29.63 28.74 21.46 24.73 24.01 26.71

Table A7.5

AUGUST Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without

10.00 29.71 28.00 21.52 24.96 25.57 28.60
11.00 30.71 29.85 22.02 25.19 26.64 29.24
12.00 31.46 30.29 22.39 25.34 26.97 29.47
13.00 31.76 30.84 22.64 25.42 27.31 29.61
14.00 31.63 30.54 22.40 25.30 26.65 29.10
15.00 31.20 30.23 22.33 25.28 26.00 28.46
16.00 30.32 29.37 21.98 25.02 25.08 27.61
17.00 29.41 28.52 21.45 24.85 23.81 26.61

Table A7.6

SEPTEMBER -Emb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 29.29 27.85 21.23 24.74 25.01 28.04
11.00 30.07 29.24 21.70 24.80 25.99 28.54
12.00 30.74 29.61 22.00 25.05 26.25 28.83
13.00 31.06 30.08 22.21 25.16 26.31 28.77
14.00 30.92 29.90 22.06 25.04 26.01 28.50
15.00 30.38 29.43 21.85 24.90 25.22 27.76
16.00 29.54 28.63 21.54 24.81 24.24 26.94
17.00 28.59 27.73 21.12 24.58 23.17 26.01
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Case study: Mumbai

Table A7.7
MARCH Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 27.43 26.50 18.94 21.19 22.66 24.60
11.00 28.70 27.78 19.63 21.60 24.17 25.90
12.00 30.04 29.07 20.30 21.99 25.55 27.06
13.00 31.29 30.26 21.04 22.44 26.58 27.86
14.00 31.93 30.95 21.39 22.76 26.88 28.12
15.00 32.26 31.27 21.44 22.82 26.66 27.92
16.00 31.81 30.84 21.30 22.67 25.86 27.11
17.00 30.80 29.95 20.80 22.43 24.54 25.98
Table A7.8
APRIL Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 28.70 27.44 20.38 23.26 24.24 26.75
11.00 30.14 29.33 21.24 23.67 25.98 28.02
12.00 31.52 30.30 21.83 24.13 27.08 29.10
13.00 32.77 31.85 22.50 24.42 28.16 29.80
14.00 33.45 32.25 22.82 24.58 28.34 29.93
15.00 33.56 32.67 22.94 24.68 28.19 29.68
16.00 32.90 31.81 22.47 24.53 27.08 28.87
17.00 31.69 30.80 21.86 24.09 25.63 27.53
Table A7.9
MAY T amb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 29.84 28.19 21.18 24.26 25.02 27.77
11.00 31.21 30.14 22.08 24.59 26.78 28.93
12.00 32.36 31.28 22.62 25.03 27.84 29.90
13.00 33.35 32.24 23.00 25.29 28.52 30.47
14.00 33.85 32.75 23.42 25.31 28.86 30.52
15.00 33.77 32.71 23.18 25.24 28.24 30.03
16.00 33.19 32.17 22.95 25.15 27.36 29.25
17.00 32.16 31.21 22.57 24.86 26.19 28.14
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Case study: Chittagong

Table A7.10
APRIL Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 29.92 28.01 21.19 24.33 25.33 28.16
11.00 30.90 30.06 21.82 24.50 26.77 28.97
12.00 31.75 30.53 22.21 24.70 27.41 29.54
13.00 32.37 31.46 22.58 24.85 27.92 29.81
14.00 32.53 31.38 22.51 24.79 27.57 29.53
15.00 32.29 31.32 22.47 24.78 27.02 28.97
16.00 31.51 30.54 22.03 24.67 25.83 28.04
17.00 30.61 29.73 21.74 24.43 24.68 26.92

Table A7.11
MAY T amb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 29.66 28.00 21.35 24.75 25.40 28.37
11.00 30.40 29.54 21.94 24.92 26.63 29.07
12.00 31.13 29.94 22.27 25.22 27.12 29.60
13.00 31.46 30.53 22.39 25.16 27.38 29.67
14.00 31.33 30.21 22.32 25.22 26.91 29.35
15.00 31.14 30.15 22.27 25.23 26.42 28.88
16.00 30.65 29.69 22.07 24.98 25.50 27.92
17.00 29.93 29.02 21.69 24.83 24.45 27.05

Table A7.12
JUNE Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 28.99 27.59 21.49 25.40 25.08 28.38
11.00 29.69 28.81 22.04 25.58 26.10 28.98
12.00 30.40 29.23 22.21 25.74 26.57 29.50
13.00 30.87 29.91 22.61 25.83 27.07 29.72
14.00 31.03 29.92 22.61 25.97 26.76 29.55
15.00 30.89 29.87 22.57 25.85 26.36 29.08
16.00 30.45 29.44 22.39 25.78 25.71 28.51
17.00 29.81 28.86 22.08 25.69 24.72 27.69
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Case study: Messina

Table A7.13
JULY Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 28.14 26.95 19.13 21.30 23.62 25.58
11.00 29.28 28.55 19.88 21.55 24.99 26.44
12.00 30.36 29.19 20.20 21.88 25.63 27.19
13.00 31.09 30.31 20.70 22.09 26.32 27.55
14.00 31.32 30.18 20.79 22.07 26.19 27.42
15.00 31.19 30.35 20.73 22.17 25.76 27.05
16.00 30.63 29.72 20.43 21.91 24.84 26.18
17.00 29.61 28.82 19.91 21.64 23.61 25.12
Table A7.14

AUGUST Tamb dry Tair Des out Tair in with Tairin without Tairout with Tairout without
10.00 28.60 27.35 19.80 22.19 24.03 26.15
11.00 29.70 28.96 20.39 22.61 25.25 27.10
12.00 30.73 29.55 20.86 22.74 26.02 27.71
13.00 31.31 30.51 21.24 22.84 26.52 27.90
14.00 31.48 30.37 21.32 22.98 26.37 27.86
15.00 31.34 30.47 21.21 22.87 25.83 27.27
16.00 30.65 29.74 20.82 22.86 24.84 26.58
17.00 29.59 28.78 20.43 22.52 23.69 25.47

Aston University
ustration removed for copyright restrictions
Fig. A7.1 Pressure drop vs. air surface velocity in Celdek®.
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APPENDIX 8

gPROMS codes

MODEL TESTO (COMBINEDSYSTEMwithstreams)

PRARAMETER
CLIMDATA

PORT

as FOREIGN OBJECT "ExcelFO"

inlet AS MATERIAL CONDITICNS
outletl AS MATERIAL CONDITIONS
outlet2 AS MATERIAL CONDITIONS

VARIAELE
nentheff asdimensionless
nabseff asdimensionless

RHinas dimensionless

RHout as dimensionless

msolout as massrate

msolin as massrate

mairin as massrate

malrout as massrate

Mabs as

massrate

Tairinas temperature
Tairoutas temperature
Twatoutas temperature

Xinas dimensionless

¥outas dimensionless

¥outREAL as dimensionless
TsoloutAS TEMPERATURE
TsoloutREALAS TEMPERATURE
TsolinAS TEMPERATURE

TWo AS TEMPERATURE
TWIN1 AS TEMPERATURE
TWOUT1 AS TEMPERATURE
DT1 AS TEMPERATURE
TWINZ AS TEMPERATURE
TWOUT2 AS TEMPERATURE
DTz2 AS TEMPERATURE
TWIN3 AS TEMPERATURE
TWOUT3 AS TEMPERATURE
DT3 RS TEMPERATURE
TWIN4 AS TEMPERATURE
TWOUT4 AS TEMPERATURE
DT4 AS TEMPERATURE
TWINS AS TEMPERATURE
TWOUTS AS TEMPERATURE
DTs AS TEMPERATURE
AVTWOUTASTEMPERATURE

SET

CLIMDATA

model\TESTOoptimisation.xls";

EQUATION
nentheff
nabseff
RHin
RHout
mairin
mairout

TWo
Tairout
TsoloutREAL
Mabs
DT1

=climdata.nentheff;
=climdata.nabseff;

=climdata.RHin;

=climdata.RHout;
= CLIMDATA.mairin;
= CLIMDATAE.mairout;
= CLIMDATA.TWo;
=CLIMDATA.Tairout;
=CLIMDATA.TsoloutREAL;
=CLIMDATA .Mabs;
= CLIMDATA.DT1;

"C:\Documents and Settings\toshiba \Desktop\files for gproms\final des
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TWIN1
DTZ2
TWINZ
DT3
TWIN3
DT4
TWIN4
DTS
TWINS
Twatout
XoutREAL
AVTWOUT

= CLIMDATA.TWINI1 (TWOUT1) ;
= CLIMDATA.DT2;
CLIMDATA.TWIN2 (TWOUT2) ;
= CLIMDATA.DT3;
= CLIMDATA.TWIN3 (TWOUT3) ;
= CLIMDATA.DT4;
CLIMDATA.TWIN4 (TWOUT4) ;
= CLIMDATA.DT5;
= CLIMDATA.TWINS (TWOUTS) ;
= (TWIN1+TWIN2+TWIN3+TWIN4+TWINS) /5 H
= CLIMDATA. XoutREAL ;
= CLIMDATA . AVITWOUT H

MODEL SYSTEM MODEL (COMBINEDSYSTEMwithstreams)

UNIT

REGENERATOR AS REGENERATORFINAL
DESICCATOR AS TESTO

GREENHOUSE AS GREENHOUSE EVAPCOOLING
VARIABLE

DM AS MASSRATE
regenhAREA asarea

EQUATION
REGENERATOR.Xsolin = DESICCATOR.Xout;
REGENERATOR .msolin = DESICCATOR.msolout;
REGENERATOR.Tin = DESICCATOR.Tsolout;
REGENERATOR .msolout = DESICCATOR.msolin;
REGENERATOR. . Tamb = DESICCATOR.Tairin;
REGENERATCR . Tout = DESICCATOR.Tsolin;
REGENERATOR .Xsolout = DESICCATCOR.Xin;
DESICCATOR.Tairout = GREENHCUSE.TAirin;

DESICCATOR.RHout
DESICCATOR.mairin

GREENHOUSE.RHin;
GREENHOUSE.Mair;

DM = REGENERATCR.mev + DESICCATOR.Mabs;

regenAREA

= 2.555*ABS (DESICCATOR.Mabs*222.2) /ABS (REGENERATOR. mevV) ;

(continued)
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MODEL GREENHOUSE EVAPCOOLING (COMBINEDSYSTEMwithstreams)

PARAMETER
COVERTRAENS AS REAL #t cover trammissiwvity
PSRTRAN AS REARL #parameter characterising the influence of solar radiatiomn on
transpiration
Cp AS REAL #SPECIFIC HEAT OF AIR
Ug AS REAL #HEAT LOSS COEFFICIENT OF GREENHOUSE COVER
Lg AS REAL #TOTAL LENGTH OF GREENHOUSE
Wg AS real #total width of greenhouse
nEVAP AS REAL #COOLING PAD EFFICIENCY
NoHo AS integer
GFO as FOREIGN_OBJECT "ExcelFO"
PORT

INPUTDATA AS MATERIAL CONDITIONS

VARIAELE

Xg AS LENGTH #DISTANCE OF GREENHOUSE FROM INLET
RHin AS ARRAY (NoHo) OF DIMENSIONLESS
TARirin AS ARRAY (NoHo) OF TEMPERATURE

Tinx as ARRAY (NoHo) OF TEMPERATURE

TAMEWET AS ARRAY (NoHo) OF TEMPERATURE

Ia AS ARRAY (NoHo) OF IRRADIANCE

dair as ARRAY (NoHo) OF density #airdensity
Vair as ARRAY (NocHo) OF volumetricflowrate

Rl AS ARRAY (NoHo) OF DIMENSICNLESS

A2 AS ARRAY (NoHo) OF DIMENSICNLESS

Mair as array(ncho) of massrate

SET

GFO := "C:\Documents and Settings\toshiba ‘Desktop\files for
gproms\Greenhouse copyOptimisation.xls";
COVERTRANS := 0.6;

PSRTRAN := 0.45;
Cp = 1.005;
Ug 1= 4.2;
Lg := 30;
Wg := 1000/30;
NoHo = 0;
nEVAP := 0.8;
EQUATION
Tinx= TAirin + ((-nEVAP*(TAirin-TAMEWET) - (A1/A2))*EXP(-RA2*XG) )+ (R1/A2);
Al = (COVERTRANS* (1-PSRTRAN)*Ia*Lg)/(dair*Vair*Cp*1000);
A2 = (Ug*Lg)/(dair*Vair*Cp*1000) ;

Xg =GFO0.Xg;

RHin =GFO.RH;

TAirin =GFO.TAME;

TAMEWET =GF0O.TAMBWET;

Ia =GF0.Ia;

dair =GFQ.dair ;

Vair =GF0.Vair;

Mair =GF0.Mair;
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MODEL regeneratorfinal (COMBINEDSYSTEMwithstreams)

PARAMETER
vas integer
FO as FOREIGN_ OBJECT "ExcelFO"
Ia as real
Pa as REAL
fi RS real
PORT

inlet AS MATERIAL CONDITIONS
cutlet AS MATERIAL CONDITIONS

VARIAEBLE

nefficiency as dimensicnless
msolin as MASSEATE
msolout as massrate
¥solin as DIMENSIONLESS
¥solout as Dimensionless
Tin as temperature

RHamb as dimensionless
Tamb as temperature

UL as heatlosscoefficient
hm as pressuremasstransfercoefficient
hD as concentrationmasstransfercoefficient
Cpsol as specificheatcapacity
hfg as specificenthalpy #latent heat#
Pamb a5 pressure

Psol as pressure

Tout as temperature

mewv as massrate

Psatamb a8 pressure

Psatinter as pressure

a as dimensionless

b as dimensionless

c as dimensionless

Ir as specificenthalpy
Tfilm as temperature

Dwa as diffusivity

L as length #characteristic#
Sch as dimensiconless

sh as dimensionless

Nu as dimensionless

da as density

va as kinviscosity

mia as dynviscosity

thexp as thermalexpansion
Grocon as dimensionless

Grheat as dimensionless

Grtotal as dimensionless

wa as watercontent

winter as watercontent

Regl as dimensionless

Reg2 as dimensionless

Reqg3 as dimensicnless

K1 as dimensionless

K2 as dimensionless

ERH as dimensionless

hr as heatransfercoefficient
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hc

slopeadjustment

X
W

SET
FO

Ia
Pa
fi
yi=l;

EQUATION
Tin
msolin
¥solin =
RHamb =
Tamb =
msolout

Xsolout

as heatransfercoefficient

:= "C:\Documents and Settings\toshiba ‘\Desktep\files for
gpromshRegeneratorFinalModelOptimisation.xls";

as
as

:= FO.Ia;
:= FO.Pa;
= FO.fi;

= FO.Tin;

= FO.msol;
FO.¥s0l;
FO.RHamb;
FO. Tamb;
= FO.msolout;
= FO.Xsolout;

UL= FO.UL(x, W) ;

Ir = FO.Ir ;
ho= Fo.hD;
hm= FO.hm;

Cpsol= FO.Cpsocl;

hfg= FO.hfg;

Pamb= FO.
Psol= FO
Dwa= FO
Sh-= FO.
Grtotal=
Groon=
Grheat=
va=

da= F
wWa=
winter=
Psatinte
Psatamb=
L= FO.
Reqgl=
Reg2=
Regi=

Kl=

¥a=
Tout= FO

Pamb;
.Psol(a,b,c);
Dwa;

Sh;
FO.Grtotal;
FO.Grcon;

FO.Grheat;
FO.va;

O.da;

FO.wa;

FO.winter;

r= FO.Psatinter;

FO.Psatamb;
L;

FO.Aeql;

FO.RAeg2;

FO.RAeg3;

FO.K1;

FO.K2;
.Tout ;

mev= FO.mev;

slopeadjustment=
Tfilm= FO.Tfilm;
hr= FO.hr;
hc= FO.hc;
Sch= FO.Sch;
Nu= FO.Nu;
mia= FO.mia;

thexp= FO.thexp;

ERH =

FO.ERH;

as dimensionless

length
length

nefficiency = FO.nefficiency;

if Tin »= 20 and Tin < 25 then a=75&

else

FO.slopeadjustment;

. 925334,

(continued)
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if Tin >= 25 and Tin < 30 then a=99.07673%;

else

if Tin >= 30 and Tin< 40 then a=134.90955;
else if Tin >= 40 and Tin< 45 then a=140.5607387;
else if Tin >= 45 and Tin< 50 then a=141.775612;
glse a = 0 ;
end

end
END
end
end

if Tin»= 20 and Tin< 25 then b=792.7006;

else

if Tins= 25 and Tin< 30 then b=10832.514;
else

if Tin»= 30 and Tin< 40 then b=1493.499;
else if Tin >= 40 and Tin< 45 then b=2200.015371;
else if Tin == 45 and Tin< 50 then b=2200.024366;
else b = 0 ;
end

end
END
end
end

if Tin»= 20 and Tin< 25 then
c=-23709.98;

else

if Tins= 25 and Tin< 30 then

c=-31600;

else

if Tins= 30 and Tin < 40 than c=-43684.56;
else if Tin == 40 and Tin< 45 then c=-47500.0015;
else if Tin »>= 45 and Tin< 50 then c=-47499.997¢61;
else ¢ = 0 ;
end

end
END
end
end
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PROCESS EXEC SYSTEM MODEL (COMBINEDSYSTEMwithstreams)
UNIT
EXEC AS SYSTEM MODEL

ASSIGN

EXEC.REGENERATOR.x :=3.5;
EXEC.REGENERATOR.w :=0.73;
EXEC.DESICCATOR.TWOUT1l:=21;
EXEC.DESICCATOR.TWOUTZ:=21;
EXEC.DESICCATOR.TWOUT3:=21;
EXEC.DESICCATOR.TWOUT4:=19;
EXEC.DESICCATOR.TWOUTS:=19;

SOLUTIONPARAMETERS

IdentityEliminaticon := OFF
FPI:="ExcelFP::C:\Documents and Settings)\toshiba ‘\Desktop\files for gproms\final des
model\TESTOoptimisation.xls" ;
gexceloutput := "<steady-state>C:\Documents and Settings\toshiba ‘Desktop\files for
gproms\RESULTS.x1s" ;

SCHELDULE
SEQUENCE

while EXEC.DESICCATOR.DT1 = 0.001 DO

PARALLEL
GET
EXEC.DESICCATOR.TWINl1:= "TWIN1"
EXEC.DESICCATOR.TWOUT1:= "TWOUT1" ;
EXEC.DESICCATOR.DT1:= "DT1";
END
if EXEC.DESICCATOR.DT1 > 0.001 then
REPLACE EXEC.DESICCATOR.TWOUT1
WITH
EXEC.DESICCATOR.TWOUT1
END
else

OLD (EXEC.DESICCATOR.TWOUT1) + 0.02;

reset
EXEC.DESICCATOR.TWOUT1l := OLD(EXEC.DESICCATOR.TWOUT1) ;
end

end

if EXEC.DESICCATOR.DTl< 0.001 then

SEQUENCE
PARALLEL
GET
EXEC.DESICCATOR.TWINZ:= "TWIN2"
EXEC.DESICCATOR.TWOUTZ: = "TWouT2"
EXEC.DESICCATOR.DT2:= "DT2";
END

if EXEC.DESICCATOR.DT2 = 0.001 then
REPLACE EXEC.DESICCATOR.TWOUTZ
WITH
EXEC.DESICCATOR.TWOUT2 := OLD(EXEC.DESICCATOR.TWOUT2) + 0.02;
END
else

reset
EXEC.DESICCATOR.TWOUT2 := OLD(EXEC.DESICCATOR.TWOUTZ) ;
end

end
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if EXEC.DESICCATOR.DTZ< 0.001 then

SEQUENCE
PRARALLEL
GET
EXEC.DESICCATOR.TWINZ:= "TWIN3"
EXEC.DESICCATOR.TWOUT3 : = "TWOUT3" ;
EXEC.DESICCATOR.DT3:= "DT3";
END

if EXEC.DESICCATOR.DT3 = 0.001 then
REPLACE EXEC.DESICCATOR.TWOUT3
WITH
EXEC.DESICCATOR.TWOUT3
END

elge

OLD (EXEC.DESICCATOR.TWOUT3) + 0.02;

reset
EXEC.DESICCATOR.TWOUT3 := OLD(EXEC.DESICCATOR.TWOUT3) ;
end

end

if EXEC.DESICCATOR.DT3< 0.001 then

SEQUENCE
PRARALLEL
GET
EXEC.DESICCATOR.TWIN4:= "TWIN4"
EXEC.DESICCATOR.TWOUT4: = "TWOUT4" ;
EXEC.DESICCATOR.DT4:= "DT4";
END

if EXEC.DESICCATOR.DT4 > 0.001 then
REPLACE EXEC.DESICCATOR.TWOUT4
WITH
EXEC.DESICCATOR.TWOUT4
END

else

OLD (EXEC.DESICCATOR.TWOUT4) + 0.02;

reset
EXEC.DESICCATOR.TWOUT4 := OLD(EXEC.DESICCATOR.TWOUT4) ;
end

end

if EXEC.DESICCATOR.DT4< 0.001 then

SEQUENCE
PARALLEL
GET
EXEC.DESICCATOR.TWINE:= "TWING"
EXEC.DESICCATOR.TWOUTS : = "TWOUTS" ;
EXEC.DESICCATOR.DTS5:= "DTS";
END

if EXEC.DESICCATOR.DTS = 0.001 then
REPLACE EXEC.DESICCATOR.TWOUTS
WITH
EXEC.DESICCATOR.TWOUTS := OLD(EXEC.DESICCATOR.TWOUTS) + 0.02;
END

else
reset
EXEC.DESICCATOR . TWOUTS
end

QLD (EXEC.DESICCATOR.TWOUTS) ;
end

if EXEC.DESICCATOR.DTS5< 0.001 then
stop
end

(continued)
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