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As public policy issues increasingly have a technical
aspect to them an interactive relationship has developed
between science and policy. The aim of this thesis is to
investigate the two aspects of this relationship: the
influence of science on policy and the influence of policy
implications on science.

Most existing studies in this area treat only one or

other of these aspects. Furthermore, they tend to provide
interesting case study material but very little theoretical
analysis. This thesis attempts to overcome these problems

by dealing with both aspects of the interaction between
science and policy and by providing theoretical models of
this relationship.

The thesis combines the theoretical development of
these models with the analysis of three empirical case
studies: the controversy in Britain over smoking and
health; the application of educational psychology to the
development of education policy in Britain; the controversy
over the health effect of lead in the environment.

The theoretical models are developed in Part 1. 1In
Part 2 the empirical case studies are presented and in
Part 3 the theoretical material is assessed in the light of
these case studies.

The main thesis of this study is that there is a
fundamental mis-match between science and policy-making.
Criticism is always essential in science. However, when
science is involved in the policy process, either scientific
claims are not subjected to a significant level of criticism
or they are scrutinized so closely that no view achieves

general consensus and conflicting advice results. In this
situation, contrary to the traditlopal view, science can
generate uncertainty. The role which science plays in the

policy process is influenced by this level of criticism, by
the context of political power and by the progress of an
issue through the various stages of the policy process.

Experts, Policy, Smoking, Lead, IQ.
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1. INTRODUCTION

Throughout the century, and more especially in the
period following the second world war, science in the
industrialised nations has been brought into a close
relationship with public policy-making. As public policy
issues increasingly have a technical aspect to them scient-
ists have been called upon, or have felt it necessary, to
present advice to government and other decision-makers.
This has led to the development of an interactive relation=
ship between science and policy. They interact in such a
way that policy implications influence the progress of
science and scientific debate, and science provides an
input into the policy-making process. The aim of this
thesis is to investigate these two aspects of the inter-
action between science and policy. It is therefore con-
cerned with what might be called 'science in policy' and
not with the more straightforward phenomenon of 'science
policy' through which science is supported and, to some
extent, directed.

There are large bodies of litérature concerning cons-
troversies over policy issues with a technical component
and the role of experts in policy-making. Most studies
within these bodies of literature treat only one or other
of the two aspects of the interaction between policy and
science. They therefore miss the point that the way that
policy implications influence the progress of a debate
amongst scientific experts will have an effect on the role
which those experts and their scientific views have in the
policy-making process. The converse of this point is also

true; the role which scientific views play in the policy-
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making process will influence the progress of the scientific
debate. It is important therefore to look at the processes
of influence of science on policy and of policy on science
together.

Another problem with the existing literature on expert
advisors and technical controversies is that it has provided
a wide range of interesting case studies but very little in
the way of theoretical analysis of these studies. There
are some notable exceptions to this claim and these will be
discussed in the next chapter. Furthermore, while very few
authors would admit to holding a traditional positivist view
of science, some studies in the literature on controversies
and the role of experts implicitly assume such a view.
Finally, there seem to be a number of misconceptions about
the nature of policy related technical controversies which
stem from this implicit assumption of a naive view of
science. For example, a whole range of characteristics
common to controversies seem to be attributed to the effects
of policy implications or political bias. Controversies
are seen as abnormal occurrences, different in kind from
the normal processes of science. A theme which runs
through the whole argument of the present thesis is that
many of the characteristics of controversies stem from the
nature of science itself as well as from its interaction
with policy. Furthermore, many of these characteristics
are different from the normal functioning of science only
in extent.

To investigate the interaction between science and
policy some theoretical concepts and models are developed

and employed in this thesis, along with some existing ..
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theoretical tools. These theoretical developments
concern; the nature of controversies and the relation
between this and the policy implications of scientific
worksy the occurrence of criticism within science and the
achievement of consensus; the influence of policy implic-
actions on levels of criticism and the ability to achieve
consensus; the role of science in policy-making and
factors influencing that role.

The method which this study employs is that of theoret-
ical development combined with a case study approach. The
main problem with a case study methodology is the question
of the extent to which conclusions drawn from particular
studies can be generalised. However, case studies can
provide a wealth of detail with which theoretical develop-
ments can be assessed, at least for their plausibility if
not for their general applicability. It is hoped that by
having a small number of case studies some of the problems
of general applicability will be overcome without losing
altogether the insight which is provided by the detailed
study of a particular example. |

The three case studies investigated are the controversy
in Britain over smoking and health, the application of
educational psychology to the development of education
policy in Britain, and the controversy over the health
effects of lead in the environment. These three were
chosen because they involve different fields of policy and
types of scientific research. It is hoped that their
diversity will demonstrate the strength of the theoretical
position developed in this thesis.  They were also chosen

because superficially they seem to demonstrate in a
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straightforward way three different aspects of the relation-
ship between science and policy. At first glance the
smoking and health issue seems to be a scientific controv-
ersy which simply resolved. The education case seems to
illustrate the straightforward application of science to
policy initially without any controversy. The lead case
seems to be a situation where controversy has not resolved.
It will be seen in Part 2 that these case studies are not
as straightforward as they at firsti appeared and some of
the conclusions to which they, combined with the theoretic-
al developments, lead are quite contrary to what might be
expected.

The format of this thesis will be to develop and discuss
in Part 1 some theoretical models and concepts in the
context of various relevant literatures. These will
include literature on experts and controversies, literature
from the sociology of science, the philosophy of science
and policy studies. In Part 2 the empirical case studies
will be presented. Finally in Part 3, using the case
studies, the theoretical material'presented in Part 1 will
be assessed and conclusions will be drawn on a number of
questions concerning the interaction between science and
policy.

Among the general questions to be considered are the
following:

a) How do policy implications influence the science
presented as expert advice?

b) What role does science and do scientific experts
play in the policy process?

¢) What influences determine this role?

More detailed questions will be addressed when considering

_5_



the empirical material but these will be introduced in the
theoretical discussion to follow.

The main thesis of this study will be that there is a
fundamental mis-match between science and policy-making.
Criticism is essential in science to ensure that the best
theories and experimental results are employed and that
knowledge continues to grow. Criticism of scientific
claims made in the context of public policy-making is also
essential to ensure that the reliability of claims is
adequately assessed. However, the way in which science
has developed, combined with the character of public-policy
problems, means that either scientific claims are not sub-
jected to a satisfactory level of critical scrutiny or they
are scrutinised so closely that no view achieves general
acceptance. The role which science plays in the policy
process will be influenced by this level of criticism and
by the broader context of political power. This role will
also change as various other factors chance and as an issue
moves through the policy process.

Finally, science can create ﬁncertainty in areas
including broad policy questions through the chaos caused
by a high level of critism. It might also lead to errors
in policy-making through the uncritical acceptance of
scientific claims of dubious reliability. However,
scientific consensus will usually be accompanied by a
consensus on policy and, in this case, science has very
little role in influencing policy-formation. Thus, in

the context of policy-making, it may be dangerous to accept
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scientific views which have not been subjected to critical
scrutiny, but critical scrutiny will produce a chaotic
situation of conflicting advice. The policy-maker must
therefore accept that policy must be formed in the

absence of definitive answers from scientific experts.
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CHAP T ER 2

DISAGREEMENT AMONGST EXPERTS

ADVISING ON POLICY




Zis DISAGREEMEWT AVONGST EXPERTS ADVISING ON POLICY.

2.1 The Content and Context of Debates Amongst Experts.

The literature on controversies and the 'role of experts
presents a host of case studies analysed from a variety of
perspectives. This has led to a range of questions being
introduced and a similar range of approaches to these
questions being employed. In an earlier review of some of

L

this literature Reeve™ attempted to draw out some issues of

analytical interest to help bring together the great divers-
ity of approaches to this topic. It will be necessary to
reiterate some of the points made in that review here so
that the current study can be seen in the context of the

findings from other analyses of controversies.

In the earlier review a distinction was made between the
explicit nature of the debate among experts and the motiv-
ation driving it. In the current study I shall refer to
the former as the ‘content' of a debate and to the latter
as the 'context'. Generally, in the controversies liter-
ature these two elements are not clearly distinguished.

This leads to confusion over what controversies are 'about'.
Some authors argue that they are about facts, some that
they are about values, and some that they are about a
mixture of facts and values. Other authors argue that the
distinction between facts and values is not a useful one in
this context. The distinction between content and context
makes it possible to study the interaction of 'facts' and
'values' and the role of science in controversies. The
distinction shows that the character of the explicit public
debate is different from the rival motivations driving the

debate, while these motivations determine the positions
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taken by participants in the debate.

The first problem to look at is the content of
disputes, that is, their explicit nature. To discuss
this issue it will be necessary to clarify :my usage of the
term 'fact'. Within the controversies literature the
terms 'facts' and 'values' are used widely. It has,
however, been argued that the fact/value distinction is of
little use for analysing decisions about technology or -
roles of the advisors.2 This argument stems from an
interest primarily in the sociological question of motiv-
ation for disputes without clearly separating this
question from the one concerning the nature of disputes.
The concept of a 'scientific fact' is problematic and
different philosophical views of science give different
accounts of the nature of 'facts'. Developments in the
philosophy and sociology of science from Popper's work
onwards have led to the rejection of the posivitist
notion of facts as 'unproblematic' reflections of reality’'.
Facts may be seen as theory ladeg, value laden, socially
constructed or ideologically constructed,depending on
one's philosophical view of science.

In what follows, the terms 'fact' or 'factual' will be
used to refer to propositions which are normally consid-
ered as within the realms of science. More especially
they will be applied to the products and processes of
acquiring and interpreting data. In this usage the term
'factual' could almost be replaced by the term 'scientific’'.
I am not, therefore, at this stage making any claim about
the epistomological status of 'facts'. All I wish to

denote by that word is something which is usually accepted
G



as being a part of science. It will be part of the aim
of this study to illustrate the way in which these 'facts'
are influenced by elements of the context of debates.
Finally, where the terms 'facts' and 'values' are used in
the context of an account of another author's views, then
their meaning is intended to be the same usually unspecif-
ied meaning as in the original author's work.

Nowotny and Hirsch® have pointed out that the issue of
the nature of the dispute may, itself, be a matter of hot
debate amongst the disputants. For example, in the
debate over the effects of low level radiation doses, a
strategy of the orthodox scientists involved, who main-
tained that lowilevel radiation was not harmful, was to
claim that the issue raised by the dissident scientists
was not a scientific one in an attempt to remove the whole
issue and the dissident scientists from the field of
scientific legitimacy. Various writers have argued that
expert disagreement arises through the intimate intermix-
ing of facts and values so that, when experts disagree,
they are really disagreeing about values. These values
are either so intermixed with the scientific issues that
they are inseparable, or they could be separated from the
factual issues but are not because of the specific context
of the debate.u

For a number of other authors, disputes are about
facts and values. These authors at least allow disagree-
ment to occur on scientific grounds, but also see disagree-
ment as being about values. Petersen and Markles, in
their study of the Laetrile controversy, argue that the
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controversy began with a knowledge focus, that is, was
initially a debate about facts, but, as the dispute went
on, it moved into a value arena. Again, the nature of the
controversy was a matter of dispute itself.

The analysis of the debate over the effects of low
level radiation by Nowotny and Hirsch6 seems to suggest
that the explicit dispute involved both factual and value
issues and Weinberg's notion of 'trans—science'7 also
allows disagreement to be about facts or values.

Although in much of the literature on expert disagree-
ment the emphasis is on the political nature of the
disputes, or the conflict of values, this analysis really
applies to the motivation or driving force behind disputes.
In many of the case studies analysed the explicit debate
between experts is primarily, if not solely, factual.
Furthermore, this factual debate tends to centre around
the interpretation of the data, rather than on the actual
data itself. Though there can be debate over data itself,
such as in the Laetrile controversy where accusations were
made that certain data existed but was being withheld,
there may also be accusations of manipulated data, or
criticisms of experimental technique calling data into
question.

Nelkin'58 primary interest is with the politicisation
of expertise, but the case studies which she presents
demonstrate the factual nature of the explicit part of the
disputes. In the disputes over a proposed nuclear power
plant at Cayuga Lake, New York, and a proposed new runway

at Boston Airport, the technical debates were characterised

by".:genuine uncertainties thaiBallowed divergent



predictions from available data",9 and diverse premises
requiring different sampling intervals and techniques.

For example, in the Cayuga Lake disputelo, where the main
technical issue concerned thermal pollution, there were
disagreements about the need to study thermal pollution as
from a point source or by taking the ecology of the whole
lake into account. In this case, the technical dispute
was about the interpretation of data. With diverse
theoretical positions, different scientists interpreted
the sets of data in different ways. For those scientists
in the Engineering College at Cornell, the data from the
study sponsored by the power company was not of any
significance since it only concentrated on information
about effects at the source of thermal pollution, whereas,
from their theoretical perspective, data was needed on the
ecology of the whole lake. According to Nelkin, the
crucial aspects of the technical uncertainties involved
were the absence of conclusive data and the lack of an
accepted theoretical framework from which to draw
definitive quantitative conclusioﬁs. Nelkin emphasises
that the technical debate involved considerable rhetorical
licence, with accusations of bias and premature interpret-
ation of data. This type of rhetoric is not generally
associated with scientific discussions and Nelkin's
emphasis on the rhetoric used suggests that it is an aspect
unique to controversial decisions relating to public policy.
However, although rhetoric may not appear in the science
journals, that it figures significantly in scientific
discussions has been illustrated by I.I.Mitroff in his
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study of the Apollo moon scientists.l1 Although Nelkin's

interest is with the politicisation of expertise and, in
her analysis of the Cayuga Lake controversylz, she
suggests the various roles which scientists play in
controversies, including that of the political activist,
the actual technical debate is clearly about scientific
facts, that is, the collection and interpretation of data.
The factual nature of the content of technical debates is
borne out in a collection of case studies which Nelkin
introduceslj. In her introduction to this collection
she, herself, makes a distinction between the content of
the debates, which she argues is factual, and the motiv-
ation driving the debate which stems from political values
in her view.

Mazurluis similarly interested in the effect of
political commitments on scientific controversies, but
again his analysis of the actual disputes associated with
the Anti-Ballistic Missile and the effects of low level
radiation reveal the factual nature of the disagreement.
Mazur also emphasises the use oflrhetoric in disputes,
comparing the fluoridation debate with that concerning
nuclear power he finds similar types of rhetoric used.

He goes on to lay out a number of characteristics of the
technical issues and of the disputes themselves that form
the basis of the disagreements. One group of factors
contributing to the disagreement Mazur sees as being
unnecessary. For example, in both these case .studies
there are examples of scientists failing to confront each

other's arguments and effectively talking past each other.
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In the low level radiation case, one group of scientists

produce data and argue on the basis of the permissible

level of radiation, whereas another group reject the
interpretations and data of the first group, arguing
instead in terms of the actual exposure level. Yet this
distinction is not highlighted so that, when the two argu-
ments are used in confrontation with each other, different
conclusions are drawn without it being acknowledged that
the arguments refer to different concepts. Other problems
of this nature include arguing from different premises and
approaching different problems. According to Mazur, these
are really problems of poor communication and/or strong
motivations to win and’, .a calm analysis of opposing views
could clear this sort of verbal thicket“.15 There are,
however, more fundamental forms of technical disagreement
which are not so simple to clear up. Mazur calls these
'ambiguities"'. Science involves judgement, in employing
simplifying assumptions, in extrapolating from inconclusive
data, or in assessing the reliability of empirical data,
for example. It is in making these judgements, without
formalised guides, that scientists may legitimately dis-
azree. An example from one of Mazur's case studies con-
cerns the relationship between the radiationdose delivered
to a population and the resultant increase in leukaemia.
GCiven the inconclusive nature of the data, it is possible
to postulate several different models of this relationship,
two that are employed are the threshold model and the
linear model. Mazur sees this as an example of theoret-

jcal ambiguity, the problem is that there is always an
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element' of judgement in selecting one model over another
empirically consistent alternative. The interpretation
of data is a rich source of disagreement since alternative
interpretations are always possible, particularly in the
case of statistical data and especially where there is
substantial error variance. Scientists in disputes may
employ alternative interpretations of data, or simply
reject discrepant data as not valid.

Ravetzl6 has similarly pointed out some of the
technical limitations which form the basis of disagree-
ments. He is concerned, however, to highlight the diff-
erences between the traditional view of science and the
reality of decision-making concerning large technological
innovations. He contrasts the uncertainty of technolog-
ical decisions with the supposed certainty of science, and
presents a number of problems which face the scientists
trying to analyse technical issues involved in these
decisions which may lead to disagreement. One aspect is
the weakness of the sciences involved in the assessment of
the impact of technological innovations. These sciences
tend to be’poorly developed disciplines in which scientists
can be "...in radical disagreement over the most apparently
elementary mattersof fact“.l? Ravetz points out that in
these situations of technical uncertainty different
theories proposed may call for quite different sorts of
data, which poses prﬁblems for comparing the different
theories. Another problem is what Ravetz calls the

'management of exactness', that is, how scientists cope

with error. The main problem here is that experts are
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expected to produce 'hard facts' best expressed as precise
numbers, and politicians and the public are not likely to
be aware of the inexactitude attending all quantitative
statements. But, from the point of view of expert
disagreement, the problem may arise that experts disagree
on the exactness of specific pieces of data and, thus, on
their interpretation. This problem may be most acute in
statements of probability, where the levels of
'significance' are a matter of human judgement and are not
given by the data itself. The main problems analysed by
Ravetz then, are that inexactitude and insecurity may lead
to disagreement.

Kopp18 is another writer whose interest is in the
'roots'of scientific debates, viewed from a sociological
perspective, which she identifies as being a constellation
of interrelated factors, disciplinary, institutional and
political interests. But, again, the actual dispute which
she analyses, the American debate over fallout hazards, is
about the interpretation of data. The debate centres
around the acceptance of conclusions based on the extra-
polation of data. For example, Sturtevant, a Professor
of genetics at the California Institute of Technology, who
disagreed with the official Atomic Energy Commission(A.E.C)
position on fallout hazards, believed that geneticists
could, and should, extrapolate from data on flies and mice
to estimate genetic effects in humans from radiation.

The A.E.C.position, however, suggested that, since genetic
effects of low-level radiation on humans were not known

directly, it would be premature to try to estimate how many
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individuals were likely to be affected from fallout. So
estimating zenetic effects on humans by extrapolation from
data on flies and mice would be unscientific. Another
element in the debate, highlighted by Kopp, demonstrates
its factual nature. This was the argument presented in a
paper by E.B.Lewis and the replies to this by A.Brues.
Lewis argued that there appeared to be a linear relation
between the incidence of leukaemia in man and dose of
radiation. This argument was on the basis of existing
data and a theoretical explanation was provided for the
relation. Brues questioned both the empirical evidence,
the data and its interpretation, and the theoretical basis
for the relation.

Gillespie, gj.gi.lg similarly approach the problem of
technical decisions and expert disagreement from a socio-
logical perspective. In their analysis of the different
decisions over the carcinogenicity of the chemicals Aldrin
and Dieldrin used in pesticides in Britain and the U.S.A.,
the positions taken by the scientific advisors are technical
ones relating to the carcinogenié hazard from Aldrin/
Dieldrin and they stem from alternative interpretations of
the same data. The British scientists reviewed the same
data.as the U.S. scientists, who had already decided that
Aldrin/Dieldrin were carcinogenic, and came to the opposite
conclusion. This difference was possible because of the
limitations of toxicology leading to uncertainty in deter-
mining carcinogenic risk, and the use of different criteria

for the assessment of what is carcinogenic.
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In the literature on controversies over decisions con-
cerning technology there are a number of interpretations of
the nature of the technical debates. As we have seen, it
is possible to argue that the actual explicit nature of
technical debates, or their content, is factual, involving
primarily disagreement over the interpretation of data, but
also involving disputes about the validity of specific
pieces of data. The disagreement over interpretation of
data can stem from the adoption of different theoretical
positions, from the use of alternative basic concepts and
from the analysis of different problems. Although a lot
of authors place emphasis on the political or value
dimension of disputes, the case studies reveal that most
disputes are about factual issues. Those who argue that
scientific disputes are about values, or a mixture of
values and facts, do not really separate the questions of
the explicit nature or content of the debate and the motiv-
ation driving it. Generally the content of debates is
factual. |

The question which has been analysed by most of the
authors, particularly where disagreement can be seen as
relating to facts, is the sociological one of the motive
for disagreement. A number of different approaches have
been adopted towards this question. Robbins and Johnstor‘f30
make a useful distinction between attributing disagreement
to political or value factors and attributing it to factors
concerning the nature of science itself. Following this
distinction Kople has argued for an integration of the

two approaches, maintaining that a multi-dimensional model
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22 and Nelkin?3 fit into

is required. The analyses of Mazur
the 'political interests approach'. They both attribute the
motives or driving forces of disputes to the political views
of the scientists involved. Mazur maintains that a scient-
ist's interpretation of ambiguous data is often tied to his
position on the innovation about which the controversy
exists, for example, in the debate over the effect of low
level radiation the proponents of nuclear power are more
likely to adopt the threshold model of radiation dose effect.
Nelkin argues that scientific experts get used as a polit-
ical resource, and the scientists are enrolled to justify
political positions. In this way, their position in the
scientific dispute is implicitly related to their political
position. Nelkin's view on the content of debates and on
the context of motivation is concisely summarised in the
following quote, where she herself employs this distinction:
"Jhatever political values motivate controversy, the debates
usually focus on technical questions." This comment is
made in the context of introducing twelve empirical case
studies of controversy.zu
Robbins and Johnstonz5 argue that attributing disagree-
ment to political views, bias or ‘'irrationality', reflects
a positivist view of scientific knowledge as an unproblem-
atic reflection of reality. They argue that differentiat-
jon at cognitive and occupational levels in the scientific
community can lead to disagreement among experts. They
point out that scientists work within a large range of

scientific specialties, each of which employ different

methods and have a different framework in which to order
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and interpret information about the world. Thus,
scientists from different specialities can legitimately
offer different explanations of the same piece of evidence.
Academic scientists at least have a dual role, according
to Robbins and Johnston, in that they are members of a
specialist community from which they derive their
specialist information and expertise, and members of the
scientific community in general from which they will derive
their authority dependinz on the status of science in
general. But the scientific community is differentiated
even further in terms of occupational setting. Academic
scientists make up only a small proportion of the scient-
ific community, many more scientists work in the widely
different institutional settings of industry and govern-
ment. This differentiation may affect the professional
norms under which scientists work and will further help to
explain disazreement amon;; experts on scientific questions
relatinz to public policy.

sillespie et.al.2®

, take a similar line to explain the
occurrence of disputes in terms of factors intrinsic to
scientific development. They argue that there is a
complex relationship between scientific concepts, theories
and methodologies on the one hand, and ideological and
value commitments on the other. Taking the disagreement
over the carcinogenicity of Aldrin/Dieldrin between British -
and U.S.scientists, they suggest that the factual disagree-
ment consisting of different interpretations of the same
data can be explained in terms of a number of factors

includinz the different types of scientist involved

(i.e., belonging to different specialties); and the use
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of different criteria to assess carcinorenicity stemming
from different institutional affiliations. They argue
that the different standards employed to assess carcin-
ogenicity can be explained by reference to the social
commitments of the leaders of the two institutions in
Britain and the U.S. responsible for producing the advice,
and the character of the institution of which they were
heads. They also see differences in occupational control
exercised over scientists in different specialtiés and
institutional settings as having important implications
for the content and form of the knowledge produced. An
example of how these various factors, scientific specialty:
of the scientists involved, institutional affiliation, and
social commitments lead scientists to adopt different inter-
pretations of data and different theoretical concepts is
given by Gillespie et.al.in a comparison of the positions
and views of the leaders of the two institutions in
Britain and the U.S. responsible for advising on the
particular issue studied. In Britain, the principal
advisor was J.M.Barnes who was héad of the British Medical
Research Council's Toxicology Unit. The unit had close
links with the chemical industry and Barne$' social
commitments reflected this. Barnes was a toxicologist
committed to a traditional toxicological mechanism of
carcinogenesis requiring prolonged contact between cells
and chemicals. In line with these social and scientific
commitments, the British advisors concluded that Aldrin/
Dieldrin were not carcinogenic. In the U.S. the principal

advisor was U.Saffiotti, head of the National Cancer
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Institute's Chemical Carcinogenesis Program, the leading
agency in the U.S. crusade against cancer. Again,
Saffiotti's social commitments reflected the orientation
of this institution. Saffiotti adopted a molecular bio-
lozical approach and was committed to a 'trizger' mechanism
of carcinogenesis, whereby a single molecule can initiate
a cancerous response. In line with these social and
scientific commitments, the U.S. advisors concluded that
Aldrin/Dieldrin were carcinogenic. Cillespie et.al.argue
then that scientific experts may adopt different inter-
pretations of the same data because they are motivated by
commitments to different scientific specialties- and
different institutions with their specific orientations.
These are the two general views about the motivation
of scientists in controversies, either their position in
the dispute is motivated by political interests, as argued
by lazur and Nelkin, or by professional (occupational/
institutional and cognitive) differences as argued by
Robbins and Johnston, and Gillespie et-.al. Kopp27argues
for a synthesis of these two appfoaches, applying this
multi-dimensional approach to the case of the American
debate over fallout hazards. In this debate, she ident-
ifies four interrelated roots: disciplinary differences,
both conceptual and methodological between geneticists and
other medical and physical scientists; institutional
differences between academic scientists and officials in
the U.S. Atomic Energy Commission; personal conflict
petween scientists and the A.E.C. chairman Lewis Strauss;

and political differences between liberal and conservative
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scientists over the role of nuclear weapons in American
foreign policy. She interprets disagreement as conflicts
of several interconnected group interests reinforcing each
other.

On the nature of technical disputes there are various
views. It has been argued that technical disputes are
really about values which are mixed up in the technical
issues or expert's advice. It has also been argued that
disputes are about facts and values, but a large number of
case studies analysed suggest that disagreement is at least
primarily about facts. In those cases where disagreement
is about facts, the main source of that disagreement is
alternative interpretations of data, although there are
cases where the validity of data itself is disputed. It
may be argued that those views which interpret expert dis-
a-reement as concerning values, reflect a positivist model
of science. Following this model, it is assumed that,
if scientists are confronted with a set of data, then,
unless they are biased or influenced by their values,
they will come up with the same énswer to a problem con-
cerning that data. The fact that so many case studies
surgest that the interpretation of data plays a key role
in scientific controversies may point to the inadequacy of
this model. More recent philosophical views of science
would allow for data to be open to a number of interpret-
ations so disputes can be factual and on scientific groundsz.8
gimilarly, with respect to the motivation driving disputes
between experts, there are a number of different views.

Basically, there are those which attribute disagreement to
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political or value factors, those which attribute disagree-
ment to factors concerning the nature of science itself,
and those employing a combination of the two. Again, it
may be argued, as Robbins and Johnston and Gillespie et.al.
have, that the attribution of disputes to political views
or values implies a positivist model of science. It has
been shown that the motivation for controversies can stem
from factors intrinsic to the nature of science itself,
cognitive and occupational differentiations and institut-

ional affiliations.

2.2 Models of Expert Advice

In the discussion above it was argued that some inter-
pretations of controversies involving expert advisors in a
context of decision-making about public policy implied an
underlying model of science which can be seen as positivist.
It may be argued that, to see the nature of these debates
as beins really about values and to attribute the under-
lying disazreement or motivation driving the debate to
political views or values, impliés a positivist model of

29 Robbins and Johnston30

science. ar:zue that this model
is inadequate, particularly in the light of modern socio-
losy and philosophy of science. Ravetz31 has also pointed
to the inadequacy of some traditional views in the socio-
logy and philosophy of science to deal with the reality of
the role of science in technoloical decision-making. 1t
was seen above that a number of case studies clearly showed
that disagreement was about facts rather than values and

that the motivation driving the debate could be understood
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in terms of professional differentiation and need not be
attributed to bias or political views. This finding does
suggest the inadequacy of the positivist model of science
which must attribute the disagreement among experts to
values, bias or 'irrationality'.

Collingridge32 has provided a more detailed elucidation
of the positivist model and its implications, and has
further provided an alternative model to account for dis-
agreement between experts in a context of technological
decision-making. He has constructed and assessed these
models in the context of a case study of expert disagree-
ment, the American debate over the health effects of lead
additives in petrol. The positivist model, which
Collingridge refers to as 'Model 1', holds that advice
from an expert is objective provided that its author is
neutral, unbiased or disinterested. Since, on this model,
science is viewed as the collection of data from experience
and observation to be used as a base for the construction
of theories and, since the expert must be unbiased and
disinterested, he must collect aﬁd review all the relevant
data. Also, on this model, any set of data can only
receive one interpretation. This means that, since
unbiased experts can be expected to review all the
relevant data and, since the data is only open to one
interpretation, these experts should always agree. If
the experts fail to agree, then this can only be explained
in terms of incompetence through the failure by some
expert or experts to apply the methods of science

correctly or to consider all the relevant data, or through
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bias or. corruption of one or more experts involved.

If the experts involved are unbiased and therefore,
according to 'Model 1', they agree on the interpretation
of data, they, or the decision-makers, may still disagree
on the course of action to be taken on the basis of the
data and its interpretation. On 'Model 1' if this type
of disagreement occurs it can only be explained in terms
of conflicting values. If the expert advisors are
unbiased and therefore agree on the facts, any continuing
disagreement about the policy decision must derive from a
disagreement over the values involved.

Collingridge gives an example of how this model of
expert advice would explain the disagreement between the
Ethyl Corporation, the leading U.S. manufacturer of lead
additives for petrol, and the U.S. Environmental Protection
Agency (E.P.A.) on the policy to be adopted regarding lead
additives in petrol. The E.P.A. recommended the removal
of lead from petrol and the Ethyl Cprporation recommended
retaining lead in petrol. According to Collingridge,
'Model 1' would interpret this disagreement as one about
values. The two organisations had access to unbiased
experts who would interpret the data in the same way and
reach the same conclusion on its interpretation, that lead
from petrol is a health hazard to children. The disagree-
ment would arise because the two parties have different
values; the E.P.A. prefers protectingchildren's health to
the continued existence of the Ethyl Corporation, while
the Ethyl Corporation prefers its continued existence to

protecting the health of children.
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Collingridgse criticises this model on a number of
counts relating to its view of neutrality and its insist-
ence on experts reviewing all the relevant data. Firstly,
he argues that the model does not fit reality; in the lead
in petrol case the disagreement was about the interpret-
ation of data and not about values. Secondly, a problem
with this model is that, by attributing disacreement to
bias among experts, it provides a psychological and hence
a covert and unexplorable view of bias. There are such a
variety of factors that can serve to bias the opinion of
an expert and, since there are no straightforward tests
for the presence of bias, it is easy to see it everywhere.
This poses a problem of how we can ever find a true
unbiased opinion. Finally, the model has a 'blackbox'
view of expert advice which assumes that a clear separation
can be made between questions of policy and technical
questions. Experts, on this view, are seen as providers
of data and of interpretations of data, but as experts they
have no interest in the policy decisions associated with
the advice. Collingridge referslto this as an
‘instrumental' view of expert advice and arzues that it is
completely divorced from reality. He argues that most
expert advisors either belong to organisations with vested
interests in various policy decisions, or are at least
clearly identified with such organisations. According to
Collingridge the expert can be seen as an advocate, whose
task is to offer and defend interpretations of the data
which "...lead to the policy option favoured by his masterg?

After outlining the inadequacies of the positivist

model of expert advice, Collingridge proposes an alternative
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which he refers to as 'Model 2'?“ Where Robbins and
Johnston have suggested that post-Kuhnian sociology of
science creates a need for scientific knowledge to be seen
as socially constructed,35 Collingridge's model of expert
advice needs us to go no further than Popper's philosophy
of science. The model is based on the proposition that
any body of data can receive a whole number of mutually

36

conflicting interpretations. Following from this, there
is a quite different way in which disagreement over policy
can arise. Where both parties are aware of exactly the
same set of data, and may share exactly the same values,
disazreement may occur on what policy action to take as
the parties may favour different interpretations of the
data. Collingridge provides an explanation of the lead in
petrol case based on this model. In this case both the
E.P.A. and the Ethyl Corporation agreed about the data and
both operated with the same set of background values which
were very uncontentious. The disagreement stemmed from
the different interpretations which the parties gave to
the data. The E.P.A. interpretéd the data as indicating
that lead from petrol was a health hazard to children and
recommended that lead should be removed from petrol. The
Zthyl Corporation, on the other hand, interpreted the data
as showing no health hazard and therefore recommended that
lead should be retained in petrol. Both parties were
operating with something like the following values; " If
lead from petrol impairs the health of children, then it
should be removed" or "Lead should be removed from petrol

only if it impairs the health of children".j7 On this new

=30



model objectivity lies in openness in submitting interpret-
ations of data to normal critical scrutiny of scientific
experts with rival opinions, according to Collingridge.

He argues that this model makes clear the distinction
between the 'public arzument' which is like any similar
debate in science and is about the interpretation of data,
not about values, and the 'motivation' behind the argument?S
The rival motivations of the parties involved ensures that
the debate is carried out energetically and that the best
case is made for each interpretation of the data and that
each interpretation is subjected to intense scrutiny;
according to Collingridge. He explains how the new model
of expert advice overcomes the failings of the positivist
model. Firstly, 'Model 2' gives a much more realistic
account of actual disagreement about what action to take.
The kxey elements in debates are factual and concerning the
interpretation of data, they are not about values.

Secondly, although bias can still occur in debates, it is

no lonzer a hidden psycholozical element, it is now publicly
identifiable and can be rectifiedlby public action. For
example, bias may take the form of keeping data secret,
unfair distribution of funds or procedural rules which make
some claims immune from criticism.39 Thirdly, the model
recognises expert advisors as advocates employed by agencies
to put forward and defend as strenuously as possible inter-
pretations of the data which favour the interests of the
agency. The scientific debate is often long and critical
and the vested interests of scientists and their employers

ensures that the debate is a rigorous one.40
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To summarise the position so far, a distinection can be
made between the content of a debate and its context. The
content of scientific controversies tends to be ‘factual',
usually focussing on the interpretation of data. The
context of the debate, including the rival motivations of'
participants, need not be seen in terms of political bias.
Disagreement can arise through cognitive and occupational
differentiation amongst scientists. Thus, the 'profession-
al differences' approach is important in identifying aspects
of the development of science and the scientific community
which can account for disagreement amongst experts and for
demonstrating that the claim that disagreement stems from
bias, assumes a positivist model of science. However, these
'professional differences' can be closely aligned with
'political interests' where a particular institution has a
particular interest in an issue combined with a specific
scientific approach, as in the Aldrin/Dieldrin case.

The positivist model of scientific advice has been
shown to be inadequate in accounting for disagreement
amongst experts and Collingridge ﬁas provided a model which
is better able to explain the existence and character of
disagreements. The 'content' of the 'public argument'
consists of rival interpretations of data which, if combined
with relatively innocuous sets of values, would lead to
different policy recommendations. Fuelling this
technical controversy are the rival motivations of
participants. Combining this model with consideration
of the 'professional differences' and 'political

interests' approaches, it can be seen that these rival
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motivations can stem from a scientist's cognitive back-
ground or institutional affiliation , and may be tied

up with his political interests or those of the agency

which employs him. Thus an expert can become an

advocate, using technical arguments to defend a position
which favours a particular policy option preferred by

the asency with which he is affiliated.
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CONTROVERSIES IN ESOTERIC AREAS OF SCIENCE

3
3

.1 Introduction

Sociologists of science have devoted a considerable
amount of effort to the study of scientific controversies
both at the 'margins of science' and in relatively
esoteric areas of respectable science away from the direct
influence of policy implications. These studies provide
a useful insight into the way in which controversies arise
and, particularly, into the processes by which they are
brought to a conclusion. An appreciation of the findings
of these studies will provide a balance to considerations
of the interaction between policy and science in areas of
controversy involving policy-relevant science. Partic-
ularly useful in this context are those studies which
attempt to identify the processes by which scientific
consensus is achieved. The functioning of. these
processes in areas of esoteric science can then be
compared with the situation in policy-relevant scientific
controversies.

As noted elsewherel studies of policy-relevant scient-
ific controversies have tended to identify a whole range
of characteristics which, it is implied, are specific to
controversies in the policy-science area. However, the
sociological studies of scientific controversy serve as a
useful reminder of the fact that many of these character-
jstics are common to controversies in esoteric areas of
science. It must be pointed out that most of these
sociological studies have been performed from a relativist

perspective, which means that they tend to emphasise the
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social nature of science and the role of social processes
in the development of controversies and the achievement
of consensus. While there are some problems with this
approach, there do seem to be a number of lessons to be
learnt from this literature which do not entail the total
acceptance of a relativist position. This point will be

returned to later in the discussion of these studies.

3.2 Sociological Studies of Controversies

In the introduction to a special issue of Social

Studies of Science devoted to these studies, Collins draws
2

out a number of key points which they illustrate. One is
that, in a controversy,experimentation by itself is not
decisive because there is always a degree of local inter-
pretative flexibility. It is pointed out, however, that
for a controversy to come to an end, this interpretative
flexibility must be limited in some way. The sociological
studies have illustrated some of the mechanisms by which
this limiting process is achieved. This will be a most
useful finding when making a comparison between controv-
ersies in esoteric areas of science and those in policy-
relevant science. Among the mechanisms revealed by these
studies are rhetorical and presentational devices, decisims
to preserve prior agreements, cultural constraints, and
attitudes amongst the 'inner circle' of scientists working
within a sub-field as to the openness or closure of that
and other sub-fields. It is argued, by Collins, that

consensus is only possible within constraints coming from

outside the laboratory work.3
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One of the early studies in this field was Collins'
analysis of the controversy in physics over gravitational
radiationu. This study concentrated on the problem of
the replication of experiments and the associated tranfers
of knowledge. In the paper Collins presents two models
of scientific knowledge and its transfer, the 'Algorith-
mical Model' and the 'Enculturational Model'. Under the
former there is a finite series of unambiguous instructions
which can be formulated, transferred and, when correctly
followed, will enable a scientist to copy another's
experiment exactly. However,this model is problematic
because there is an infinity of possible algorithms and no
formal way of selecting the right one. According to the
enculturational model the suggestion that the copies are
the 'same' presupposes a cultural limitation on the list
of variables which might be measured for each experiment.

This model, "...involves the transmission of a culture
which legitimates and limits the parameters requiring

control in the experimental situation, without necessarily

formulating, enumerating or understanding them, and which

5

ipso-facto generates the set of anomalous experiments".

It follows from this that the transfer of knowledge is not
directly monitorable.

According to Collins the enculturational model fits
the findings of previous studies better than the algorith-
mical model. An implication of the model which is
supported by empirical evidence is that neither an
observer nor a scientist himself can tell whether or not
that scientists has the knowledge appropriate for rep-

licating another's experiment before he has tried to make
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use of it. 1In other words, the only way of telling that an
interaction has been successful is when a scientist
Produces results acceptable to the scientific community

by doinz an experiment which works.

The case study which Collins examines involves an
experimental result which appears to support the existence
of gravity waves, and is difficult to reconcile with
current cosmological theories.6 Several secondary experi-
ments had been performed which, it was claimed, did not
confirm.the results of the original experiment. It was
found, by Collins, that, although the originator's claims
were already in doubt, the counter evidence did not amount
to much in formal terms. He found that secondary scient-
ists did not need detailed communication with the origin-
ator because they were not interested in building what they
perceived as isomorphic models of his apparatus. Although
a number of possible explanations were available for this
phenomenon, Collins interpreted it as demonstrating that in
the gravity wave field what counted as a 'working gravity
wave detector' was still a contentious matter. So long as
the scientists were not sure that the originator's device
was detecting gravity waves, there was no special reason
for them to try to build one isomorphic with his.

The evidence which Collins provides also shows:
the variation in scientists opinion regarding the value of
others' experimental set-ups and reported result; that
scientists perceived differently the importance of minor
variations in bar type detectors (part of the experimental

apparatus), and perceived differently which are to be

=98



counted as copies of which others; the variation in
scientists' perception of the value of various parts of the
originator's experimental procedures. It also revealed a
whole list of what Collins thinks would be considered
'non-scientific' reasons, which led scientists to believe
or doubt experimental findings in the field, with different
scientists being affected by different combinations of
these factors. Finally, Collins provides evidence to
show that scientists were enzaged in other than formal
methods of argument and persuasion, and that there existed
a lack of consensus over formal criteria.

From the fact that scientists were led to their own
conclusions about the value of particular experimental
findings through considerations of apparently 'non-scient-
ific' arguments, Collins draws the conclusion that there is
no set of 'scientific' criteria which can establish the
validity of findings in this field. This conclusion does
not necessarily follow from thatfact, however, since the
question of what convinces individual scientists is not
the same as that of what provides (logical or 'social')
justification of findinss.

For Collins, the debate shows that in the gravitat-
ional radiation field there are no argreed criteria of
replication. Thus, he views the activities of scientists
in this field as "..negotiations about the meanin:s of a
competent experiment".7 By doing this they are,
furthermore, negotiating the character of gravitational

radiation and building the culture of the field. This

relationship between the meaning of a competent experiment

-39~



and the .character of the phenomenon is an important one.

Collins explains his position:8

" lhen a scientist claims that an experiment has
been properly replicated, he is claiming that
these two sets of events, the original and the
replication, should be treated as the same.
Turther, he is claiming that all experiments
which are to be included in the set of 'competent

experiments' in the field, must be seen as
manifesting the phenomenon."

According to this view, if scientists change what is
to count as a competent experiment, then the properties of
the phenomenon change. Furthermore, interpretations of
the phenomenon provide the category of 'anomalous' exper-
iments when unexpected results are produced. They do so
because they limit the type of factor which can be invoked
to explain an unexpected result, according to Collins.

He argues that in the case of the gravity waves there is
no gseneral agreement about what is an expected result and
so no clarity about the boundaries of the set of 'unexpect-
ed results’ Thus, on this interpretation, aspects of the
debhate such as elaborations of the original experiment by
the orisinator and other scientists' denial of the import-
ance of these, are negotiations over whether the original
experiment was 'competent'.

Finally Collins looks at the arguments used to
explain the differences in findings between experiments in
the field. He finds that these support his contention
that the culture of a scientific field limits and legit-
imates the contents of arguments invoked to explain
differences in findings between experiments, and that this
culture is relatively underdeveloped in the case of

gravitational radiation. He found that most arguments
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which have appeared in print fitted comfortably with

normal physics, but that some other arguments have been
suggested which were quite unorthodox, though scientists
were less willing to print these or put their names to them.
These unorthodox explanatory hypotheses were possible,
according to Collins, because the culture of gravity waves
was still open and in the process of negotiation and
development.

In conclusion Collins points out that the originator
could continue to argue indefinitely that experiments which
claim to be disconfirmations of his results are not good
replications, whereas critics of his findings will argue
that they have produced good experiments. Finally, "As
far as can be seen there is nothing outside of 'courses of
linguistic, conceptual and social behaviour' which can
affect the outcome of these arguments, and yet this
outcome decides the immediate fate of high fluxes of
gravity waves".9

In a follow up to this study, Collins re-iterates the
point that arguments concerning the existence of the
phenomenon turn, not ﬁﬁon experimental results, but on
what comes to count as a 'well-done' experiment.lo By this
later stage, views had been further clarified, experiments
done and arguments more articulated. Again he argues that
there were no purely cognitive reasons that would 'force’
scientists to disbelieve the claims for gravitational
radiation, but that this incredibility was a social product.
The purely scientific arguments against the existence of

gravity waves were, according to Collins, permeable to
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counter-claims and the critics of the gravity wave claim-
were aware of this permeability. Because of this, they
attempted to reduce the credibility of the positive
experiment and increase the credibility of the negative
ones by, what can be seen as, more than purely scientific
actions. Collins also found that the critical scientists
had well formed opinions about the positive finding before
anything which was subsequently claimed to be significant
negative experiment had been completed. The role of
experiment, according to Collins, was in providinz legit-
imation for views which scientists had already developed.
He distincuishes between the scientists' nezative belief
and their public statements. With respect to their
personal beliefs experiment had neither a critical nor a
clear cut role. However, he claims that experiment was
important in legitimating the publication of negative
results and the certainty with which it was claimed in
public statements that the positive findings were false.
This seems to go some way to meeting the criticism which
could be levelled azainst the earlier paper that there is
a distinction between the formation of individual scient-
ist's personal views and the justification of particular
knowledge claims which have been confused.

According to Collins' account, individual scientists
first came to their personal conclusions about the positive
experimental result from one or more of a set of strands
of evidence relating the the experiment and its analysis.
They are not, however, unanimous in their assessment of
the importance of the different strands in demonstrating

that the result was mistaken.u After scientists had
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formed their own personal beliefs, a series of experiments
were performed which lesitimised the openly publishable
statement of strons and confident disasreement with the
positive results. But, according to Collins, this con-
fidence came only after a sufficient number of experimental
reports had built up, showing nezative results, and this
‘critical mass', as he calls it, of experimental results
was tricgered by the activies of one particular critical
scientist.ll The sceptical scientist disagreed about
which experiments constituted the set of satisfactory
confrontations with the positive result. An important
point to note is that each of the sets of evidence which
initially helped to form the critical scientist's beliefs
were found to be unconvincing or less than satisfactory by
one or more of the critics, and each of the experiments,
with one exception, were found wantins by one or more of
the critics. Thus, Collins concludes, the arzuments them-
selves were insufficient to establish the validity of the
negative findings.

A crucial step in the process of establishing the
necative findinegs as valid was the activity of one partic-
ular sroup of scientists, according to Collins. This
group set out to 'kill' the positive finding he claims,
and they performed an experiment to develop a position from
which they could criticise the positive finding. Collins
susgests that this group acted in a way which is consistent
with their beinz aware of the insufficiency of evidence and
arguments in settling the existential status of a phenomenon.

Finally Collins develops the concept of 'interpretative
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charity® for interpreting a system of belief.12 He argues
that, since the evidence was not inviolable, scientists'
conclusions regarding the existence of high flux gravity
waves rested on the degree of charity invested in their
interpretation of events. Following the relativist per-
spective, Collins interprets the action of the 'victorious'
side in this debate as less 'charitable' rather than more
'rational' or ‘'correct' than those of the 'defeated' party.
His conclusion is that the physics and politics of experi-
ment are not easily distinguishable and that the accepted
non-existence of high flux gravity waves was brought about
through a social and political process.

The enculturational and algorithmic models of the
transfer of scientific knowledge between scientists, which
Collins has set up, are discussed by Travis in his study of
the controversy over conditioning in planarian worms. 12
This is a controversy within behavioural psychology and the
first thing to notice about it is its length - the contro-
versy has lasted for twenty years. This illustrates the
point that it is not just policy-relevant scientific
controversies which continue for a long time. Again the
controversy is seen to centre on the problem of the
replication of experiments. The controversy centred on a
series of experiments which purported to show classical
conditioning in planarian worms, and further showed some
surprising aspects of conditioning in these worms, and
attempted replications of these experiments.

First Travis discusses the two models already

referred to. From the enculturational model he draws a
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number of implications. One is that for knowledge to be
transferred, as described by the algorithmic model, a shared
culture must already exist between the scientists involved
in the transfer. Second, the only way for scientists to
know that they have the knowledge to produce a competent
replication is actually to produce what everyone agrees to
be a working experiment. Third, when sciemtific culture
is sufficiently open to preclude consensual limitation of
parameters, arguments about the status of experiments
will, in effect, be negotiations about what is to count as
a working experiment.14
In his account of the controversy Travis points out
that positive results were achieved in attempted replic-
ations when the experimenters were ignorant of the import-
ant variables involved, so that successful replicators
must sometimes do the right things as a matter of course
without analysing their procedures in detail. For example,
in the planarian learning case study some experimenters were
achieving positive results and some negative, and it was
not discovered until later that those achieving negative
results had been cleaning part of the apparatus along which
the worms were running and were thus removing the worms’
slime trails, while those achieving positive results did
not clean away the slime. Also brought out in the study
of the controversy is the importance of tacit knowledge with
respect to the particular objects of study, in this case
planarian worms. While some experimenters had developed
an extensive body of tacit knowledge relevant to planarian

worms, others continued to call for a set of instructions
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for producing classical conditioning in these worms,

even after a large amount of published material was
already available. It is also noted, by Travis, that
argﬁments from the philosophy and sociology of science

were used in the debate about the nature of replications,
and some participants in the controversy were explicitly
aware of the social processes involved and of the ambiguity
of the notion of replication.

Finally, according to Travis, the controversy
represented negotiations about the particular sense in
which experiments should be taken to be the 'same' or
different. Furthermore, the characteristics of the
phenomenon depend on the outcome of these arguments.

The replicability and acceptability of the phenomenon are
inextricably interwoven, according to Travis, so that
replicability follows as much from acceptability as
acceptability follows from replicability.

One of the most interesting questions concerning
controversies in science is the way in which they are
resolved and the study by Pickering of the Magnetic
Monopole controversy in experimental physics bezins to
address this problem.l5 The controversy consists of a
particular scientific discovery claim and its reception.

According to Pickering, controversies in which
scientists examine and challenze each other's presuppos-
ijtions in detail, can lead to a regress of arguments over
the validity of rival positions which is potentially
infinite. From this potentiality of infinite regress he

arzues, following Collins, 16 that the resolution of such
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a controversy must be regarded as the outcome of a social
process. Resolution of a controversy is, for Pickering,
"..acollective decision to stop arguing",l? and he uses the
Magnetic Monopole case to investigate the mechanisms by
which this collective decision is reached. He claims
that the debate was conducted within a"..culturally constr-
ucted field of discourse", and emphasises the importance
of prior social agreements concerning the validity of
particular experiments in structuring the debate.l8 He
further emphasises the importance of theoretical concept-
ions of the world within which the asreements about partic-
ular experiments are constituted and which provide the
vehicle for 'transmitting' agreements from the context of
one experiment to another. Thus, for Pickering, the
conduct and outcome of the debate were socially determined.
A distinction is made between the 'instrumental' and
the 'phenomenal' levels of the debate. The instrumental
level centres on the apparatus, techniques and procedures
from which scientists derive a set of data in a given
experiment. At this level debates can be kept up as long
as participants desire by challenging the particulars of
any individual experiment. The phenomenal level centres
on the interpretation of data. As Pickering points out,
there are in principle an arbitary number of interpret-
ations of any set of data. He further suggests that
agreement to close a debate is typically reached at both
levels simultaneously.
According to Pickering, in the Magnetic Monopole

controversy phenomenal arguments were structured by
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socially-available theoretical conceptions, such that new
interpretations were claimed to correspond to hitherto
Observed entities and not to conflict with accepted
interpretations of other experiments. That is, no prior
agreement at the phenomenal level had to be broken to
accept these new interpretations. In fact ultimately as
the controversy progressed it was the decision to
incorporate prior agreements concerning routine experi-
mental practice and theoretical conceptions of the natural
world which led to the rejection of the Magnetic Monopole
by the croup whose experiment appeared to support its
existence.19
Also discussed in Pickering's study is the use of
agreed properties of the natural world as 'benchmarks'
for instrumental practice.zo He shows how the group
whose experiment appeared to support the existence of a
magnetic monopole decided to preserve agreement, over the
existence of a phenomenon called the 'platinum peak'.
This phenomenon provided a benchmark for the group to be
used in the interpretation of their experimental data.
By assenting to the platinum peak, the group were cutting
off one possible line of counter-argument. But,
Pickering emphasises that the platinum peak itself was not
an unproblematic empirical 'fact' and that theoretical
concepts were intimately involved in its production.
Agreement between scientists who supported or desired the
existence of a magnetic monopole, or the existence of the
platinum peak, meant that they were resorting to and

reinforcing a particular theory. They were also
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establishing links with other experimenters through this

theory.21

According to Pickering the monopole debate was struct-
ured throughout by the participants' decisions to confine
their arguments within a limited range of socially accept-
able conceptualisations of the natural world. At the
phenomenal level the controversy was conducted solely in
terms of two alternative interpretations of evidence and
at the instrumental level the platinum peak ‘'benchmark’
emerged from three models of the genesis of heavy nuclei.
It is also argued, by Pickering, that instrumental practice
and phenomenal interpretations were assessed together as
the conceptualisations which were agreed upon were
constitutive of agreements over the validity of individual
experiments. These conceptualisations also served to
transmit agreement from one experimental context to another.
The debate was structured by the participants' attempt to
maintain prior agreements and, as mentioned before,
ultimately the group whose experiments had appeared to
support the existence of magnetic monopoles abandoned this
idea in order to maintain the platinum peak which had been
socially agreed in earlier experiments.

Emphasis is placed by Pickering on the flexibility of
the empirical base of science which his interpretation of
the magnetic monopole debate implies. The case suggests
that benchmarks are used to constrain instrumental practice,
but they do not specify it completely. Every experiment
remains unique in concrete detail, and individual peculiar-

jties can always be made the subject of debate. This
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means that assessment of the validity of an experiment
involves assessment of its phenomenal interpretation,
that is the very phenomenon under experimental investig-
ation. He goes on to argue that this implies that whole
complexes of instrumental practices might become 'tuned’
within a framework of conceptualisations of the natural
world, such that acceptance of specific practices or
treating particular aspects of individual experiments as
irrelevant will depend of the success or failure of
individual experiments to generate socially-acceptable
phenomena.22

This flexibility of the empirical base further
implies the possibility of a radical incommensurability
between the 'natural worlds' of societies subscribing to
different conceptual frameworks, according to Pickering,
so that each society would tune its instrumental practice
to phenomena appropriate to its conceptual framework with
no necessary relation existing between these sets of
phenomena.

Finally, Pickering points out that this study raises
the interesting question of how conceptualisations of the
natural world change and evolve and how these conceptual
changes affect changes in the patterns of prior arreements
and hence the context in which the validity of new experi-
ments are judged. The monopole debate itself, while
being conducted mostly within a fixed set of socially-
acceptable concepts, which were essentially static, did
produce one example of conceptual development, though one

which was rejected fairly quickly (the misplacement hypo-

23

thesis).
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An. especially interesting study amonv the literature
on controversies 1is a discussion of a latent controversy
which did not develop. This is Harvey's study of the case
of an experimental result which appeared to contradict
Quantum Mechanics and support a rival ‘theory.24 The
anomalous result was not accepted by Quantum physicists,
and, when an experiment was completed which represented an
acceptable replication of the first and confirmed Quantum
Mechanics (QM), even the scientists whose result was
anomalous agreed that this result was not acceptable.

The conclusion of sociologists of science that
empirical facts by themselves do not determine the fate of
knowledge is reiterated by Harvey. According to the
argument, the social context in which a scientist operates
has an important bearinz on his spproach to his own work
and his attitude to results produced by other scientists.
Harvey's claim is that in this case study the outcome of
the evaluation of both theoretical and empirical knowledge-
claims was heavily dependant on the cultural context in
which it occurred. In this particular case Harvey argues
that consensus about the status of ideas under discussion
was attained without difficulty, even though many of these
ideas were not amenable to direct empirical test. Further-
more, the physicists involved were often explicit about the
ways in which non-empirical criteria could be used to
evaluate knowledge claims.

A concept of the 'plausibility of ideas' is developed
by Harvey who prefers this to the notion of 'truth—content'?5

He points out that in the case study scientists found it
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necessary to make assumptions about their experiments which
could not be checked empirically, and different experimental
designs implied different sets of assumptions. However,
he noted that the physicists had no difficulty in choosing
between the various possible assumptions and in providing

a Jjustification for the claim that the assumption chosen
was plausible. To do this they drew on their experience
and knowledge, or,as Harvey puts it, their culture.
Similarly the physicists had little difficulty in deciding
to reject the anomalous experiment, even though they were
unable to identify a specific error in the experiment.

Also demonstrated in Harvey's analysis is the way in which
the plausibility of some ideas can change over time. He
identifies a specific plausibility shift which was brought
about, not by the use of empirical evidence, but by the
behaviour of certain physicists, that is, according to his
analysis, plausibility can be linked to social action.

This case study illustrates the importance of assump=
tions involved in scientific experiments and the implicit
nature of these. Two stazes in the evaluation of the
plausibility of these assumptions are identified. First,
a range of possible assumptions is examined, each corres-
ponding to a different experimental design, and the most
plausible of these is chosen. Then arguments are
constructed to maximise the plausibility of the chosen
assumption. In the 'QM' case study there were two possible
experimental desizns to chose between, each of which
involved different assumptions. The physicists agreed

that one set of assumptions was less reliable than the
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Other although no vigorous arguments were put forward in
public in favour of that assumption rather than the other.
Significantly, both assumptions were in azreement with
past experience, and in both cases it was possible to
construct counter examples, according to Harvey.26

The physicists explicitly acknowledged that their
assessment of the assumptions was in terms of 'reasonable-
ness' which was regarded as a subjective judgement. 1In
addition, this choice between assumptions implied a choice
between two different sets of apparatus and Harvey argues
that, in a sense, the 'real' choice amounted to negotiat-

ions over gaining access to equipment and funds.27

In
Justifying the chosen assumption the physicists relied on
their shared scientific culture, according to Harvey.
They felt strongly that the assumption was unexplainable
and used rhetorical arguments to criticise any argument
which might be suzgested as an attack on it. This is an
important point to take note of. The shared culture is
critical in that, "Agreement is only possible insofar as
the cultural background and the aims of the participants

are shared.“28

lith regzard to the plausibility of the anomalous
experiment the physicists whom Harvey studied seem to have
made up their minds that it was unreliable before any
further empirical evidence emerged. These opinions were
formed on the basis of a variety of arguments of a mostly
‘hon-empirical' nature, according to Harvey's account.
These included inductive arguments, ad hominem arguments,

deference to expertise, and some technical arguments which,
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according to Harvey, were less than conclusive. Another
argument was that the experiment and its interpretation
involved systematic errors. Again Harvey arsues that this
relies on the physicists' shared tacit knowledge as to what
constitutes an implausible hypothesis. The case against the
anomalous experiment was then, according to Harvey's
account, based on 'likelihood and plausibility'.29
Following the initial anomalous experiment and the

formation of the view amongst physicists that this experi-
ment must be in error, an attempt was made by a different
croup to replicate the experiment. Althouszh there were
several differences between the two experiments, these
were seen as trivial and the second experiment was accepted
as a replication of the first. The differences between
the experiments were seen only as a possible source of the
error in the first experiment. The knowledge which
enabled physicists to accept the differences as trivial
was, accordinz to Harvey, theory-dependant. At this stage
even those who had performed the anomalous experiment
agreed that it must have been in error. All the arguments
which were used to reject the anomalous experiment were
based on appeals to reasonableness and plausibility,
according to Harvey. As soon as each individual felt
that the issue had been settled to his satisfaction he
left the field and then the issue really had been settled,
as Harvey puts it, "Ultimately physicists vote with their
feet"?o

A very important distinction which Harvey draws 1is

that between what is logically possible and what is

=Bl



socially acceptable. He points out that it would have been
logically possible for the experimenters who produced the
anomalous result to have continued to defend the validity
of their results. But, although this is logically
possible, it would probably not be socially acceptable
within the community of physicists involved in the field.
Another possibility would be for a physicist to take up
one of the remaining loopholes and devote his time to
testing it experimentally. This, in fact, did happen

and Harvey shows how this very action brought about a

shift in the distribution of plausibility, confirming that
plausibility is socially constructed. He shows that two
loopholes which remained after the rejections of the
anomalous result were both effectively dismissed without
bein- shown to be invalid. However, while they were both
initially seen as unimportant, one physicist has planned

an experiment to test one of the loopholes. This has
brought about a general acknowledzment that the proposal is
at least plausible enough to be worth testing, while
attitudes appear not to have changed with respect to the
other loophole. This does not meah, however, that the
other physicists expect a positive result from the test of
the loophole, nor that they would accept one if it occurred.
For Harvey, it shows that social action affects the
distribution of plausibility independant of any inherent
worth in an idea. One problem with this argument is that
it does not explain why the physicist in question chose to
test that particular loophole. In fact, the very action

of chosing implies that the plausibility given to the two
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loopholes was not equal in the first place, at least for
the physicist in question, or that the plausibility of both
loopholes was fairly high and resources would only allow the
testing of one.

The main argument of Harvey's study is that the
apparent certainty of a group of beliefs about the plaus-
ibility of assumptions, the error of a particular experi-
ment, and the falsification of a rival theory to 'QM’',
are based on grounds which are ultimately conventional.
These beliefs depend on the acceptance of certain notions
claimed from the general culture of physics and the local
culture surrounding the scientific field of activity. It
was these notions which determined the allocation of plaus-
ibility, according to Harvey.al

A comparison is made between this case study and other
studies of controversies which have shown that, "Even
'defeated' parties can continue to erect logically-defens-
ible positions".32 For Harvey, " The suggestion is that
the winning side does not possess truth, but rather that
it has monopolised plausibility“.33 Another point which
Harvey draws from this case study is that the two sides in
a controversy do not start off with equal strength, or,
as he puts it, "The 'social negotiation of reality' does
not take place in a vacuum“.ju In this case there was no
group of supporters for the rival theory to question the
validity of the assumptions, to defend the anomalous
experiment, or to press for a whole range of new experi-
ments to test 'loopholes’'. From this Harvey concludes

that 'QM* had an 'easier ride' than it might otherwise
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have done.

Finally, he discusses the limits to the scope of neg-
otiation which the social context places on cognitive activ-
ity. He attempts to show that relativism and the notion of"
plausibility can account for the apparent certainty of our
present beliefs, while recognising the negotiatability of
belief. He also argues that, since the social context is
dynamic, accepted beliefs become the basis for future prac-
tice, generating new cases of cognitive development which,
in turn, modify or support the accepted beliefs. It then
becomes difficult to compare these beliefs with rejected
beliefs:35

"Even when it is pointed out that the viewpoint of

the 'losers' remains logically tenable, it is
difficult for the reader to remain impartial in the
face of the sheer weight of numbers in the ‘'winning’
camp. The plausibility of the technical argument
cannot be treated as distinct from the social context
in which these arguments operate."

The discussion of the debate on solar nutrino science
by Pinch draws direct attention to the possibility of comp-
arison between this sort of debate in an esoteric area of
science with debates which are at the centre of public
attention, such as that over the Nuclear Power issue.36
He concentrates on the issue of scientists perceptions of
the certainty of scientific knowledge and emphasises the
importance of craft practices in influencing these per-
spectives. A major finding in this study is that the craft
element in science gives scientists confidence .in their own
results, but can be a source of uncertainty for scientists

unfamiliar with the craft practices in use outside their own

fields. Thus, even in esoteric areas, scientific certainty
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can be a contentious issue. An interesting characteristic
of the debate in solar nutrino science is that it draws on
expertise from several scientific areas and Pinch ident-
ifies four main specialties involved: radiochemistry,
nuclear physics, astro physics, and nutrino physics. He
further points out that, while problems in solar nutrino
science do not always fit neatly into any of the four
specialties, proposed solutions to the solar nutrino
problem are derived from one or another of them.

The problem in solar nutrino science is a mis-match
between the theoretical prediction of nutrino fluxes
emitted from the sun and the results of an experiment to
detect this flux. According to Pinch this problem, which
has existed for a decade, has become one of identifying
the particular specialty most likely to be the culprit
for the discrepancy. Since the scientists involved tend
to have expertise in one specialty only, they tend to blame
other specialties for the solar nutrino problem. Further-
more different perceptions of certainty tend to be polar-
ised between different specialties, according to Pinch.

He attempts to assess how scientists in different special-
ties of solar nutrino science evaluated the certainty of
their own and other areas.

Tt was found, by Pinch, that all four specialties
were deemed to be sufficiently uncertain as to be suspect,
and in every case it was scientists from one or more of the
other areas who cast doubt on a particular specialty. He

did also find that scientists were aware of the problem of
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havint confidence in their own field, whilst criticising
Oothers and they stressed that they had made efforts to
explore possible avenues of uncertainty in their own
field as thoroughly as possible.

The most common criticisms which Pinch found of each
specialty involved references to larse complicated systems,
extrapolated data, and reliance on arbitary assumptions.

In one area, uncertainties were suggested as arising from
laboratory measurements, and in some cases semi-philosoph-
ical objections were used. These types of criticisms,
Pinch arzues, are more compelling for those on the ‘'outside'
of the immediate specialty. 37 1n identifying the common
theories which emerged from criticisms of the various
specialties involved, Pinch highlights the basing of
these criticisms on highly idealised models of well-
grounded reliable science. He suggests that the usage
of such models reflects the rhetorical power which they
can have. The interpretation which Pinch gives to this
cross-specialty criticism centres on the notion of craft’
practices. The craft practices and tacit knowledge
incorporated in scientific activity provided the ammunition
for criticism. As Pinch points out, the certainty of any
area can always be challenged by attacking its craft
practices. " The taken-for-granted assumptions and extra-
polations which are part of the routine craft practices of
one area may seem mysterious and open to doubt to scientists
unfamiliar with that specialty." 38
After studying scientists' experiences of uncertainty

Pinch turns to look at perceptions of certainty. He
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discovered that scientists who found uncertainties in
Other areas had no trouble in defending their own partic-
ular specialty in which they had a good deal of confid-
ence. From his respondents' replies Pinch concludes that
the confidence which specialists place in their own
techniques results in part from the fact that they produce
self-consistent answers in terms of the solar nutrino
problem and that such techniques 'work' when they are
used on other less controversial problems.39

For Pinch, then, it is the craft activity within
science which provides scientists working within a
specialty with their confidence of that specialty and
provides the focus for criticism of scientists working
outside that specialty. The tacit nature of craft
practices means that scientists employing them may not be
able to spell out the details of the procedures followed
in such a way as to convince a determined critic, which
is why they become the focus of criticism and uncertainty.

One further argument which Pinch introduces relates
to the audience for which presentations of certainty and
uncertainty in science are intended. He discusses the

40 which

concept of the 'core-set', developed by Collins,
describes a group of scientists working directly in an
area of controversy at the frontiers of research. These
areas are characterised both by controversy and by
uncertainty of scientific knowledge, even from the point
of view of the practitioners. Most scientists rarely

get the opportunity to be involved in core-set type

activity according to Pinch, since most of science is
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uncontroversial. According to Collins it is only scient-
ists within the core-set who are aware of the lack of
compulsion of experimental claims and, therefore, of the
general uncertainty encountered at the research frorit.

The solar nutrino scientists represent a core-set for Pinch,
This poses a problem in that the scientists whom Pinch
studied seemed not to express the doubts and uncertainties
that would be expected from core-set members. There were
some respondents who were willing to entertain the poss~
ibility of uncertainties within their own specialties,

but the main reaction was to express confidence in their
own specialty and doubt about others' specialties. The
key to this problem, Pinch argues, is the audience for
which comments are meant. The presentation of certainty
within a scientist's own specialty reflected the fact that
the sociologist studying the scientist represented a public
audience outside the specialty to whom uncertainties were
unlikely to be revealed as long as specialists were unable
to provide solutions to perceived problems within their
own field. Thus, Pinch argues, the perceived audience

o

for the comments determined the presentation of scientific
certainty to a large extent.ul

In conclusion Pinch reiterates that it is the craft
nature of many scientific practices which makes it diff-
icult to assess certainty in science. "Confidence is high
amonest those who routinely use such practices; but, to
those unfamiliar with them, they provide a source of doubt

and uncertair'ﬂ‘.:y“.M'2 He argues that the lack of agreement

over scientific certainty in solar nutrino science is
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consistent with the view that the origin of assessments of
certainty lie in the social world. Furthermore, consist-
ent with this view, according to Pinch, is the observed
constraint which the potential audience for comments on
certainty can have on these comments. Finally, he draws
out the implications of his analysis for public-science
debates. These are that, since scientific certainty can
be a contentious issue in an area of basic science, it is
no surprise to find similar debates appearing in public-
science controversies. Also, in public-science, it may
be useful to take into account the relevant audiences for
comments on scientific certainty.43

Nhile the account of the different assessments of
certainty and uncertainty in the solar nutrino controv-
ersy is interesting and Pinch's analysis useful, there
seems to be one problem with this analysis. The two main
points of the author's conclusions seem to rely on contra-
dictory interpretations of his evidence. First he takes
the comments of scientists at face value to argue that the
craft nature of science means that specialists in a partic-
ular field have confidence in that specialty. Then he
argues that those public statements of confidence in fact
masked uncertainty and doubt about even their own special-
ties because the scientists involved were members of a
core-set, of which a defining characteristic is uncertainty.
30th suggestions, that the craft nature of science can
lead to different assessments of certainty across diff-
erent specialties by scientists working 'inside' and

'outside' those specialties, and that the audience for
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comments by scientists must be considered since more
uncertainty would be admitted to 'insiders' working within
the same specialty than would be expressed to 'outsiders'
or more public audiences, are eminently reasonable. But,
it seems that the two together cannot follow from this
particular set of evidence. Either the public statements
of certainty in a scientists own specialty are reliable
and the 'craft practices' argument holds, or they are

over-stated and the question of dressing up comments for

different audiences arises.

3.3 Discussion: The Implications for Controversies in
Policy-Relevant Areas of Science.

While most of these studies have been performed from
a relativist perspective, many of the useful points which
they make do not depend on this perspective. For the
following discussion it will not be necessary to analyse
the relative merits of this approach.44 It should be
noted, however, that while much sociology of science work
has been done using this approach, particularly by the
Edinburgh and Bath 'schools', the perspective is not with-
out its critics within sociology of science. For example
one of the main criticisms of this type of work is that it
is not clear that its authors have actually been faithful
to their own tenets of 'impartiality' and 'symmetry'.a5
Furthermore, it is argued, intriguing episodes often
resist generalisation and the cases tend to focus on the
activities of the more visible scientific elite, ignoring
rank and file scientists, non-scientists and the 'external'

L6

culture. Another criticism which is levelled specifically
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against. the 'interest' model of the Edinburgh school is
that, while it explains why particular individuals or
groups believe in a set of propositions, it does not tell
us whether and how these propositions themselves embody
social factors, nor whether and how social factors
influence the survival of and acceptance of knowledge
claims.u? It 1s pointed out that the question of what

causes individual's belief preferences is epistemologically

irrelevant. 48

Now this criticism can also be levelled
against some of the studies under discussion here. As
was noted above, Collins for example jumps from the
argument that individual scientists views about the value
of particular experimental findings were formed on the
basis of 'non-scientific' argsuments to the conclusion
that there is no set of ‘'scientific' criteria which can
establish the validity of findings in the field in

49

question. ‘Thile both statements mizht possibly he true
the latter does not follow from the former.

There are a number of common inter-related themes
in these studies which it is worth drawing out. One is
the importance of tacit knowledge in the production of
scientific knowledge and ineither 1limiting or contributing
to controversy. One aspect of the tacit dimension is
captured by Collins' 'enculturational' model of the
transfer of knowledge relevant to experimental replication.
This model is supported by evidence from his own studies
of the gravitational radiation controversy and the devel-

opment of the TEA laser,”® and by Travis's study of the

planarian worms controversy. It is worth repeating the
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implications which Travis draws from this model: for
knowledce to be transferred as described by the
'algorithmic' model a shared culture must already exist
between the scientists involved in the transfer; the only
way for scientists to know that they have the knowledge to
produce a competent replication is actually to produce what
everyone agrees to be a working experiment; where scient-
ific culture is sufficiently open to preclude consensual
limitation of parameters arguments about the status of
experiments will, in effect, be negotiations about what is
to count as a working experiment.51 So, where a particular
scientific culture is developed and shared, experimental
replication is straightforward. Where the culture is
developed but not shared the transfer of knowledge must
involve the transfer of a culture but, where the culture

is not developed it must be negotiated by assessing what

is to count as a valid experiment.

Another illustration of the importance of tacit
knowledrse and scientific culture is given in Harvey's
study, where it was shown that physicists justified the
assumptions which they made by relying on their culture.
Scientists were able to acree about the relative merits
of different assumptions and to provide justification for
the accepted assumption without reference to any rigorous
arguments. A very important conclusion which Harvey
draws from this is that agreement is only possible when
participants share this cultural background and have the
same aims. These considerations show how tacit know-

ledge and scientists' cultural backeround enable knowledge
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to be transferred and agreement to be reached on what is
to count as a good experiment, or what assumptions are
Justified. The other side of the coin is brought out
very clearly in Pinch's study of the solar nutrino cont-
roversy.

In the solar nutrino debate it is the lack of shared
craft practices which leads to uncertainty and controversy.
This case study is particularly instructive for the
consideration of public science debates, since it involves
a number of different specialties, a situation common
in more public debates. While Pinch's conclusions appear
to rely on conflicting interpretations of his evidence,
the arguments, that craft practices produce uncertainty to
those unfamiliar with them, and provide the focus of
criticism from 'outsiders' while providing 'insiders' with
confidence in their own specialty, and that the audience
for which statements of certainty are made should be taken
into account in assessing certainty are, on their own,
very convincing. It could be argued, however, that scient
ists working within a particular specialty, regularly
employing its craft practices, are more aware of the
uncertainties in that specialty and, being unacquainted
with the craft practices of other specialties, have to
accept them at face value. Expressions of certainty in
one's own specialty and uncertainty in others' such as
Pinch found, could then reflect more a move to protect
one's own specialty from outside criticism rather than a
genuine -expression of certainty. This is a problem that

is not really resolved in Pinch's paper, except to say
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that criticism of other specialties tended to focus on
their craft practices. What can be fairly confidently
concluded, however, is that scientists' perception of
certainty will be different for their own specialties,
where they are accustomed to working with particular craft
practices, than for other specialties where they are not
familiar with the craft practices. Furthermore, if they
do want to criticise work from other specialties, the
¢raft practices are a rich source of ammunition.

So tacit knowledge and craft practices involved in
scientific activity can, in some situations, provide the
mechanism by which controversy is restricted and ultimately
consensus is achieved. However, in other circumstances,
they can lead to uncertainty and controversy, particularly
if the scientists involved in debate share different
bodies of tacit knowledge. This leads to another of the
themes which emerge from this literature. That is, the
potentially infinite nature of controversy and the mechan-
isms by which it is contained and ultimately closed.
Related to this theme is that of the inconclusive nature of
experiment. These themes are exemplified in the
distinction which Harvey makes between what is logically
possible and what is socially acceptable. In all the
controversies under discussion it seems thatit would have
been logically possible for the 'losing side' to continue
to defend their initial viewpoints. In the controversy
over the challenge to Quantum Mechanics (QM), it would
have been logically possible for the experimenters who

produced the anomalous result to have continued to defend
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its validity by arguing that experiments which were
claimed to be disconfirmations of their results were not
good replications of the original experiment. In the
gravity waves case, none of the arguments or evidence
which convinced scientists of the invalidity of the claim
for the existence of hizh flux gravity waves was
conclusive or invidlable, and, in discussing the magnetic
monopole controversy, Pickering points out that controv-
ersies in which scientists examine and challenge each
other's presuppositions are potentially infinite, because
they can lead to a regress of arguments over the validity
of rival positions. At the instrumental level, debates
can be kept up by challenczing the particularities of any
individual experiment; at the phenomenal level there are
an aroitrary number of interpretations of any set of data.
The point, with reference to the instrumental level, is
brousht out in studying experiments and their replication,
and it forms the foundation of the difference between
Collins'algorithmic and enculturational models of kKnow-
ledge transfer. The problem with the algorithmic model is
thatany alrsorithm describing an experiment is potentially
infinitely long.

30 controversies are potentially infinite, and there
is a flexibility to the empirical base of science. What
also emerges from these studies is that various mechanisms
are available for limiting this potentially infinite debate,
which ultimately allow consensus 10 emerge. What the
authors under discussion argue is that these mechanisms

lie in the social realm, or are provided by the tacit

~-68-



knowledge and craft practices in science. This is the
point of Harvey's distinction; while it was logically
possible for experimenters to continue to defend the
validity of a result which conflicted with QM, it would

have been socially unacceptable within the community of

QM physicists. It is also the point of Pickering's claim
that resolution of controversy is,"...acollective decision
to stop arguing“52. In the magnetic monopole case,

Pickering argues that it was decisions to preserve prior
social agreements which structured and limited the debate.
These agreements concerned the interpretation of other
experiments and accepted theoretical conceptions. They
limited the debate in that even the group who produced the
experimental result which suggested the existence of the
magnetic monopole ultimately rejected this claim by
choosing to preserve prior agreements over other experi-
mental findings and theoretical conceptions, such as the
platinum peak. They structured the debate in that it was
conducted within a limited range of socially acceptable
conceptualisations of the natural world, such that only
two alternative interpretations of the evidence were
considered, and only three possible experimental observ-
ations were considered as benchmarks for the interpret-
ation of the new experimental result. One mechanism of
closure, then, is the decision to preserve prior agreements.
Another mechanism suggested by Harvey is.the cultural
constraint of the social acceptability of continuing to
defend a position which others in the field have rejected.

This pressure is particularly strong when, as Harvey
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suggests, scientists start to leave the field as soon as
they are satisfied that the issue is resolved, at least
to the extent of no longer being interesting. That is,
once the 'winning side' have established the 'plausibility’
of their own position and the 'implausibility'of their
opponents.53 In the case of expressions of certainty
within a particular specialty and uncertainty towards
other specialties, this could be seen as an attempt to
restrict controversy to discussions of possible errors
arisins from a particular specialty other than the
scientist's own. In a sense, then, this might bve
considered as at least an attempt at closing a debate,
and Collinsincludes it in his list of mechanisms of
closure when introducing this literature.y‘L However, it
seems more likely that different perceptions of certainty
across different specialties would stimulate rather than
restrict controversy.

Another mechanism which is discussed is the rhetor-
ical and presentational action of particular groups or
individual scientists. This process is suggested as
significant in the gravity wave case, where one group of
scientists set out to kill the positive experimental
finding in as short a time as possible, according to
Collins. It is also emphasised in Harvey's study, where
he claims that the plausibility of various ideas shifted
over time simply as a result of one scientist planning an
experiment to test these ideas. In Harvey's case, however
the argument is, as was seen above, rather weak. In the

gravity wave case Collins argues that one particular group
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of physicists performed an experiment to establish a
platform from which to criticise the positive result

and that they acted in a way which is consistent with

their being aware of the insufficiency of evidence and
arguments in settling the existential status of a phen-
omenon. Of course, it could be argued against Collins
that, by performing an experiment they acted in a way

which is consistent with their being aware of the

powerful, if not decisive, role of experiment in settling
the existential status of a phenomenon. What Collins
shows, using evidence taken from interviews with the

actors involved, is that the aim of the group in question
was to kill the positive result as quickly as possible.
There already existed what Collins describes as a 'critical
mass' of experiments which appeared to contradict the
positive result and, he claims, these were 'triggered'

by the critical group's vociferous attack on the positive
finding. Thus, the group's role was as a catalyst.
However, Collins bases his argument on evidence which
clearly shows the intentions and attitudes of the group in
question, while he does not assess the influence which
their experiment and rhetorical attack had, claiming only
that, "There is no reason to think that Quest (the head of
the group) was unsuccessful in his aims..." . He claims that
this group persuaded scientists to focus on the accumulated
evidence supporting the non-existence of the high flux
gravity wave, while ignoring the various weaknesses in the
arguments. It seems rather odd to claim that a particular

group of experimenters had a crucial effect in a controversy
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and then to base this claim, not on an analysis of the
effects of their action within the controversy but, on
the aims of the group. However, if Collins' claim can be
accepted, it does show how specific actions by individuals
at a crucial point in a controversy can be influential in
movinz the controversy towards consensus.

At this point, it is necessary to return to the
problem of the relationship between individual scientists
beliefs and the validity of knowledge claims. While it
may be legitimately claimed that a particular group's
action influenced the progress of a controversy by helping
to persuade other scientists to reject a particular know-
ledse claim, it would be a mistake to claim that it was
this action which established the validity of the counter-
claim. Thile experiments may be seen as providing a
platform from which to make knowledge claims, the actual
outcome of these experiments is crucial. In the gravity
waves case, one positive result had been followed by a
series of nezative results, and clearly if the group which
Collins discussed had produced a positive result instead
of a negative one the development of the controversy would
have been very different, and their wvociferous attack on
the original experiment would have been untenable. It is
the arguments and experimental findings which scientists
accept that establish the validity of a knowledge claim,
not the process of individual scientists acceptance of them.

Related to this issue is the question of the relation-
ship between scientists' personal beliefs and their public

statements. Thisdistinction clearly emerges from the
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studies: under discussion.56 Again, it is Collins who
makes the observation that, whilst scientists' beliefs
are formed before any significant experimental results
emerse, or before any rigorous arguments are available,
their public statements are usually accompanied by
experimental results. He argues that the role of
experiment is to provide lesitimation for views which'
scientists had already developed. Experiment legit-
imates the publication of nesative results and the certainty
with which claims are made in public statements. In
Harvey's study it can also be seen that scientists had
made up their own minds before any new empirical evidence
had emer:ed. He concludes that the case against the
anomalous experimental result was based on likelihood
and plausibility, but it was scientists' individual
beliefs which were based on this, not their public state-
ments. It was not until an acceptable replication of the
anomalous experiment had been performed that the latter's
results could be’ publicly rejected. This distinction
between scientists' individual beliefs and their public
statements is an important one.

One theme which does clearly emerre from this liter-
ature is the lack of any hard rules for assessing know-
ledge claims. In the QM study, Harvey found that
physicists had little difficulty in deciding to reject
the anomalous experiment, even though they were unable to
identify a specific error in it. Also in this case,
physicists agreed that one set of assumptions was less

reliable than another, although no rigorous arguments were
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put forward in public to support this decision, even
though both sets of assumptions were in agreement with
past experience, and, in both tases, it was possible to
construct counter examples. In the studies of replic-
ation by Travis and Collins, it was found that the cont-
roversy represented nesotiations about the particular
sense in which experiments could be taken to be the 'same'
or different. S0 no hard rules existed for judging an
attempted replication. In the magnetic monopole study
Pickering argues that, while benchmarks serve to constrain
instrumental practice, they do not specify it completely.
Zvidence also supporting the lack of formal criteria

of assessment is provided in Collins' study, which shows
that scientists disagreed on: the value of other's exper-
imental set-ups and reported results; the importance of
minor variations in experimental apparatus; the value of
various experimental procedures.

Finally, a point which a number of these authors”’
make is that, when scientists are negotiating the validity
of a particular experiment, they are also negotiating the
character of the phenomenon under test. Thus, the character
of the phenomenon and the validity of experiments are
intimately related. For example, Collins claims that
arguments concerning the existence of the phenomena turn
not upon experimental results, but upon what comes to
count as a 'well-done' experiment. However, what he
misses is that what comes to count as a 'well-done' exper-
iment is influenced by experimental results and the way

they relate to previously accepted results and theories.
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This does not conflict with the main argument, though, that
the negotiations over what is to count as a 'well done'
experiment, and the character of the phenomena are bound
up. It follows from this that if what counts as a 'well-

done' experiment were changed, then the character of the

penomena would change.

There are a number of implications of this work for
the analysis of controversies in more policy relevant areas
of science. First,of all, as Pinch points out, since
controversy occurs in esoteric areas of science we shouild
not be surprised to find it in more public science.
Furthermore, care must be taken in attributing aspects of
the development and conduct of public science controversies
to the influence of policy implications for, while policy
implications do have an influence, there can be quite
legitimate scientific reasons for a controversy to arise
and for it to have particular characteristics and to
develop in a particular way. Another point is that, even
controversies in esoteric science can be very long running
so that a prolonred public science controversy does not,
in itself, reveal the influence of policy implications.

The importance of shared tacit or craft knowledge for
the ultimate closure of debates revealed in these studies
has significant implications for public science debates.
The latter almost invariably involve a number of scientific
specialties and sometimes completely separate disciplines.
This means that participants in these debates will not
nave the shared tacit knowledge required for the sort of

closure mechanisms identified in these studies of esoteric
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science to operate. This will mean that consensus is very
difficult to achieve, since practitioners from different
specialties will always be able to criticise each other's
craft practices, including tacitly accepted and justified
assumptions. These cross-specialty problems came out
clearly in Pinch's study of the solar nutrino controversy,
where different craft practices formed the focus of
criticism and uncertainty. Some of the case studies
revealed that craft practices are not always well estab-
lished in new areas of research, so that a negotiation
process occurs where ones which occurred within the same
specialty (classical conditioning in behavioural psychology,
experimental physics) so that a large body of shared tacit
knowledge surrounding the new area would already exist.

In a situation where scientists came from different
specialties or disciplinary backgrounds with little shared
culture, a situation of 'over-criticism' will arise in which
a controversy does not move towards closure as both sides
attack each other's assumptions and craft practices.

In this context, the fact that controversies are
potentially infinite becomes importaht. If the mechanisms
of closure of debates are primarily social, consisting of
decisions to preserve prior agreements, social pressure
and rhetorical and presentational devices, then some motiv-
ation to close a debate must exist and there must be at
least enough restriction on rivalry to allow a negotiation
process to take place. But in public science debates

participants are typically highly motivated, not just
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through their cognitive backgrounds, but through profess-
ional affiliations and their role in the policy debate.
Furthermore, the importance of shared culture is again
evident, since such mechanisms of closure as the preserv-
ation of prior agreements require that both sides of a
debate are willing to, or have an interest in, preserving
these agreements. If they are from different specialties
however, or if they are highly motivated to 'win' the
public science debate, they may be more prepared than
otherwise to call prior agreements into question.

The lack of any hard rules for assessing knowledge
claims in science, which is demonstrated in these socio-
logical case studies, also implies problems for the
resolution of public science controversies, since this
must rely on a negotiation process. As pointed out above,
with motivations to 'win' running very high, the process
may not have much chance of success.

A number of other points which have been made in
these studies are relevant to the consideration of certainty
in policy relevant science. For example, Harvey makes
the point that choosing between different assumptions,
which imply different experimental procedures, is
constrained by the availability of equipment and funds.
This is as true for public science as it is for esoteric
science. Another point made by Harvey is that the
assessment of rival theories takes place within a partic-
ular social context, which means that the two sides may
not start off on an equal basis. In his example QM

started off at an advantage because there was no group of
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supporters for the rival theory to question its assumptions,
defend the anomalous experiment, or to press for a whole
range of new experiments to test 'loopholes'. This
situation might be described as 'under-critical' and its
occurrence in policy relevant areas of science can have
profound implications. A phenomenon which Pinch observed
and which has been found elsewhere58 is the use of
idealised views of science as rhetorical tools in
controversies. This is another phenomenon which occurs
in public science controversies as well. Finally,
another point made by Pinch refers to the problems caused
when issues transcend scientific specialty boundaries.

He claims that solutions to the problems in solar nutrino
science tend to derive from one or other particular
specialty, whereas the problems themselves do not fit
neatly into any of these specialties. In areas where
science is policy relevant the problems almost invariably
transcend scientific specialty boundaries, so that this
mis -match between the scope of the problem and the scope
of the proposed solutions 1s very likely to occur, as are
the other problems asébciated with issues which involve

a number of scientific specialties.
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CHAPTER 4 CRITICISM IN SCIENCE

4.1 Some Philosophical Views on Criticism

Different philosophical models of science give differ-
ent roles to criticism in the development of knowledge.
However, it will be the aim of this chapter to demonstrate
that the major philosophical models all give an important
role to criticism while recognising that there must be
mechanisms by which it is moderated. A recognition of
the dangers of too much, or too little, criticism leads to
the development of some models describing these dangers.
After an analysis of some of the characteristics of policy
relevant science, the models are used to predict problems
stemming from the level of criticism to be expected when
science attempts to answer policy relevant questions.

For Popper, criticism is the essential feature of
science. His whole philosophy is built around the notion
of the critical revision of theories, and it is this
criticism which makes science rational. "We may identify
the critical attitude with the scientific attitude“l, and,
"(I) look upon the critical attitude as characteristic of
the rational attitude"z. In Popper's scheme, the
demarcation of what is, and what is not, science; its aims,
methods, foundations, and the growth of knowledge, are all
based on criticism of scientific theories.

The criterion of demarcation which Popper uses to
distinguish between science and what he calls 'pseudo-
science' is the falsifiability of theories. Scientific
theories are falsifiable by reference to factual statements,
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derived from observations, whereas pseudo-scientific
theories are not falsifiable. In other words, scientific
theories are open to criticism on the basis of observat-
ions and, for Popper, it is very important that such
theories should not be immunised from falsification by
‘conventionalist strategems'. To avoid this possibility
he develops methodological rules intended to ensure that
theories in science remain open to falsification. While
the critical attitude is to be identified with the scient-
ific attitude in Popper's scheme, so the dogmatic attitude
is the pseudo-scientific attitude. Furthermore, the
former represents the attempt to falsify laws, and the
latter is related to the tendency to verify laws.3

For Popper the aim of science is to attempt to
describe and explain reality but, unlike the verific-
ationists (or logical positivists), he is not interested
in the security and justification of knowledge claims
but only in the growth of knowledge.u In common with the
verificationists, Popper thinks that science 1is a search
for truth but, in contrast with the earlier school, he
does not think that we can ever know the truth. Even if
a particular theory were true, we could never know that it
was. “Wwe are seekers for truth, but we are not its
possessors.“5 For Popper, since truth is unobtainable,
the aim of science is nearness to truth or, as described

6

jn Objective Knowledge 'verisimilitude’. In this form-

ulation a stronger theory will be one with a greater
verisimilitude, which increases with its truth content

and decreases with its falsity content. We can have
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strong arguments for claiming that one theory has greater
verisimilitude than another, though degrees of verisimil-
itude can never be numerically determined (except in
certain limiting cases).7 While ‘Popper continues to
argue that science aims at truth, he appears to have
rejected the notion of verisimilitude in the light of
criticism, claiming that this rejection does not affect
the validity of his theory.8
While science aims at truth, what it produces is
'objective knowledge'.9 This consists of linguistically
formulated expectations submitted to critical discussion
and is in contrast to subjective knowledge. The latter
consists of dispositions and expectations and is, further-
more, not subject to criticism. Objective knowledge
consists of the logical contents of books, libraries,
computer memories and such like, which Popper refers to
as 'world 3'. Subjective knowledge, or the 'world of
our conscious experiences' is 'world 2' and the physical
world is ‘'world 1'.10
The notion of criticism is important in two senses for
Popper's conception of the foundations of knowledge. With
respect to these foundations he might describe himself as
a 'weak empiricist'.11 He believes that only 'experience'
can help us to make up our minds about the truth and
falsity of factual statements, or, as formulated elsewhere,
"only observations can give us ‘'knowledge concerning
facts'.“12 However, he maintains that this knowledge

does not justify, or establish, the truth of any state-

ment. Like the verificationists, Popper employs a notion
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of 'basic statements' which might be described as the
foundation of knowledge. Unlike the verificationists,
these basic statements do not represent the secure bedrock
of truth but, on the contrary, are themselves open to
criticism. These 'basic statements' have the form of
singular existential statements, and they assert that an
observable event is occurring in a certain individual
region of space and time.

In Popper's scheme every test of a theory "must stop
at some basic statement or other which we decide to accepiz.
Here, then, i1s the dual role for criticism with respect to
basic statements. On the one hand basic statements are
accepted as true, on the basis of observations, and it is
in the light of these statements that theories are subject-
ed to criticism. Thus a theory can be falsified by a
basic statement, according to Popper. On the other hand
basic statements are, themselves, fallible and so open to
criticism. Although these statements are based on
observations, it is only a matter of agreement that they
are accepted. This fact leads Lakatos to describe

14

Popper's view as 'conventionalist'. In contrast to the

verificationists view of science as resting on a bedrock
of true statements, for Popper:15

"(Science) is like a building erected on piles.
The piles are driven down from above 1nto the
swamp, but not down to any natural ‘given'
base; and if we stop driving the piles deeper,
it is not because we have reached firm ground.
We simply stop when we are satisfied that the
piles are firm enough to carry the structure,
at least for the time being."”
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Criticism is the key to scientific method in Popper's

philosophy. "The method of science is the method of bold
conjectures and ingenious and severe attempts to refute
them“lé. In this model theory is primary; observations

are preceded by theory. Hypotheses and theories tell
scientists what sort of observations to make. Theories
are proposed and then tested on the basis of observations.
Since observations follow from theory, they are theory
impregnated, and all theories are conjectural. It 18
emphasised that this method of science is all within the
scope of deductive logic and, here, there is a fundamental
logical assymetry.between verification and falsification
by experience. While falsification based on deductive
logic is logically valid, verification based on
inductive logic is logically invalid. When a theory is
severely tested on the basis of observation, it may pass
the test in which case it has a degree of corroboration,
or it may fail the test in which case it has been falsif-
ied. The key element in the scientific method is, then,
subjecting theories to severe tests on the basis of state-
ments derived from observations and thus attempting to
refute them.

A most important element in this scheme is the way in
which scientific knowledge grows. Progress is made in
science when one theory, which has been falsified, is
replaced by a better theory. Though all theories are
conjectural, Popper argues that there can still be
rational arguments for preferring one theory to another.

Although all appraisals of theories are also conjectural.
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Such appraisals are, in fact, appraisals of the state of
the theory's critical discussion, according to P0pper.17
He argues that a better theory is one which has a greater
empirical content, has greater explanatory and predictive
power and which can therefore be more severely tested.
It is a consequence of this view that a better theory is
one which has a smaller probability. The appraisal of a
theory starts, to some extent, before it has been tested
in that, according to Popper, the criterion that a
preferable theory has more empirical content can be seen
as a criterion of 'potential’ satisfactoriness,' or
'progressiveness’. It can be said that, if a theory with
high content passes certain tests, it will be preferable
to a theory of lower content.18
Continued growth is essential to the rational and
empirical character of scientific knowledge according
to Popper. This growth occurs, as we have seen, through
the repeated overthrow of scientific theories and their
replacement by better ones. Furthermore, the critical
examination of theories leads to attempts to test and
overthrow them, and this can in turn lead to the develop-
ment of new and original experiments and observations.
This process of growth in scientific knowledge is the
same as the process of growth in human knowledge generally
according to Popper; that is, growth through trial and
the correction of error. He presents three requirements
which must be met for growth of knowledge to occur.
These are that: a new theory should proceed from a simple

new idea about new connections between things or facts or
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new theoretical entities; a new theory must lead to the
prediction of phenomena which have not so far been observed;
a new theory must pass a new and severe ‘test.19 So, for
Popper, the growth of knowledge consists in the modificat-
ion of previous knowledge and, as theories are replaced by
better ones, with higher verisimilitude, that knowledge
hopefully approaches nearer to the truth.zo

It is clear that criticism is central to every aspect
of Popper's philosophy of science. However, there are a
number of problems with his model, of which two are partic-
ularly relevant in the context of a discussion of criticism.
The first point, which is discussed by Lakat0521, is
acknowledged and accounted for to some extent in Popper's
later development of his model, particularly in the area
concerning the growth of knowledge. This problem concerns
the relation between the falsification of a theory and its
rejection. The problem is that vigorous criticism of
theories through empirical facts is likely to lead to a
situation where most theories have been falsified. In
fact, most theories do have disconfirming observations
accompanying them even when they are first proposed.22
Thus, if criticism were rigorously pursued and all falsif-
ied theories were rejected, as a 'dogmatic falsificationi§%
might demand, then science would be empty of theories.
However, Popper is aware of this problem and admits that
there is some role for dogmatism in science, "Somebody had
to defend a theory against criticism, or it would succumb
too easily, and before it had been able to make its

24

contribution to the growth of science." Furthermore
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a falsified theory should not be rejected until it can be
replaced by a better theory. This is the point of Popper's
later discussion of the growth of knowledge through theory
replacement. So, while emphasising the role of criticism
in science, Popper also recognised that criticism must be
moderated.

The second problem, also discussed by Lakatos, is that
presented by the so called Duhem-Quine thesis. According
to Quine: "Our statements about the external world face
the tribunal of sense experience not individually but onlyas
a corporate body.“25 He goes on to say:26

"But the total field is so underdetermined by its

boundary conditions, experience, that there is
much latitude of choice as to what statements to
re-evaluate in the light of any single contrary
experience. No particular experiences are linked
with any particular statements in the interior of the
field, except indirectly through considerations
of equilibrium affecting the field as a whole."
So that: "Any statement can be held true come what may,
if we make drastic enough adjustment elsewhere in the
system"??

In other words, when a particular test appears to
falsify a theory, it is quite possible to save the theory
from falsification by rejecting any one of a network of
other theories, hypotheses and initial conditions surround-
ing that theory in the test situation. In fact Quine
seems to be suggesting that modifications can be made
anywhere in the total system of science if a favourite
theory is to be saved from falsification.

The answer which Popper gives to this problem is a

pragmatic one, based on moderating the amount of criticism
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in a particular situation. All criticism must be piece-
meal, he argues, in contrast to what he calls the
'holistic' approach of Duhem and Quine. While Popper
agrees that all our assumptions may be challenged, he
argues that it would be impracticable to challenge all of
them at the same time. Therefore, he argues, in every
critical discussion we should specify our problem before-
hand and stick to it, attempting to solve only one problem
at a time. "While discussing a problem we always accept

(if only temporarily) all kinds of things as unproblematic:

they constitute, for the time being and for the discussion

of this particular problem, what I call our background
28

knowledge."

While any part of the background knowledge may be
challenged, to challenge it all could lead to the break-
down of critical debate, according to Popper. He argues
that this reliance on taken for granted background know-
ledge creates no difficulty for the 'falsificationist' or
‘fallibilist'. This is because it can always be challen-
ged if it is not accepted and, although we cannot be
certain that we have challenged the right bit, it does not
matter because the quest is not for certainty. Further-
more Popper agrees that often only a large chunk of a
theoretical system or sometimes the whole system, can be
tested and, "In these cases it is sheer guesswork which of
its ingredients should be held responsible for any

falsification"2?

This does not worry Popper who argues
that all theories are guesses anyway. He further argues

that there are cases where it is possible to find which
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hypothesis is responsible for the refutation and gives
the example of independance proofs of axiomatised systems.
He concludes that the".holistic dogma of the 'global'
character of all tests or counter examples is untenable".30
Finally Popper emphasises the need for success in the form
of empirical corroborations of some theories as well as
the need for refutation. He argues that it is only
through these temporary successes that we can successfully
attritute refutations to specific parts of the theoretical
maze, thus contradicting the Duhem-Quine thesis. For
Popper, science would stagnate if it did not obtain
refutations but it would also stagnate if it did not
obtain verifications of new predictions.

The above solution to the problem presented by the
Duhem-Quine thesis represents what Lakatos would call a

31

naive falsificationist position. However, Popper's
own work allows another solution which Lakatos would call
the sophisticated falsificationist position. That is,
when a theoretical system has been falsified and it is not
clear whether it is the theory under test which is to
blame for the falsification or if it is some auxiliary
hypothesis or initial conditions, then the theory should
only be rejected if a better theory is available to
replace it. This second theory should be 'better' than
the first in the sense that it obeys Popper's three rules
which will ensure that the move is a 'progressive' one.32
So, in Popper's philosophy of science, we already see

two aspects to the question of the role of criticism in

science. First, criticism is essential, it is what
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provides science with its rational character. The very
method of science is based on criticism and the growth of
knowledge occurs through the critical revision of theories.
Second, criticism must be moderated. Theories must not
be rejected too quickly or science would never progress
and, since the empirical base of science is fallible and
since falsifying tests only provide us with a set of
theories, auxiliary hypotheses and basic statements which
together are falsified, we must be prepared to accept for
the time being some basic statements and background know-
ledge without criticising them.

For Lakatos the problems of criticism and the moder-
ation of criticism are also central. He starts with
Popper's ideas on the growth of knowledge and develops
what he calls a 'sophisticated methodological falsific-
ationist’ position.33 Dogmatic falsificationism which
admits the fallibility of all scientific theories, but
which retains an infallible empirical base, claiming that
science cannot prove any theory but can disprove a theory,
Lakatos rejects. His grounds for rejecting this are that
the two assumptions on which this position rests; that
there is a natural psychological borderline between
theoretical propositions on the one hand and factual or
observational propositions on the other, and that if a
proposition is factual or observational then it is true,
are both false. First, there can be no sensations
unimpregnsted by expectations and therefore there is no

natural demarcation between observational and theoretical

propositions. Second, no factual proposition:can ever be
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proved from an experiment, it can only be derived from
other propositions. Therefore, the truth value of an
observational proposition cannot be indubitably decided.
It follows that, since factual propositions are unprovable,
they are fallible. Thus clashes between theories and
factual propositions are not 'falsifications' but merely
inconsistencies. The conclusion which Lakatos draws from
this is that, notonly can we not prove theories but, we
cannot disprove them either. Finally, exactly the most
acclaimed scientific theories do not forbid any observ-
able states of affairs and therefore would be eliminated
from science by the dogmatic falsificationist. This is
because these theories are usually accompanied by a

ceterus paribus clause when tested, according to Lakatos,

so that any falsification can be avoided by replacing the

ceterus paribus clause. This is a version of the Duhem-

Quine problemn.

'‘Naive methodological falsificationism' which accepts
that the truth value of singular basic statements cannot
be proved but is decided by agreement, is also rejected by
Lakatos. The problem which he sees with this view is that
it has a strong conventionalist element. He identifies
four.kvels of decision which must be taken as part of this
methodology: decisions about what is the set of all basic
statements; what is the set of 'accepted’' basic statements; what
rejection rules are to be used to render statistically
interpreted evidence inconsistent with a probabilistic
theory; and when is a refutation of the conjunction of a

theory together with a ceterus paribus clause to be taken
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as a refutation of the specific theory. Furthermore,
according to Lakatos, both this view and that of the
dogmatic falsificationist support two propositions that
are contradicted by the history of science. These are
that a test is a two-cornered fight between theory and
experiment, and that the only interesting outcome of such
confrontations is conclusive falsification. Whereas,
the history of science suggests that tests are at least
three-cornered fights between rival theories and experi-
ment, and some of the most interesting experiments result
in confirmation rather than falsification.

The answer to these problems with naive methodological
falsification, in Lakatos's view, is to reduce the con-
ventional element in it and to develop a 'sophisticated'
version. This he does and bases this development on
Popper's later work concerning the growth of knowledge.
Here the crucial point is that theories should only be
rejected if a better theory is available, and the criteria
for what constitutes a better theory are that it should
explain everything that the old one explained, it should
make some novel predictions not made by the old theory
and at least some of these novel predictions should be
confirmed by experiment. These criteria ensure that the
replacement of one theory by another is a 'progressive’

34

move.

Now, as the Duhem-Quine thesis reminds us, theories
are appraised together with auxiliary hypotheses, initial
conditions, and with other theories. So what is appraised

is a 'series of theories' rather than isolated theories.
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A new series of theories is 'theoretically progressive'

if each new theory has some excess empirical content over
its predecessor and it is 'empirically progressive' if

some of this excess empirical content is also corroborateg?
A 'problemshift' is 'progressive' if it is both theoretic-
ally and empirically progressive, and 'degenerating' if

it is not.36 For Lakatos problemshifts are 'scientific'
only if they are at least theoretically progressive; those
which are not can be designated as 'pseudo-scientific’.

On this sophisticated methodological falsificationist
position, "Contrary to naive falsificatimism,no experiment,
experimental report, observation, statement or well-
corroborated low-level falsifying hypothesis alone can
lead to falsification. There is no falsification before
the emergence of a better theory" 37 (Here Lakatos is
equating falsification with rejection). Because a new
theory must be available for a falsified theory to be
rejected, the notion of 'crucial experiments' can only be
applied with hindsight. While an old theory may face a
series of anomalies, only those anomalies which corrob-
orate a successive theory while refuting the old theory
can be seen as 'crucial experiments' and this can only be
done when the old theory has been rejected and the new one
has taken its place. Since experiments do not test single
theories, but ‘'sets of theories', Lakatos concludes that
nTt is not that we propose a theory and Nature may shout
NO; rather, we propose a maze of theories and Nature may
shout INCONSISTENT."38 To solve the problem of which of

the mutually inconsistent theories to replace, the
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sophisticated falsificationist opts for retaining the
theory which provides the biggest increase in corroborated
content, while providing the most progressive problemshift.

As we have seen, Lakatos talks in terms of 'series of
theories' and he argues that these theories are connected
by a 'continuity' which makes them into 'research
programmes’'. The research programme consists of method-
ological rules which provide what Lakatos calls the
'negative' and 'positive' 'heuristics'.39 The negative
heuristic consists of methodological rules which tell the
scientist what paths of research to avoid. At the heart
of the research programme is a 'hard core' of theories
which the negative heuristic protects by directing research
and test results away from it. Around this hard core a
series of 'auxiliary hypotheses' are built up which form
a protective belt for the core. It is the auxiliary
hypotheses in this protective belt which get rejected and
adjusted to accommodate negative test results, while the
hard core remains intact. To prevent this protection of
the hard core from being completely ad.hoc.Lakatos employs
the notion of progressive research programmes. If the
adjustments made to auxiliary hypotheses,in the light of
tests, continues to lead to a progressive problemshift,
then the programme is successful. However, if this leads
to a degenerating problemshift, then the programme is
unsuccessful.

The positive heuristic sets out a research policy of
problems to investigate. This research policy anticipates

'refutations' of the programme and suggests ways of
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developing or adjusting the protective belt of auxiliary
hypotheses to save the hard core. Research is seen by
Lakatos as consisting of a chain of models increasing in
complexity with the positive heuristic providing the
instruments for building these models. With a developed
positive heuristic 'refutations' became irrelevant
because they are fully anticipated and a strategy for
coping with them is already laid out. Thus the real
problems of a programme are mathematical rather than
empirical. The positive heuristic is quite flexible
according to Lakatos, so that even in a degenerating
phase a creative shift in this heuristic can produce a
progressive problemshift. In this model of scientific
activity 'verifications' become important in keeping the
research programme going.uo Research programmes can be
appraised, according to Lakatos, in terms of their
‘heuristic power' which includes such elements as their
ability to produce facts and to explain refutations.

It can be seen that, in Lakatos's model, research
programmes are very robust activities with a great capac-
ity for resisting and responding to criticism. The
important question remaining is,when should a research
programme be rejected? Here again Lakatos takes Popper's
ideas on the growth of knowledge through the successive
replacement of theories by better theories as a starting
point. For Lakatos theoretical pluralism is vital for
the growth of knowledge. A research programme should
only be eliminated when there is a better rival programme

to take its place. If one research programme can only be
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saved by a degenerating problemshift and a rival is
available which represents a progressive problemshift, then
the first should be rejected. If, however, the first
programme would still be progressive, if not for the exist-
ence of its rival, then sufficient time should be allowed
to elapse for the two programmes to compete. Here Lakatos
stresses the need for methodological tolerance.41

Because of the need for tolerance, Lakatos rejects the
notion of instant rationality, particularly as represented
by the notion of crucial experiments. Since a 'falsified'
research programme needs time to see if a progressive
problemshift can be developed to save it, experiments do
not lead to the instant rejection of research programmes.
This means that experiments which are seen as crucial can
only be seen as such with hindsight. Even then a research
programme could make a comeback,in which case what was once
seen as a crucial refutation could later be seen as
significant supporting evidence. A more appropriate
application of the term 'crucial experiments', according to
Lakatos, would be the experiments which decide between
different versions of theories within a particular research
programme.

So Lakatos's view also centres on the notion of
criticism, but emphasises the need for tolerance and a
large degree of resistance to criticism. While his views
are developed from Popper's work on the growth of knowledge
the emphasis which he places on the role of research prog-
rammes in directing research, and their resistance to

refutation bears some similarity to Kuhn's analysis of the
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notion of paradigms.

If Popper's view of science can be characterised by its
emphasis on the central role of criticism combined with a
recognition that criticism must, to some extent be moder-
ated, Kuhn's view might be seen as giving a central role
to the suspension of criticism combined with occasional
instances of major critical activity during periods of
eriais, To put it in Kuhn's own words: b2

"In a sense, to turn Sir Karl's view on its

head, it is precisely the abandonment of
critical discourse that marks the transition
to a science. Once a field has made that
transition, critical discourse recurs only
at moments of crisis, when the bases of the
field are again in jeopardy. "

Central to Kuhn's view is the notion of paradigms.

A paradigm is shared by a community of scientists and
serves to define the legitimate problems and methods of

a research field. Two characteristics of a paradigm are
that it must represent an unprecedented achievement so as
to attract an enduring group of adherents, and it must be
sufficiently open-ended to leave all sorts of problems to
be solved. As Kuhn's views developed, he wished to
emphasise the exemplary role of paradigms and, so, broke
the original usage of the term 'paradigms' down into
various components of what he called a 'disciplinary
1rr1a'l:r'ix'.”'3 The members of a scientific community share a
‘disciplinary matrix'. This matrix is composed of such
elements as symbolic generalisations which express accepted
laws in formal terms, or serve to define various symbols,
metaphysical principles expressed in terms of models,

values which help in judging predictions and theories, and
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exXemplars. It is this latter category for which Kuhn
sees the term 'paradigm' as being most appropriate. These
are concrete problem-solutions which serve to show, by
example, how the job of science is to be done. These
accepted examples provide models of the type of laws,
theories, applications and instruments to be used in
scientific activity. The paradigm provides rules and
standards of scientific practice. It is the differences
between sets of exemplars that distinguish one scientific
community from another. These exemplars are of prime
importance for the maintenance of a scientific community.
It is through exemplars that laws and theories acquire
their empirical content and, through exposure to exemplars,
that a student scientist is educated into the scientific
community.

Until this paradigmatic stage is reached, that is,
before a community of scientists share the elements of a
disciplinary matrix, research is done in a number of
disparate groups. These groups do not share a commitment
to any body of belief and, so, each is forced to build the
field from scratch. There may be little agreement between
these groups, and poor communication between them.
Furthermore, in the absence of a paradigm, all the facts
which could possibly pertain to the development of a given
science are likely to seem equally relevant. This means
that early fact-gathering is nearly a random activity.uu
This pre-paradigm phase comes t0 an end when one of the
pre#paradigm schools triumphs over the others, and achieves
the status of a paradigm. When this occurs the field
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becomes more rigidly defined, as does the group of
practitioners. The structure of this group changes in
such a way that professionalisation occurs.u5 Effort is
now concentrated on a limited number of problems. For
Kuhn the acquisition of a paradigm is a sign of maturity
in the development of a particular scientific field.

Once a paradigm is achieved, scientists become
involved in what Kuhn calls ‘'normal science'.LMS This
activity is concerned to elaborate the paradigm. It
consists of developing and investigating the phenomenon
which the paradigm is expected to explain. Normal science
investigates problems in great detail and depth as the
paradigm focusses attention on esoteric problems. Three
types of experimental work which occur in normal science
are described by Kuhn.u7 These are: investigating the
class of facts that the paradigm has shown to be especially
interesting; investigating those facts that can be
compared directly with predictions from the paradigm
theory; and empirical work undertaken to articulate the
paradigm theory. This latter class is the most important
according to Kuhn, an& he identifies three activities
within this class: the determination of physical constants;
the discovery of quantitative laws; and experiments needed
to chose among the alternative ways of applying the
paradigm to a new area of interest where its application
may be ambiguccus.}'l'8

Normal science for Kuhn is a problem solving activity
analagous to the solving of puzzles. This puzzles solv-

ing character of normal science follows from the fact that
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the paradigm identifies problems to be investigated and,
to a large extent, the solution to these problems are
anticipated in advance. Furthermore, in addition to the
solutions being anticipated, the Paradigm provides rules
that limit both the nature of accepted solutions and the
steps by which they are to be obtained. This means that
normal science problems are puzzles in the sense that they
test only the ingenuity and skill of the scientist in
finding the appropriate solutions, in the same way that a
jigsaw puzzle or crossword puzzle does. They do not test
the paradigm or paradigm *l'.lfztacar'yr.LL9

While normal science problems do not test the paradigm
'anomalies' do begin to arise in the course of this
activity. The emergence of experimental anomalies is
followed by changes in theory or instrumentation, in an
attempt to explain them. This process represents a scient-
ific discovery and usually induces some changes in the

50

paradigm. Theoretical anomalies can lead to a break-
down in the normal puzzle solving ability of science. When
this occurs, a situation of crisis has been reached, and
only then will new theories emerge and be accepted.51
Without this breakdown of the puzzle-solving activity
anomalies can be accumulated and lived with without any
challenges to the paradigm. Anomalies are not treated as
counter instances.52 A scientific theory which has
achieved the status of a paradigm is not declared invalid
unless there is an alternative candidate to take its place.
This is shown, Kuhn claims, both by the history of science

and by the fact that all theories face counter instances,

so that if theories were rejected on the grounds of having
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counter instances, science would be empty. "The decision
to reject one paradigm is always simultaneously the
decision to accept another, and the judgement leading to
that decision involves comparison of both paradigms with
nature and with each 01:her'.'53 As a result of this scient-
1sts must, occasionally, be able to work in a situation of
crisis as one paradigm is breaking down but before an
altermative has emerged. This Kuhn refers to as, 'The
essential tension', implicit in scientific research.54
7’hile paradigms are not immediately rejected in the face
of counter instances, there is also no such thing as
research without counter instances.

Not all anomalies lead to counter instances; some get
resolved after a period of time. Those that do evoke
crisis may do so because they call into question explicit
and fundamental generalisations of the paradigm, or may
inhibit applications which have a particular practical
importance, or the development of normal science may
transform an anomaly that had previously not been serious
into a source of crisis. Often several circumstances will
combine to make an anomaly, particularly significant and
capable of evoking crisis. The situation which is brought
about by these serious anomalies Kuhn refers to as 'extra-
ordinary science'. In extraordinary science the anomaly
becomes the centre of attention. If early attacks on the
anomaly fail, eventually attacks will involve numerous
different articulations of the paradigm. Through this
proliferation of divergent articulations, the rules of
normal science become increasingly blurred. According to
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Kuhn two effects are universal in crisis situations: all
crises begin with the blurring of a paradigm and consequent
loosening of the rules of normal research; all crises
close in one of three ways.55 These three ways are, first,
that normal science is able to handle the problem, second
the problem resists but scientists decide to shelve it until
better tools are developed for its solution, and third, a
new candidate for paradigm emerges and a battle ensues over
its acceptance. In this latter case, if a new paradigm
eventually triumphs over the o0ld one, then a ‘'scientific
revolution' has taken place.56

@When crisis leads to the emergence of a new candidate
for paradigm, the two paradigms available will be con-
flicting because the new one will be able to explain the
anomaly which has caused the breakdown of the old paradigm,
which could not explain it. Furthermore, the two
paradigms will be logically incompatible as one will make
predictions that are different from those derived from its
predecessor. As these paradigms are fundamentally incom-
patible, one can be accepted only by admitting that the
other is wrong. One consequence of the paradigms' incom-
patability is that arguments in support of a particular
paradigm can have persuasive force only. This is because
any argument in support of a paradigm will presuppose the
paradigm itself and will thus be circular. In a debate
concerning the merits of two paradigms, the participants
will talk past each other because they will disagree about
what is a problem and what is a solution, as each paradigm

sets its own criteria. Choice between competing
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paradigms is, "A choice between incompatible modes of
community life" .27 Revolutions can be seen as changes of
‘world view'.

For Kuhn these rival paradigms will be 'incommensur-
able' because: the proponents of competing paradigms will
often disagree about the list of problems that any candid-
ate for paradigm must resolve; the vocabulary and appar-
atus, both conceptual and manipulative, of the old
paradigm become incorporated into the new one, but their
relationships with each other change and they take on new
meanings; the proponents of competing paradigms practice
theirtrades in different worlds.58 From this incommensur-
ability a problem arises: 27

"Just because it is a transition between

incommensurables, the transition between
competing paradigms cannot be made a step

at a time, forced by logic and neutral
experience. Like the.Gestalt switch, it
must occur all at once (though not necessarily
in an instant) or not at all."”

The question is how scientists come to make this
switch and Kuhn points out that very often they do not.
Many supporters of an old paradigm are never persuaded by
a new one. The final triumph of a new paradigm may have
to wait until the proponents of an older one have died.60
Paradigm change cannot be justified by proof, so it is not
surprising that many proponents of an old paradigm may
never come to accept a new one. However, Kuhn does give
some examples of arguments which can persuade scientists
to adopt a new paradigm.

Some of the reasons which have converted particular

scientists lie outside the apparent sphere of science.
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The most effective ones Kuhn suggests are these: a new
paradigm can solve the problems that have led the old one
into crisis; the new paradigm permits the prediction of
phenomena that had been entirely unsuspected while the old
one presided and these are confirmed by experiment;

the new paradigm may be seen asaesthetically superior to
the old.61 It is pointed out that even in the area of
crisis, the balance of argument and counter argument can
sometimes be very close. Choosing between two candidates
for paradigm must be based less on past achievement than
on future promise, since the successful candidate must act
as a guide to future research on problems not yet encount-
ered. The decision must be made on faith, although that
faith must have some basis whether it is correct and ration-
al or not.63
Science progresses, both in the normal situation and
through revolutions. *In its normal state, then, a
scientific community is an immensely efficient instrument
for solving the problems or puzzles that its paradigms
define. Furthermore, the result of solving these problems
must inevitably be progress“.63 Revolutions are seen as
progress, partly because there is a certain amount of
re-writing of history to present the new paradigm in a
favourable light. Genuine progress is also made though.:
"The scientific community is a supremely efficient instru-
ment for maximising the number and precision of the

6k For Kuhn the

problems solved through paradigm change."
unit of scientific achievement is the solved problem, soO

scientists will not adopt a new paradigm if it re-opens
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many of the problems which have previously been solved.
Furthermore, for a new paradigm to be accepted two cond-
itions will have to be met. The new candidate must be
seen 1o resolve some outstanding, and generally recognised,
problem that cannot be solved in any other way. The new
paradigm must preserve a relatively large part of the
concrete problem-solving ability that has accrued to
science through its predecessors.65 New paradigms tend
to narrow the focus of research and, in this case, science
grows in depth but not in breadth through revolutions.

If it does grow in breadth, this is through the prolif-
eration of scientific specialties, not through the growth
of any single specialty. Finally, Kuhn rejects thenotionof

progress through paradigm change as leading closer and

closer to the truth. Science progresses but not towards
any particular goal. In this sense it is analogous to
Darwinian evolution. In the view of science developed by

Kuhn, we again see the two themes of criticism and moder-
ation of criticism. Here the emphasis is on periods of
science characterised by the suspension of criticism.
However, these period are interspersed with intense
critical activity. One of the criticisms of Kuhn's view
is that he implies that revolutions are rare events,
whereas it may be argued that they occur frequently.66
Thus, even a view which accepts Kuhn's notions of 'normal’
and 'extraordinary' science could give a major role for
criticism. Another criticism is that he identifies two

characteristics of science, criticism and dogmatism, with

specific periods, whereas it may be argued that these
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characteristics are co-present in science.67

In his early writings, Feyerabend's position owes a
lot to that of Popper.68 He emphasises the need for
criticism in science and advocates theoretical plural-
ism as an essential feature of the methodology of science.
He argues that models which represent confirmation and
testing in science as involving the comparison of a single
theory with a set of facts are too simple. These models
assume that facts are relatively autonomous from the
theory being tested whereas, according to Feyerabend,
facts and theories are intimately connected. The descrip-
tion of any single fact is dependant on some theory, and
facts exist which cannot be unearthed without the help of
alternatives to the theory being tested, in Feyerabend's
view. Furthermore, the relevance and the refuting
character of many very decisive facts can be established
only with the help of other theories which, although
factually adequate, are yet not in agreement with the view
to be tested. Testing and assessment of the empirical
content of a theory necessarily involves, "A whole set of
partially overlapping, factually adequate, but mutually
inconsistent theories."69

These theories must be inconsistent because an incon-
sistent alternative theory will provide a more efficient
criticism of a theory under test. Feyerabend criticises
two principles which he attributes to traditional empir-
jcism, the 'consistency' principle and the principle of
‘meaning invariance'.?o Briefly, these state that when

one theory is reduced to another, the two theories must
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be consistent and the meanings of terms in the theories
must remain constant. According to Feyerabend, these
principles will lead to a dogmatic metaphysics completely
removed from any criticism. The alternative is to
propose inconsistent theories which enable currently
accepted ones to be rigorously criticised. As Feyerabend

puts it, (in rather colourful language!).71

"Unanimity of opinion may be fitting for a church,
for those frightened victims of some (ancient, or
modern) myth, or for the weak and willing
followers of some tyrant; variety of opinion is
a feature necessary for objective knowledge; and
a method that encourages variety is also the only
method that is compatible with a humanitarian
outlook."

For Feyerabend, then, criticism is vital for objective
knowledge and a plurality of theories is vital for effect-

ive criticism. In summary he describes 'How to be a good

empiricist': &

"In the last resort, therefore, being a good
empiricist means being critical, and basing
one's criticism not just on an abstract
principle of scepticism but upon concrete
suggestions which indicate in every single
case how the accepted point of view might be
further tested and further investigated, and
which thereby prepare the next step in the
development of our knowledge.

(Emphasis in the original).

According to Feyerabend his own views on the need for
alternatives in the criticism of a theory are consistent
with those of Popper and Kuhn. ' On the subject of the
need for a certain amount of dogmatism or 'tenacity' with
respect to theories, Feyerabend agrees with Lakatoé that
criticism and tenacity are always co-present in science.
As we saw before, he criticises Kuhn's view as mistakenly

postulating periods of tenacity, followed by periods of
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criticism. For Feyerabend, mature science unites two
different traditions, one of pluralistic philosophic
criticism and a more practical tradition which explores
the potentiability of a given material without being
deterred by the difficulties that might arise and without
regard to alternative ways of *thin}c:i.ng;.'?'q

While accepting that criticism and dogmatism are
co-present in science, Feyerabend goes on to criticise
Lakatos's view as not being an accurate account of science
as it is practiced, and as being inadequate even as a
'rational reconstruction' of science, or an analysis of
'world 3‘.?5 Ultimately, Feyerabend is led to argue that
there is no methodology in science as it is practiced.
Science, he argues, is an essentially anarchistic enter-
prise and theoretical anarchism is more humanitarian
and more likely to encourage progress than a science built

on methodological rules.r?6

According to Feyerabend the
history of science shows that there are no rules in science
which are universally adhered to, and that violations of
what have been taken to be rules have produced many of the
most significant developments in science. In addition to
this, ideas do not always precede action but can develop
through action, so that problematic aspects of particular
theories can come to be accepted as clear and reasonable
only after they have been used for a long time.’7
To illustrate his maxim that 'anything goes','

Feyerabend attempts to show that hypotheses can be used

which contradict well-confirmed theories or well-estab-

lished experimental results. This is an extension of
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his theoretical pluralism. For Feryerabend knowledge is
not a series of self-consistent theories gradually
approaching the truth, but is an, "Ever increasing ocean
of mutually incompatible (and perhaps even incommensurable)
78

alternatives." The importance of alternative theories,

hypotheses and assumptions, for Feyerabend, stems from
the need for an external standard of criticism. In

Against Method he restates his criticism of the consist-

ency condition, arguing that this pres. erves old theories
not necessarily better theories. Hypotheses contradict-
ing well-confirmed theories, provide evidence which cannot
be obtained in any other way. "Prolification of theories
is beneficial for science, while uniformity impairs its
critical power. Uniformity also endangers the free
development of the individual."?9
As an example of the need for alternative theories,
Feyerabend argues that the alleged success of Quantum
llechanics is a man-made phenomenon reflecting not success
but the elimination of alternatives and of problematic
facts that can be discussed with their help. This means
that the empirical content of the theory has decreased
and it has become a rigid ideology protected from critic-
ism, according to Feryerabend. Criticism is, then,
essential in Feyerabend's view of science, and his earlier
theoretical pluralism and later anarchistic philosophy is
founded on the need for critical assessment of theories.
The important role given to criticism in these various

philosophical views is, of course, in stark contrast to

the view of science held by traditional logical
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empiricists. This view is important for, while few
people today would admit to holding it, the view repres-
ents an ideology on which the authority of science in the
policy arena is based. So, while no one explicitly
advocates this view, assumptions about the usefulness of
science and the authority of scientific experts rest on an
implicit acceptance of aspects of the positivist model of
science.

The foundation stone of the logical empiricists' view
is the belief that sentences referring to experience are
fundamental, so that experience provides the bedrock of
all knowledge. The empiricists, concerned to distinguish
science from metaphysics, proposed a demarcation criterion
based on meaning. Science consisted of meaningful state-
ments whereas metaphysical statements were meaningless.
This distinction was, in turn, based on the principle of
verifiability. A meaningful statement was verifiable on
the basis of fundamental empirical statements. For
example, in Wittgenstein's Tractatus all meaningful state-
ments must be verifiable on the basis of 'atomic sent-
ences' which picture elementary facts.80

For the empiricist the aim of science is the search
for truth in the form of natural laws which are universal
statements verified by observation, represented by
observation statements. The two concerns of the
empiricist are, then, that knowledge should be secure
(it should be truth), and it should be justifiable
(through empirical verification). The firm foundation

which scientific knowledge rests on is experience.
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This empirical base is represented by observation state-
ments and the problem is what justification have we for
accepting observation statements as true. If another
statement is demanded to provide evidence for an observ-
ation statement then a problem of infinite regress arises
because a further statement is required to provide evidence
for that statement and so on. It is to solve this problem
that the view that empirical statements are fundamental

is proposed. Certain statements about our experience are
said to exist which need no justification. The main
problem with this view is that it seems impossible to
characterise a sentence about experience which needs no
justification in the form of evidence from other sentences.
Simple empirical assertions such as, 'There is a table in
this room', are not indubitably true; evidence for this
type of statement can always be called for.

To avoid this problem Carnap and Neurath developed the
idea of 'Protocol sentences‘.81 These are statements
about assertions taking the form, 'A at time t and place i
B has perceived such and such', where A and B refer to
specific people. But, even these statements are open to
the above criticism; one can still ask how does A know
that P perceived such and such? If the reply is that he
made an observation to that effect, the whole problem of
justifying the assertion arises. Another problem with
fundamental empirical statements is that they speak only
of subjective experiences. Strictly I can only justify
a fundamental sentence about my experiences which I am

having at the moment. I cannot accept other people's
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statements of experience as transparently true and neither
can I trust my own memory. This leaves a very narrow
base for knowledge.

For the empiricists the method of science is induction.
Following Bacon's model, scientific activity consists in
collecting observations and deriving universal laws from
them. These universal laws are verified by the singular
observation statements. The problem with this method is
that inductive inferences are not logically valid; no
finite number of singular observation statements can
logically verify a universal statement. Recognising this
problem of induction some empiricists, Carnap for instance,

proposed a theory of logical probability.Bz

They main-
tained that an observation statement which confirms a
universal law, confers a degree of probability on that
law. Carnap proposed that this probability was quantif-
jable, so that a theory T could be said to have a degree
of probability P on the basis of evidence e. However,
this notion of a degree of probability being conferred

on a theory through induction still faces the same problem
of how the inductive inference is justified.

For the empiricist science grows by the accumulation
of observations from which new laws can be inferred and
0ld laws verified. Science is thus seen as a cumulative
process of collecting knowledge in the form of observations
and laws. Scientific knowledge grows primarily in
quantity, but the foundation of knowledge is always sure.

It can be seen that there is little place for criticism in

this view. Observation statements are fundamental and
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therefore not open to criticism. Laws are inferred from
these observations with the help of theories and further
observation verifies the validity of these laws. With a
probability calculus to define the level of confirmation
of a theory, there is little ground for criticism of

theories. Finally, progress is through the cumulative

growth of knowledge.

L.2 Models of Criticism.

“While there are differences among the post-positivist
philosophical views discussed above on the relative impor-
tance of criticism and dogmatism in science, they all give

these two aspects a central role to play in the develop-

ment of knowledge. For Popper scientific activity is
critical activity. Criticism is what makes science
rational and enables knowledge to grow. For Lakatos

criticism is similarly important for the growth of know-
ledge, both in the form of critical re-adjustment of the
protective belt and in the replacement of research
programmes with better alternatives. For Xuhn criticism
is necessary when normal science has broken down and a
paradigm has ceased to perform its puzzle-solving function
adequately. In this case criticism must come from a
rival paradigm. Furthermore, paradigms emerge in a
science initially through a critical battle with a range
of alternative candidates. For Feyerabend criticism is
essential in science and rival theories are necessary to
make this criticism possible. Dogmatism is also
essential in science. In Popper's view falsified
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theories must not be immediately rejected; this should
only occur when a better theory is available as replace-
ment. This is taken a stage further by Lakatos who
argues that the core of research programmes must be
Protected from falsification by a protective belt of
auxiliary hypotheses and initial conditions. Research
programmes should be rejected only if they are no longer
progressive and if a better programme is available as
replacement. For Kuhn dogmatism is central. The main
aspect of scientific activity presupposes the acceptance
of a paradigm which is, once accepted, immune from critic-
ism so lons as it continues to enable puzzle-solving to
continue. Criticism only occurs in pre-paradigmatic
science and in extraordinary science.

The need for dogmatism in science, that is, the need
to restrict or resist criticism, implies that there can be
too much criticism. Since the empirical base of science
is fallible, according to all of these philosophical
viewpoints, unrestrained criticism of experimental results
or 'basic statements' could lead to a problem of infinite
regress. Furthermore, since all theories have at least
some disconfirming instances, unrestrained criticism here
would leave science empty of theories. Similarly, the
need for criticism suggests that there can be too little
criticism. If a paradigm, research programme, or theory
was accepted without having been compared critically with
alternatives, then it may not be the best available, it
may not represent any advance or growth of knowledge, and

according to Feyerabend, its empirical content would be low.
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While too much criticism may lead to stagnation and the
breakdown of the ability of science to solve problems, too
little criticism may produce problem solutions of dubious
value,

In science, then, there can be too-much or too-little
criticism. We might divide 'over-criticism' into four
categories, ‘'destructive criticism of theories' being the
criticism of a theory/research programme core/paradigm
theory without the proposition of an alternative.

For Popper a theory should not be re jected without a
successor being available, for Lakatos a research programme
should not be rejected without a successor being available,
and for Kuhn a paradigm should not be rejected without a
successor being available. Characterising this activity
as over-criticism would seem, therefore, to be compatible
with the various philosophical models. 'Unresolved
criticism of theories' occurs when a critical debate
occurs between proponents of alternative theories but no
one theory emerges as victor. This may have various
results. The field may fragment with rival groups
becoming clearly differentiated. Or both theories may

be accepted even though they are incompatible. Finally,
the result which allows the term 'over-criticism' to be
applied to this category of phenomenon is when the critical
debate becomes endless, with no resolution, so that
problem solving breaks down and knowledge is not able to
grow. ‘'Destructive criticism of experiment' occurs when
experimental results are criticised and rejected without

proposing either alternative experimentsor alternative
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theories to the one supported by the rejected experiment.
'Unresalved criticism of experiment' occurs when, even
though alternative theories and experiments are proposed,
Nno experimental results emerge as acceptable in a partic-
ular field. As we have seen, the empirical base of
science is fallible and the specific details of any
experiment can always be questioned. If no experimental
results are accepted by a community of scientists, then
again the problem solving ability of science will break
down.

The problem which now has to be faced is that of
identification of these four types of over-criticism.
Destructive criticism of theories or experiments should be
possible to identify. These occur when criticism is not
accompanied by the proposal of an alternative. Unresolved
criticism of theories or experiments will be more difficult
to identify. The problem is that, to avoid stagnation or
infinite regress, agreement must be reached at some stage
on what theory or experimental result to accept. However,
it is impossible to say at what point in a debate certain
results or theories should be accepted. The Sociology of
Science studies discussed earlier show that thisacceptance
is negotiated and will therefore take different lengths of
time to achieve in different cases. This means that,
while a debate may appear to be taking a long time to reach
a point where acceptance of a particular theory or exper-
imental result is achieved, this does not mean that such a
resolution will never be reached. All that can be said

is that over-criticism has produced a long debate which
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appears to have stagnated, but which may resolve at some
future date. Even with this formulation, the problem
still remains of what is, and what is not, a long debate.
In a sense the answer to this question depends on what
hangs on the resolution of the debate. If no progress can
be made in a field at all until the debate is resolved,
then a period of more than a few years would be a long
time to wait for resolution. However, if the particular
experimental result or theory was peripheral to the major
concerns of a field, then even twenty or more years may
not be considered a long resolution time. This way of
looking at the problem suggests that the way to assess
whether a situation of unresolved criticism is present
is to identify the effects of the lack of resolution.
Criticism is important for the assessment of claims
to knowledge. If a particular theory or paradigm is
accepted without being subjected to criticism, in the
light of an alternative theory or paradigm, then its
contribution to knowledge will be uncertain. On Kuhn's
view a paradigm only emerges after winning a
critical battle with either a group of other pre-paradigm-
atic schools or theories, or with an earlier paradigm.
This battle, while not establishing the paradigms
adequacy and value on logical grounds, does serve the
function of convincing scientists of which is the better
paradigm candidate. Research programmes face criticism
at two levels in Lakatos's view; experimental criticism
of the protective belt and criticism of the hard core by

comparison with alternatives.  Without these two aspects
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of criticism the value of a research programme will be
poorly assessed. For Feyerabend, alternative theories
are crucial to the critical assessment of the empirical
content of theories. For Popper empirical criticism is
the important test of value, but when a theory has been
falsified it must eventually face critical assessment in
the light of alternative theories. Thus, for the value of
a theory to be fully assessed, it must fact critical
comparison with alternative theories, though, in Popper's
view, some assessment is possible through straightforward
empirical test.

The identification of a situation of under-criticism
will therefore concentrate on the existence of alternative
theories with which the accepted one can be critically
compared. It was seen above that Feyerabend interprets
the development of Quantum Mechanics (QM) as having led
to a situation that is here described as ‘'under-critical'.
He arzues that, to the extent that QM has not faced
eriticism from rival theories, it has become a rigid

83

ideology with low empirical content. It was also
seen earlier in the sociological study by Harvey, of a
challengze to QM, that this theory had an 'easier ride’
than it might have done had there been a rival group to
vigorously pursue an alternative theory.au
While over-criticism will produce stagnation and
an inability to solve even the problems which science
sets for itself, under-criticism will result in poor

assessment of the value or adequacy of claims to

knowledge.
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4.3 TIndustrialised Science and Practical Problems.

In addition to the specific problems associated with
particular philosophical views of science, there are a
number of problems common to all of the ones so far
considered. The main problem is their rather narrow
focus on a particular type of scientific activity.

These models tend to focus on academic science and on

the formation and development of theories. They also
tend to take physics as their model of scientific activity.
However, the scientific community is widely differentiated
along both cognitive and occupational lines, such that the
activities of scientists in different disciplines and
specialties may be very unlike those of the physicist.
While many scientists may work in an academic context
there are many more who work in industry and government
contexts.85

The role of science in industry and government
contexts has become particularly significant in the period
following the Second World War. Developments in this era
have been characterised by Ravetz as the, 'Industrialisa-
tion of Science'.B6 He contrasts 'industrialised science’
with 'academic science' which existed in the period
following the French Revolution and up to the Second World
War. He argues that the technical character of scientific
work has changed, and with this change has come changes in
its social institutions and social practices. He warns
that there is a danger of the ideology of academic science

being preserved in, "A.fossilised state for particular
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Public-relations functions, while becoming less and less
relevant to the experience of those who live in the world
of industrialised science".87 Academic science was
performed by an autonomous community of gentlemen adhering
to the ethic of searching for the truth, assuring diffuse
social benefit and whose intellectual property was
represented by the paper published in a refereed journal.
Industrialised science has many different characteristics
to this o0ld ideology of academic science, as Ravetz points
out.

The most significant change in the technical character
of scientific work, according to Ravetz, is that research
is now capital-intensive. This has meant the loss of
independance of scientists who must now apply to an
institution or agency that distributes funds for research
before his work can begin. This has led to the existence
of three roles which a scientist can fulfil: an employee
working under the control of a supervisor; an individual
outworker, working for investing agencies and existing on
a succession of small grants; a contractor, managing a
unit or an establishment which produces research on a
large scale by contract with agencies. With the differ-
entiation of positions of individual scientists has come
a concentration of power to make decisions and the devel-
opment of a formal administrative system for this function
according to Ravetz. He argues that, under the new
system, the location of intellectual property has
changed from the published research report to the research

contract. Accompanying this shift in property is a
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shift in the conception of a successful career. Ravetsz
describes as a 'scientific entrepreneur' someone whose
career goal consists, not of a series of successful
research projects made possible by a parallel series of
adequate grants, but of a series of successful research
contracts made possible by a parallel series of adequate
projects.88 In this new context the scientific community
cannot survive in its o0ld form, and with differences in
wealth, prestige, power and material benefits, Ravetz
suggests that it is possible to speak of classes in a

society of science.89

Industrialised science has brought with it an adult-
eration of the products of research, according to Ravetz.90
The 'information crisis' is a quantitative problem in that
the number of journals is so large that no scientist can
keep up with the literature, which can lead to the duplic-
ation of research. It is also a qualitative problem in
that less formal channels of communication develop, which
avoid the critical scrutiny of referees. Another phen-
omenon Ravetz describes as, 'shoddy science'. The major-
ity of journals in many fields are full of papers which are
never cited by an author, other than their own, and many
of these papers are dull or bad. They get published
because it is in the interest of the author, an editor
and a publisher that they should be.91

Another phenomenon is the penetration of science by
industry. The research and development function has
become an industry in its own right, in which a large

proportion of the 'scientific community' work, employed by
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both industry and the State. Furthermore, scientists can
have a whole variety of roles working in university, the
State and industry, and they can lead to conflicts of
interest. With large quantities of funding available
for work which is mission oriented even that performed in
universities may have strong practical orientations.
According to Ravetz, a number of pathological phenomena
occur in industrialised science as a result of the close
contact between science and industry being strongest in
areas of what he calls 'runaway technology'.92 These
are the areas with the most modern, rapidly developing
technologies, where innovation depends entirely on large-
scale, sophisticated 'R & D'. In this R & D industry
the work ethics of scientists derive from industry,
private and state-supported, rather than from academic
science. Here entrepreneurical science and shoddy
science occur when a contractor develops a big enterprise
which is performing mission oriented research in a field
where money is plentiful and control is not rigid.
'Reckless science' occurs when the influence of runaway
technology is to create a drive to produce new technical
powers whose dangers are brushed aside or seen as the
responsibility of others.93 Finally, 'dirty science'
occurs when scientists are engaged on projects, "Whose
intended application lies beyond the pale of civilized
practice and morality“.9u This occurs particularly in
the development of military technologies such as atomic,

biological and chemical weapons, according to Ravetz.
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Accompanying all these problems of industrialised
science are serious problems of both moraleand morals
which confront modern science, according to Ravetz.

The traditional image of the noble scientist doing work
of the highest moral status and offering the products of
his work freely has become outdated and is being replaced
by an image of scientists as scientific manpower. As
Ravetz puts it, "But such manpower units cannot be consid-
ered as scholars, and any propaganda that projects the
image of the typical scientist as an independant searcher,
following his own path in the exploration of Nature, is
now worse than false: it is a bore." 22

This analysis by Ravetz of the context and problems of
modern science serves as a useful reminder that the
traditional philosophical views of science tend to have a
narrow focus and frequently ignore the context of indust-
rialised science. We have seen so far that, in apparently
esoteric areas of academic science, controversies can arise.
The sociology of science studies have shown the importance
of tacit knowledge in the conduct and conclusion of these
controversies. They'have further shown that the mechanisms
of closure of scientific controversies depend on a process
of negotiation. Philosophical models of science have
shown the importance of criticism as a part of scientific
activity and the equal importance of mechanisms to
moderate this criticism. Even within academic science it
is possible that over-criticism and under-criticism may
occur. What does this mean for science which is related

to policy issues? Before proposing an application of the
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models so far developed in a context of esoteric science

to the areas where science has policy implications, it
will be useful to borrow from Ravetz some definitions which
he makes of the various types of problem in which science
can be involved.

In his analysis of modern science, Ravetz makes a
threefold distinction between the types of problem in
which science can be involved. These are 'scientific
problems', 'technical problems' and 'practical problems'.96
He makes the point that, in one sense, the activities
aimed at solving any of these problems could be called
'science' in that their work consists of problem-solving
on intellectually constructed objects and there is no clear
demarcation between the methods used in any of these
situations. The important distinction between these
areas of modern science does not lie in the character of
the activities themselves, but in the relation of these
activities to their goals, functions, and purposes.97
These categories are defined as follows: the task has a
goal which is conditioned more or less strictly by the
function which will be performed by the result of the
accomplished task; this is in turn governed by the
ultimate human purposes which are expected to be served

98

by the performance of that function. For the purposes
of the distinction between the different types of problem
Ravetz concentrates on 'objective' final causes, ignoring
the 'subjective' ones which include the individual

scientist's own personal purposes for performing the task.

To make the distinction Ravetz identifies the task itself
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as the investigation of the problem and the goal of the
task as the solution of the problem. He then asks to
what extent are 'functions' and 'purposes' involved in the
specification of the goals of this sort of task.

The goal of 'scientific' work is the establishment of
new properties of the objects of inquiry, and its ultimate
function is the achievement of knowledge in its field.??
In this case higher final causes are not so influential.
The function to be performed by the solved scientific
problem, that is the contribution of new results for the
advancement of the field, conditions the work only in a
general way, through the controlling judgements of
adequacy and value. The investigation of the problem may
chanze course in mid-stream and, in this case, the solved
problem will perform a different function. The ultimate
purposes to be served by the 'scientific' problem are
guite remote, diffuse and unpredictable in detail.loo

For 'technical' problems the function to be performed

104 The goal of the task is

specifies the problem itself.
fulfilled, and the problem solved, if amdonly if the
function can be adequately performed. However, the
purposes to be served only condition the work on a tech-
nical problem in a general way. Technical problems may
be concerned with producing a device or a commercial
product, or they may represent subsidiary problems within
scientific research itself, for example the making of
tools. Technical problems have less freedom to evolve

than scientific problems because the function which is

externally assigned cannot easily be altered if some
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unexpected possibility or difficulty appears in the course
of research. The function is also specified in a more
detailed fashion with each of its aspects being assigned
some standard of adequacy to perform. With the function
and criteria of quality assigned externally, practitioners
of technology do not have the freedom which scientists

have to ignore aspects of a problem that do not suit

their tastes.lo2

An example which Ravetz gives of a technical problem
is the creation of a new model of aeroplane.lo3 A
particular function will be identified for the plane to
perform and a technical problem exists when a model has
been proposed and this is defined in detail in terms of
the operating characteristics which the model is expected
to have. It is emphasised by Ravetz that, while the
ultimate purposes and the immediate functions of technical
problems are very different from those of scientific
problems, the goals of individual tasks can be similar,
and the methods of work nearly identical.lou

According to Ravetz, while scientific results can give
rise to technical problems and technical problems can give
rise to subsidiary scientific problems, it would be danger-
ous to the intezrity and survival of science if it were
forced to get its inspiration exclusively from the problems

105 This is because the

posed to it by technology.
creation of a new scientific problem cannot be managed in
an institutional manner as neatly as the exploitation of

results.

-126-



Quality control mechanisms for technical problems are
different from those of science.106 The adequacy of
technical solutions is judged in relation to performance
and the value of the work is assessed in terms of the
benefits accruing to the person or organisation sponsoring
the work. In contrast, scientific solutions are judged
by criteria of adequacy set by the scientific community
and aimed at judging the adequacy of the argument and of
the evidence involved in a piece of scientific work.

The criteria of value by which scientific problems are
Judged assess the contribution of the solved problem to

the advancement of knowledge of the object of inquiry in
the field, and its contribution to the solution of problems
outside the given field. Additionally, the personal
value which the problem solution represents to the indiv-
idual scientist performing the work may be considered.

Practical problems are the most complex and difficult
to solve of the three types of problem which Ravetsz
describes. They are also the ones of most interest here.
In this class of problem, the ultimate purpose of the task'
determines the goal. They are defined as: "A statement
of a purpose to be achieved, whose means are to be estab-
lished as the conclusion of an argument, with a plan for
its accomplishment".lo? The problem is brought into
being by the recognition of a problem-situation that some
aspect of human welfare should be improved, according to
Ravetz. These problems involve intellectually constit-
uted objects and can give rise to subsidiary technical and

scientific problems. Their solution, Ravetz claims, will
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usually  require a large-scale project. He identifies a
cycle of investigation through which practical problems
progress, consisting of five phases: definition;
information and argument; conclusion and decision;
execution; and control.108 The information and argument
phase will consist of an inquiry of a scientific sort
whose results will form the basis for a decision on the
best method for achieving the defined purpose. The
crucial difference between this cycle of investigation and
those of technical and scientific problems is the way that
ultimate purposes determine the goal itself in a practical
problem, while in science they remain remote and diffuse,
and in technology become just part of the criteria for
controlling judgements.109
The definition of the problem in the practical case
has a significant effect on the later stages of the inves-
tigation and is different to problem definition for scient-
ific and technical problems. In science setting the
problem involves the tentative specification of a con-
clusion about, 'Artificial objects in a self-contained

110 and, for a technical

universe', according to Ravetz,
problem, it involves imagining a device to perform a
pre-assigned function. For a practical problem, the
specification is of a state of affairs in human society

Lt All of the controlling

which does not yet exist.
judgements in a practical problem involve a multiplicity of
factors which is difficult to assess. An important point
which Ravetz makes is that the statement of the goal of

the problem, and of the controlling judgements, presupposes
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a social and moral philosophy or an ideology. This
ideology will then influence and limit all the later
Phases of investigation, argument and decision.ll2

As Ravetz points out, for a practical problem there is
no consensus on the criteria by which quality or success
are judged. In science the members of a small community
associated with a field usually develop appropriate
criteria for their work. This process is illustrated in
the sociology of science studies discussed earlier. In
technical problems the criteria are supplied by the object- -
ive test of performance of function, and of commercial
success. Since practical problems affect a variety of
people in a variety of ways, however, agreements on
criteria for assessing the problem solution will be
elusive. With radically different perspectives on the
problem, different groups may even interpret the words
used in the description of the problem in very different
ways, and debates over practical problems will inevitably
lead to participants talking at cross purposes. ‘Facts’
will be particularly elusive in this type of problem,
according to Ravetz. He suggests that it would be naive
to believe that 'scientific method' can be applied in a
simple and straightforward way to this class of problem.113
This is a conclusion which prefigures some of the argu-
ment which will be presented in the present study.

The role of various professionals in the solution of

practical projects is discussed by Ravetz. These include
‘*technicians', 'practitioners', 'experts', and 'consult-
an‘ts'.114 'Technicians' and 'practitioners' perform
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routine tasks, the former being involved in detailed work
of inspection and regulation and the latter serving
individuals to improve their welfare, according to Ravetz's
account. 'Experts', in Ravetz's terminology, are not
restricted to routine tasks, but study genuine problems,
involving the exercise of judgement and the drawing of a
conclusion from an arzument. Working for a client, they
may suggest a decision and leave the execution to him, or
they may undertake that work as well. The expert, for
Ravetz, is distinguished from the 'true professional' in
that he is an employee of a firm, accounting to his
superiors there who have the power of penalty and reward
over him. His answerability to his clients is very
slizht, and to his colleagues in his specialism not much

115 This is the crucial difference for Ravetz

creater.
between the 'expert' and the 'consultant' who is an
independant agent ostensibly offering the same service as
the expert.

As 2avetz points out, when disputes arise over the
practical aspects of some types of technical problemn,
where a person or group consider their welfare to be
nezlected or impaired, experts are called in by both sides.
In this case the role of the expert is like that of an
advocate, according to Ravetz, although they do not have
the sophisticated etiquette and ethic of the legal
profession, where a man can argue for his client without
losing his own integrity.llé The expert tends to argue

as a scientist, establishing his conclusion on supposedly

known and irrefutable facts. A serious problem arises
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from this role of experts which Ravetz identifies as the
need for decision makers to place some reliance on experts'
conclusions and recommendations, when the reliability of
these are subject to severe limitations.ll? A development
which is highlighted by these situations is the way that
problems, once seen as technical, have begun to be seen in
their practical aspects. Examples of these, which Ravetz
provides, are technical developments which produce pollut-
ion or which intrude on the human environment in other
ways.

In comparing technical with practical problems, Ravetz
contrasts the great successes achieved with technical
problems with the failure at solving practical problems.

An example of technical success which he gives is the
space race. Here, the ultimate purpose, the enhancement
of national prestige, was simple and established by decree
of national leaders. From this purpose the choice of
goals was also simple and work could proceed on purely
technical problems. Practical problems are unlike this,
however, in that they cannot be reduced to a matter of
technique. Significéntly. Ravetz argues that, "The
deepest and most urgent practical problem-situations

are not discovered or invented; they are presented to us,
frequently against our desires, by the processes of human
history acting through time up to the present." 118

The solution of practical problems is fraught with'a
multiplicity of 'pitfalls', according to Ravetz, and the
danger from these is that the purposes served by the

solution can turn out to be quite different from those
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intended. He gives some examples of pitfalls charac-

teristic of this type of problem. A problem in the
inquiry stage is that, if the conclusions of the inguiry
are simple, they are likely to be over-simple and, if they
are subtle and detailed they are likely to be inappropriate
as the basis for a decision. Furthermore, the inquiry
stage can be conducted within the framework of a partic-
ular ideology which may result in the conclusion being
determined before the work even begins. Another pitfall
in this early phase is the imposition of excessively high
standards of adequacy on the work, so that a lengthy and
expensive research programme is needed before any decisions
can be made. In a large practical project one pitfall
that can arise occurs when the project is broken down

into a multitude of routine tasks, governed by a hierarchy
of decision and control. The problem here is that the
acgregation of tasks, as they are articulated and then
controlled by a bureaucracy, may come to be governed by
goals which are contrary to the original function. 2
Finally, Ravetz argues that there are some practical
problems which are simply incapable of solution., 1o
Practical problems, the role which science plays in then,

and the effect which they have on that science, are

the concern of this study.
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L .4 Criticism in Policy Relevant Science.

When scientific work is closely related to policy
issues, for example when concerned with the solution of
practical problems, the effect that policy implications
may have on the level of criticism involved in the science
may be very significant. It has been pointed out, by
Ezrahi, that there can be various degrees of agreement
within the respective groups of scientists and policy
rnakers.122 Four possible situations are identified:
agreement on policy objectives with scientific consensus;
acreement on policy objectives without scientific consen-
sus; scientific consensus and disagreement about
objectives; disagreement about objectives coupled with
scientific dissensus. The aim of Ezrahi's discussion of
these various situations is to show that the roles and
uses of scientific knowledze in public policy will be
different in each of them. This point will be further
discussed when considering the role of expert advice in
the policy process (cf.Chapter 5). An important point
which Ezrahi makes is that for any particular issue
shifts can occur between these four possible situations
of consensus and dissensus within the two groups. Thus
it is argued that the issue of the use of intelligence
tests in education policy in the USA shifted from a
situation of agreement on both policy objectives and the
scientific validity and interpretation of tests to a
situation where the objectives of applying intelligence

tests became controversial and, finally, to one where
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the consensus on educational objectives, as well as that
concerning the validity and interpretation of tests,
broke down.

The four situations which Ezrahi describes can be
related to the concepts of over-criticism and under-critic=
ism developed in this study. In a situation where there
1s dissensus over policy objectives and dissensus amongst
scientists, experts will tend to become advocates for
particular policy options, using technical arguments to
defend their positions, as Collingridge's model describe%?3
(cf.Chapter 2 above). In this situation, experts with
rival institutional backgrounds will be highly motivated
to 'win' the debate. Furthermore, as 'practical problems'
almost invariably transcend the boundaries of scientific
specialties, all the problems of cross-specialty compar-
ison and criticism described earlier will arise. With
experts from different cognitive and institutional back-
zrounds supporting different policy options, and backed up
by agencies with vested interests in these different policy
options, a situation of over-criticism will arise.
Theoretical and experimental aspects of each side's case
will be subjected to an inordinately high level of
criticism.

This criticism may be destructive in the sense that
while one theory is vigorously criticised, no alternative
theory is proposed. Or it may appear to be constructive,
based on the advocacy of an alternative theory. Even in
this case, however, over-criticism can lead to chaos and

stagnation through the problem of 'unresolved criticism'
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as described above. With both sides equally highly
motivated, both theories may be subjected to an excessive
level of critical scrutiny and, since all theories have
some counterinstances and all experimental results can be
questioned, the debate may stagnate with neither theory
reaching a state of acceptance by both sides. This
problem may be further exacgerated by the proliferation
of theories leading to chaos as they are all vigorously
criticised.

As consideration of findings in the sociology of
science and the philosophy of science shows, in esoteric
areas of science some empirical data must be accepted
and some theory taken as the best available to allow
problems to be solved and science to progress. However,
in policy relevant science these agreements are unlikely to
be achieved without a prolonged and agonising battle, if
they can be achieved at all. Since the mechanisms for
controlling criticism are social, as the sociology of
science studies discussed earlier show, they will be
difficult to apply where scientists have different
coznitive and institutional backgrounds. Add to this
hirh levels of financial and other support for rival views
by agencies with vested interests in rival policy options,
and these arguments will be very elusive. See Figure 1.

Under-criticism will occur when there.is a consensus
on what policy options to adopt. This will happen in two
of the situations which Ezrahi describes, where there is
consensus on policy objectives combined with scientific

consensus and where there is consensus on policy
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objectives with scientific dissensus. there policy
consensus coincides with scientific consensus, providing
expert opinion supports the chosen policy option, there
will be no motivation in the political arena to seek out
alternative expert. views, or to fund critical research.
Without alternative scientific advice, policy-makers will
have a poor idea of the reliability of the scientific
claims which are being made. This can have very serious
implications if the advice which has been received also
happens to have been based on work which was under-critic-
ised in the scientific arena. In this case the advice
may be of very dubious reliability. This need not always
be the case, criticism may have occurred within the
scientific arena and one theory may have emerged as the
best available. However, policy-makers will not necess-
arily be aware of this, so they will have a poor idea of
the reliability of claims which appear consensual, and
furthermore these claims may in fact be of very dubious
reliability.

The second situation where under-criticism may occur
is where there is conéensus in the policy arena but
dissensus amongst scientists. In this situation
dissenting scientific views which do not fit in with the
chosen policy option will not get an airing in the policy
arena, since it is not in the interests of any of the
political groups involved to support or publicise these
views. Thus, only the scientific advice which supports
the policy consensus will be accepted and publicly supp-

orted in the policy arena. This will again lead to a
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poor assessment of the reliability of this advice as it is
under-criticised in the policy arena and the advice may,
in fact, represent the least accurate or valuable of the
available alternatives. See Figure 2.

Just as particular issues or problems may undergo
shifts in the situation of consensus or dissensus in the
policy or scientific arenas, as Ezrahi has shown, so they
may move between situations of under-criticism and over-
eritieism. For example, the second case of under-critic-
ism may not exist for long, as dissenting scientists may
force their views upon the policy-makers forming themselves
into a pressure group advocating a rival policy option.
(Some scientists are more willing to do this than others)%zu
In this case, there will no longer be consensus in the
policy arena and, depending on the strength of the diss-
entinz group and their ability to attract allies and
resources, an over-critical situation may develop.

Finally, the fourth situation which Ezrahi describes
is,that where there is consensus amongst scientists but
dissensus with respect to policy objectives. First of all
this is a situation which is unlikely to occur very often
since: "The sophisticated public servant knows not only
that there is 'another' point of view on almost any
scientific issue which bears on an important policy
question, but he knows quite matter of factly to whom
to turn to get it." 125

This point is reinforced by Clark who, in explaining,
'Yow to exploit expert advice,' gives specific guidelines

126

on how to, 'Choose the right expert'. In the unlikely

~138=



ADITOd ONV HONAIDS NTIMIZE NOILOVHIINI HHIL 40 TACOW TVOILIHO-HHANA 'Z HYNDIA

...]_39_

N\
7
anTeaA pue
Koenbape 90U TOQ
Jo < uTt
juswssasse WSTOTLTID
1004 ~49pull NIO0M
OTJITIUSTOS
SWTBTO JO BUS IR SUTIUISSTD
3 1n0 }9as 03
K3TTTQBTITAI KotTod
e | Jo | L] ut ootape [(]UCTHEATAON O | fsnsussuog
ssasse OTITIUSTOS £o1TO
ATTaessa09Uu pchom .M.p%o. a HIOM A5TTO4g
;i WS TOT3TJIO PTHEIN0 ROD
uotielraadasjut .:pmwzb BUuT3USSSTp
paaInoAeJy 90USaTOS asToTTgqnd
01 UO YO3BT — uTt /230uwoxd o3
saajew-£o0TT0d WSTOT3TID UOT3BATIOW ON

A



event that this situation should arise, and Ezrahi gives a
number of examples which he interprets in this way, the
scientific advice is unlikely to be of any use in the
policy process since the political debate will not be over
the scientific aspects of the issue. This point is made
by Ezrahi and examples are provided to illustrate it.lz?
In the fluoridation controversy, for example, while there
may be consensus amongst scientists on the effects of
fluoridation on the human body and on the effects of
artificially adjusting the fluoride content of the public
water supply, disagreement may occur at the political level
over the right of an individual to choose what he consumes,
and over the level at which this decision is taken.

This is Ezrahi's own interpretation of the fluoridation
controversy, though it seems unlikely that this situation
of consensus in the scientific aremawould persist for long.
With powerful interests keen to challenge every aspect of
their rivals' political argument, dissenting scientific
advice would no doubt soon emerge.

One further point should be made about Ezrahi's
examples of the situation where there is consensus in both
the policy arena and amongst scientists. The examples
given are those of the Manhatten project and the Apollo
programme. As Ezrahi points out, these are usually given
as illustrations of the success of scientific knowledge
when applied to public policy. However, as Ezrahi admits,
in these cases the problem can be defined as technological
and they are rare occurrences.128 These particular

examples are also referred to by Ravetz who also
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categorises them as 'technical problems'.129

The type
of problem which we are more concerned with in this study
are the more common and more problematic 'practical'
problems. Froblems only have this technical character
when their objectives are clearly defined and agreed.upon
and when they are based on the application of established
scientific or technical knowledge. In these cases the
purposes to be served are defined simply and are agreed
upon. The problem coulé then be defined in terms of a
function to be performed and a technical project was
undertaken to produce a device to perform that function.
As will be seen from the analysis of case study material
in this study, while agreement on policy objectives and
amongst scientists is a necessary condition for a problem
to have this technical character, it is not a sufficient
one.

A point which Ravetz makes about practical problems
is that many of the particular sciences relevant to their

solution are 'immature'.ljo

These sciences are, in early
stages of their development, such that disagreement can
still occur on the fundamentals of the field. Thus, part
of the difficulty in solving practical problems stems from
the immaturity of these sciences, enabling controversy to
occur amongst experts. The proponents of the 'Finalis-
ation thesis' also argue that there are stages in the
development of a science when it is more amenable to the
imposition of goals from the political arena and stages
131

where this external goal setting is inappropriate.

In contrast to Ravetz though, they argue that the
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pre-paradigmatic stage in the development of a science is

a time when it is amenable to the imposition of external
goals, along with a post-paradigmatic stage. It is argued
however, that if external goals are imposed on a science in .
the exploratory phase, then the result will be what they

132

call 'Functional'research. That i1s, research which

cannot draw on causal theories and which provides no
explanation of a problem. The development of therapy
programmes in clinical cancer research and environmental
protection programmes are given as examples of this type

of research. It is argued that the 'paradigm artic-
ulation' phase of disciplinary development is characterised
by an 'internal' research programme which determines the
range of choice of problems and objectives and which is,
therefore, incompatible with 'external' problem-orient-
ation. A link between research and external problems

only occurs in this phase if the internal research front
coincides with external problem-orientation. Finally, it
is argued that, in the 'post-paradigmatic' phase of
disciplinary development, the 'internal' rules within a
field are so weakly selective that theory developments

can proceed in accordance with 'external' guidelines.133
For these authors, then, this final phase is the most app-
ropriate for the imposition of external goals on to a
science. A further argument which they make is that the
harnessing of a particular science to political goals will
influence the development of that science. This thesis
has been explored with respect to Toxicology by Coles,an

who concludes that external policy goals have had a
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profound effect on the social organisation of the science
and on aspects of its cognitive content, but this
influence can work in a number of directions. It has
been argued by Weingart that, when political goals are
imposed on science, it is the problems which are ad justed
to fit the existing organisation of science, rather than
the reverse.135

While the stage of development of disciplines, and
particularly the involvement of immature disciplines,
may accentuate the problem of disagreement, one of the
aims of the current study is to suggest that character-
istics of *hard', ;mature' sciences which the above
discussions of work in the sociology and philosophy of
science draw out, combined with characteristics of
'practical' problems, produce serious difficulties in
attempting to apply science to policy. In the
perspective presented in this study the problems
associated with immature disciplines are an additional
irritant to a more serious problem of mis-match between

science and the needs of policy makers.
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CHAPTER 5. SCIENCE IN THE POLICY PRCCESS

5.1 Introduction

The discussion so far has concentrated an the implic-
ations for science of its involvement in policy questions.
The present chapter will discuss the other aspect of the
interaction between science and policy; namely the role
which science plays in policy formation. If the 'over-
critical' and 'under-critical' models are accurate descrip-
tions of the way in which science has behaved and predict-
ions of the way in which it will behave when faced with
policy issues, then these models have serious implications
for the role which science can play in policy-making.
Before discussing the various roles which science may play
it will be necessary to say something about the nature of

the policy process.

5.2 The Policy Process

In discussing policy I shall follow Heclo in assuming
that policy can consist of what is not being done as well
as what is being done.1

The literature, or rather literatures, on the policy
process and policy-making are enormous and I shall not
attempt to review them here. The justification for this
is that a number of reviews already exist and a lengthy
discussion of those literatures here would not add anything

2 Wnat I

to the thrust of the argument in this thesis.
shall do in this chapter is to make explicit the sort of

model of the policy process which underlines the analysis
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of case’ study material presented here.

Researchers contributing to the long runnins debate
over the various dimensions of power, have given a con-
siderable amount of consideration to the question of the
nature of the policy process. One model of this process
which is particularly useful is that provided by Van der
Eijk and Knk.3 Their main concern is with the process of
agenda formation and, particularly, with elucidating the
concept of non-decisions first proposed by Bachrach and
Baratz.u The policy process model which they employ is a
refinement of the one presented by Bachrach and Baratz.5
The model represents the policy process as a linear path
consisting of various stages with barriers between them.
These staces are agenda-formation, decision-making and
implementation. The process starts with 'wants' which are
"....opinions, interests, ideologies and similar ideas and

attitudes which are cognised in a non-political way,"

(emphasis in original).6 Wants become 'demands' when

they are politicised, that is, when an individual or group
perceive them as necessitating action by those with respon-
sibility for making poiitical decisions and when this
perception is voiced publicly. 'Issues’' are then demands
which are recognised by the decision-makers as problems

to be decided upon: "...they are demands which become part of

-7 S0 the process by

the agenda for decision making .
which wants become demands and demands become issues is the
acenda-formation stage of policy-making. The next stage,
the decision-making stage, produces decisions. These may

be decisions to act, to delay action, or not to act at all.
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Finally, there is the implementation stage from which the
outputs of policy are produced. As we saw earlier in
Ravetz's discussion of practical problems, these outputs
may be quite different from those intended by the policy-

makers or by those who made the initial demands on policy-

makers.8

In Van der Eijk and Kok's model the various stages
outlined above are separated by barriers. The first
barrier is that which prevents wants from being converted
into demands. Causes of this prevention can be)'...values,
beliefs and myths that the dominant portion of the commun-

ity embraces."9

These act to suppress grievances which
conflict with prevailing norms or which are at odds with
the dominant view of what constitutes a politically

10

legitimate issue. That is, they make certain want-

11 other

demand conversions legitimate and others not.
causes may be lack of knowledge, anticipated reactions of
others, and actions by other actors to prevent the
occurrence of organisational structures conducive for
want-demand conversions.12
The second barrier is the prevention of issue form-
ation and demand perversion. This is where procedures,
customs and organisational devices select out only those
of the many competing public demands which decision-makers
are prepared or compelled to consider for decision.?
At this stage demands may get converted into issues but
they may lose part of their original character or become

moderated by combination with other demands: this &8s

demand perversion.
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The third barrier is the decision-making process.
Here, the outcome of the process may be victory or defeat
for a particular issue, but again issue-perversion can

occur for example when a 'rider' is attached to a proposal

for decision.ll‘L

The fourth barrier is implementation, during which
values, procedures and customs are all operative in

restricting or re-shaping stated policy.15

Figure 3 Van der Eijk and Kok's Barrier Model 16
of the Political Process.
wants . demands . 1ssues . decisions 3 outputs
barrier 1 barrier 2 barrier 3 barrier 4
want-demand demand- decision implement-
conversion issue making ation (inter-
conversion (victory, pretation,
(ie.issue- defeat, non-enforce-
demand- modification) ment)
perversion)
Van der Eijk and Kok define as nondecisions,"...all

those instances where behaviours and/or social processes
result in preventing a want from reaching issue-status,

e 17 Now, because the present

that is, agenda-status.’
study deals with problems which have all reached issue
status, the category of nonQdecisions is not of prime
interest here. However, that is not to say that it is not
relevant, and the processes by which the present issues
have achieved agenda status may elucidate phenomena

relevant to the consideration of non-decisions.

An important phenomenon to be aware of when employing
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a linear model such as the one described above is that of
feedback. Both Bachrach and Baratz and Van der Eijk and
Kok discuss this phenomenon, if briefly.18 The former
authors point out that a particular policy choice may
result in the formation of new groups or the destruction of
0ld ones, it can also affect values, beliefs and inputs.
It can result in the modification of procedures and
rituals. In all these ways policy choices can alter the
structure and functioning of the political process.
Van der Eijk and Kok point out that, in addition to these
effects, the outcomes of policy choices can affect wants
and, in fact, are one of the major determinants of wants.
Furthermore, agendas are partly determined directly by
policies and outputs. *Decision makers do not merely
react to those wants that gain enough impact and support
to develop into issues, they develop issues by themselves.“19
Thus, political decision-makers are not impartial arbiters
of disputes but are active participants in agenda-building.
“Jith incremental decision-making successive agendas will
overlap so that many new demands cannot achieve agenda
status as other issues partially decided on still fill the
agenda.zo It may also be argued that the outcome of a
particular policy may well represent an issue in itself
which needs a decision and the development of a new policy.
Related to the phenomenon of feedback is the issue of
sequence. The linear model sueggests that each stage
occurs in a strictly chronological sequence. However,
since outcomes of the implementation process may feed back

into any of the earlier stages , an iterative process:may
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well occur. Here implementation may produce a new issue
which is then decided on leading to a new phase of imple-
mentation which again feedsback into decision-making and so
on. In this case implementation and decision-making or
implementation and agenda-formation may well occur side by
side and need not follow in a strictly linear chronological
sequence.

The advantage of this model, and the justification for
applying it, is that it recognises that policy-making
involves more than just the decision-making phase. Some
types of policy analysis tend to treat policy-making just
in terms of the decision phase and they miss the important
role in policy-formation which agenda-formation and
implementation pla;y'.21 In the context of the present
study this is important because it raises the question of

the role which science plays in these various phases.

5.3 The Role of Science

In an earlier chapter it was seen that a positivist
model of the role of experts in policy-making must attrib-
ute disagreement amongst these experts to bias.22 The
model views experts as neutral providers of unproblematic
information. This model underlines two views of the
relation between science and palicy which were once preval-
ent and which still underline much thinking about this
relation. These views have been dubbed by Habermas the

‘Technocratic Model' and the 'Decisionistic Model'.23

The technocratic model holds that the decision-making power
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of the politician has been usurped by the scientific
analysis and technical planning of the expert. According
to Habermas, in this case political power has been reduced
To rational administration and this can only occur, he
argues, at the expense of democracy. This technocratic
model has been described by Ezrahi as 'Utopian Rationalism'ﬁm
According to this interpretation of the model the policy-
making process can, and should, be adjusted to ensure the
maximum assimilation of relevant knowledge into the decis-
ions made and actions taken to carry them out. Here
political aims and considerations in the making of policy
are regarded as obstacles to be overcome on the way to
prosressive rationalisations of decisions and actions.

The decisionistic model involves a clear distinction
between the rational scientific approach of the expert
and the necessarily irrational aspects of values, goals,
and needs, among which politicians must decide. On this
model experts can provide rational advice but decision-
makers must ultimately decide between competing value
orders and convictions which escape compelling argument
and remain inaccessible to cogent discussion. Elsewhere
this model has been described as the 'Democratic Paradigm%?
In 1931 Harold Laski, warning against technocratic tend-
encies, argued that questions of policy can be disting-
uished from technical questions and advocated that experts
should provide only technical information, having no
greater influence on the selection of social goals than

26

any other citizens. Similar warnings are still made by

policy-makers who continue to expound the virtues of the
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democratic paradigm. For example, in 1977 U.S.Secretary
of Defense, Harold Brown, warned against ‘expert

advocacy':27

"If in the guise of analysis and exposition, an
expert becomes an advocate for a particular
decision, he sometimes may have his own way, but
only by substituting his own judgement for that
of people.who have the responsibility for decisions
and who might weigh values differently if given all
the facts, and whose judgement may be better."®

This model has been elucidated by Clark who emphasises
the assumption that technical questions, for which in
principle there are determinable answers, and questions of
policy which involve value judgements and for which there
can be no scientific answers, can be clearly separated.28
The resolution of a technical question is the scientific
answer, whereas the resolution of a question of policy is
a political choice, according to this model. The decision-
maker is left to make a decision between competing value
orientations.

While some scientists, frustrated by the operations of
the political system, may long for the technocratic model
to become reality, and some social forecasters may see it

129 most policy-

paving the way for ‘the end of ideology
makers still appear to accept the 'democratic paradigm',

at least according to Hadden.jo Certainly, public pro-
nouncements by policy-makers suggest that the positivist
model of objective scientists providing pure information

is alive and well. For example, during the American
debate on the Anti Ballistic Missile in 1969, Assistant
secretary of Defense, David Packard, said of his sources of

scientific judgement: "I do not consider that when you are
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involved with scientific matters it is important whether
you have people outside the Defense Department or not.
Scientists, to me, are objective about such matters." 31
Apparent acceptance of this model is not restricted to
policy-makers. Policy analysts can be found comparing
the rational character of science which is concerned with,
“The discovery of general truths or the operation of
general laws discerned over time through systematic
empirical observation," with the, *irrational, non-objective
and illo.ical,"” characteristics of politics so that there
is, "Little wonder, therefore, that the language of
politics seems so alien to the coollogic of the analyst
or to the rigorous empiricism of the scientist“.32

As Russell has shown the decisionistic or democratic
paradigm model has been apparently operationalised in the
field of risk assessment with the repeated assertion of a
distinction between the 'estimation' of risk which is seen
as an objective scientific activity and the 'evaluation'
of risk acknowledged to be a matter of social and personal
value judgement.33 Here, the role of the expert is
claimed to be restricted to estimating the level of risk
and presentinz this information to the decision-maker who
must then decide on the acceptability of this level of risk.
Applying the models of Habernas in this context, Russell
argues that while the decisionistic model is explicitly
endorsed in public statements on risk assessment, this
represents a mystifying ideology while the reality of the
risk assessment activity follows the technocratic model in

the sense that outcomes are chosen and rationalised as
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objectively necessary outside the political sphere.34

This example serves as a warning that, while policy-makers
and experts may appear to accept the democratic paradigm in
their public statements, the reality of practice in a

given situation may not conform to this model at all.

Both the technocratic and the decisionistic models
portray experts as neutral providers of information. In
the former model the logic of this information is able to
replace the irrational processes of political decision-
making. In the latter model experts provide scientific
information and policy-makers are left to make decisions
between different sets of values in the light of this
information. This view of experts roles has already been
shown to be inaccurate by Collingridge whose own model
characterises experts as advocates, as we have already segg.
The two models are rejected by Habermas on the grounds that
they are not adequate descriptions of reality and that one
denies rationality while the other denies democracy.36
The democratic paradigm is also criticised by Clark and
by Hadden.j? They both argue that it does not represent
an accurate description of reality, however Clark seems to
advocate the democratic paradigm as a normative model by
which to judge the quality of expert advice in specific
cases. According to Hadden, who reviews a large amount of
empirical work on the role of technical advice in policy-
making, with respect to the democratic paradigm, "A large
body of literature attests to its inapplicability."38

Wwhile Habermas rejects the technocratic model as not

adequately describing reality and as denying democracy

-154-



Ezrahi criticises the equivalent Utopian Rationalism as only
being applicable to a situation which is very rare in the
relation between science and politics.39 That is when
there is both agreement on political objectives and scient-
ific consensus.

The technocratic and decisionistic models can be seen to
be inadequate as descriptions of reality, In addition
it can be seen that any model which sees the role of science
in policy to be that of a provider of neutral information
is inadequate. There are a whole host of other roles which
science can play in the policy process. For example,
Brewer provides a list of uses to which a policy analysis
may be put in the policy process and these may equally well
apply to a piece of scientific research.uo The uses which
he suzgests are as follows: problem framing; attention
directing; bounding and narrowing the options; option
testing; posturing; eyewash; whitewash; destruction;
postponement. Amongst the roles which have been observed
in empirical investigations of the role of advice in policy-
making, "Perhaps the most widely accepted proposition
stresses the use of technical advice, either as a means of
justifying decisions made on other grounds, or as a means
of depoliticising or delaying a controversial decision,"
as Hadden shc:'ws.“'1 The justificatory role of advice is
observed, not just by Hadden and the authors she reviews,

: . L L
but also by Ezrahi 42, Nelklnaj, Weingart ~, Clark 5,

Cahn 46' and others.
To replace these unsatisfactory models Habermas

proposes a 'Pragmatistic model' in which the strict
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separation between the function of the expert and the
politician is replacedby acritical interaction.u? This
model is intended not to deny rational input whilst being
essentially linked to a democratic order. However, the
model is not clearly worked out. In a similar way Ezrahi
advocates 'Fragmatic Rationalism' as a replacement for the
inadequate 'Utopian Rationalism' ma::ﬂdel.L"8 The pragmatic
rationalist is concerned with how knowledge can best be
incorporated into political decisions and how the knowledge
appropriate to the rational attainment of substantive ends
can be combined with the objectives of maintaining and
increasing political power. .This model accepts the
inevitability of political ingredients in the making of
policies. It also acknowledges that political consider-
ations are not confined to the substance of the policies
chosen, but are present in the decisions about what
problems or conditions are to be dealt with. Most
significantly this model accepts that the level of agree-
ment or disacreement within therespective groups of scient-
ists and policy-makers is important in determining the
roles and uses of scientific knowledge in public policy.
ithen there is consensus in both the political and scient-
ific arenas the role of scientistswill be to assess the
prospective efficacy of measures, according to Ezrahi.
when there is consensus on political objectives but
dissensus amongst scientists then the latter's role will
be to explain the points of their agreement and disagree-
ment providing that they confine themselves to what they

really know. In a situation of consensus amongst wciian
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scientists and dissensus on political objectives, the
scientist should assist politicians to became aware of the
costs and consequences of each of the policies proposed.
In this situation, however, even what is put forward as
uncontroversial scientific knowledge is likely to be
affected by the climate of political partisanship. In
other words the information may not be accepted by all
parties involved. In a situation where there is dissensus
in both political and scientific arenas, the political and
scientific disputes will interpenetrate and aggravate the
controversy. Scientists will become vulnerable and lose

credit previously given to them for dispassionate object-

ivity. Here divergent views will acquire political sig-
nificance, " ...which inevitably invites political assess-
" ag

ment of competing scientific positions.
Since the situation of consensus and dissensus amongst
scientists and politicians will determine the roles which
science plays in the policy process, any changes in the
extent of this consensus will alter the patterns of
relations between science and policy-making, according to
rzrahi. An example of this effect is given in the case of
the debate over IQ testing in the U.S.A.5O. Here, accord-
ing to Ezrahi, the situation changed from one of scientific
and political consensus to scientific consensus combined
with political dissensus, and finally to a situation of
dissensus on both science and policy. With these shifts
came a corresponding shift in the social definition of the

role of the psychologists. Initially they were experts

applying a valid technique, then they were defending and
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reinterpreting the use of tests and, finally, a split
appeared in the scientific community which resulted in
most participatins experts being seen as partisan
advocates.

The pragmatic rationalism which Ezrahi advocates
makes the useful point that the role which science plays
in policy-making will depend on the extent of consensus or
dissensus amongst scientists and politicians. This will
not be the only influence on the role of science however.
As was seen above, the policy process can be viewed as
consistina of a number of stages. It seems likely that
the role which science playsin the policy process will be
different in each of these stacges. It may further be
arzued that the role which' science can, or should, play
is different in these different stages. Some investigatim
along these lines has been done by Weingart who assumed
that the circumstances, under which the public administrat-
ion perceives and defines certain problems and attempts to
formulate programmes to cope with them, determine the

51

function science is to have in the process. He invest-
igated the development of a particular government prog-
amme, the 'Programme for Environmental Protection' of the
German Federal CGovernment, to assess the relative role of
scientific knowledge and political intent in the formul-
ation and implementation of this programme. This he did
by identifying the inputs from three institutional sectors;
the government, the scientific community and the public.

He concluded that in the 'Issue Formation' phase, while

scientific information was important in identifying the
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initial problem, it was factors in the political system
which determined the appearance of the issue. It was also
found that the issue crystallised as a political one in the
Public and in the scientific community at roughly the same
time and in the same way. This led him to conclude that,
while a small part of the scientific community had an
initiating function in the process of issue formation,

it is at the same time subject to a bandwagon effect as

the issue crystallised in the public and political

52

sectors. In the phase of programme formulation Weingart

argues that the structure of political organisation and
administration and the structure of scientific disciplinary
organisation and specialisation act as selective filters
which affect the way a problem is formulated and perceived.
This means that if any scientific knowledge is used in
this phase it will first be subject to the filter of
administrative organisation such that only aspects of a
problem which can be dealt with by existing organisational
units will be considered. Then, only scientific know-
ledse which can be provided by existing scientific
specialties will be proffered. This means that any
scientific knowledge which is made use of will be attempt-
ing to answer a problem with quite different characterist-
ics from the one from which the process was initiated.
Finally, Jeingart argues that when programmes are
implemented into scientific research processes, instead of
their being visible effects of the external direction of
science, what occurs is an " ...anticipatory reduction of

LU 53

complexity". This means that, through the process of
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problem perception and programme definition, the 'external'
political and the 'internal' scientific criteria of
relevance are not allowed to clash. It is also argued
that this mechanism operates with respect to the formul-
ation of political roals insofar as they imply a demand for
scientific problem solutions. This means that programm-
atic ideas are reduced to relatively conservative goals
that do not reach very far beyond the existing potential
of science. This is a very interesting conclusion for it
suggests that the limitations of the problem-solving
capacity of science when applied to practical problems

are allowed for by redefining the problem to fit these
limitations.

The present study will attempt to address the question
of the role which science plays at the different stages of"
the policy process, and to assess other factors which
influence this role. The role which science plays in
the different staces of the policy process will also be
assessed in the light of the models of criticism developed
earlier.54 It will be important to remember that science
may play a very minor role contrary to claims for its
importance. For example, Hadden notes some empirical
support for the proposition that, " Advisor scientists

w55

simply do not have much influence on policy. In her
study of the Anti-ballistic Missile (ABIl) debate Cahn
comes to this conclusion.56 Some interesting phenomena
along these lines are also noted by Clark in his study of

the Supersonic Transport (S3T) debate. He notes that:

expert advice is usually exploited; expert advice is
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rarely useful; expert advice is seldom understood; expert
advice seldom affects decisions; and the real experts are
often not asked.5?

Of particular interest will be the question of the
extent to which scientific information influences the form-
ation of policy. Two predictions can be made from the
models of criticism developed earlier. First, in a sit-
uation of over-criticism the endless nature of the expert
debate will mean that science will have little effect on
the actual choice among policy options in the decision-
making phase. In this case scientific disagreement may
hinder the resolution of the political controversy. In a
situation of under-criticism science will be used as a
justification for particular policy options. With a
policy consensus there will be no motivation to seek out
critical scientific views, so that scientific views will
only be aired in the political arena if they support the
policy consensus. Again choices among policy options in
the decision-making phase will not be influenced by science.
So, on the ﬁasis of these models, theLPrediction is that,
in the decision-making phase at least, science will have
little influence on the policy debate and may even hinder
its resolution. An area where the influence of science
may be important is at the beginning of the policy process
in identifying specific 'wants' and as a tool for making
these into 'demands'. However, in the process of making
these 'demands' into ‘'issues', that is getting them onto
the political agends, the influence of science may again

be limited by the processes of under- and over-criticism.
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CHAPTER 6

SMOKING AND HEALTH:

THE DEBATE AMONGST EXPERTS.
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6. SMOKING AND HEALTH: THE DEBATE AMONGST EXPERTS.

6.1 Introduction.

In an earlier study of the smoking and health con-
troversy in Britain Reevel concentrated on the nature of
the debate amongst experts and the influence of policy
implications on this debate. That is to say, the earlier
study concentrated on what I have called the contents and
context of the debate. This chapter will present some of
the findings from that study. This will enable further
assessment of the content and context argument and will
provide background information for the presentation of
findings relating to the influence of technical experts on
the formation of policy with respect to smoking. The
findings on the influence of science and scientific
experts on policy will be presented in Chapters 7 and 8.

As a full discussion of the debate amongst experts is
given in the earlier study, the present treatment of the
content and context of the smoking debate will be brief.
Furthermore, this chapter will follow the previous study
in concentrating on the issue of the relation between
smoking and lung cancer. Some justification for con-
centrating on this issue is provided by the fact that it
holds a dominant position in the history of the smoking and
health controversy. Further justification is provided by
the similarity of the content of the debate over this issue
and that of the debates over other diseases, 'as well as
the similar contexts of these various debates. Further
discussion of the relation of the lung cancer issue to the
debates over other diseases associated with smoking will
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be given in the next chapter.

The scientific debate over the relationship between
smoking and lung cancer can conveniently be seen as start-
ing in the early 1950s with the publication of the first
results froma retrospective study of the smoking habits of
lung cancer victims by Doll and Hillz. In 1957 the
Medical Research Council (MRC), noting an increase in lung
cancer, looked for causes of this increase3. They argued
that the evidence pointed to a close association between
smoking and lung cancer and that the most reasonable inter-
pretation of this relationship was that it was causal.

The evidence was the retrospective studies mentioned
above, comparing past histories of lung cancer sufferers
and non-sufferers, prospective studies looking at the
smoking habits of defined groups in the population and
studying the causes of death occurring subsequently in the
group, and laboratory experiments which had identified
carcinogens in tobacco smoke. The MRC statement was

endorsed by the British Medical Journal (BMJ), the official

organ of the British Medical Association (BMA), which went
on to propose measures to reduce the smoking habitu.
since then there have been three reports from the Royal
College of Physicians (RCP)5 which represent milestones in
the medical profession's case against smoking.

A rival hypothesis accounting for the accepted assoc-
jation between 