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SUMMARY

This thesis is concerned with the effects intellectual
property, and allied, rights have on the development of inventions
and -innovations in a particular technology.

The scope of legal protection for computer software has, for
many years, been uncertain. Although this has little practical
consequence for software firms developing programs for small,
specialist markets, it has caused serious problems for firms
supplying programs to mass markets.

The thesis can be characterised as one large case study
comprising three parts. First, an analysis of the applicability
and scope of protection provided by intellectual property, and
allied, rights to software; secondly, the results of a compre-
hensive survey, concerning software protection, of firms in the
UK computing services industry; and thirdly, a description of
various technological protection measures that have been written
into programs.

" Computer programs, together with other items of software,
are probably copyrightable.” However, the subsistence of copyright
for computer program works and- the scope of the program copyright
owner's exclusive rights, have yet to be considered in the High
Court. A residual uncertainty exists, and as a result software
firms are deterred from enforcing their rights in court. Many
participants in the survey, and particularly those from micro-
computer software firms, had reservations on the effectiveness of
copyright, and other legal rights, as modes of protection for their
programs. These firms have developed alternative techological
forms of protection. Although a variety of different technolo-
gical measures are used, many are designed to prevent those acti-
vities that effective law would, in most instances, deter.

Previous studies concerning the roles intellectual property
rights play in the process of technological innovation have assumed
that they have no effect on the inventions and innovations deve-
loped. However, for computer software, a perceived lack of effec-
tive legal protection has stimulated the development of, alternative,
technological forms of protection.

KEYWORDS : Innovation, Software, Protection, Law.
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INTRODUCTION

THE PROTECTION OF TECHNOLOGICAL INNOVATIONS

Technological change has, for a long time, been regarded as
having a central role in economic progress.l However, only in
the last 10-15 years or so, has the process of technological
innovation been considered in detail. This process is distinct
from the steps inherent in creating an invention or work. Indeed,
the invention or work can be fhe beginning of a long period of
research and development before it is transformed into a new,
and proven, commercial product, a technological innovation. The
process of technological innovation comprises all the steps, or
stages, f;om'initial conception fo a final, and proven, commercial
product, method etcetera. Thus in ﬁislbook "The Economics of
Industrial Innovation",2 Freeman distinguishes, at the outset,

between an 'invention' and an 'innovation' as follows:

"An invention is an idea, a sketch or
model for a new or improved device,
product, process or system ... An
innovation in the economic sense is
accomplished only with the first
commercial transaction involving the
new product, process, system or
device ..." ‘

Furthermore, he, aﬁcngst others, recognised that the process of
technological innovation requires not only an inventor, the

person ﬁho creates the invention or work as the case may be, but
.also an innovator, product champion, entrepreneur, pﬁblisher or

investor. He transforms it into an innovation, for he organises,

-



and perhaps even finances, its development.

Technological innovation can be characterised as a process
of diffusion, or sharing, of knowledge.‘ The inven;or divulges
details of his creation to an innovator-in order to aftract
investment for its development.4 The innovator, in turn,
divulges details of tke resulting product, process, system or
device as the case may be, to others who may wish to use it, in
order to obtain an economic return from his investment.
Publication is an eésenéial element in the process of technolo-
gical innovation. However publicafion has its risks, for an
innovation has a market value. In the technology of interest
here, the development of an innovation is expensive, requiring
highly skilled manpower, but once achieved, the innova£iqn can
easily, and cheaply, be reproduced. ' The innovator risks ‘one, or
more, of his customers copying the innovation and competing for
his markets. In extreme circumsténces, the innovator may be de-
" prived of an adequate return from his inves:ment.‘ The invention
also has a market value, and the inven;or likewise risks an un-

scrupulous entrepeneur taking advantage of the trust placed in him.

Although the probability'of unauthorised development of
some inventions, and the unauthorised reproduction of some inno-
ﬁatioﬁs, can ﬁe small, it ﬁas long peen feared that without_effec_
tive protection, inventbrs may be deterred from divulging details
of their creations, and innovators,_ih turn, deterred from inves-
ting in them. In either case, the process of technologiégl inno-
vation breaks down. Thus, for over 100 years, inventors and inno-

vators have obtained protection, in law, in the form of 'intellectual



5
property’.

An object of all intellectual property rights is that
inventors are encouraged to publish their work, rather than keep
it secret, secure in the knowledge that should their rights be
infringed they can obtain redress in court. Intellectual pro-

: A L 6
perty rights clso encourage the innovator to invest in the work.

Inteiiectual property has evolved into a number of distinct
right§}:inc1uding Patents and Copyright. - Each protects a parti-
culér type, or types, of information. The intellectual property
owner has, in English law, various economic rights in the infor-

mation, or its expression, recognised by the courts.*

Patents have been accredited a number of functions for the

inventions they protect, including:

(1) they allow the inventor/innovator an econoﬁic
) return on the effort expended in devising his
invention/innovation;8 and

(2) they provide bargaining counters.in exchanges
. of technical information between companies.®

It has also been argued that patent protection encourages the

diéclosure of new and improved techniques.10

Copyright has been accredited a number of similar functions

* Some commentators distinguish between 'industrial property

* rights', patents, trade marks and industrial designs used to
protect inventions, and 'intellectual property rights' such
as copyright used to protect cultural works.7 It will become
apparent that in the technology of interest here, this dis-
tinction is unworkable, Thus the term 'intellectual
property' as used herein includes so-called industrial
property rights and copyright.

10



for the works it protects, and particularly:

(1) it attracts the investment required to produce
the work in the first place;ll

(2) it ensures that the author benefits from the
fruits of his labour;12

(3) it ensures that the author's expended skill and/
or labour is protected.13

Patents and copyright have a central role in the process
of technological innovation, for they provide proteétion for the
inventor and innovator in respect of their efforts, once they
have been published. . It is surpriéing therefore that the role
and effect of intellectual property rights in the process of

technological innovation have not previously been considered.

Most of the previous studies into the process of techno-
logical innovation have assumed that the inventions, works; and
innovations of interest are, at least, capable of intellectual
* property protection.l4 In one sense it is understandable that
these studies have cancentrated on easily-protected creations,
for the principal source of data is patent specifications.ls
However, this source is far from.ideal for it only contains
details of those inventions and innovations that are both paten-
table, and have been patented. It is, in effect,.an incomplete
record of certain types of invention and innovation. It does
not,'for example, contain details of unpatentable inventions,
or ;nose patentable inventions which, for one reason or another,
have not been patented. In his book "Invention and Eéonomic

Growth",l6 Schmookler was careful to point out the limitations of

11



patent data in his study on technological innovation, but he
nevertheless assumed that most valuable inventions and inno-

vations were both patentable, and that they had been patented.l7

This thesis can be characterised as a case study of com-
puter programs, a technology that sits uneasily between the
traditional subject matter of patentable inventions, and the

traditional subject matter of copyrightable wofks.

.A computer program is designed to condition, or otherwise
control the operation of electronic circuits comprising a com-
puter, for some end. It can, for example be a collection of
integrated circuits, an engineering embodiment perhaps capable
of patent protection. It can also be written down in a form

that may attract copyright protection.

It is the d;al n;ture of a cnﬁpu%er program that, in theory
at least, creates a protection problem. There is considerable
uncertainty concerning both the copyrightability of engineé}ing
embodiments of a program, and the scope éf the program copyright
owner's exclusive rights. Also, it is uncertain whether programs;
in any embodiment, are capable of patent protection. The scope

of protection provided by these major intellectual property

rights for computer programs has yet to be clarified.

One of the few published studies, on the effects of law in

the process of technological innovation in the computer software

-

industry, is contained in R.I. Miller's book "Legal Aspects of

Technology Utilization".18 He was not concerned with innovation

) 9
in software per se, rather the 'commercial utilization'1 of

12



software inventions, He was particularly interested in whether,
or not, US intellectual property rights had an enhancing, or
inhibiting, effect on the utilisation of these inventions.20

As part of these studies, in 1973, he conducted a survey of the,
then, small US Software Industry. This comprised a postal
questionna?re to the 46 members of the US Assoéiation of Data
Processing Organisations (ADAPSO).21 The objectives of this

survey were:

",.,.. to poll its membership on the types
of legal protection used for software,
the relative satisfaction with the avail-
able modes of protection, and whether
legal barriers are ever instrumental in
discouraging or preventing the develop=-
ment or marketing of software,"22

From this survey and other data, he concluded that, in general:

"The law has a negligible effect either
as an incentive or as a barrier to the
progress of an innovation from its
reduction to practice until its com-

‘mercial utilization."23 '

Miller considered the process of technological.1nnovation,
from .initial invention to the diffusion of tpe resulting innov-
ation in the market, to be interactive. According to his model,
;market acceptance of an innovation, in turn, led to new inven-
tions, improvements. in the product, and thus new innovations.
However, since he was concerned with the qtilisation of inven-
tions, he did not consider the effecté, if any, intellectual
property rights had on the resulting innovations, - Rather; he
implicitly assumed that whatever factors, or circumstances,

caused the development of a particular innovation, its protection

13



was not one of them. Thus, while the existence, or otherwise,
of effective intellectual property rights did not seemingly
influence the decisién to develop certain software inventions,

a lack of effective protection could have influenced their deve-

lopment, and therefore also influenced the resulting innovations.

In 1977, the US National Commission on ﬁew Technological
Uses of Copyrighted Works (CONTU) commissiohed a survey of the
US computer software industry25 to determine, amongst other
things, whether a lack of legal protection for software had
inhibited software's development. On the basis of 116 replies
to a postal questionnaire sent out to the, then, 308 members of

ADAPSO, it was concluded:

"The typical company relies largely upon

its technological resourcefulness in a
burgeoning industry. It is not parti-
cularly concerned with the protection

of the software that it develops or
purchases and, to the extent that it is,
would prefer to rely upon physical,
TECHNOLOGICAL, and contractual modes of
protection rather than legal monopolies,"26
[Emphasis is mine]

Legal protection may not have inhibited development, but
it certainly influenced software development. The 'technological'
modes of protection referred to above, are the fruits of invest-
ment channeled into software protection. Unfortunately, since
the researchers were not concerned with the effects of inadequate
legal protection, they did not elaborate on what these

'technological modes of protection' comprised.

The hypothesis underlying this thesis is that a lack of

14



adequate, and easily enforceable, intellectual property rights
for software has led to the development of, alternative, techno-
logical modes of protection. Thus, rather than causing greater
secrecy within the computing services industry, a lack of effec-
tive protection had resulted in a technological 'fix', that is,
innovations designed to prevent, or deier, those activities that,
in most instances, effective intellectual property rights could
deter, Particular reference will be made to protection innov-

ations for microcomputer programs.

The thesis discusaés aspects of the relationship between
legal protection of software, and the development and use of
protection innovations used by firms in the UK microcomputer
software industry. The structure of the thesis is as follows:
Chapter 1 briefl} describes the different.typés of computer
program,'the structure of the UK microcomputer computing services
industry, and the need for effective protection. Chaﬁter 2
discusses UK and US popyr;ght“statutes, and the applicability and
extent of copyright to software and relevant case law. Chapter
3 discusses the remaining types of applicable legal protection for
software, and particularly UK and US patent statutes and relevant
case law. It also includes a brief discussion of the action for:
breach of confidence, and its relevance to the protection of
software in the UK. Chapter 4 presents the findings of a-
survey of 156, mainly UK, software companies. The survey .
collected data, and canvassed opinions from personnel within the

industry, on software protection and related issues. Chapter 5

15



describes some technological methods of protection for micro-
computer programs currently being used. Conclusions are con-
tained in Chapter 6, which also describes possible future deve-

lopments in the legal and technological protection of software.

16



CHAPTER 1

COMPUTER PROGRAMS AND THE NEED FOR PROTECTION

INTRODUCTION

The protection of computer programs has only recéntly been
considered seriously by companies in the computing services
industry. Until the boom in microcomputer sales in the late
1970's, interest in the applicability of intellectual property
pfotection, such as Patents and Copyrights, to computer programs
was mainly academic. At that time there were few reported
instances in which program authors' rights had been abused,
Furthermore, computer programs thémselves had features which
inherently provided}awide measure of protection for their - sup-
pliers. For example, many mainframe and miﬁicomputer programs
were tailored to one, or a small number of, end users, and
therefore there existed, at best, a small market for bootlegged
copies. In addition, many of these ﬁrugrams required regular
post-sale.maintenance and updating in order to be implemented
effectively by the compu;er user. Thus. software suppliers were
in regular contact with their custﬁmers. Also, the utility of
a bootlegged copy to an unauthorised end user was likely to be
shortlived. Sooner or later he would be forced to approach the
bona fide software supplier for updates should he require
continued use of the program, The actual circumstances of his
purchase would then, in all probability, be discovered. Thus,

although the scope of intellectual property rights for software

17



suppliers in respect of their programs was, and is, uncertain, it
was hardly ever a problem of any great consequence to most of
them. . They had adequate protection already, built into their

products.

However, some programs currently being marketed do not have
these, and other, inherent protection features, For some soiﬁ—
ware suppliers the protection of their products has ceased to be a
matter of no great consequence. The combination of ; large
market for certain popular microcoﬁputer programs, the ease with
which such programé can be copied, and fhe use of seemingly inade-
qua?e and inappropriate modes of legal protection, has created a
b;ack market of indeterminate size for copies of such programs.
.For some suppliers there now exiéts a majér protection problem in

respect of their programs. .

TLis chapter includes a brief description of a computer
ﬁrogram, the development and oper;tion of a typical program, the
) farious types dI program,‘and some of the technological and com-
" merical developments that have created a protection problem in
their wake. This chapter is intended to provide a background

within which to place the detail contained in subsequent ones.

The succeeding séction_describes computer programs, This
is:tollowed by a section briefly describing some of the landmarks
_in the evolution of the computing services industry:_ A third
and final section describes, in greater detail; the progrém

jrotection problem outlined above.

18



COMPUTER " PROGRAMS

In 1975, a survey of 48 UK Software Firms included the
question, "How wpuld you define a computer program?" Thirty-
seven firms replied, and 37 different definitions of a computer
program were obtained.1 Althoﬁgh 8 years have elapsed since
lthat survey was undertakén, there is no evidence to éﬁggest that,
in the meantime, a universally accepted definition has been

agreed within the computing services industry.

In his book "Getting Acquainted with Microcomputersf',2

Frenzel defines a computer program simply as:

",... a sequence of instructions that
tells the computer a step at a time
which operations to perIorm."3
[My emphasis]

In a paper entitled "Computer Programs - Art or Science_",4 Perry
and Killgren defiﬁe.'an,instruction' and a 'compufer program’, in.

greater detail, as follows:

- "An instruction ... specifies data. to .be
operated. on and the operation to be
performed. . -A computer program is.a
‘set of instructions designed to cause
the computer to execute some task, In
other words a computer program is the
means whereby a computer is caused to.
perform some function."d
[My emphasis]

The mﬁst discussed, and arguably the most widely accepted,
-definitian is contained in the World: Intellectual Property
Organisation's Model Proﬁisions on the Protection of Computer
Sortwaré.s' In Section 1(i) therein;_a computer program is

defined as:

19



... a set of instructions capable, when
incorporated in a machine-readable
medium, of causing a machine having
information-processing capabilities to
indicate, perform or achieve a parti-
cular function, task or result."?

[My emphasis]

This definition was included in a recent bill laid before the US
House of Representatives.8 The bill was dr.fted with the inten-
tion of clarifying US copyright laws as they appiied to computer

software.

While each of these definitions is subtly different from
one another, in all of them a computer program includes

instructions designed to cause a machine to operate in a certain

way. The terﬁ 'computer program' or simply 'program', as adopted
hereafter, comprises merely these two essential features, namely
a set, or sequénce, of instructibns designed to cause a computer
to perform somé task. This definifion closely follows the above

WIPQ definition.

While there is nolagreed definition of a program, it is
generally agreed tﬁat programs can be divided into two groups,
'applications' programs and 'systems' or 'control' programs.
However, the distinction between them can be arbitrary:l0 it
sometimes depends on the nature of the computer application.

One man's control program is another's application program, In
general terms, application programs are 'problem oriented' or as

Frenzel describes:

"An applications program ... is the
sequence of instructions designed for a
specific situation. Applications

20



programs cause the computer to perform
" useful services."1l

Examples include payroll, stock control, purchase ledger and
games programs. In each case the program is designed to do a
.specific task. Someapplicationsprograms can be used, without
modification, by a largé number of computer users, each having
the same, or substantially similar hardware. Others are tailor-

made to a computer user's particular requirements.

On the other hand, systems or control programs are

'computer oriented', or as Frenzel describes:

" "Systems programs make the computer
easier to use. They simplify and speed
up the programming process. They make
computer operation and programming
faster and more efficient."12

The distinction between-applicatioqs and systems (or
control) programs has been described byhone programmer as analo-
gous to 'prose and grammar.13 ‘Applications programs are to
prose what systems programs are to vocabulary and puncfuation.
In operation an applications program uses the systems programs

to execute its instructions.

Systems programs also have other, 'housekeeping' functions.
In particular, certain systems programs are designed to facili-
tate efficient data transfer between elements of the computer
system (e.g. from secondary back-up storage to the computer's
primary memory). In addition, they aid program writing, co-

ordinate and schedule operations within the computer, control

21



inpdt and output of data and monitor the execution of the appli-

cations program.l4

A second distinction between the two tfpes of programs .
is that systems, or control, programs are designed to optimally
utilise the resources of the computer, whereas applications
programs are tailored more t¢ the perceived needs of the compﬁter

user.

Within the two categorics of program, turéher divisions can
be madef In his book "Operating System Elements: a user
perspective”, Calingaert classified systems programs generally as
‘language system', 'operating system’' and 'utility system'
program5.15 - 'Language system' programs refer to those designed
to translate other programs from one computer language to anotﬁgr,
sometimes from langﬁagés'designed to be easily comprehénsible ta
human beings, to languages oriented to mgchine'communication.

The 'meaning' of the instructions compfising the original program
is preserved in.translation; but their expression is likely to be

.completely different.ls

Calingaert uses the .term 'operating system' programs to

refer to the collection. of programs designed to control the -
Ce e 1

‘resources of the computer system for a network of users. 4
Frenzel uses the same term to mean those programs designed to

. : P “18
supervise and sequence computer operations for a single user.
The protection of applications programs used in a network of
computer users presents a host of additiomal problems to the

program supplier, compared with the problems inherent in protecting

22



_programs supplied to customers each having individual,. isolated
cnmputeré. In particular, it is clearly desirable for the sup-
plier to be able to réstrict access to his program by some means
(iegal and/or technical), to authorised computer users only.
Those computer users in the network who have a;t bought, or
1icéﬁsed, the progfam should not be able to obtain access to it.
These additionéi;problems are discussed elsewhere,19 and are not
considered_inidetail here. Rather this, and subsequent chapters
of this theéis, concentrate on the problems of protecting
computer.programs designed for a community of end users, each

‘having an individual, isolated computer. For this reason,

Frenzel's interpretation of the term is adopted hereafter.

Calingaert's third category, 'utility program;' refer to
~

those designed to transfer programs from one medium to anotﬁer.20
Computer programs supplied to users are not expressed in a form din
which they can be directly implemented. Rather each program
first has to be 'loaded' into the computer, prior to e%ecution,
that is, it has to be translated from one medium of expression
suitable for transporting it to the end user, to another medium
suitable for execution of the instructions therein by the computer
system. For example, many computer programs are supplied to end
users on magnetic disks, In order for the program to be run, it
" must firét be transferred-to the Random Access Memory, or RAM, of
the computer. . In one embodiment of RAM, the program is expressed
as electric signals controlling the conduction of an array of

transistors etched on a silicon substrate.
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Computer Languages

]
All computer programs are expressed in one or more computer

languages. Computer languages, or programming languages, are
analogous to trad}tional human languages in that each has its own
collection of symbols and syntax.zl But, unlike human languages
each is designed to communicate with a machine, not a human

being.22

The exnression of a program which drives the computer's
integrated circuits is called 'maéhine code', the program being
expressed, for digital coﬁbuters, in a binary machine language.
This 1anguage'comprises two symbols, '0' and 'l', termed binary -
digits or 'bits’. These can, for example, be represented by the
conduction/non-conduction states of a tramsistor, or the opposifg
'polarities of a small portion of magnetic media. Instructioné

comprising the program are each represented as a string of bits.

Hdwever, Qriting a program in machine language 1is extremely
laborious.because the language is so ﬁrimitive. Typographical
errors are easily made and are very difficult to detect subse-
quently. Thus developments in programming can be characterised
by innovations designed to make program writing, 'coding’,

easier.23

The first such development was 'assembly language',
Simple mnemonics replaced the strings of binary numbers repre-
senting the instructions comprising the program.24 An
'assembler' program would also check each line of the assembly

code program for syntax errors, and provided it was bug-free,
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translate it into its machine language equivalent for execution
by the computér. However, writing programs in assembly lan-
guage also had its limitations, particularly in long programs
comprising many thousands of instructions.- The previous dis-
advantages re-appeared, namely that errors were easily made and

difficult to detect suﬁsequently.

The de;elopment of 'high level languages' made program
writing easier. Unlike assembly language programming, there no
longer exists a one-to-one correspondence between the 'vocabulary'
of the high level language and its machine language equivalent.
Rather each high 1e§e1 language instruction is translated into
a block of machine-readable instructions by a translator program
(or prégrams) in the computer; prior to executiom. - Therefore.
the disadvantages imherent. in writing long assembly language
programs are alleviated, for effecti&ely the programmer writes an
abbreﬁiated version of the instructions subsequently executed:”
Furthermorg; the de;elopﬁent of high 1e§e1 languages impliés that
programmers no longer need an in-depth knowledge of the céﬁputer
ha?dware and associated Operating systems soztware: They merely
require expertise in the rele&ant high 1e§e1 language in order

to write programs.

High level languages are each-designéd for particular t}pes
of problem or applicaéion;za For éxamplg; FORTRAN is designed
for mathematical and scientific applications; ' COBOL is designe&
for business applicationﬁ: Furthermore, some high leﬁel lan-

guages, for example BASIC - Basic All-purpose Symbolic Epstruction
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gpde,27 closely resemble certain English statements.

There are now 'program generators' in which a keyboard
operator types in English phrases,'or.éven sentences, which are
then each translated into a computer program or routine. Thus
the operator no longer needs to have expertise in a high-level

language in order to write programs.

Execution of Programs in Computers

The high level language representation of a computer pro-
gram is called 'source code’. Source code cannot directly
control the integraéed circuits of computer hardware. Rather,
the program has to be translated into a machine-readable form
prior'to execution. Language system programs, referred tol
;bove;.are designed to tfanslate iﬁgtructions Af the program
frpm a source code form to an 'object codef form, a machinef
readaple translatipn-of the progrém.' Dépending on the high
level language used, soﬁrce code can be 'éompiled' or
'interprefed' into object code. The differénce between compi-
lation and interpretation of source code lies in the mode of
operation of the respective compiler and interpreter language

systém programs.

A compiler performs several passes .over the source code.
In addition to translating the program into object code, it also
identifies and executes ' several instructions of the program. i

: 28
For example, any 'jump' instructions are implemented, Thus if

the same source code instruction is referred to at several points
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in the program, the compiled version contains the corresponding
cbject code instructions at each of these points. The compiler
also performs Varioué housekeeping functions.  _One advantage of
compilatian lies in the speed of data processing. The instruc-
tions of the compiled program are arranged in the order in which
they will be executed. In operation, the computer merely steps
‘from one object code instruction to the next, sequentially. A
second advantage is that once compiled, the compiler is not re-
quired in the execution of the object code program. The
compilér can therefore be removed from the computer's memory,
releasing that part of memory for other uses.zg However, a
disadvantage of compilation lies in the inefficieﬁcies of trans-
lation. Large portions of memory are sometimes required to store

the same routine if it is repeatedly used in processing.

Alteqnatively, an interpréter program translates each line
of source code into object coﬂg; whicﬁ is then executed, before-
it translates the next line of source code. Unlike a compiler,
an interpreter does not pass over the source.code several times.
Rather, translation and execution of the program are performed in
one pass.30 Thé primary adﬁantage of an interpreter over the
compiler is that it produces faster results, for it does not trans-
late every line of source code into object code prior to execution.
For this reason, interpretation of programs provides a most valu-
able aid to program writing, for typographical errors in a line of
31

source code are detected almost as.soon as they are written.

One of the disadvantages, however, is that the interpreter must



reside in memory, because translation and execution of each
instruction immediately follow one another. Therefore there
exists a memory overhead, limiting the length of the source code

program that can be stored in memory.

The 'instruction set' is the collection of basic logic and
arithmetic functions of the computer systeml These functions
are used to execute the object code instructions of the program.
Instruction set functions are implemented either by dedicated
integrated circuits or a combination of less complex circuits and
associated 'micro code' or miéroprograms.33 In the former, the
object code instructions are executed in hardware directly. In
the latter the object code instructions drive a program, or
programs, stored in Read-Only-Memory (ROM) which in turn drive

34
the computer's circuits.

Development of a Computer Program

The development, or evolution, of a computer program can be

characterised as comprising six steps or stages.

1. The problem to be solved by the program is defined.35
Alternatively, the idea, concept or notion underlying the program,

as the case may be, is conceived.36

2. A solution to the problem 'the algorithm' is developed and
37
written down. (Alternatively, the idea, concept or notion is

written down.) Frenzel defined the term 'algorithm' as:

"... a set of rules, processes or steps
p that define a solution to a specific
problem."38
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Algorithms can be represented in many different embodiments
including a written description of each of the steps required to
solve the problem and/or flowchart representing these steps and

-interconnectioné between them.

3. The algorithm is expressed as a source code program. Each
step is exhressed as one, or more, high level language instruc-
tions.39 Also, explﬁnatory comments are included in the source

code to guide other programmers through the program.

4. The program is transferred to the computer.40 It is now

analogous to a prototype.

5. The program is 'run' and tested. This 'benchmarking' stage
transforms the program from a prototype to a reliable, proven, and
therefore valuable commercial product. _Errors, or 'bugs', éybb~
éraphical and 1ogical; are discovered and correcteé.41 The

correction of errors may entail returﬁing to one or more of the:

previous stages.

6. Support documentation required to use the program effec-
tively, is writteg.‘ Such documentation includes: (a) a general
description of the problem; (b) a flowchart outlining the al-
gorithm; (c) a copy;of the sourcé code; (d) a technical speci-
fication of the program, including details of hardware and oper-
ating systems software required to implement it; and (e) a
manual for the end user, specifying step-by-step how to use the

program effectively;42

Program development has been described in terms of several
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successive discrete stages. In practice, all may be combined
into one continuous process of program evolution. Many programs
- are developed interactively, that is with the aid of a computer,
keyboard and display, in ;hich the coding, deﬁugging and docu-

mentation stages proceed in para11e1.43

Also, developiug a program is a highly creative actiﬁity.
There are many different ways of solving a given problem.
Indeed, programmers have recognisable coding styles analogous to
writing styles of authors.44 Furthermore, it is a slow, labour
intensive activity, requiring highly skilled manpower. A
computer program is, more often than not, the result of a large
investment of time, money and expertise. Thus each stage in the
development of a program represents an investment. From the
point of view of the software supplier, it may not necessarily
only be in respect of his final product, the proven computer
program, that he requires protection. In particular, an original
algorithm; developed in stages (1) and (2) above, can be the
program's most valuable aéset, and therefore that which the sup-
plier would be most keen to protect.45 Thus, while this thesis
is primarily concerned with the protection of computer programs,
reference will be made, where necessary, to the protecfion of

algorithms.

‘Computer Software

In common with computer programs, there is no universally

adopted definition of 'computer software'. However, it is
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‘generally agreed that it includes information other than the
program per se. In the WIPO Model Provisions, software is
defined as comprising the 'computer program', 'program

description' and 'support materia;'.46

The term 'program description' is defined therein as:

"... a complete procedural presentation
in verbal, schematic or other form, in
sufficient detail to determine a set of
instructions constituting a corres-
ponding computer program."47
[Emphasis is mine]

The definition requires that the material be a complete descrip-
tion of the program to be considered as a 'prbgram description’'.
Thus an algorithm expressed as a flowchart is included in the
definition, for a corresponding computer program can be derived
from. it, but a general deacription.of the program is excluded )
from it, for additional data would be required before a program

could be determined.
The term 'support material' is defined as:

"... any material, other than a computer

' program or a program description,
created for aiding the understanding or
application of a computer program, for
example problem descriptions and user
instructions."48

The definition clearly includes a. general description, user
manual and other material useful in understanding or applying

the program. .

Frenzel includes the items specified in the WIPO Model

Provisions as well as:
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... all additional procedures and
documentation associated with the
programming process,"49

This includes post-sale maintenance and updating services

provided by many software firms to their end users.

For the purposes of this thesis, the term 'compﬁter
software' or simply 'software', as used hereafter, follows the
WIPO  Model Provisions. Therefore, software comprises the

program (in any embodiment), and all relevant material.

COMPUTING SERVICES INDUSTRY

Many of the problems of protecting computer programs arise
from the new widespread use of computers in commérce, industry
and the homg. The iow cost of microcomputer hardware, "together
with the realisation tha£ practically ;ny control and/or data
proéessing task, in any phjsical environment,_can be performed
by a suitably-prbgrammed.microcompﬁter, have led to'rapidly
expanding computer hardware and sbftware markets. Accprding
to a recent survey of UK microcomputér retaileré, salés of micro-
computer hardware have trebled from June 1982 - March 1983.50
Its findingé %evealed that up to March 1983,,1.35 million micro-
computers were installed in the UK, one miliion of which were
. sold in the previous 12'ﬁonths.51 The large number of micro-

. computer users this 1.35m. figure represents, provides'a
lérge market for compgtible software products. Therefpre, in-"

conjunction with the growth of a microcomputer_hardware industry,

the computing services industry has grown in recent years.
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This section briefly describes some of the technological
and commercial developments that have influenced the development
of the computing services industry, not only in the UK but also
overseas. It is not intended to be a history of the industry,
rather provide a context within which to place the problems of
protecting computer programs from the point of view of the

supplier.

Three developments have had a pervasive influence on the’

industry:

(a) IBM's 'unbundling' decision in 1969;

(b) the application of microelectronics in computing;
and '

(¢) the development of. Control Program for
" Microcomputers (CP/M).*

(a2) IBM's 'unbundling' decision and its consequences

From the birth of the computing industry until the late
1960's, programs were supplied to endlusers mainly by .computer
hardwaré manufacéurefs. Programs formed part of a hardware/
software package including the computer hardware, and post-sale
maintenance services in addition to software,sz The computing
services industry then comprised a small. number of companies
supplying certain programs, or providing certain services, that
were not cost effective for the computer hardware manufacturers
themselves to provide.53 In particular, software companies

provided three services:

* 'CP/M' is a trademark owned by Digital Research Inc.
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(1) they advised computer users. Furthermore, they
modified standard programs, tailoring them to
the individual needs of the user;

(2) they developed specialist programs for parti-
cular computer users as an extension to the
services outlined in (1) above; and

(3) they wrote programs, under contract, for computer
hardware manufacturers.%4

Computer hardware'manufacturers regarded program develop-
ment costs as an overhead compared with hardware development
cost3.55 Their customers paid for the hardware (the electronic
circuits comprising the computer), with programs being-given away
free, or nominal charges being made 1nlre§pect of them.

However, improved meth?ds iﬁ the manufacture of integrated cir-
cuits decreased the hardware price component ip the package, so
much so that program development costs could no longer be con-

sidered merely as an overhead.

Thus, in 1969, IBM began to charge its customers separately
for its hardware and software, a development which haé become
known as 'IBM's unbundling’ decision. Progfams were no longer
supplied free or at nominal prices, Rather, the prices more
closely reflected the investment sumnk into creafing and suppor-
ting them.ss The decision was also due, in part, to an impen-
ding anti-trust law suit in the US in respect of IBM's software

policies.57

The other computer hardware manufacturers (including the

UK's only major computer hardware manufacturer, ICL) quickly

followed IBM's lead.sg

The IBM decision had the effect of promoting competition
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within the industry. The computing services industry rapidly
expanded in the 1970's. By the end of the decade both the UK
and US industries comprised a large number of small software
'firms. In the US, the Associationlof Data Processing and

9
Services Organisations (ADAPSO) had 46 members in 1973,5 308 in

60 6
1978 and now has a corporate membership of 500.%* = In the UK,
the Computing Services Association (CSA) had 93 members in 1975
and now has over 180 members.63 The Computer Retailers

Association (CRA) set up in 1979, now has 47 members.e4

The services provided by the companies in the computing
services industry have increased considerably in the 1970's and
early 1980'5.# Originally, the industry comprised computer
bureaux, hardware manufacturers and a small pumber of independent
. computer program suppliers. The industry now inclgdes £heseh
as well as new types of company specialising in the marketing of
programs, and particularly software publishéfs, distributors,

and retailers. Many firms provide a combination of these

* According to one estimate, the number of software firms now in
existence in the US is 6000, whereas 10 years ago the 1973
ADAPSO figure of 46 comprised the majority of companies in the
industry.62

# According to a recent study of the UK Computing Services

" Industry,65 the returns of 140 companies in the financial year
1980/81 totalled £612m., representing an annual growth rate of
14% for the industry as a whole. However, if the figures are
corrected to 1975 prices, it indicates a much smaller growth
rate of 4%. The report argued that this apparent anomaly
arose from the difficulty in interpreting figures, for a
'heterogeneous' industry. It reported that some parts of the
industry were rapidly expanding (e.g., software houses)
whereas others were static or even contracting (e.g., computer
bureaux) .56
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services. The findings of a recent survey of 156 mainly UK
software companies revealed that while 104 wrote one, oOr more,
types of apﬁlication programs, 48 of them also specified one,
or more, of the following related activities: software pub-
lishing, retailing and distribution, hardware mangfacture and

systems programming,*

It is evident that the industry is rapidly expanding, but
at the same time, ?apidly changing. The traditional data pro-
cessing services provided by centralised computer bureaux has
given way to data processing-at the end user's premises; fol-
lowing the introduction into the market of cheap microcomputers.
This, in turn, has given rise to companies specialising in the

marketing of compatible software products to these computér users.

Microelectronics in Computing

All digital computers: comprise four basic sections, ‘memory,
arithmetic logic umnit, input/outpﬁt unit and control section.67
It is this combination that distinguishes the digital computer
from other data pfocessing machines, for it is-capable of making
decisions and changing its method of data processing, from the
information it is working with, according to its program. In
common with mainframe and minicomputers, a 'microcomputer' has

each of the four basic sections of a digital computer. While

it is sometimes difficult to distinguish between certain

* The results of this survey are discussed in greater detail in
chapter 4 below,
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certain minicomputers and large microcomputers, all microcom-:.

8
puters contain an integrated circuit called a 'microprocessor'.6

“The microprocessor comprises a programmable single large-
scale integrated circuit, typically 5 millimetres square, de-
signed to perform fhe combined functions of an arithmetic logic
unit and.control section in a digital computer, to form a central

proceéﬁing unit (or CPU).69

The development of the microprocessor stems from the appli-
cation of innovations in the m#nufacture of semiconductor elec-
tronic circuits to the fabricatian of circuits for computers.
These innovations tended to increase both the reliability of
electronic pircuits and the number of circuit components
(transistors, resistors and capacitors) that could be etched
onto a silicon substrate, while at the same time decreasing the-
size of such circuits. A detailed account of the history pf
semiconductor electronics is cdntained in "Revolution in
Miniature: the history and impact of semiconductor electronics"

by Ernest Braun and Stuart Machnald.70

The value of the microcomputer lies in its pfice, relia-
bility, size and versatility. A supply voltage,-clock (usually
an oscillating crystal), keyboard, QiSplay and a program are all
that are required to "run' the nicrbcomputer.71 Some micro-
computers retail for hundreds and even tens of pounds, and
therefore there now exists a very large market in the UK and
elsewhere for home and business microcomputers, and associated

software.
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Control Program for Microcomputers (CP/M)

CP/M was one of the first operating systems software
products designed to rumn on certain 8-bit microcomputers. It
has become one of the most widely used operating systems of its
kind.72 Acéording to one estimate there are over one million
authorised end users of CP/M worldwide.73 Since its introduc-
tion into the market in the mid-1970's, CP/M has become a stan-

dard feature in many microcomputer systems.

CP/M evolved from research into programming languages
designed for the INTEL 8008 microprocessor. In 1973-74,
Dr. Gary Kildall developed a high level programming language
called 'PL/M' to aid the writing of programs designed to run on
the 8008. In devising PL/M, he discdvered that program writing
could be made far easier if the programmer.used a combinafion 61
a terminal, microcomputer and diskette drive. However, it
lacked an ‘'executive' or operating systems program required to
ﬁo—ordinate and control the operation of these elements in a
computer system. Thus, as an offshoot to PL/ﬁ, Dr. Kildall

conceived and developed the software now known as CP/M.74

CP/M is not one program but a collection of 26 iﬁtercon-
nected programs. These can be divided into two grqups, the
Basic Input and Output System (BIOS) and the Basic Disk Opera-
ting System (BDOS). The essence of CP/M is tha£ the BDOS is
substantially machine independent, whereas the BIOS is machine
dependent and has to be modified depending upon the pérticular

hardware configuration of the computer system.
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It was originally designed to run on microcomputers using
8-bit Intel 8080 or Zilog 780 microprocessors, Although there
were other 8 ﬁit microprocessors on the market at-that time
(e.g., MOSTEK 6502), these two together accounted for a large
portion of the microprocessors then being used. CP/M became a
de facto standard operaiing system for these two microprocessors.
' There are two reasons accountihg foé.the popularity of CP/M.
First, it made program writing ga;ier, and secondly, it promised
large markets for the resulting software. CP/M now has one of
the largest 1ibfaries of comfatible software products, According
to one estimate the?e are between 6000-8000 currently available

' = 76
products in the US requiring CP/M for their implementation.

THE PROGRAM PROTECTION PROBLEM

The:device most commonly used to protect computér programs
is the contract or non-exélusivg licence. Comﬁuter users do not
buy a copy of the program outright, rather they buy a limited
right toluse the copy:for a speéified term. While the conditions
of 'sale' vary widely from onelsoftware supplier to another, the

following (or variations thereof) are usually included:

(a) that the software supplier (licensor) retains copyright and
all other intellectual property rights in the programs and asso-

ciated documentgtion{

(b) that the customer (licensee) is prohibited from copying the
- documentation and disk, or other media, containing the programs

except for the purposes of back-up;

39



(c) that the licensee is permitted use of the programs on an

authorised (named) computer only;

(d) that the licensee is bound by an obligation of confiden-
tiality to the licensor, under which he is not allowed to divulge
details of the software to third parties without the licensor’s

prior consent; and

(e) that once the 1iqence has expired and not renewed, the
licensés undertakes either to destroy all copies of fthe program
and associated documentation, or return them to the licensor.
In both cases, the licensee may be reéuired to-make a written
declaration specifying compliance with one or other of these

conditions.77

It seems to be generally accepted, at least among CSA
members, th;t the n&nuexclusive 1ieence provides effective and
adequate protection to soffware firms supplying so-called
'mainfrqme' and iminicomputer’ programs.TB However, it is
debatable whether the effectiveness of this protection stems
primarily from a responsible computer user community, or whether
the protection is inherent in the programs themselves. There
are a number of features of such programs, and the computers on
which they are designed to run, having the effect of enhancing

the protection provided by the licence. These include:

(1) the 'know-how!'! associated with a program. The development

of a program generates information, tricks of the trade, or
programming techniques (perhaps even the rejection of obvious

techniques for better, less obvious, ones), information whose
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importance may not necessarily be obvious from the resulting
software. This know-how is required in the subsequent deve-
iopment of modifications, or enhancements, of the original
1::11:-gra.m.‘-"9 Since such information is usually regarded as
company confidential, an unauthorised supplier would be unable
to effectively support customers supplied Qith the illegal

reproductions,

(2) The regular post-sale maintenance and services provided by

many software suppliers.80 For certain computer programs,

their utility for the computer user depends upon their beiﬁg up-
to-date, ~For example, a payioll'prOgram includes a National
Insurance subroutine which would probably require modification
foilowing changes announced in the Budget. Unless the computer
user had an 'in depth'.knowledge of the structure of the-program,
he wouid be unable, without help from the supplier, to modify

the program himself. _ Effectively, customers are dependent upon
the supplier for continued use of programs whose paraﬁeters must
be regularly updated, because they (the parameters) represent
changing external conditions. Therefore, the advantages gained
by the unauthorised program user is likely to be shortlived,

for sooner or later he would have to approach the supplier in
order to obtain crucial modifications or updates of the software.
Once approached, he is likély to be found out, for the actual

circumstances of his purchase would then be discovered.

(3) The supply of programs in object code from only.- To aid

the maintenance of programs, they are usually supplied to
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customers in object code form only. The programs are not
expressed in a form understandable to the majority of computer
_users (nor indeed programmers). It is unlikely theréfore that
computer users could support such programs themselves, evén if
they knew the proposed enhancements of the supplier, because

8
they would not .know what to modify in the object code.-l

(4) The market for programs. Some programs are written for

one, or a small number of computer users. Little advantage

would be gained from copying without authorisation for there

exists, at best, a small market for them.82

(5) Small computer user community. The various mainframe and
minicomputer user communities tend to be quite small, so that for
a particular program there is a strictly limited number of com-
patible computers and operating systems prugrams.ss. Tﬁérefare,
in common with (4) above, there is! at best, a small market for

unauthorised reproductions of the program.

Clearly the scope of protection prdvided by each of theée
features depends upon the parficular program. However, none
prevents the licensee from deliberately breaking the éonditions
of his licence, rather each removes some incentive for him to do

So.

Some of these features exist in certain microcomputer
programs, and therefore, in common with 'mainframe’ and
'minicomputer' programs, they provide some limited measure of
inherent protection to the software supplier. However, others

do not, and particularly features .(4) and (5) above. Unlike
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mainframe and minicomputer programs, there exist vast markets
for standard microcomputer applications and systems p:.'ograms.s4
Opportunities exist for unscrupulous end users and dealers to
copy popular microcomputer proérams, and sell the reproductions
to unsuspecting computer users of the appropriate microcomputer

user community.

Supplying Software to a Mass Market

In practice, a supplier's licence and intellectual property
rights become his only means of protection. However, it is
debatable whether the licence is an appropriate form of protec-
tion for microcomputer programs designed to cater for a mass

market.85

Many software houses do-not have the necessary retail

. organisation or expertise to market their programs effectively
to a mass market. As a result they usually market their pro-
grams through-a network of intermediate dealers. While prac-
tice varies from one software house to another, many do not
permit their dealers the right to copy their programs. Many

. software firms supply their dealers with packaged software, each
package comprising a sleeve containing a copy of the program on
magnetic disk, a registration card and also perhaps a user manual.
In theory, when the dealer makes a sale, he passes the package
unopened to his customer. He (the customer) returns the
registration card to the software house. The dealer informs

the software house, or supplier, of his sale and remits the
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royalty to him. The supplier should then be in a position to
check that he is receiving the correct revenue, for each sale is
verified by the return 6£ the registration card from each of the
dealer's customers.86 However, this procedure is not foolproof,
for some customers fail to return their cards, and some dealers

fail to inform their suppliers of their sales.

Some dealers open the package, copy the program and sell
the reproductions tu end users without registfation cards. 1f
the dealer fails to inform the supplier, he (the supplier) does
not have a record of the tramnsaction, Thus, he ﬁas no means of
checking tﬁe amount rightfully owing to him, Likewise, some end
users could, without the authorisation of the software house or
the dealer, copy the program and sell reproductions on their own

account, .

L

In each case the risk of being found out is small, parti-
) pularly if the number of end users and dealers "is so large that
it is simply not.feasible, nor cost effective, for -the éoitware
house to conduct an investigation into the source of such re-
productions. The supplier may suspect that his licenses or
agreements have been breached, but he does not know by whom.
Indeed in many instances a software house discovers infringe-
ments by chance.87 Furthermore, even if the infringer is.iden-
tified, the costs incurred in attémpting to enforce copyright in
his software, deters all but the most determined, and rich, of

8
suppliers from seeking redress in the courts.

Thus, the software supplier is, to a large extent,
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dependent upon the honesty of the software dealer and end user

for remittance of the revenues to which he is entitled.

Abuse of the Supplier's Rights

While a large proportion of end users and dealers are
honest, unauthorised coﬁyingandso~called 'software piracy' of
some programs is endemic in the US and UK.S9 Games énd cheap
personal and business software are usually cited as those pro-

grams regularly being copied without authorisation.

According to a laﬁyer in one US-based microcomputer soft-
ware firm supplying a popular wordprocessing software product,
it receives 20% of the royalties to which it is entitled from itg
US market (i.e., he estimates that 4 out 01-5 copies in the US
are unauthorised).go Fuffhérmore, he estiﬁates that the com-
.pany receives only 10% of the royalties, to which it is entitled,

from its EuroPean_markets.gl

An article in the weekly UK trade journal "Computing"

recently reported that:

",.. the UK software industry loses
millions of pounds a year through
piracy.“gz

Indeed, one software house offers a reward for information on the

' ' 93
use of illegal copies of ome of its software products.

‘There are clearly many serious instances of unauthorised
copying of programs, but the extent to whichlit goes on ig largely

unknown, for copying usually occurs in private. For example,
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within one comvany, supplying a program which is reputed to be
widel# copied and distributed without prior authorisation,
estimates on the degree of illegal copying vary from 25% (that
is, 1 in every 4 copies are unauthorised) to 500% (that is, only

1 in 5 copies are authorised).94

While there is'no agreement on the extent of the problem,
it is generally agreed that there are two main types of unautho-
rised copier, those who copy privately and those who copy for

profit.g5

Private Copying

Private_copying is where an authorised end user copies
'tng program and supplies it to another end user in breach of his
licence,. Althdugh m%ny unéuthorised'repro&ucfions are usually
supplied free of charge, each one constitﬁtes a leost sale for
the supplier. Private copying is considéred by many to con-
stitute the'greater ioss bf revenue, and also the more difficult

to stamp out.96

" The existence of private copying has been attributed to a

number of factors including:

(a) that software is overpriced, thereby encouraging
copying, or swapping, of expensive programs;

(b) that end users are not aware that copying is harmful
to the .livelihood of their suppliers;98 and

(c) -copying is considered a 'legal', rather than a ‘moral’
crime.99 '

' The extent of the loss of software revenue depends upon

both the price of the program and the number of end users
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supplied from the unauthorised source. Many instances of
pfivate copying are from one person to another, or from one per-
son to a small circle of contacts around him/her, In each case,
while the software firm would be keen to keep this unauthorised
group of end users from expanding, the investment of time and
money expended in chasing them up, usually outweigh the revenue
lost, There are rarely, if ever, cases repprted concerning a
software firm prosecuting an end user for alleged copyright
infringement or breach of contract. Rather, grudgingly perhaps,
some software firms bear the loss of revenue, and merely warn
the user. However, some end users each have ; large circle of
contacts, and therefore it-does not always follow that lost soft-.
ware revenue can readily be written off. Private.copying with-
in large coppo;ations, user-groups and educational.institutions
are regarded by many software firms as constituting serious
losses of revenue, becauée in each cése the circle of contacts

is so much larger.

Software Piracy - Copying for Profit

Copying for profit is where an end user, or intermediate
dealer, reproduces the program and sells it to unsuspecting end
users without informing the authorised software supplier Qf
these sales. The 'pirate’ pockets the royalties rightéully
owing to.thé software supplier from these transactions.
Although the number of unauthorised copies made by software

pirates is considered, by many, to be less than those made by
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privafe copiers, the loss of revenue from piracy is regarded as
being the more serious, In this fespect, piracy by software
dealers was repeatedly mentioned in interviews with softwafe .
executives, because in each case, the circle of contacts is so
much larger compared with the contacts of a computer user. Many
software suppliers are inclined to sue dealers found to be in
persistent breach of contract. In a number of weli publicised
law suits, some software suppliers in the' US have successfully
prosecuted pirates for copyright infringement of their

100
programs.

CONCLUSIONS

The threat of widespread unauthorised copying and piracy,
‘together with the uncertain scope-of intellectual.prope;ty rights
for software, have led many software firms to seek alternative
methods of protecting their vulnerable maSSnmarﬁét programs.
These companies have invested in and developed technological forms
of protection, written into their programs. These technolo-
gical measures are designed to prevent, or deter, those activities
that effective intellectual property rights would, in most

instances, deter.
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CHAPTER 2

COPYRIGHT

1

INTRODUCTION

From the point of view of the‘soitware supplier, the major
disadvantage of the non-exclusive licence or contract is that it
is binding only on the iicensee.1 Should the licensee supply a
third party a copy of the program, in contravention of his
licence, the licensor (the software supplier) cannot sue the
third party for breach of contract. He may, of course, be able
tb sue the licensee. However, it may be the third party that
the origingl software supplier is most keen to stop, particulafly
-~ii.he is séiling a large nﬁmﬁeg of illegal reproductions of his
program. .The original suﬁplier's main recourse to law against
a third parfy rests upoh the intellectual property rights he

enjojs in his software.

Mény legal experts, in the UK and overseas, regard copyright
as being the most appropriate form of intellectual pfoperty cur-
rently available for the protection of computer sottware.2 The-
principal attraction of copyright in the UK is that it subsists
for 50 years from- the moment the work is.created. There is no
formalities to be adhered to prior to obtaining the right.
Furthermore, through the'Berhe Union and Universal Copyright
Convention} UK copyfight owners can obtain copyright protection

overseas, under the same conditions as nationals of the signatory
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countries.

One argument used to justify the applicability of copyright
law for the protection of programs is that they are often embodied
in human-readable form, and therefore that they are similar to
other types of works that-have long been regarded as suitable
subject matter.Ior copyright protection.3 However, since pro-
grams. are uliimately designed to condition, or control, electronic
circuits in computer hardware, and therefore that they are also
eommonly expressed in machine-readable embodimenfg, it is open to
question whether this argument is wholly appropriate.

In the UK copyright has statutory foundation in the
Copyright Act 195€_5.4 This Act was drafted when computer pro--
gramming had not yet been recognised as anlart including.works.
capable of copyright protection, and therefore nowhere in the
statute is there mentioned 'computer program', 'computer’,
'software'’, or 'algorithm', = Furthermore, case law in the UK has
not yet established the subsistence of copyright protection for
computer programs. But there have been a number of cases heard
oferseaa that could hafe,a bearing on the scope of UK copyright
for programs. Thus; to determine the scope of protect;on copy-
right can proﬁide, this chapter will consider releﬁant subsections
of the Copyright Act 1956 in detail; together with reported case

law.

In addition, the copyright laws of the US will be briefly
considered, =~ There is a large, and growing, body of US case law

clarifying both: the embodiments of programs considered suitable
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for copyright to subsigt, and the scope of the copyright owner's
rights. While such cases have no precedential value in the UK,
it is probable that these developments will have an influence
(albeit a passive influence) on the evolution of copyright law in

the UK.5

COPYRIGHT "ACT 1956 - Problems in Interpretation

The 'works' protected by the 1956 Copyright Act are classi-
fied into classes. These classes are divided into two.parts.
Part 1 concerns original literarf, dramatic, musical and artistic
works and part 2 concerns sound recordings, cinematograph films,
television and sound . broadcasts. In general, the conditions for
the subsistence.o: copyright, and the rights of the copyright

owner .are specified for each class of work.

For computer programs and software in general, the reference
to ‘sound recordings and the like exclude part 2 classes from

consgideration.

Referring to part 1 classes, section 2(1) of the statute

states:

- "Capyright shall subsist, subject to the
provisions of this Act, in every original
literary, dramatic or musical work ..."6.

Programs are clearly not included in the classes of dramatic and
musical. works, Therefore the class of copyright works which
could  include programs is 'literary works'. While the scope of

the term 'original literary work' as used above, has, through

case law, resulted in itS'haﬁing a wider interpretation than that
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commonly used, it is uncertain whether it extends to computer
programs. This is primarily becéuse there have been only a
small handful of reﬁorted cases concerning the subsistence of
copyright in p;ograms.7 Furthermore, all of these have been
heard at the interlocutory injunction stage of litigation. No
program copyright case has yét gone to fuli trial; and also no
such casa has been argued in the Couft oi_?ppeal or the House of
.Lords. Thereiore; there are currentl? no precedents having
the éiiect of establishing the suitéﬁility of programs for in-

clusion in one or more classes of protectable works.

In spite of this however, it is now thought that some forms
of expression of programs (and software documentation in general)
are 'original literary works', and therefore attract copyright.*i
_ Furthermore, the expression of algorithms in flowcharts is also
believed to be included within the scope of the term 'artistic
work' as used in the Act. In addition, evidence for the subsis-
tence of copyright in programs is profi@ed by a number of out-

of-court settlements.10

However, the applicability of copyright depends upon
adopting expansive interpretations to certain terms used in the

Act. ' Interpretation of the statute is further complicated, for

* InNorthern Office Microcomputers (Pty) Ltd. v. Rosenstein
"(1982) FSR 124, a South African court held that the source
code version of a computer program was included in the

" . 'literary works' class of works protected by the South African
Copyright Act. Since the wording of the Act is identical in
this respect to the Copyright Act 1956, it is probable that,
in a similar case in the UK, the High Court would follow this
precendent .8
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the meaning of terms change from one section of the Act to
another. As a result, the Act has been described, in the report
of the Committee to consider the law on.copyright and designs

(termed 'Whitford Report' hereafter), as:

... a remarkable feat of draftsmanship
but, even if it is a draftman's dream,

it has proved to be a nightmare to those
who have to try to understand it whether
as laymen for their own purposes or as
lawyers seeking to guide their clients."1l

A major problem lies in the inadequate definition of

. 'literary work' in section 48, the interpretation section, of the
statute.. In the Act, the term is used in two different contexts:
(a) 1in the requirements for the subsistence of copyright; and
(b) 1in specifying the rights of the literary-copyright owner.
For (a), the term is interpreted as the book, manual, article,

or program as the case may bé, the product of the author's
literary efforts. For (b) hpwefer, it is interpfeted as the
skill and/or .labour expended by the author in the creation of his
work, It follows that from (a), literary copyright requires
fizxation of the author's skill and/or labour in an acceptable
material embodiment(s)12} but from (b), the 'literary work'
actually protected is not only the work rather; to a limited
'extent, it includes the intangible skill and/or ‘labour expended

in producing it.

Thus for computer programs many uncertainties remain, and
particularly (1) whether or not machine-readable embodiments of

programs are 'literary works' and (2) the extent of the
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copyright owner's rights in his program.

An Interpretation of 'Original Literary Work'

The term 'literary work' is only partially defined in
Section 48 as: '"including any written table or compilation".l3

The term 'writing', referred to therein, is likowise only par-

tially defined as including:

"... any form of notation, whether by
hand or by printing, typewriting or any
similar process."14

Since the definitions are inclusive, it has been left to the
courts to determine the scope of the term 'original literary work'
as a class of protected copyright works.

It has long been established that the class includes works_
lacking in 'any aesthetic meri_t.15 It has also long been accepted
.that works‘written in languages such as braille, are literary

works protected by the Act.16 Furthermore, in Anderson v.

Lieber Code (1917) 2 K.B. 469, a telegraph code designed to mini-

mise errors in the transmission of messages by morse code was
deemed a copyrightable literary work, even though the works coﬁ-
prising the code were in themselves meaningless, Thus there is
Eg.requirement that a work has to be seen and/or directly under-
stood by a human reader in order to be protected by literary
copyright.17 Therefore from the tenor of these decisions, a
source code listing of a computer program printed on paper is

probably included in the class of protected literary works, as
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are other items of software expressed on paper, e.g., user

manuals and technical specifications.

"However, it is uncertain just how far this interpretation.
extends. In particular it is uncertain whether: (1) programs
expressed as an array. of electronic circuit§ etched onto an
intggrated'circuit 'Eﬁip’; (2) programs contained in a Reaa;
Only-Memory (ROM), Random-Access-Memory (RAM), or Programmable-
Read;Only—Memory (PROM);_ and (3) programs expressed as an array
of polarised magnetic poles contained in a disk coated in a mag-
netic material, are included in the class of protected literary
works. Furthermore, this is not now merely a matter of academic
interest, for while many prograﬁs are first embodied on paper,
~and therefore probably attract copyright, it is becoming more and
‘more prevalent that programs are created with the aid:of a word-
processor, Such programs are displayed on a visual d;splay unit
.(VDU) and then, if required.late;, storea in the computer's. RAM.
The .proven and therefore econogicallyavaluagleJcomputer program
may -never be expressed in conventional written form as a printed
source code -listing. = It is conceivable that programs expressed
.in-certain.machine-readable'embodiments (such as the ones above) -
may‘égi.he considered 'literary works' and therefore may not be

subject matter suitable for copyright protection,

Section 49 of the Copyright Act 1956 contains supplementary
provisions on interpretation, = Subsection 4 therein appears to
extend the interpretation of 1iterhry works to these machine-

readable embodiments for it states:
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"... a literary ... work was made [when]
it was first reduced to writing or some
other material form,"18 '

But statute and/or case law has yet to establish whether or not
ROM, RAM and magnetic disk embodiments of a computer program
constitute 'writing or some other matefial form' as used above.
Following the Whitford report, in July 1981, the Government
presented to Parliament a Green Paper on copyright law reform.19
Chapter.B of thié document outlinéd-the problems of copyright
protection for computer programs, and furthermore made a number

of recommendations. In particular, the Government proposed to

make it explicit in new legislation that:

'.,.. computer programs attract protection
under the same conditions as literary
works ."20

The proposal implies that programs possessing originality should
obtaiq copyright in the same way as ;t_now subsists inl'literarf
works'la; interpreted in the Act. Furthermore, the Gﬁvernment con-
siders that embodiments of programs suitable for copyright to
subsist should éxtend to theif fixed machine-readable forms, for

it proposes that:

... copyright protection should extend
to any form from which they can be
reproduced. "2l

However, the enactment of a new copyright act containing these
recommendations is not expected in the foreseeable future. For
the moment therefore, the suitability of machine-readable embodi-

ments of programs, as literary works protected by the Act, remains
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uncertain.

Copyright in a literary work subsists only if the work is
deemed 'original'.22 The necessary degree of originality is not

high, for, in the Whitford Report, it is stated:

"The claim to originality means no more
than that the creator of the work can
truthfully say 'this is all my own
work n . 23

A work.is not considered original if it is merely a slavish copy

of an earlier work.24 However, this does not mean that the author
is barred from copyright protection in his work if he used earlier
works. Rather an author has a valid éopyright provided he has
expended sufficient further independent skill and/or labour in
creating his work. It follows therefore, that a program com-
priéing a collection of known subroutines has ‘'originality' within
the meaning of the Act if the programmer has expended sufficient
skill and expertise in choosing and ordering the subroutines,

Most computer programslare probably 'original' within the'meéning

25
of the Act.

An Interpretation of 'Original Artistic Work'

Referring briefly to artistic works, Section 3(1) states that

the class of artistic works includes;

"... irrespective of artistic quality ...
paintings, sculptures, drawings, engra-
vings and photographs,'26

A flowchart representing an algorithm is a drawing, and therefore

is an artistic work within the meaning of the Act.
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Section 3(2) states that copyright subsists in every
'original artistié work'., _Therefore, provided the flowchart is
the progranmmer's own woik, then artistic copyright probably
subsists. 'Furthermofe, 1£ has been suggested that a flowchart
is analogous to a table or compilation27 used in the definition
of a literary work. Thus literary as well as a}tistic copyright

may subsist in such works.

THE RIGHTS OF THE PROGRAM COPYRIGHT OWNER - Restricted Acts

The copyright owner of a literary work has a number of
exclusive rights. These rights are defined in Section 2(5)
and are termed 'the restricted acts'. For computer program

copyright owners, the relevent exclusive rights-are:

""(a) [the right.to] reproduc(e] the work
in any material form;
(b) [the right to] publish the work; .

(f) [the right to] mak[e] any adapta-
tion of the work; [and]

(g) [the right to] do in relation to
an adaptation of the work, any of
the acts specified in relation to
the work in paragraphs (a) to (e)
of this subsection."28

Any person doing any of these acts in relation to a copy-
rightable computer program without the permission of its copy-
right owner infringes his copyright. Infringements of these

rights are termed 'primary' infringements.

A leading case outlining and establishing the copyright
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owner's rights is Ladbroke (Football) Ltd. v. William Hill

(Football) Ltd. (1964) 1 WLR 273. In particular, the essence of

the copyright was expressed by Lord Devlin as follows:

"The law has not found it possible to
give full protection to the intangible,
But it can protect the intangible in
certain senses, and one of these is when
it is expressed in words and print,"29

Lord Devlin was careful not to restrict the scope of protectiomn to
thé original expression of the work. However, he also considered
that copyright title did not bestow upon thg copyright owner a
monopoly in the ideas underlying the work, Thus, the copyright
in a computer program does not merely provide redress for slavish
copying, but at the other extreme it cannot protect the algorithm
underlying it. Rather, the rights lie somewhere in between the

' two, the scope of profection depgnding, in fhe fiﬁai analysis, on
the degree of originality of the work and the naturé of the

infringement.

Referring to the wording of the restricted acts, the term
'reproduction’ as used in Subsection 2(5)(a) is inexhaustively

defined in Section 48(1), to include, for literary works:

",.. a reproduction in the form of a
record or of a cinematograph £ilm,"30

The term 'record' is also defined, but is limited in scope to a
'sound' recording. An exact copy of a computer program is pro-
bably 'reproduction in any material form' and therefore the making

of such copies is a restricted act,

The term 'adaptation' used in Subsection 2(5)(f) is defined
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in Subsecticn 2(6). The relevant clause therein states that
'adaptation' means 'translation'.31 While the term 'translation’
is not defined, there is nothing in the statute to limit the scope
of the term to the traditional human written languages such as
Frénch and German, Therefore, translation of a computer program
from one computer language to another is probably a restricted
act. Furthermore, updating and enhancing a computer program may

also be considered as adaptations of the work.

The scope of the restricted acts for computer programs has -
yet to be considered in a case argued before the Court of Apeal
or the House of Lords. However, it has been considered, albeit

briefly, in Sega Enterprises Ltd. v. Richards and Another 1983 FSR

Part 2, pp. 73-75, heard in the Chancery Division of the High

Court. In an action for interiocutary injunction, the plaintiff
alleged that the defendant had infringed thg copyright subsisting
in a video game computer program called FROGGER, stored in an:
Erasable-~Programmable-Read-Only-Memory (EPROM). Mr. Justice
Goulding presiding, granted the plaintiff the injunction he sought,

and stated:

"On the evidence before me in this case

I am clearly of the opinion that copy-
right under the provisions relating to
literary works in the Copyright Act 1956
subsists in the assembly code program of
the game 'FROGGER'. The machine code
derived from it by the operation of part
of the system of the computer called the
assembler is to be regarded, I think, as
either a reproduction or an adaptation
of the assembly code program, and accor-
dingly for the purposes of deciding this
motion I find that copyright does sub-
sist in the program."32
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While the judge was uncertain which restricted act was applicable,
he was nevertheless convinced that the plaintiff had a valid copy-
right in his machine-readable embodiment of the FROGGER program,

and that his copyright had been infringed by the defendant.

In the aforementioned Green Paper on copyright law reform,
the Government argued that the copying of programs into machine-

readable embodiments is already included in the restricted acts

as follows:

"Computer programs conventionally undergo
various transformations, for example
from human-readable 'source code' to
machine-readable digital 'object code'
and vice versa, or from one source code
to another. Such alternative expres-
sions of the original programs will
clearly lie within the term
'adaptation' .,."33

' However; if is debatable whether relying upon an expaﬁsive
interpretation of the term 'adaptation' in Sé;tion 2(6) provides
sufficient protection. ‘Indeed a majority recommendatioﬁ of the
Whitford Comﬁittee was that an éxplicit 'use right', an additional
restricted act, was requireq to protect the program copyright
owner from unauthorised use of his program.34 However, éhe
Government disagreed with this recommendation, and proposed

instead that;

"... it is sufficient for the copyright
owner to have control of the initial
loading of his program into the
computer."35
[My emphasis]

Unfortunately it is not clear what constitutes 'initial loading®
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and particularly whether the unauthorised use of a program stored
in a computer network would be an infringement of this proposed

restricted act.

Furthermore, without case law, it is not yet established
whether use of a program in a computer is included in one or
ﬁbre of the restricted acts, even thouéh it involves the pro-
cesses of reproduction and translation of the program from one
computer language to another.36 The main advantages of a 'use
right' would be both to remove the current uncertainty and in
the-calcu;ation of damages. Every éct of unauthorised use of
a program would be included in the calculation of the award,
and fherefore persistent infringers would incur high financial
penalties. . However, if the Government's 'initial loading'
right proposﬁi is enacted, tﬁén-a_guilty defendant may avoid a
large sum being awarded agaiﬁst him %f he can prove that his
-actions.wére not included Qithin the scope of the term 'initial

1oading}1

it hﬁs long been established that infringément of copyright
‘in a work can odéur in circumstances whére the infringer had
copied some, but not all, of the ﬁork. The infringer must have
copied a '"substantial part'37 of the literary work for it to be

regarded as a primary infringement under Section 2(5).

The meaning of the term 'substantial part' was considered

by the House of Lords in Ladbroke (Football) Ltd. v. William Hill

(Football) Ltd. (1964) 1 WLR 273. Lord Reid's comment therein
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summarised the circumstances in which substantial copying is

deemed to have occurred as follows:

" .. the question whether the defendant
has copied a substantial part depends
much more on the quality than on the
quantity of what he has taken."38

From Lord Reid's dictum, a 'substantial part' of a work is that
piece which contains the originality of the work. Ip follows
that the amount of skill and/or labour expended in producigg the
'copied' piece of the .work as a proportion of the total is all
important. Thus, if a computer program comprises many standﬁrd
subroutines and a few original ones, then copying of the latter
alone may consitﬁte copying of a 'substantial part' of the
programmer's expended skill and/or labour. If so; unauthorised
copying of those subroutines constitutes an infringement of the-.

copyright owner's rights in the program.

The Rights of the Artistic Copyright Owner

. The four restricted acts for artistic works are specified
in Section 3(5).?9 For algorithms expressed as flowcharts,
arguably thg most relevant restricted act is 'reproduction in
any material form', specified in Subsection 3(5)(a). Thére is.
no equivalent provision relating to adaptations of artistic
works. Thus artistic copyright provides a narrower scope of
protection than literary copyright, for the infringing flowchart
must not only coﬁvey the same information as the original, but

must also look like the original.40
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AUTHORSHIP OF PROGRAMS .

"Copyright vests primarily with the author, or in appro-
priate circumstances, his successor in title, or the person(s).
who commissioned the work. It does not necessarily follow
that the autpor is only the person who committed the ideas to
paper or ;ome other material form. Rather co-authorship depends
on the amount of skill and/or labour contributed by each co-
author, Thus for a computer program, the copyright owner(s)
could be (a) the systems analysf, (b) the programmer, aﬁd

(c) the coder, not to mention other possible contributors.

In the case of an employee, the ownership of copyright is
less complicated, for copyright in programs developed in the
course of his employment is usually assigned to the employer in

his terms of engagement.

Copyright title may not necessarily be so clear cut for a

freelance programmer without explicit provision in his contract.

ENFORCEMENT OF COPYRIGHT IN COURT

There are a number of conditions that need to be satisfied
before a court holds that primary infringement of a literary work

has occurred, or will occur.

First, the plaintiff must be the copyright owner or an
exclusive licensee. If the defendant cén prove that the plain-
tiff was not entitled to the copyright, or that he was not the-

only person entitled to it, the plaintiff's case collapses, even
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where the defendant is clearly infringing. It is common practice
in sgch actions for defendants to insist upon strict proof of
title.41 This defence may be particularly effective in future
software infringement cases, for many programs are copied or

based upon earlier ones, in which copyright title may be. vested

in a third party.

Secondly, there must be an 'objective similarity' between
the two works. This does not necessarily mean that they must
look alike, although in certain cases this would be sufficient.

' 42
Rather one must be a reproduction or adaptation of the other.

Lastly, there must be a 'causal connection'43 between the
two works, namely that the literary work was the source of.the
alleged infriqger{s work. This does not mean thgt there has to
be direct derivation, for it has been held that indirect deri-
vation (i.e., copying at second, and even third, hand) is
sufficient.44 Further, Subconscious and/or inadvertent copying,
if proved, is sufficient.45 -Howéver, mere similarity between the
two works does not by itself establish a causal connection, but

it does provide evidence of cobying.

If the plaintiff can produce, as evidence, a copy of the
defendant's program or associated documentgtion, and show that it
is identical, or substantially similar, to his own software, then
this would provide persuasive evidence of copying,46 and therefore
infringement of his copyright. His case can be further streng;
thened if he can prove-tha£ intentional, but insignificant, ﬁis—

takes and/or hidden copyright notices, contained in his program,

65



47
are replicated in the defendant's program. However, a plain-
tiff rarely has such evidence to present before the court, and
therefore the case is usually judged on the balance of proba-

bility;48

Various features pf the plaintiff's and the defendant's
prbgrams-may aid the plaintiff's case. For example, if both
contained the same non-standard‘routine designed for the same
pufpoée when’an obvious alternative is available, then this may
prove copying between two otherwise dissimilar programs.ég
fhe testimony of expert witnesses is particularly important in
explaining to the court the similarities and diffgrences;between

50
them, and the significance of any similarities.

If the plaintiff succeeds, then the civil remedies avail-
able are an injunctioh, an award of damages, an order of the -
court for the delivery up of infringing copies, an&/or an account

of profits made ffom dealings in the infringing c0pies.51

One of the most effective remedies available at the intgr-
locutory stage of litigation is the Anton Piller Order. This
is- an order of the court to search and-remove alleged infringing
matgr@gl from the defendant's p¥emises. The application for an
Anton Piller Ordef is heard in camera. Given the power of the
Order ffor it is almost a civil search warrant), it is only
granted to a plaintiff having an extremgly strong‘ggggiéggggg_
case and reasonable grounds for fearing that éhé defendant will

destroy evidence if the application'is'heard inter partes.52

A further attraction of the Anton Piller Ordef is its speed.
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The Action can be heard and the Order given in several days.

The Copyright Act 1956 provides some protection to the
program copyright owner, but there are also many gaps, or uncer-
tainties, in this protection. In particular, withoﬁt statutory.
provision for programs or relevant case law, it is not clear
 whether certain machine-readable embodiments of programs are
suitable subjects for inclusion in the class of protected 'literary
works'. In aadition, the scope of the program copyright owner's
exclusive rights is not clear. The current uncertainty can be
partially clarified by the ever-increasing body of overseas case
law, and particularly.the precedents established in recent US
copyright cases. Although suchcgseshave no precedential value
in the UK, they may nevertheless have a bearing on statute and/or

case law developed here, °
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US COPYRIGHT - A Brief Leéegislative History

US federal copyright law is based on Article 1, Section 8

of the US Constitution, which states that:

"The Congress shall have power to

promote the progress of science and use-
ful arts, by securing for limited times
to authors ... the exclusive rights to
their writings ..."53 '

Congress has periodically reviewed copyright law, with the
result that theI1909 Copyright Act (Title 17) was-reﬁlaced on
ist January 1978.with the 1976 Copyright Act. The 1976 Act was
jtself amended by the 1980 Copyright Amendment Act. This latest
Act impiemented the recommendations of the National Commission
on Neﬁ Technological Uses of Coﬁyrighted Works (CONTU).54 CONTU
was es?ablishgd to consider, aﬁongst other things, the use_of

copyrighted works in computers, including ﬁrograms.s

Thus, in re;ent years the protecfion of prégrams provided
by copyright has been much-discussed both in Congréss and in the
Computing Services Industry. In addition, recent case law has
substantially clarified the scope of copyright for programs,

although problems still remain in other areas.

Under the previous 1909 Act, published works capable of
federal éopyright prqtectiog were inexhaustively defined to "include
"the writings sf an author'.56 The US Copyright Office was
uncertain whether a program was a 'writing' within the meaning of
the Act, but nevertheless, in May 1964, allowed the registration

of certain expressions of programs under their 'rule of doubt’,

57
subject to certain conditions.
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There was also considerable uncertainty as to the extent of
the copyright owner's rights in his programs. Amongst other
exclusive rights, the copyright owner w;s the only person per-
mitted to 'copy‘58 tﬁe program. However, previous case law
appeared to restrict the scope of the term 'copy' to visually-
perceptible reproductions. In particular, in White-Smith"

Publishing Co. v. Apollo 209 US 1 (1908), the Supreme Court held

that a pianola roli, a mechanical device, was not an infringing
copy of the same tune expressed as a copyrightable music score.5
This case has been cited in support of the argument that copy-
right in a program does not extend to its pachine-readable embodi~-

60
ments.

Copzright-ﬁcts'1976 and 1980 hmendment: Suitability of Programs
for Protection

US copyright law was substantially overhauled with the
enactment of the Cop?right Act 1976. Amongst many other reforms
contained in this statute, was a clearer definition of works

capable of protection as follows:

"Copyright protection subsists, in accor-
dance with this title, in original works
of authorship fixed in any tangible
medium of expression, now known or later
developed, from which they can be per-
ceived, reproduced, or otherwise communi-
cated, either directly or with the aid of
a machine or device."®1 (My emphasis)

The category of specified 'works of authorship' which may include
a computer program is 'literary works'.sz' However, neither of

the definitions of 'work' or 'literary work' in Sectiocn 101 (the
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definitions section of the Copyright Act 1976) specifies a
computer program. With the enactment-of the 1980 Copyright
Amendment Act, the inclusion of programs as 'works of authorship’
became established by the addition of a definition of a computer

program in Section 101.*

Case law has gradually extended the language, type and
_emhodiment of programs that can be protected by copyright to
include systems, as well as, applications programs expressed as
source code or object code in machine-readable as well as human-

readable embodiments. For example, in Tandy Corp. v. Personal

Micro Computers In. 524 F. Supp. 171 (N.D. Cal. 1981) the

Northern District Court in California held that a systems progranm,
embodied in a Read-Only-Memory (ROM), designed to control the in-
put and output of data in a microcomputer system, was an original

literary work under the Copyright Act 1976.# In Williams

Electronic v. Artic International 685 F. 2d. 870 (1982) a judge on
the third circuit considered that a program designed to control an
audio-visual display, and embodied in a ROM, was protected under

both the Copyright Act 1976, and the 1980 Copyright Amendment:

* A computer program was defined as:

"... a set of statements or instructions to be used
directly or indirectly in a computer in order to
bring about a certain result,"63

# However, this case should be considered alongside Apple
Computer Inc. v. Franklin Computer Corp. 545 F. Supp. 821
(E.D. Pa., 1982) in which a preliminary injunction was denied
the plaintiff because the Court doubted whether an object
code program embodied in a ROM was suitable subject matter
for copyright protection. This decision is now on appeal.
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Act.65

According to one US lawyer specialising in computer software
éases, US courts are now beginning to accept that programs ex-
pressed in any fixed embodiment are 'works of authorship' capable

of copyright protection.66

Exclusive Rights: Case Law

Under the Copyright Act 1976, the exclusive rights of US

copyright owners include:

"(1) [the right] to reproduce the copy-
" righted work in copies ...;

(2) [the right] to prepare derivative
works based upon the copyrighted
work; [and] -

(3) [the right] to distribute copies
+.. Of the copyrightéd work to the
public by sale or other transfer
of ownership, or by rental, lease
or lending ..."67

The term 'copy' as used in (1) and (3) above is defined in

Section 101 as:

""'Copies' are material objects ... in
which a work is fixed by any method now
known or later developed, and from which
the work can be perceived, reproduced or
otherwise communicated either directly
or with the aid of a machine or
device,"68 (My emphasgis)

The tefm 'fixed', as used above, is also defined:

"A work is ‘fixed' in a tangible medium
of expression when its embodiment in a
copy ... is sufficiently permanent or
stable to permit it to be perceived,
reproduced or otherwise communicated for
a period of more than transitory
duration."69
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With the enactment of the 1980 Copyright Amendment Act, the
scope of a progranm copyright owner's exclusive rights extended to -
the breadth of those definitions, to include the right to repfo-
duce the program in source code or object code, in ény fixed embodi-
ment'irrespective of whether or not it (the embodiment) is human-

readable or machine-readable.

Case law is gradually exploring this extended scope of the

program'copyright owner's exclusive rights. in GCA Corp. v. Chance

(24 PTCJ 574, 7th Oct. 1982) the Caurt held that copyright in the

source code of a program extends to its object code represen-

tation, stating:

... because the object code is the
encryption of the copyrighted source code,
the two are to be treated as one work;
therefore copyright of the source code
protects the object code as well,"70

In Williams Electronic v. Artic International 685 F. 2d.

870 (1982), one of the arguments used by the defence was that a
distinctionlhad to be made betwgen the sburce cade and object

code versions of a progr#m. They reasoned that while the plain-
tiff's copyright in the source code waé not in dispute, his

rights did not extend to the object code translation of the éource
code program. They argued that the ROM embodiment of the object
cdde program, which the plaintiff haq alleged was an infringemeﬁt
éf his copyright, was not a 'copy' as defined in Section 101 of
the COpéright Act 1976. Therefore, they“aréued that it was not
an infringement. They interpreted thé term to mean that it (the

copy) must:
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... be intelligible to human beings and
must be intended as a medium of communi-
cation to human heings."71

Singe the ROM embodiment af the program is designed to be machine-
readable and not human-readable, if this interpretation of 'copy'’
is adopted then all machine-readable embodiments of programs

would th;n be excluded; . However the Court was not impressed ﬁith

this argument and stated:

"We reject any contention that [Congress]

_broad language should nonetheless be

- interpreted in a manner which would
severely limit the copyrightability of
computer programs which Congress clearly
intended to protect. We cannot accept
defendant's suggestion that would afford
an unlimited loophole by which infringe-
ment of a computer program is limited to
copying of the computer program text but
not to duplication of a computer program
fixed on a silicon chip."72

The same argument was used by the defence in Tandy Corp. v.

Personal Micro Computer Inc. 524 F. Supp. 171 (N.D. Cal. 1981)

and was rejected by the Court. It held that a computer program
was a ‘'work of authorship' capable of copyright protection and

that a silicon chip embodiment of the program was a:

",.. tangible medium of expression
such as to make a program fixed in that
form subject to the copyright laws."73

These cases form part of a growing body of case law estab-
iishing that the exclusive rights of the US copyright owner extend
to all fixed embodiments of the program regardless of whether they
are machine-readable or human-readable. These embodiments must,

from Section 101, be:
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"... sufficiently permanent ... to be
perceived, reproduced or otherwise
communicated for a period of more than
transitory duration ..."

Thus use of a program in a computer méy not be included in the
copyright owner's exclusive rights, for the object code is not
"fixed'. The expression of the program in the computer will

probably be considered as a reproduction of transitory duration.

SUMMARY AND CONCLUSIONS

In the UK the applicability of the Copyright Act 1956 to
the protection of computer programs has yet to be established.
Clearly certain items of computer.software‘have literary copy-
right, e.g., user manuals and technical specifications. It is
probqble that computer programs written on. paper attract literary
copyrigﬁt. Furthermore, algorithmé expressed as-flowchart
drawings probably have both literary and artistic copyright.
Héwever, with the lack of clear'étatutory prdvision and/or case
law, it is not clear whether certain expressions of a computer
program in an object code language embodied in certain machine
readable devices (such as ROM and RAM 'chips') constitute
suitable subject matter for copyright p?otection. In addition,
the scope of the cdpyright owner's exclusive rights is uncertain.
In particular, 'it is not clear whether the restricted act,
;reproduction in any material form', includes an object code
machine-readable embodiment of a program whose original copyright
protected embodiment was a written text of the object code. Also

it is unclear just how far the restricted act of 'adaption'
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extends. While it probably includes the translation of a
program from one computer language to another, it is uncertain
whether it also includes the enhancement, modification and use

of a program in a computer.

Following recent changes in legislation, in the US a body
of casé 1;w is beginniné to establish the suitability of human-
readable, and machine-readable, embodiments of programs as ﬁo;ks
of authérship capable of coﬁ}right protection. While the scope
of the copyright owner's rights do not extend to the algorithm
underlying the program, nor it seems to mere use of the program
in the computer, it is becoming established that it does
extend to any fixed embodiment of the p?ogram, regardless of

whether it is human-readable or machine~readable.

While the protection ﬁrovided by cop}right'for computer
pPrograms ié gradually becoming clearer in the US (and also,
indirectly, in the UK) many software firms are reluctant to
enforce their rights. The effectivenésscxfcopyright depends
upon the willingness of copyright owners to go to law, or at
least threaten to do so. However few program copyright owners
are preparéd to mount copyright infringement actions in the
High Court except as a last resort. However, even this is not
usuallf a realistic option for many of the Smallér software
firms.75 The problems inherent in proving ownership of copy-
right in programs, and infringement of this copyright, together
with the need to educate counsel and judges in a technology in

which many are not familiar, render the option too expensive

75



for many such companies. Furthermore, it makes no economic
sense for a copyright.owner to go to law, if, in the event of
winning the action, the defendant is unaple to pay the award of
daﬁages and costs made against him. Thus, for all these
redsons, far from prsviding an incentive to go to court, the
uncertainties in cpﬁyright law make the prospect of an out-of-
court settlement that much more attractive. Each settlement
represents a lost opportunity, for the arguments aré not aired,
with the result that the judiciary remain substantially unedu-
cated in the technology, and the law remains unclear.
Furthermore, some software firms pay lip-service to copyright

and protect their programs in other ways;
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CHAPTER 3

OTHER FORMS OF LEGAL PROTECTION:
PATENTS AND CONFIDENTIALITY

While copyright promises to be an effective form of
protection for computer'programs,_it is not the only form of pro-
tection currently available to the software supplier. Additional
protection can be obtained from patents, and obligations of con-
fidentiality, the latter attaching, in each case, a duty on the
computer user to keep details of the sof£;are secret, Both

forms of protection are considered below.

A, PATENTS

Introduction

Unlike copyright, a patent for-an invention gives ‘the

' patentee a temporary monopoly right in the invention,* in exchange
for publication of details of it. If, while the UK patent is in
force, anybody other than the patentee, or any of his licensees,
uses the invention in the UK, then he infringes the patent.2
Furthermore, if anybody in the UK indepeﬁdently devises the same
invention, then he also infringes the patent.3 Thus, the patent

is a most powerful intellectual property right. As a result it

* The maximum term of a UK patent is now 20 years following the
date of filing of the patent application at the UK Patent
Office, or other such date as may be prescribed.l
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is not only sought after, but is granted only after a detailed

examination of the specified invention by the Patent Office.

It has long been established in the UK and oﬁerseas that
only a certain type of ‘invention is capable of patent protection.
In the Patents Act 19494 (now substantially replaced by the

Patents Act 1377), a patentable invention was defined as:

"... any manner of new manufacture the
subject of letters patent and grant of
privilege within section six of the
Statute of Monopolies and any new method
or process of testing applicable to the
improvement or control of manufacture

nd

In the Patents Act 1977, the class of patentable inventions

is left undefined as such. Rather the conditions for patent-
6 7

ability are specified. ~° Under the US Patents Act 1952,

inventions capable of US patent protectiomn are defined as:

"... any new and useful process, machine,
manufacture, or composition of matter,
or any new and useful improvement
thereof ..."8 :

In the prosecution of a patent application, the Patent Office
of the relevant country (or jurisdiction in the case of the
European Patent Office) decides whether or not the specified
invention is included in subject matter capable of protection.

If the invention is not included, then the patent application is
refused, because it is deemed to be a claim to a monopoly in
unpatentable subject matter,. There has been considerable
uncertéinty in the last 15-20 years on the status of computer

programs, and particularly whether certain manifestations of them
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are included in the relevant definition of subject matter
capable of protection. Furthermore, this uncertainty extends to
industrial products and processes, inventions’ in which, in each

case, a program is one essential element amongst others therein,

All inventions specifying programs exclusively, or including
tbem in conjunction with other elements, are termed 'software-

inventions' hereafter.

fhis uncertainty also extends to the courts. While the
bateptability of computer programs has often been considered,
interpretation of ﬁhe relevant definition has changed liferally,
case by case. Under the Patents Act 1949, the patentability of
software-inventions increased following successive decisions of
the Patents Appeal Tribunai. In the US, until the latest fele-

.vant Supfeme Court ruling, Diamond v. Diehr (67 L.Ed. 151),

previous case law can be characterised by decisions being reversed
on appeal following a re-interpretation'of dicta. The result

was considerable confusion.

In the UK, Section 1(2)(c) of the Patents Act 1977 states
that computer programs are not patentable. However, a proviso
following this subsection states_th;t this exclusion applies only
to patents .and patent épp;icatiﬁns relating to computer programs
'aé'such'.al The implication is that software-inventions which
include proérams amongst other features may be patentable. :The
subsectipn is therefore not an absolute bar to patént prﬁtection.
However, the scope of this exclusion is;uncértain for, as yet, no

relevant cases have been reported. Therefore, in the interinm,
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guidance will almost certainly be derived from practice under the
Patents Act 1949 and particularly the decisions of relevant cases
decided under it. In addition, guidance may be derived from the

US, and particularly from the Diamond v. Diehr case (67 L.Ed., 151).

While this decision has no judicial weight in UK and Euroﬁean law,
it may have an influence (albeit indirectly) on the examination of

relevant patent  applications in the UK and European Patent Offices.l0

Thus, to determine the patentability of software-inventions
in the UK, it is not sufficient merely to analyse the relevant
sections of'the Patents Act 1977. Rather relevant case law under
the Patents Act 1949, the evolution of Patent Office policy fol-
lowing these cases, and the patentability of software-invenfionsr

under US law are also relevant.

The Patentability of Software Inventions under the Patents Act
1949

The definition of a patentable inventiﬁn has always been
tﬁought, by both the Patent Office and the Courts, to exclude
schemes, rules, instructiéns or other material comprising merely
intellectual information.11 A cémputer program expressed as a
written source code listing wés almoét certainly included.

Patent claims specifying nothing mofe than a written source code
listing of the particular computer program were not allowed by

the Patent Office. However it was uncertain just how far th¥s
exclusion extended. For example, were machine-readable embodi-
ments of programs unpatentable? Were software-inﬁentions_claimed

as industrial products and/or processes also unpatentable?
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In each relevant case argued in an internal Patent Office
Hearing, aﬁd on appeal, in.the Patents Appeai Tribunal, the
decision on patentability hinged upon interpretation of the term
'manner of new manufacture' used in the definition of a patentable
invention.12 If the novelty of the software-invention was estab-

lished, then the question became: was it a 'manner of manufacture'?

The early cases relied upon an interpretation of the term
developed by the High Court of Australia in a non software-

invention case, NRDC's Application (1961) RPC No. 6; p. 135.%*

In this case, the Court considered that, for an invention claimed
as a method or process, in order for it to be patentable an 'end
product' must result from it. The Court provided examples

intending to convey the scope of the term 'end product' as:

"... any physical phenomenon in which
the effect (of the method or process), °
be it creation or mere alterationm, may.
be observed: a building (for example),
a tract or stratum of land, an explo-
sion, an.electrical oscillation,"14

In spite. of the generality of the language used, the UK
Patent Office interpreted the scope of the term narrowly. This

"was given some weight following Slee and Harris' Applications

(1966) RPC, p. 194, the first software-invention case to be

argued in the UK.

The case was heard at an internal Patent Office hearing,

* The relevant section (S49(2)) of the Australian Patents Act
1952-1955 contained an identical definition of patentable
subject matter as that included in the UK Patents Act 1949.
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following the rejection of patent applications 19463/62 and
19464/62 by the Patent Office.15 The software-invention at

issue was a method of processing simultaneoué linear equations or
inequalities or a mixture.of both, in a computer. The invention
lay in the realisation that successive iterations could be
performed whilst the computer ﬁas-performing the previous one =

(or ones), Thus, at any one time thé computér would be pro-
cessing a plurality of iterations simultaneously. It was
emphasised in the description accompanying the original claims

that the method would be useful in the design and control of
industrial processes. Both inventions were claimed as metﬁods and
both patent applications were initially refused by the Patent
Office on the grbunds that the claimed inventions were not 'manners

of new manufacture".16

The soluﬁion mafrix, the 'end product’

of the methods in each case, was considerﬁﬁ to be mérely intellec-
tu#l information. The Patent Qffice, and the Superintending
Examinér presiding the hearing; concluded that a sblution matrix
was outside the scope of the Austfalian High Court's interpretation
of 'end product'.17 However, the applications were subsequently
accepted when Slee's softﬁare-invention'was claimed as "a computer
programmed to perform the iterative algo?ithm etcetera“,l8 and
Harris' invention as "linear programming means etcetera",lg that
is, as products. The Superintending Examiner argued that each

software-invention became a manner of manufacture when claimed as

a product because the programmed computer specified in the claims:
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may be regarded as a machine which
has been temporarily modified ...n20

The Patent Office subsequently regarded practically all
software-inventions claimed as methods or processes as_unpaten-
table.21 However, in soﬁe cases if the same invention was
instead claimed as a programmed computer, modified apparatus, or

other product, then, from the Slee and Harris case, it became

capable:of protection. The difference between acceptable product
claims and upacceptable method claims lay in the scope of the
monopoly conferred. Slee's product claims covered only a pro-
grammed computer etcetera, whereas the rejected method claims
specified a method of opgrating data processing apparatus, a
potentially wider monopoly. Thus the case restricted the patent

protectionavailable for software-inventions.

The suitability of software-inventions as subject matter
capable of patent protection was next considered four years later

in Badger's Application:(1970) RPC, p. 36. The invention at .issue

was a method of designing, and forming a drawing illustrating, a
piping system inter-connecting several operating units. In the
description of the invention, it was emphasised that the method
could be used in the design of chemical plant?, in which the
.distillation towers, storage tanks, pumps etc. could be connected
together by pipes. The units were represented on a plan and

the connectiﬁg pipes constrained according to certain specified
rules, namely no two pipes must occupy the same space on the plan,

hot and cold pipes must be at least six feet apart in real space,

and all pipes must be directed along the X, Y or Z axes.
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According to the method claimed, tﬁe-relevant data (e.g. unit
dimensions, pipe dimensions etc.) and the program (i.e. the
constraints etec,) would be processed in a computer and the

output converted into a drawing by means of a standard plotter.22

The claims were initially rejected by the Patent Office on

the usual grounds that they did not specify a 'manner of new

manufacture',23 following the Slee and Harris case. In the
subsequent Patent Office Hearing, the end product of the method
was considered to be data representing interconnected piping
lines between operating units, that is mere-intellectual infor-
mation.z4 The patent application was again refused. The
Applicants appealed. The subsequent case heard in the Paténts
Aﬁpeai Tribunal was the first soffware—invention case to be
heard outside the Patent Otfice. The Tribunal held that the
invention was patentable as a process, if thé pate;t claims
specified a method for conditioning a computer to operate in a

25
new way.

Thus, interpretation of the term 'manner of manufacture'
was now extended to include certain methods as well as software-

inventions claimed as products.

Following the Badger decision, the Patent Office issued
guidelines to Examiners defining those classes of software-
invention now thought capable of protection. These guidelines

were as follows:

- "Patents are not granted for computer
programs expressed as such, No objec~
tion is, however, raised in respect of
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inventions for novel methods of pro-
gramming computers to operate in a
specified way, or for computers so
programmed, or for a tape etc. having
recorded on it a novel program to
control a computer to operate in a
stated way. Nor, in general, is
objection taken to inventions invol-
ving new uses for computers in con-
trolling manufacturing processes or to
methods of testing, involving novel
programs, for computers under
manufacture,"26

The first category, that is, 'novel methods of programming
computers to operate in a sbecified waj', followed from the
Badger decision.- The second and third categories.followed

directly from the Slee and Harris decision. However, software-

inventions claimed as methods of operating computers were not
included. Furthermore, in subsequent guidelines, in addition to
" the above, methods of operating computers were considered

unpatentable subject matter.2’

Patent Office guidelines were again revised following

Burrough's Corporation (Perkins') Application (1974) RPC, p. 147.

Here, the invention at issue was a method of transmitting
data between a central processor anﬁ a numbér of slave terminals.
Each of these slave terﬁinals was a computer. . In normal opera--
tion, the central processor addressed them in a sequence con-
trolled by.the coded addresses of the terminals. If a termiﬁal
had an important message to send, it could interrupt this proce-
dure by seleétively modifying its terminal address, iéolating it
from.incoming data from the central processér. -It would then

transmit its urgent message.28
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The invention was claimed as 'a data.terminal' (Claims 1-6
and 11), ;the whoie system' (Claims 7 and 12) and 'a method of
transmittiﬁg data' (Claims 8-10 and 13).. The Patent Office
originally allowed the product claims, namely.01aims 1-6, 11 and 7
and 12, but objected to the method claims (Claims 8-10 and 13)
on the grounds that they did not relate to a 'manner of
manufacture'.29 Thé sﬁﬂéeqﬁent Patent Office Hearing upheld the

objection arguing that: the end product was a different address

for the terminal, méfely intellectual information.ao The

applicants .appealed, and in the course of the subsequent hearing
before the Patents Appeal Tribunal, the Patent Office policy con-
cerning the examination of relevant patent applications was

expressed as follows:

s

"... the present Office view is that a
line, albeit a thin one, can be drawn
between claims to 'methods of program-
ming a computer' on the one hand and,
for example, claims for methods 'of B
transmitting data' or 'for controlling
a computer' on the other, on the basis
that the product of the former is a
computer programmed in a particular
way while the product of the two
latter is merely intellectual infor- .
mation. The desirability of such a
line being drawn is said to be.that
the Office will otherwise be logi-
cally compelled to allow claims which
will, for example, monopolise simple
methods of operating the buttons of
an ordinary office calculator, and
even, possibly, methods for the solu-
tion by a. schoolmaster of quadratic
equations,"31

The Court considered that methods of programming a computer and

methods of controlling a computer were identical and that the
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distinction made by the Patent Office was without substance. As
a result the Court extended the patentability of software-inventions

by stating: -

"If a claim, whatever words are used,
namely, whether the claim is, for
example for 'a method of transmitting

data ...', 'a method of controlling
a system of computers' or 'a method c¢f
operating or programming a computer ...°',

is clearly directed to a method of
involving the use of apparatus modi-
fied or programmed to operate in a new
way, ... it should be accepted."33

For the method claims at issue, the Court decided that the
method was embodied in the apparatus and resulted in the apparatus

operating in a new way.34 The claims were allowed.

Thus the patentability of software-inventions was extended
to new méthods of operating computers. Patent Office policy was
3 .
revised accordingly. S This decision was underlined by the

Patents Court* in IBM's Application (1980) FSR, p. 564.36

Under the Patents Act 1949, the patentability of software-
inventions hinged upon interpretations of the term 'manner of new

manufacture’. Following the Slee and Harris case, software-

inventions claimed as methods or processes were excluded from
protection because in each case the 'end product' was thought not

to be 'a manner of new manufacture'. However, software-inventions

* From Schedule 4, paragraphs 11(3) and-(4) of the Transitional
Provisions of the 1977 Act (Appeals of the comptroller under
continuing provisions of 1949 Act) p. 120, reference to the
Patents Court means reference to the Patents Appeal Tribunal,
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specified as 'a programmed computer ,..' or 'programming means ...',
that is, in product claims, passed, and thus these inventions were
capable of protection. This narrow interpretation of the term
began'to crumble following Badger's Application, in which the
Patents Appeal Tribunal 'held that a software-invention claimed as

a 'process for conditioning a_coﬁputer' was patentable. Novel
methods of 'operating computers' were ﬁeld-to be patentable fol-
lowing Burroughs Corporation (Perkins') Application, a decision
underlined by thePatentsCoﬁrt in IBM's Application. Thus many
new software-invention claimed as an industrial product, method and/

or process were now capable of patent protection.

"With the substantial repeal of the Patents Act 1949 on
31st May 1978, it is uncertain whether its case law is applicable
‘to patent applications prosecuted under the new legislation, the

Patent Act 1977.

The Patentability of Software-inventions under the Patents Act
' 1977 -

Unlike the Patents Act 1949, a patentable invention is not
defined in the Patents Act 197%. Rather four féquirements for

patentability are specified. These are:

(1) the invention must be new;

(2) it must involve an inventive step, meaning
that it must not be obvious to a person
skilled in the Art;37

(3) it must be capable of industrial
application; and

(4) it must not fall within a class of -inventions
which are excluded from patent protection.38
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An invention must have all these characteristics in order to be
patentable. Some software-inventions have requirements 1-3, but
computer programs are included in the excluded class of inven-.
tions.sg '-However, a curious proviso following the exclusion
states that the exclusion applies only if the patent or patent
application '... relateé Fo that thing as such'.40 In the absence
of new Patent QOffice guidelines and relevant case law, it is
uncertain just how far this exclusion extends for software-

inventions.

One of the aims of the Patents Act 1977 +is to harmonise
UK Patent Law with the European Patent Convention (EPC).41
Indeed, the above requirements for patentabilit&, including the
eiclusion and .the provisq, were drafted so that they would have the

same effect as Article 52, the.corresponding'provisions in the

E—PC.42 Thus the patentability of software-inventions under the

Patents Act 1977 depends upon practice nnde? the EPC.

In interpreting Article 52, European Patent Office

Guidelines include the following:

"If the contribution to the known art
resides solely in a computer program

then the subject-matter is not patentable
.in whatever manner it may be presented in-
the claims, For example, a claim to a
computer characterised by having the
particular program stored in its memory
or to a process for operating a computer
under control of the program would be as
objectionable as a claim to the program
per se or the program when recorded on
magnetic tape,"43

The breadth of the exclusion contained in the guidelines is
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contrary to the liberal interpretation of patentable subject
matter developed in case law under the Patents Act 1949,

However, in practise, it seems that each Europeah patent app}i-
cation is considere& on its own merits, and that the exclusion is

4
not as broad as that suggested in its wording.

Many computer prograws are based upon published prior.art.
rd
It is thought that many software-inventions would not be ﬁaten—
table in the UK, because eacn has insqfficient inventive weight
to support a patent application (requirement 2). Indeed, it was
estimated that as few as 1% of programs developed are sufficiently

inventive for the purposes of the Patents Act 1977.45

There currently exists considerable uncertainty concerning
the patentability of software-inventions under both the Patents
Act 1977 and the EPC. Until a body of relevant case law is
establishéd, guidancé is derived from cases heard under the
pf?vious legislation, and also indirectly, from foreign case law.
Altﬁough US case law is not directly épplicahle, there has been,
over the years, a large number of software-invention cases- heard
in the US, Guidance is probably derived from the arguments

expressed in, if not the dicta established from, such cases.

Patentability of Software-inventions under the US Patents Act
1952

Until the Diamond v. Diehr Case (67 L.Ed. 155) and subsequent

US Patent and Trademark Office guidelines, 6 there was considerable
uncertainty concerning the patentability of software-inventions,

In practically every case concerning a software-invention to date,
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the Court's decision hinged upon interﬁretations of Sections 101
and 100(b) of the Patents Act‘1952; specifying subject matter
capable of protection.  1£ the claimed invention was regarded as:
“... a process, ﬁacﬁine, manufacture, composition of matter or

any new and useful improvement thereﬁf ..."47 it was capable of
protection. "~ If it was not included in one or more of these cate-
éories, it was deemed non-statutory subject matter and the inven-
tion was prima facie unpatentable. Interpretation of the scope of
these categories, and particularly 'process',48 changed following
each case. The result was confusion for it was uncertain whether

decisions of the US Patent Office would be upheld, on appeal, in

the Court of Customs and Patents Appeals. The Diamond v. Diehr

case clarified previous Supreme Court dicta. Furthermore,

‘ together with a new Patent Office administration, it markedly
changed Patent Office policy towards software—inventions: Thﬁs
the importance of the Diehr decision appears only after previous

cases and Patent Office practice have first been considered.

In common with UK practice, ideas, mental concepts, mathe-
matical formulae and laws of nature, when claimed as such, have
always been considered non-statutory subject matter, and therefore

unpatentable.* Alternatively, inventions which can only be

* For example, in.In.re,. Abrams (188 F.2d. 165; - 89 USPQ 266;
CCPA 1951) the Court of .Customs and Patent Appeals (CCPA) held:

"Citation of authority in support of the principle
that claims to mental concepts which constitute the

. very substance of an alleged invention are not
patentable is unnecessary, It is self evident that
thought is not patentable,"49
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performed using physical apparatus have always been considered
statutory matter, and therefore capable of patent protection.50

But the status of inventions that can be implemented either
physically o£ mentally was thought to be less clear cut. The US
Patent Office originally regarded computer programs as inventions
of this dual mental/physical naturé (even- though every practical
implementation of the algorithm underlying a program would be in
_conditioning or controlling electronic circuits in a computer, i:e.,
physiecal). Furthermore this attitude towards soffware—inventions
extended to those claimed as industrial products and computer-

implemented industrial processes.

In ﬁn attempt to distinguish statutory software-inventions
from.non-staﬁutory ones, the US Patent Office devised ﬁ test known -
as the 'mental EtepS'doctrine'.s; According to éhis test, a
software-invention 5p§ci£ied in the patént claims would be dis-
sected into 'mental' and 'physical' elements. The invention was
cpnside*ed non-statutory matter if its inventive step (i.e. the
essence of the invention) resided solely in the mental element.52
Using this test, the US Patent Office regarded claims specifying
software~inventions as claims to mathematical algorithms. |
Software-inventions were deemed_non—stafutury subject matter,
because dicta cdncerning the exclusion of mathematical formuiae,
and the like, from patent protectioﬁ were thought to apply.53
Thus patent applications specifying software-iﬁventions were

rejected.

However the Court of Customs and Patent Appeals (CCPA)
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consistently held a more liberal interpretation of Sections 101
and 100(b), subject matter capable of protection. In In re.

Prater and Wei (152 USPQ 583, CCPA 1968) the first significant

software-invention case, the CCPA held that a method of processing
spectrographic data was patentable, provided the invention was
specified in product claims. The applicants' method claims were
rejecteé, but for reasons not connected with Sections 101 and
100(b).s4 The Court did not exclude the possibility of patentable
software-inventions specified as methods. Also, in a subsequent
case, it described the US Patent Office use of the mental steps
doctrine for determining the status of software-inventions claimed

5
as methods as 'inappropriate and irrelevant'.5

However, the mental steps doctrine was substantially re-

established following Gottschalk v. Benson (34 L.Ed. 273). This

was the first case concerning the patentability of a software-

invention to he heard by the US Supreme Court.

The élleged invention was a mefhﬁd of converting base 10
numbers into binary numbers in a digital computer. The inventive
step resided solely with the program qﬁed in the computer. The
US Patent Office originally rejected the method claims on the
usual grounds that they specified non-statutory matter, a decision

i)
reversed in the subsequent CCPA hearing.56

The Supreme Court considered that the case turned upon
whether the patent claims specified merely an algorithm, or 'an
57

application of the law of nature.to a new and useful end'. If

the claims specified the former the invention was non-statutory
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matter following established practice concerning the exclusion of
mathematical formulae, laws of nature, and the like, On the
other hand, if it specified the latter then it became statutory
matter capable of protection. Unfortunately the Court failed to
answer its own question for it upheld the Patent Office objection

stating:

"It is conceded that one may not patent
an idea. But. in practical effect that
would be the result if the formula for
converting BCD numberals to pure binary
numerals were patented in this case.
The mathematical .formula involved here
has no substantial practical appli-
cation except in connection with a
digital computer, which means that if
the [CCPA] judgement below is affirmed,

_ the patent would wholly pre-empt the '
mathematical formula and in practical
effect would be a patent on the algo-
rithm itself,"58 '

The Court conceded that the claims specified a method requiring
a digital computer, something more than merely.a recitation of
Benson's algorithm, but this did not prevent the invention from

being deemed non-statutory subject matter.

The next significant case before the Supreme Court was

Parker v, Flook (57 L.Ed, 2d., 451). Flook's invention was a

method of updating the value of an-alarm limit in the catalytic
chemical conversion of hydrocarbons in o0il refining. It

At
comprised three steps: *

(i) measuring the present value of the variable;
(ii) calculating an updated value of the alarm

1imit using a programmed computer; and
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(iii) adjusting the actual alarm limit to the

updated value,

The inventive step resided solely in the pfogram used in
the second step of the method.53 The Patent Office rejected the
method claims arguing that the sole differeﬁce between the claimed
invention and the prior art lay in the mgthematipal algorithm of’-

the program, citing Gottschalk v. Benson.60 The: CCPA, on the

other hand, interpreted the dicta from Gottschalk v. Benson as

applying only to claims that entirely pre-émpted a mathematical
élgorithﬁ. It argued that the scope of the claims was limited
to a specified industrial process and that the B;nson dicta were
irrevelant. The court reversed the Patent Office decision and
allowed the method claims.61 On appeal, the Supreme Court con-
sidered the matter at-issue to be whether Flpok's.method des-
cribed a 'process' .within the meaning of the Patent Act,62 and
therefore, as noted by the Court, thé‘"... case turns entirely on

the proper construction of section 101."63 In a split decision,

6:3, the majority held:

",.. the method of updating alarm limits
was not patentable under section 101 ...,
the identification of a limited category
of useful, though conventional post-
solution applications of the formula not
making the method eligible for patent
protection."64

The Parker v. Flook case established that, for a software-

invention claimed as a method, something more than merely an up-
dated alarm limit as an end product was required in order for the
invention to be capable of protection. - However, the Court did

not specify what was required. It also failed to clarify the
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scope of its previous Gottschalk v. Benson dicta, Both of

these uncertainties were substantially dispelled following the
latest software-invention case argued in the Supreme Court,

Diamond v. Diehr (67 L.Ed. 155).

The invention at issue was a method of curing synthetic
rubber in a press. Aécording to the prior art, the cure time
dependgd on the temperature of the mold, and since this was vari-
able over time, perfectly cured molds could not be guaranteed;
temperature-was an uncontrollable variable. The invention com-
prised monitoring thé temperature inside the mold, continuously
updating the cure time by repeatedly solving the cure time
equation in a programmed computer, and once the cure time equalled
the actual time the mold had been in the press, aﬁtomatically

opening 1t.65' In this way'peffect cures could be ensured.

The US Patent Office rejected Diehr's methdd claims, on

the grounds that they specified a program, citing Gottschalk v.
Benson. This decision was upheld by the Patent Office Board of

Appeals, but reversed in the CCPA hearing.66

The Supreme Court upheld the CCPA decision, arguing that the
invention was an industrial process capable of protection and not
merely a recitation of a mathematical algorithm.67 Furthermore,
the Court rejected the claim dissection techique, inherent in the

6
mental steps doctrine. 8

Following the Diehr decision, the US Patent Office issued

new guidelines to examiners.69 The guidelines specified a
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two—séage test* to determine the status of software-inventions

under Section 101, According to the first stage:

""... each method or apparatus claim must
be analysed to determine whether a mathe-
matical algorithm is either directly or
indirectly recited. If the claim at
issue fails to directly recite a mathe-
matical algorithm, reference must be
made to the specification in order to
determine whether claim language in-
directly recites mathematical calcula-
tions, formulas or equations.

If a given claim directly or indirectly
recites amathematical algorithm, the
second step of the analysis must be
applied."71 '

The 'indirect recitation' of a mathematical algorithm includes a
computer program when claimed as such, or in claims reciting
certain industrial products and computer-implemented industrial

processes, Thus all software-inventions will reﬁuire the second

stage of the test. According to this stage:

"

... a determination must be made as to
whether the claim as a whole, including
all its steps or apparatus elements,
merely recites a mathematical algorithm
or method of calculation. If so, the
claim does not recite statutory. subject
matter under 35 USC101,"72

(Emphasis is mine)

From these guidelines, the inclusion of a computer program
in a software-invention no longer attracts an initial Patent

Office rejection of the patent application on the grounds that

* This test is derived from CCPA dicta developed in two cases,
The test was originally devised in In re. Freeman 573 F.2d.
1293, 197 USPQ 464 (CCPA 1978) and modified in:In re, Walter
618 F.2d. 758, 205 USPQ 397 (CCPA 1980).70
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the subject matter claimed is non-statutory. However, the
claimed invention must specify something more than a computer
program limited to a general technical field in order to ‘avoid
rejection of the patent application under Section 101.73 _ Thus,
if the claimed software-invention is limited to a specific
technical field, then from the second stage, it will probably be

regarded as subject matter included in Section 101, and thus will

be capable of patent protection.

Summary and Conclusions

The suitability of software-inventions for patent protection
is uncertain under the UK Patents Act 1977, the European Patent
Convention, and to a lesser extent, the US Patent Act 1952, In
the UK and Europe, it is established that a computer pfogram,
when claimed as such, is not patentable, because it is included
in a specified class of inventions excluded from progection.

Thus a program claimed as a written source code listing, without
restriction to a specific industrial application is unpatentable.

However, it is uncertain just how far this exclusion extends.

Patent examiners and the judiciary have, over the years,
struggled to understand the nature of computer programs.
Originaliy, in whatever embodiment they were-claimed,_programs
were regarded merely as mathematical algofithms or laws of
nature. If they were not regarded as such, then pitenf appli-
cations for software-inventions were nevertheless rejected on the

same grounds. Gradually this false analogy was realised, and
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the patentability for software-inventions increased.

Under the Patents Act 1949, originally'only software-
inventions claimed as products were thought capaﬁle of protection.
However, from case law it eventually became established that
patentability extended to software-inventions claimed as indus-
trial methods or processes. :However, with the enactment of the
Patents Act 1977 and the EPC, it is uncertain whether software-
inventibns claimed as industrial products, methods or processes

are still subject mattgr capable of patent protection in the UK.

in the Us; 6rigina11y most software-inventions were regarded
as .non-statutory subject matter and therefore were barred from
patent protection. However, from case law, it initially became
establishéd that software-inventions claimed as producgts were
capable of protection. The subsequent intefpretation of Section
101,fde£iﬁing subject matter capable of protection, evolved
thrbugh a proceés of trial and error characterised by the reversal
of decisions on appeal, and the examination and re-examination ﬁf
Supreme Court dicta.  Case law eventually established that
subject matter capable of protection includes software-inventions
claimed as methods or processes as well as products provided the
claimed monopoly is limited to a specific application and is not

merely a claim to the algorithm underlying the program.
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'B CONFIDENTIALITY

Introduction

Unlike patents and copyrights, the modern action for breach
of confidence is not based on any property right the supplier may
have in his software.74 Neither is it based on aﬁy contractual
relationship between the discloser of information and the reci-
pient.75 It is-now generally accepted that the action rests

10

upon an obligation on both parties to be of 'good faith'.

The modern action has been described generally as providing:

... a civil remedy affording protection
against unauthorised disclosure or use
of information which is of confidential
nature and which has been entrusted to a
person in circumstances which impose an
obligation to respect its

) confidentiality."77

However, it has an uncertain basis in law*, although this,

in itself, does not seem to have deterred people from using it.

" The types of information that havelbeen successfully
protected are diverse, ipcluding information of an industrial,
commercial and personal nature, and even information of political
sj.gnificance.79 The problem of assigning a legal basis to the
__action is caused partly by the thing it protects, namely intan-

' 80
gible confidential information. Thus, although there have been

* On numerous occasions over the last 130 years the basis of the
action has been considered by the courts. Although it has its
origins in Equity, at one time or another, it has been held to
be based upon property, contract, bailment, trust, fiduciary
relationship, good faith, unjust enrichment or a combination of
these grounds.73
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no reported cases concerning software, there is nothing to
prevent it from being applicable to computer programs and other
valuable information of the software supplier. Indeed, in his

book Computer Law, Colin Tapper regards obligations of

confidentiality as:

"..; the most widely adopted method of
seeking protection for computer
programmes at present."

Currently, the action has no statutory basijis.* The case
that is generally considered to best exemplify the modern action is

Coco v. A.N. Clark (Engineers) Ltd. (1969) RPC, p. 41. in

hearing an application for an interlocutory injunction, the
presiding judge, Megarry J., isolated three elements which he

considered were required (apart from contract) for the plaintiff's

case to succeed:

"First, the information itself ... must
'have the necessary quality of con-
fidence about it.'82 Secondly, that
information must have been imparted in
circumstances importing an obligation
of confidence. Thirdly, there must
be an unauthorised use of that infor-
mation to the detriment of the party

. communicating it.n83

These elements were approved by the Court of Appeal in

Dunford and Elliot v. Johnston (1978) FSR 143 and Jarman and

* The main recommendation of the Law Commission Report on breach
of confidence (HMSO, Oct., 1981, Cmnd., 8388, Part VII,
PP. 169-178) was that the law should be given a statutory
basis. Thus, if this recommendation is adopted, then the
law will no longer rely merely on case law, rather there would
be a statutory tort for breach of confidence.
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84
Platt v. Barget (1977) FSR 260.

Information capable of Protection

It has 16ng been established that confidential information
must not be 'public property or ﬁublic knowledge'.?5 However,
' ﬁhis does’ ﬁot mean that informati;n, com;risinglkﬁown parts, is
not protectﬁble by the action. Rather it is the information as
a whole which is important.ss Thus, an obvious ﬁrogram com-
prising a collection of well-known, standard subroutines could
be information capable of protection in a breach of  confidence
action.  However the action does not protect mere private
'tittletattle's7 or information having insufficienf originality

88
to qualify for copyright protection.

Circumstances importing an Obligation of Confidentiality

In general, i? is not possibie to predicf'whén aﬁ obli-
gation of confidentiality arises, for it entirely depends upon
the indiﬁidual circumsténces. However, in each case, the-re~
cipient is bound by the duty only if he accepts it, or when it
can be proved that he should have known in the circumstances

3 89
that he was the recipient of confidential information.

In certain situations, the obligation can arise from the
relationship between the parties, independent of the information
itself. For example, it has long been accepted that partners
in a business have a mutual obligation to one another.90

9
Further examples include a craftsman to his customers. 1
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It has also long been accepted that a special case exists
when an employee is the recipient of his employer's confidential
information.92 In most master/servant cases the courts have
attempted to strike a ﬁalance between, on the one hand, the
worker's desire to work when and where he pleases and, on the
other, the employef's desire to keep his confidential information
secret.93 In general, the balance rests largely with the

94
employer during employment, and with the employee thereafter.

A ‘major problem lies in distinguishing information entrusted
to the employee by fhe employer (information which he would not
be entitled to use in subsequent employment) from information
" which he acquired on the job (constituting his own personal know-
ledge which he would be entitled to use subsequently).95 For
example, a programmer who was sent by his employer on a course in
BASIC programming wbuld.be entitled to usé the programming skills
acquired from attending the course, in fﬁturé embloyment.
Howevef, he would be in breach of his duty to his employer if he
disclosed, or used, the employer's BASIC programs, in subsequent

employment.ge However, between these two extremes there is a

wide grey area.

Whilst in his employment, it is well established that an
employee has a duty of fidelity to his employer, even in the
gbsence of a specific confidentiality clause in his terms of
engagement.g7 This duty has been interpreted to include:

(a) a prohibition on. an employee to work'for a competitor in

his spare time;g8
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(b) a prohibition to reveal his employer's secrets to his
99
trade union;

(c) a prohibition to allow employees of rival firms access

to confidential infdrmation:loo

(d) not to deliberately store information. during employment

for use after having left his employer's service:l01

(e) not to use confidential information for any purpose other

than the one intended;lo2 and

3
(£) not to memorise information for use after employment.lo

Once the programmer has left he is substantially free to
"use all the information gaingd at the expense of his ex-empioyer.
There are, however, twd gxceptions. First, information that is
strictly the trade secrets o# his ex-employer and secondly,.
1nformat;on concerning the goodwill between the ex-empioyer and

his customers.loe

These exceptions were originally identified in cases
concerning restrictive eﬁployment covenants. The courts have
taken the view that all covenants resulting in restraints of
trade (e.g., limiting the mobility of personnel from-one com-
pany to another) are against the public. interest and prima

. ) > 105- -
facie void, unless they are reasonable. By 'reasonable' it
has become established that 'a covenant must be necessary for the
protection of the ex-employer's business, the burden of proof

-. 106 i
lying with the ex-employer. In addition, it must relate.to

the particular trade secret(s) known by the particﬁlar employee

(no general or vague references are allowed), and be limited in
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time, geographical area, or business activity to within reason-

able limits.107

Unauthorised Use of Information

In its broadest interpretation, the obligation of confiden-
tiality is a duty‘oﬁ the recipient not to use, or disclose, the
information without the consent of the person to whom the duty is

108 23
owed, for any purpose addiiional to the one for which it was

_ 109

originally revealed. Thus a computer user who discloses
details of his software to a competitor of the company sSupplying
him with it, is in breach of his duty to the supplier. Further-
more, if the competitor subsequently discloses or uses the software
when he knew it was divulged in breach of confidence (or when he

™ 5
should have known, in the circumstances, that this was so) then
he also is in breach of his duty to the original supplier.
However, both are liable only if the unauthorised disclosure or
use is deemed by the court to be detrimental to the supplier.

This is not difficult to prove, particularly if the supplier

incurred a loss of revenue following the unauthorised disclosure.

Remedies

All remedies are restitutionary, and not punitive, in
nature. Remedies are discretionary, and thus the choice of omne,
or a selection, of them depends primarily upon the facts of the
particular case. There are, in general, four remedies that a

court could grant the successful plaintiff; an injunetion, an
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award of damages, an account of profits and an order for the

: i . 110
delivery up of material containing the information. There
are a few tests to govern the circumstances in which each is

considered appropriate.

Conclusions

The principal attraction of the action for breach of-con-
fidence for the software firm is its applicability to the protec-
tion of software. Although there have been no reported chses
concerning software, an obligation of confideqtiality can protect,
not only the computer program, but also all associated confiden-

tiality information.

In an action, the piaintiff must prove: (1) that the
information at issue was aonfidedfial; {2) that it was disclosed
to the defendant (either directly or-.indirectly) in confidence;
and (3) that the defendant's unauthorised disclosure or u;e of it
was detrimental to the plaintiff. For instance; the last of
these conditions is satisfied if the'plaintiff can prove he lost
business from the unauthorised disclosure or usé. However, it
may not be easy to prove the existence of the remaining conditions
for mass market microcomputer software. ' A confidentiality clause
in a software licence does not, in ijself, establish that the sof-
ware is confidential. Referring to the second condition, since
many microcomputer software products can be purchased, literally,
over the counter, a court would be unwilling to hold that such a

transaction imports an obligation of confidentiality on the
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customer. Clearly the existence of a secrecy clause as a con-
dition of 'sale', may provide proof that the software was dis-
closed to-the customer in confidence. However, in general, the
enforcement of the obligatibn in court is neither cheap nor
easy. Furthermore, prediction of the court's decision is
hazardous for it depends entirely upon the information at issue
and the individual circumstances of its disclosure. ' Neverfhe-
less it can be a valuable addition to copyright, In particular,
it can be useful in protecting the algorithm and 'know-how'
underlying the program which are not necessarily protected by

copyright as such.
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CHAPTER 4

A SURVEY OF THE INDUSTRY

INTRODUCTION

Although.the scope of protecti;n provided by intellectual
property and allied rights is uncertain, this does not necessarily
imply that such rights are ineffective. Indeed it may be that
licences, patents, copyrights and confidentiality, together
provide sufficient and effective p?otection for most software
suppliers. However,. the opinions of executives within the
Computing Services Industry (arguably thé.people most interested
iﬁ the protection of software) on the effectiveness of the law;
"are; for ;he most part unﬁnéwn. Furthermofe, the protection
policies of software firms, and'pa;tipularly those companies
éuppiying micrpcomputer.software,are unknown. Until now, there
had.séen no comprehensive sur#ey of the-industry concerning soft-

ware protection.

However;.there haﬁe been a numﬁer of previous studies into
certain aspects of software prﬂtection. In particular, in 1975
Margaret Anderson of the University of Kent conducted a survey of
the industry as paft of a research project on the legal protection
of proprietary software, commissioned and funded by the Department
of Industry.1 Her aim.was %0 determine the awareness of the
industry to protection provided by paténts, copyrights, licences
etc., legal rights exclusively. Also, the US National Commission

of New Technological Uses of Copyrighted Works (termed CONTU
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hereafter) commissioned a study to determine whether or not legal
protection affected the utilisation of software innovations in the
us. The researchers (Harbridge House Inc.) reported their
findings in 1978.2 This study is the most widely reported
survey on software protection, primarily because of its large
sample, for 116 companies participated. However, in both studies
it was assumed that legal rights in the software were the main
forms oi protection available. Non-legal protection measures,
e.g. technical protection measures incorporated into programs, were
either mentioned in passing or not considered relevant to the task
at hand. Indeed, it may be that legal rights were the main forms
of protection to software suppliers in the mid-1970s. However

this is not the case now.

In the present survey, the results-of which are reported
hereafter, the protection of programs was not considered to be
ex?lusively a legal issue. Protection measures can be written
into programé. In addition, protection can stem from the
inherent nature of certain programs; for example, those requiring
regular mainteqance and Updatiné. Questions on each of these

forms of protection were included.

The objective of the survey was to obtain information of
industry practices in the protection of programs from a variety of
threats, and particularly privaté unauthorised copying and use,

and software piracy. The aims of the survey were to:

(a) determine whether or not effective protection
stemmed from (i) end user's need for regular
maintenance of programs, and (ii) the invest-
ment of time, money and expertise embodied in
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a program;

(b) determine the number and distribution of
companies that have suffered from unautho-
rised copying and piracy of programs;

(c) obtain opinions on the effectiveness of
legal rights in the protection of programs;

and

(d) obtain information on the types of technical
measures used.

The survey comprised a postal questionnaire to three hundred
and fifty-one firms in the computing services industry, and
follow-up interviews of some of the respondents. The question-

naires were sent in April/May 1982,

Each questioﬁnaire was divided into five sections. The
first section (Questioné 1-3) concerned respondents' experiences
of unauthorised copying and pirécy of the firms' programs, The
second sect;on (Questions 4-5) concerned the modes of legai
protection. used, and their perceived effectiveness. The third
- section (Questions 6-7) canvassed opinions on the effectivenegs;
as modes of protection, of two inherent features of most, if-
not all, programs. The fourth section (Questions 8-12) con-
cerned technical measures used to protect ﬁrograms. The fifth,
and final, section (Questions 13—20).00ncerned characteristics of
the type of company. Opinions were also canvassed, in this
section, on other software_protection issues of indirect rele-

vance to firms' protection policies.
The questionnaire is reproduced as an appendix,

The names and addresses of the population of companies were
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obtained from a variety of sources, including the 1981 Directory
of Members of the Computing Serviées Association, the 1982-3
Buyers' Guide of the-Computer Retailers Association, software
companies advertising in the February 1982 edition of "Practical
Computing" iﬁ its Software Buyers' Guide, software compaﬁies
advertising in the March 1985 edition of "Pérsonal Computer
World" in its SottwareBuyers'Guide,hMeﬁﬁérs of the Technology
.of Software Protecfion Specialist Group of the British Computer
Sociéty and Committee Members of thé’European Computer

Manufacturers Association. -

One hundred and fifty-six completed questionnaires were
returned, a response rate of 44%. Two respondents represented
US companies exclusively, the remaining 154 representing either

: ~
_UK companies or international companies each having a UK sub-
sidiary. The questibnnaires were filled in by the Managing
Director, Partﬁer, Software Development Manager, Software Sales
Manager or Legal Counsel as the case may_be, of the companies in
the sample. Seventy-four of the 154 UK firms were subsequently

contacted, respondents being interviewed mainly on the telephone,*

although 16 companies were also visited.¥

* Information was given on the understanding that its source.
would not be divulged. - Each number represents a particular
company in the sample:_

007, 008, 010, 012, 016, 018, 019, 022, 023, 024, 025, 030,
031, 036, 039, 040, 043, 044, 045, 047, 050, 051, 052, 053,
056, 062, 063, 066, 068, 070, 075, 076, 080, 082, 083, 084,
086, 088, 089, 090, 093, 094, 098, 100, 106, 109, 110, 115,
117, 121, 124, 130, 131, 132, 133, 139, 140, 142.

# o001, 002, 009, 011, 027, 032, 087, 096, 103, 118, 120, 125,
- 126, 127, 147, 150.

111



The number of companies in the sample, expressed as a
percentage of the total number of companies in the UK computing
services industry, is unknown, primarily because it (the industry)
is extremely heterogeneous.3 Estimates of the number of com-
panies depend upon which types of company are included.* The
154 UK companies in the sample probably account for not less than
13% of all companies in the industry. The sample was also
heterogeneous, for replies were received from companies which, as
a group, supplied many different types of program, or service.
They also varied greatly in size. Forty-eiéht firms (30.8%) had
between one to nine professional or technical employees, whereas
34 (21.8%) had over 100 such employees. However, in spite of the
-diversity of companies in the sample, many had a common interest,

namely the protection of their software.

Data from the questionnaire replies were analysed using the
Statistical Package for the Social Sciences (SPSS), Version 8, on
a 'Harris 500' computer at the Computer Centre, University of

Aston.

* The 1982 COMPUTER USERS YEARBOOK lists 1115 firms including
computer hardware and computer seftware firms. COMPUTING
MARKETPLACE: A DIRECTORY OF COMPUTING SERVICES AND SOFTWARE
SUPPLIERS FOR WORD PROCESSORS, MICRO, MINIS AND MAINFRAMES
1981 lists 459 software and systems houses. It also lists
181 microcomputer system retailers, many of which are included
in the previous software systems houses list.
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CHARACTERISTICS OF THE SAMPLE

Given the many different types of company within the industry,
each respondent was asked which of the following describes his/her

company:

(a) An Applications Software House
(b) A Systems Software House
" (c) A Software Publisher
(d) A Software Distributor
(e) A Computer Manufacturer
(£) Other. Please specify ......... . %

-All 156 respondents replied, their answers being distributed
'as shown in Figure 4.1 overleaf. Fifty-seven ringed two or more
of the descriptions. The remaining 99 resﬁondénts used a single
description, and the distribution of these replies are shaded on

the figure.

Thus 104, out of 156 respondents, described their companiés
as 'Applications Software Houseé‘. This was by far the most
p&pular description. ‘For 56 companies, their major activity was
the development of applications programs, for the single descrip-
tion was used exclusively. The remaining 48 reséondents
specified it, together.with one or more of the other descriptions.
Twenty-eight of these were either software publishers, distribu-
tors or both, that is firms involved in the marketing of programs.
Software publishers and distributors have been combined to form a
single 'retailers' category. The relevant twenty-eight companies
in the unshaded portion of the 'Applications Software Houses' bar
are included in the corresponding portion of the 'retailers' bar.

* Thus over a quarter of applications software houses in the sample
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market, as well as develop, their own programs,

Figure 4.1: Description of Firms
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Forty-seven respondents speciiiéd 'Systems Software Houses'.
For 16 companies the development of systems software was their
major activity. The remaining 31 respondents included one or
more of the other descriptions. Companies in the 'other' bar
weré mainly computer bureaux and hardware/software consultancies.
'Computer manufacturer' was the least used description, with only

11 companies being inclusively, or exclusively, described as such,
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For 57 companies, over one-third of the sample, a single
traditional description does not adequately describe their acti-
vities. These companies have branched out into different, but‘
nevertheless relgted, aredé. The replies did not identify the
'major interest of these companies. Thus, firms in the sample
are referred to simpty by the generic terq *software firm' or

'software supplier' hereafter.

A second characteristic of the sample was the type of
program supplied, or service provided. Each respondent was asked
to specify their firms' products or services, according to the-"

following general descriptions:

(a) General Business Applications (e.g., Accounting,
¥Word Processing) .
~(b) General Financial Applications (e.g., Payroll,
Tax) ' : -
(c) Engineering and Scientific Applications
(d) Systems Software
(e) Other. Please speclfy ...civsacisrnis

All 156 respondents replied, the distribution of theif

answers being represented as a bar chart in Figure 4.2 overleaf,

Only 48 firms supplied_one-tyﬁe of program, or provided a
_single service, to computer users. The distribution of these
replies are shaded in the releggnt bars of Figure 4.2. The
largest minority of these were 22 computer bureaux, consultancies
or hardware suppliers comprising the shaded portion of the 'Other’

bar.

The remaining 108 companies in the sample supplied more
than one type of software. Thus, 121 companies out of 156

supplied 'General Business Applications' software, and for 13
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this comprised their whole software product range. Eighty-seven,

out of 156, supplied 'General Financial Applications' software.

Only one of these companies specialised in this software to the

exclusion of other types of software; and so on. Thirty firms

in the sample supplied both 'General Financial Applications' and

'General Business Applications' software, and these are included

in both the relevant unshaded bars of the figure.

Figure 4.2: Types of Program Supplied
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Only a small handful of respondents, representing companies
in the 'Other' bar, specified games and other personal software.
The sample comprised companies which were, in the main, supplying
software to industry, business and commerce. Furthermore, 126
respondents regarded their firms' most important markets as either
large corporations, or medium to small cbmpanies. Few considered
computer hobbyists and other home computer users (as opposed to

business computer users) as their main markets.

The third, and arguably most important, characteristic of the
sample was the compatible type of computer hardware. Respondents
were asked to indicate the general type of hardware for which
their software was designed. Each type of 'microcomputer’,
"minicomputer' and 'mainframe cémputer' has its_own technical
limitations (e.g., memory size,pfacessingspeéd) depending upon the
étate of ;he art and the market‘fo? the hardware. Given the vari-

ety of computers available; techﬁical inﬁicia were not used to

differentiate hardware.* = Rather they were distinguished from one

another by retail price per unit according to the following scale:

(a) wup to £10,000

(b) £10,000 - £30,000
(c) £30,000 - £80,000
(d) £80,000+

Category (a) comprises hardware generally described by the generic

term 'microcomputer'; category (b) comprises 'small business

* Neither was computer hardware distinguished using terms such as
'microcomputer', 'minicomputer' and 'mainframe computer' in the
questionnaire, for the demarcation between micro and mini, and
mini and mainframe is not always clear.4
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hardware systems'; category (c¢) comprises 'small business mini-
computers'; and category (d).comprises 'supermini' and
'mainframe' computers. These terms are used hereafter to denote

. 2
their respective hardware price ranges.

One hundred and fifty-four replies were received, the dis-

tribution of answers being reﬁresented as a histogram in‘Figure

4.3 below.
Figure 4.3: Types of Hardware
60 4
55
35.7%
Where 154 = 100%
40 A :
33
25 ‘21.4% 95 -
20 4 . .
_ 16.2% . 16.2% 16
10.4%
<£10K <€30K >£30K ALL RESIDUAL

35.7% of the respondents answering the question, represen-
ting 55 firms, ringed range (a) exclusively, and therefore the
programs they supplied were primarily designed to run on micro-
computers. Few of the remaining 99 respondents ringed one cate-
gofy exclusively. Twenty-five respondents, 16.2%, ringed either
raggé'(ﬁ) or ranges (a) and (b);. and thus their firms' supplied
programs to run on hardware costing less than £30,000, small

business systems and microcomputers. A similar percentage of
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respondents ringéd all the price ranges. Thirty-three respondents,
21.4%, ringed range (c), range (d) or both, hardware costing more
than £30,000. Their firms' programs were designed to run on

small business minicomputers, superminis and mainframe computers.
The remaining 10.4% ringed some ranges, but not others, and did

not fall in any of the above sectors.

The term 'microcomputer software suppliers' as used here-
after, refer to those companies of tue sample that supplied
programs designed to run on hardware retailing at less than
£10,000 per unit. Correspondiné.terms refer to the other types

of firm in the sample.

Thus, although over a third of companies in the sample
supplied\microcomputér software exclusively, other groups of
‘'software suppliers were eacﬁlwell-represente&. Somé of the most
interesting results of the survey appeared when responses were
classified according tO'the'tyPe of hardware. 'Indeed-the survey
revealed that the broteptioﬁ préctices of most microcomputer
software suppliers differed markedly from those of other sectors,
and particularly mini and mainframe software suppliers in the

sample.

INHERENT NATURE OF PROGRAMS

Most, if not all, programs require routine maintenance:
(a) to fix errors, 'bugs', in the code; (b) to enhance the program,
or suite of programs, by adding functions, 'modules', to it;

(c) to amend the software following developments in computer
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hardware; and (d) to keep pace with changing external conditions.

End users need for routine maintenance implies a 'post-sale'
reiationship:between them and their suppliers. Contact is either
direct, or indirect through intermediate dealers. Sooner or
later all unauthorised end users would be forced to contact the,
or a, bona fide software supplier in order to obtain vital updates
of the program. The actual circumstances of his original pur-
chase should then be discoveicd. Thus, in theory at least,

maintenance services can provide protection to the supplier.

Respondents were asked whether end users' dependence on
their firms for maintenance provided them with effective protection.
They were asked to express their views on a scale of effectiveness

divided into four divisions:

/ -~/ / e
ALWAYS SOMETIMES HARDLY EVER NEVER
One hundred and forty-nine replies were received, and these

opinions were distributed.as shown in Figure 4.4.

The distribution of opinions indicate that there was no
consensus in the sample on the effectiveness of protection
provided by maintenance. Fifty-eight respondents (38.9% of
opinions expressed) considered that,_iu their experience, it
'always' provided effective protection. " However the 1argest'
minority, 63 respondents (42.2%), were more circumspect, and
regarded it as merely 'sometimes' providing effective protection.
The remaining 28 respondents'vénturing opinions (18.9%) considered

that it provided nominal protection, at best 'hardly ever' being
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effective.

Figure 4.4: Protection from Maintenance

63
42.2%

60 ¢ 58
38.9%

Does the END USER'S
dependence on your
firm for maintenance
confer effective
protection?

Key: (a) ALWAYS
(b) SOMETIMES
28 (c) HARDLY EVER/

20 - 18,9% NEVER
Where 149 = 100%

FREQUENCY

40

(a) (b) ' (e)

The lack of a consensus was also discovered in each sector
of the sample. . Table 4.1. overleaf represents a breakdown of the

overall distribution of opinions in Figure 4.4.

Fifty-two respondents frﬁm microcomputer software firms
ventured opinions, and these were equally distributed in the three
categories. However, the percentage of opinions residing in the
'hardly evef/never' cell (i.e., (c)) (32.7%) was substantially
lafger than those of respondents in other sectors expressing
similar views for their softwarel(ranging from 7.8% - 18.2%).
Furthermore, the 17 respondents in this cell comprised over 60%

of opinions expressed in the corresponding éategory of the overall
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distribution. Thus, of those respondents who regarded main-

tenance as providing nominal protection, most were microcomputer’

software suppliers.

Table 4.1: Protection from Maintenance by Sector

_ NUMBER
TYPE .OPINIONS OF OPINIONS
OF FIRM VENTURED PER
(a) (b) (c) SECTOR
Microcomputer 19 16 . 17 52
Software Firms (36.5%) (30.8%) (32.7%) (100%)
Systaie Boetiiie L - 2 -
Firms (45.8%) (45.8%) (8.3%) (100%)
gl BNECIN INECRN IR s
SoftWare'Firmsf (45.5%) {36,?%) (18.2%) - (100%) .
Remaining 12 23 3 38
Software Firms (31.6%). (60.5%) (7.8%) (100%)

Some software suppliers each had a list of their authorised

end users and would, as a matter of routine, check it upon each

call for maintenance. If the end user was not on the list then

he would not be authorised to use the software.

Thus an end

user's need for.regular maintenance results in a protection proce-

dure for the software supplier,. However some respondents com-

mented that they did not regard this procedure as

* 009, 099, 125,
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Only two respondents thought maintenance provided their main
protection.* Most respondents interviewed considered it a use-
ful supplement to other forms of protection, but rarely relied

upon it exclusively.

Most, if not all, progréms are the result of an investment
(srmetimes a considerable investment) of time, money and expertise.
In the course of software development new programming techniques
may e developed. Alternatively, much time and money may be
spent in assessing and rejecting alternative known techniques.

In either case, the programmer, and where appropriate, his employer,
would have built up a considerable body of 'know-how', from a
familiarity with the problem, and the algorithm devised to solve it.
This knowledge is usuélly confidential. Thus, in theory at least,
the software supplier would have a lead time advantage over com-
petitors. Effectively this is a temporary protection, for they
fthe cémpetitors) would have to éo through the same process of

development in order to build up their own 'know-how'.

Respondents were asked whether the investment of time and
money spent in developing the software provided effective protec-
tion. They were asked to express their opinions on a similar
scale of effectiveness to the one mentioned previously, namely:

_____________ /- -y Sy
ALWAYS SOMETIMES HARDLY EVER ‘NEVER

One hundred and thirty-eight respondents ventured opinions,

* 044, 098.
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these being represented as a histogram in Figure 4.5.

Eigure 4.5: Protection from Investment
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Most of the respondents regarded investment as providing -
protection which was, at best, only 'sometimes' effective.
Sixty-two reSpnﬁ&ents (representing 45% of opinions ventured)

"considered that, in their experiehce, investment provided nominal
protection, 'hardly ever' being effective. Less than a quarter
of opinions ventured were that it 'always' provided effective
protection. Furthermore, of these, nobody commented that their
firms relied upon it exclusively.  Rather, a general consensus
within the sample was that familiarity with the program was not a

particularly effective form of protection.

This view was held, to a greater or lesser extent, by res-
pondents in most sectors of the sample, Table 4.2 overleaf is a

breakdown of the overall distribution of opinions in Figure 4.5.
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Table 4.2: Protection from Investment by Sector

NUMBER
TYPE OPINIONS OF OPINIONS
OF FIRM VENTURED PER
’ (a) (b) (c) SECTOR
Microcomputer 9 11 28 - 48
Software Firms (18.8%) (22.9%) (58.4%) (100%)
Eystens Sottwars 4 10 8- 22
Piigs (18.2%) (45.4%) _(?ﬁ.a%) (100%)
e | o | 7w w
Software Firas (38.7%) . (22.6%) (38.7%) (100%)
Remaining 8 13 14 35
Software Firms " (22.8%) | (37.1%) (40%) (100%)

Forty-eight respondents from microcopputer software firms
ventured opinions. Twen?y-eight of them (58.4%) considered %hat
_ familiarity with thg?prograﬁ, or suite of programs, provided
hardly any effective protection (cell (c))l On the other hand,
there was no consensus within the'mini, supermini and mainframe
software firms sector, for opinions expressed by 31 respondents

therein were evenly distributed across the three categories,

A number of respondents commented that programs written for
one, or a small number of, end users are inherently protected for
the markets for these programs are small. Although this protec-
tion has not been consideréd, four reépondents regarded the

specialist nature of their programs as their main protection.*

* 062, 108, 143, 149.
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EVIDENCE OF ABUSE OF RIGHTS

While many instances of unauthorised copying, or software
piracy, have been reported in the trade press, the scale of the
problem is unknown for such activities usually occur in private.
In addition, the number of software suppliers that wgre/are
suffering serious losses of software revenue from these activities

is unknown.

Respondents were asked whether or not unauthorised copying
of their programs, by end users, was commonplace. The word
'unauthorised' was used to distinguish between the 1egitimate needs
of end users to make back-up copies of programs, from illicit
copying, in which copies were destined for other end users with-

out intending to pay the original supplier for them.

One hundred-and.fifty-fife replies were.receiﬁed. Ninety-
six resﬁondeﬁts (61.9% of replieS‘réceived) considered-that, to
their Knowledge, their software wés not being regularly copied by
end users without authorisation. Of the remaining 59, only 24
respondents (15.4% of replies recgived) indicated that unautho-
rised copying by end users was commonplace.* . The other 35 rés-
pondents wrote that they did not know. Thus for most software
suppliers in the sample, unauthorised copying of their programs
was rare. However, the 24 victim software firms should be inter-

preted as a lower bound, since there may be instances of

* 008, 009, 013, 023, 024, 027, 035, 036, 039, 051, 063, 077,
095, 096, 104, 107, 110, 115, 118, 126, 127, 133, 137, 147.
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unauthorised copying which were not known by the relevant respondents

when the survey was undertaken.

The distribution of these companies was not random through-
out the sample, rather it was concentrated in particular sectors
therein. In particular seventeen of these companies were micro-
computer software suppliers.* of fhe remaining 7 co#panieg,'six
were small business systems software suppliers.# Thus 30.9% of
microcomputer software firms in the sample knew that their programs
had been regularly copied without authofisation, although they may
not have knoﬁn\ﬂn:had actually copied them. Furthermore, 16 of
the 35 companies, whose respondents replied that they didn't know,

were microcomputer software firms.

Although each unauthorised copy of a program, or suite of
* programs, constitutes a lost Salé for the bona fide supplier, the
twenty-four respondents from the viétim companies were each asked
whethef such copying was regarded as a 'serious' loss of software
revenue or whether it could readily ﬁe written off. Thirteen
respondents considered that it did constitute a serious loss of

business, of whom 11 represented microcomputer software suppliers.

The results do not indicate the extent of unauthorised
copying. Since it usually occurs in private, reliable data on

the -extent of such copying is probably unobtainable. Rather the

* 008, 009, 013, 023, 024, 027, 039, 051, 096, 104, 107, 110,
118, 126, 127, 133, 137.

# 035, 036, 077, 095, 115, 147.
+ 009, 013, 023, 024, 027, 039, 051, 096, 104, 107, 133.
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results indicate the next best thing, that is the number and dis-
tribution of software suppliers in the sample that were aware that
they have lost business from it. From this it appears that unau-
thorised copying by gnd users was the exception rather than the
rule. However, it was (and maybe still is) a serious problem for
20% of the microcomputer software suppliers in the sample. This
ﬁercentaég, although too high, was nevertheless lower than expected.
However, the microcomputer software suppliers in the sample did not,
in the main, supply computer games and other personal microcomputer
software. The problem may now be regarded as 'serious' by a

higher pfoportion of microcomputer software suppliers in the industry,
and particularly those developing and/or marketing software designed

to run on home computers, as opposed to business computers.

Respondents were asked whether their firms were incurriﬁg
serious losses in software revenue from piracy by dealers.
Piracy was defined in the question as the unauthorised reproduc-

tion and sale for profit of the supplier's software.

One hundred and fifty—one repliesfwere received. Ninety-
seven firms in the sample had EEE' fo the knowledge of their res-
pondents, incurred losses in revenue from piracy. 0Of the
remaining 54 replies, only 24 resgoﬁdents (16%) replied that
their firms suffered from it. In common with the previous re-
sults concerning unauthorised copying, these 24 firms were not
randomly distributed thrsughout the sample. Rather 13 were

microcomputer software suppliers* and a further 5 were small

* 009, 013, 023, 024, 027, 039, 047, 069, 096, 104, 107, 113, 133.
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business systems software firms.* Thus 23% of microcomputer soft-
ware suppliers in the sample knew that the& were incurring losses
from piracy. It is not surprising that microcomputer software
firms have suffered more than other sectérs because they rely more
upon a dealer network for contact with potential customers.

Indeed one respondent, representing a microcomputer software firm,
commented that piracy was always a threat, but it was a risk that

had to be taken for:

"

cee Most of our dealers have no track
record and we have to trust them or not
sell . "#

In common with the previous results concerning unauthorised
copying, the data does not indicate the extent of software piracy.
Rather it indicates the number of companies that were aware it
was gding on although they may not have known who was actually
pirating their prﬁgrams. Dishonest dealers rely upon the sup-
plier's igrnorance of these activities, and since it usually occurs
in private, it is probabie that the number of firms in the sample
that have actually incurred ‘serious' losses is larger than 24.
However, the evidence is consistent with the interpretation that,
in general, piracy is not endemic in the industry, at least for

business, commercial and industrial software.

* 036, 040, 068, 095, 151.
# 084.
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LEGAL PROTECTION

The two main types of protection considered in the study
were legal rights of the software supplier and any technical pro-
tection measures incorporated into programs. The results of
questions on the former are reported below, and the results of
questions concerning the latter, technical protection meaczures,

are reported in the succeeding section.

Respondents were asked to specify the legal rights uveed to
protect their firms' software. One hundred and fifty-four
replies were received and the distribution of answers is repre-

sented as a bar chart in Figure 4.6 overleaf.

By far the most popular mode of legal protection used was
the licence or contract, specified by 124 respondents, repre-
senting over 80%‘of‘the software firms in the sample. ‘Some
respondents commented that their firms sold software outright to
end users but required their dealers enter a contractual fela—
tionship with them (the suppliers). These firms are included in

the 'licences/contracts' bar.

Forty-nine of these respondents-épecified licences/contracts
exclusively. Other legal rights vesting with the sﬁpplier, (e.g.
copyright in the software) were not, it seems, used. Eleven
respondents from microcomputer software firms specified copyright
exclusively. A further 9 respondents from microcomputer software
firms specified various technical forms of protection exclusivel&.
These comprise the 9 firms in the 'none of these' bar, (f), in

Figure 4.6, Details of these measures are considered in the
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next section.

cified a single form of legal protection.
combinations of leégal rights were used.
bination specified was copyright and licences, used by 36 soft-

ware firms in the sample.

Rather different

The most popular com-

the relevant bars (b and e) of Figure 4.6 and are shaded,

0f the remaining 83 replies, few respondents spe-

These companies are included in both

Figure 4.6: Types of Legal Protection
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The next most popular legal right specified, inclusively or
exclusively, was copyright, used by 79 companies, over 50% of
software firms in the sample. The remaining forms of legal
protection, that is, trade marks, confidentiality and patents,
were less widely used. Only 9 software firms protected their

software-inventions by patent.

Respondents were asked to venture an opinion on whether
legal rights provided effective protection for their firms' soft-
ware. They were asked to express their views on the following
scale of effectiveness, similar to the ones used previously,

namely:

R [mmmmm _ Y — e
ALWAYS SOMETIMES HARDLY EVER NEVER

One ‘hundred and twenty~-three respondents ventured an
opinion, and the distribution of views obtained is represented

as a histogram in Figure 4.7 below,

" Figure 4.7: Opinions on Legal Protection
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No overall consensus was discovered. However, in spite of
the current legal uncertainties, the largest minority, 58 res-
pondents (representing 47% of opinions expressed), considered that,
in their experience, legal rights 'always' provided effective pro-
tection. Fifty respondents (representing 40.7% of opinions
expressed) were more cautious and considered that legal rights
were merely 'sometimes' effe;tive. The remaining 15 respondents
considered that, in their experience, legal rights provided, at

best, nominal protection, and were hardly ever effective.

However, previous results indiéated that most software firms
in the sample have not knowingly suffered serious 1o$ses of
business from unauthorised copying and/or piracy, therefore most
have never had to enforéé (or even threaten to enforce) their

~ :

legal éights. Thus, these opiﬁions were, for the most part,
formed without first-hand experience, and thus must be regarded as
ppinions made in relative ignorance. Indeed 13 resbondents wrote
that they did not know how.effeétive their legal rights were.
Furthermore, one commented that since his firm ﬁad never had to
enforce its rights, he had no evidence ubon which to base an

. opinion. However, this does not apply to those 24 firms in the
sample that had suffered serious losses of revenue from software
piracy. These firms would almost certainly have sought profes-
sional legal advice, and, in the light of which, carefully con-
sidered their legal options. Twenty respondents from these

firms ventured opinions. Only two considered that, from their

experience, legél rights in their firms' software were 'always'

effective. Thirteen considered that they were 'sometimes’

133



effective. The remaining 5 respondents considered that they pro-
vided 'hardly any' effective protection. Thus opinions of those
respondents from firms that have had‘h:énforce, or threaten to
enforce, their legal rights were mixed. Most considered that

the law was only partially effective.

A number of respondents commented that enforcing legal
rights was too expensive and risky to be worthwhile.* Indeed

one commented:

"The present law of copyright is uncer-
tain as regards to magnetic media.
Anyone taking legal action in the High
Court would almost certainly be faced
with enormous legal bills with no cer-
tainty in the event of winning the
action that the losing party would be
able to pay costs awarded against it."#

While no ovqrall,conseﬂsus was found, marked diiferencqs
of opinion were discovered between various sectors of the sample.
Table 4.3 overleaf is a breakdown of the overall distribution of

opinions in Figure 4.7.

0f 30 respondents from mini, supermini and mainframe soft-
ware suppliers venturing opinions, 23 (67.3%) considered that the
law was 'always' effective. Each of-these companies used
licences or contracts to protect their software. Thus there was
general agreement that they (used either alone or in conjunction
with other legal rights) prsvided effective protection. However,

there was no consensus amongst the 34 respondents from

* 005, 009, 023, 027, 084.
# 023,
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Table 4.3: Opinions on Legal Protection by Sector

NUMBER
TYPE OPINIONS OF OPINIONS*
OF FIRM . PER SECTOR
(a) (b) (c) + =
Microcomputer 8 17 9 34 21
Software Firms (23.5%) (50%) (26.5%) (100%)
g maness | o | w | oa | om |
YR E SQSINEES (27.3%) | (54.5%) | (15.4%) (100%)
Firms
ot Smpwrntet | ag | o NE
s s 0
Software Firms (87.8%) (23.3%) (100%)
Remaining 20 13 2 35 6
Software Firms (57.1%) (37.1%) (5.8%) (100%)
microcomputer software firms. Twenty-eight of these companies

used 1icences/cuﬁtracts and 21 respondents expressed an Opiﬁion.
Only 6 regarded them as 'always' providing effectivé.protegtion
either_aloné or.in conjunction with other legal rights.- Thus

the evidence is coﬁsistent with the interpretation that while
licences/contracts are an effective form of protection for soft-
ware firms supplying mini, supermini and mainframe software to a
limited market, they become less effective for the protection of
software firms supplying programs to a wider market, i.e., predo-
minantly microcomputer software suppliers. Furthermore, of the

11 microcomputer software companies that used copyright exclusively,

9 respondents ventured opinions. Only two regarded it as 'always'

*  + repfesents number of opinions expressed. - represents those
respondents who expressed no view.
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being effective. Most of the respondents not venturing opinions

represented microcomputer software firms in the sample.

TECHNICAL PROTECTION

In none of the previous surveys of the Computing Services
Industry‘(US<anK) has technical protection oé programs "been
seriously considered. The conclusions of the CONTU survey in the
US included a passing reference to the 'technological resource-
fulness' of software firms as a means of.protection, but the scope

of this term was left substantially undefined.6

In the present survey, technical protection comprises any
measures incorporated in the program, or suite of-programs,
designed to aid thée -supplier's cdntgo; of its dissemination in the
marketpléée.l The :definition' inciudes-measures designed to
restrict.the end user's ability to use the program-(or suite of
prograﬁs).on ﬁardware othér than an authqrised computer, e.g.,
hardware-based'ﬁeripheral protection devices. it includes
measures designed. to prevent end users ,. or dealers, from being able
to copf the program or suite of programs. It also includes
measures designed to deter end users, or dealers, from illicit
copying or use of the program, as opposed to measures designed to

prevent them from so doing.

. The aims of questions in this section of the questionnaire
were: (i) to determine the types of %echnical protection measures
being used by software firms in the sample; (ii) the distribution

.of their use by sector; (iii) the importance of protection as a

136



program design criterion; and (iv) the distribution of research

then being conducted into technical protection.

Respondents were asked whether technical measures were taken
to protect their firms' programs. The question was phrased to
exclude measures designed to proteét end users' data, and include
only theze measures designed to protect the supplier's programs.
One hundred and fifty;three respondents replied. Ninety-nine
(64.7%) siuted that technical protection measures were taken to
protect some or all of their firms' programs. The remaining
54 (35.3%) wrote on the questionnaire that measures were not
taken, although when interviewed, a number commented that such
measures had recently been introduced or that their policies were
then under review. Thus,‘far from being unusual, it is common
practice for software firms in the sample to take technical
protection measurés. However, the proportion of comﬁanies using
such‘measufes,varied markedly from one sector to another within
the sample. Figure 4.8 overleaf represents the distribution of

replies to the above question broken down according to sector.

Of 54 replies received from microcomputer software firms,
41 respondents, representiné 75.9% of replies received from fhis
sector,_stated that technical measures were used. Thus, most
microcomputer.software suppliers in the sample considered that

there was a need for measures in addition to their legal rights.

In contrast, in the mini, supermini and mainframe sector
of the sample, only 11 companies took such measures. The

'remaihing 22 software firms (66.6%) did not consider it necessary,
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their legal rights being sufficient.

Figure 4.9 represents the distribution of companies within
the sample takiﬂg, and not taking, technical protection measures.
The pie chart on the right hand side, Figure 4.9(a), is a break-
down of the- 99 companies taking measures; and the left hand pie
chaft, Figure 4.9(b), is a breakdown o£ the 54 compaﬁies that

indicated on the questionnaire that such measures were not taken.

Figure 4.9: Distribution of Firms takiné, and not taking,

Technical Measures .

Where 54 = 100% Where 99 = 100%
Figure 4.9(b): Distribution Figure 4.9(a): Distribution
of Firms not taking Technical of Firms taking Technical
Measures Measures

- Key

(a) Microcomputer Software Firms .

(b) Small Business Systems Software Firms
(c) Mini and Mainframe Software Firms

(d) All and Residual Software Firms

-
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Microcomputer and small business systems software suppliers
together comprised over 60% of those firms in the sample taking
‘technical protection measures. Only 11.1% were mini and main-

frame software suppliers.

Over 40% of software firms in the sample not taking tech-
nical protection measures were mip;_énd mainframe software firms.
This seétor comprised only 21.4%.o£'firms in the sample.
Furthérmore, microcomputér and small business software firms com-
prised less thgn 30% of the_fi;ms in this pie chart, yet the two
sectors togéther comprised over ﬁalf of the firms in the sample.
Thus thg evidence ié consistent with the hypothesis that technical
protection measures were mainly taken by those companies supplying

programs designed to cater for the larger volume markets, that is,
Y

microcomputer software suppliers.

Types Of Technical Protection Measures Used

Given the obvidus néed to keep details of the measures
confideptial, respondenté were asked to specify the criteria the
measures were designed to satisfy, namely:

i) prevent/deter unauthorised copying of the programs?

(a) YES
(b). NO

If YES, please specify measures
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ii) prevent/deter unauthorised use of the programs?

(a) YES
(b) NO

If YES, please specify measures

---------------------------------------

iii) aid discovery/proof of the source of the copy?

(a) YES
(b) NO

If YES, please specify measures
Ninety-eight respondents, from the 99 firms taking technical
protection measures, answered at least the first part of questions

(1) - (iii). The distribution of the YES replies are expressed

as a bar chart in Figure 4,10 overleaf,.

No single design criterion predominated. Indeed for‘59
firms, the-measureé-taken were designed to counter a number of
different threats, for these fesgondents specified two or more
design cfiteria, Each of the different combinations is included
in Figure 4.10. Thus, 15 respondents specified that their
measures were desigqed to prevent/deter unauthorised copying of
their firms' programs. The same number specified that their
measures were designed to prevent/deter unauthoriseﬁ use; and so

on.

Respondents were invited to specify, in greater detail, the
measures taken: Eighty-one did so, either on the questionnaire

itself or in follow-up interviews.

Each of these companies supplied programs in machine code or

*intermediate compiled code. Source code was hardly ever released
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to end users.

Two firms supplied programs in their own specialist computer
" languages, rather than rely upon one of the more relatively well

known, and from their point of view, less secure languages.*

Fourteen firms used hardware-based protection devices.
Mosf of these ;evices had to be connected externally to the chassis
of the particular microcomputer at the relevant port.# One firm
used a protection device which, in operation, had to be inserted
into the chassis of a particular type of microcomputer. Each
'add-on', or 'add-in', device was designed to allow the end user
to copy the program, but not use it in data processing without it.
In all cases its presence was required at the relevant ﬁort, or
memory slot, to allow data processing to prccegd. Each of the
programs was designed to stop processing, once, or.sooﬁ‘aftér, it

had detected removal of the device or tampering of it. At least

: ; -
6 of these firms manufactured their own devices.

Sixteen firms used copy~protect means designed to prevent
unauthorised copying of their 1111:'0gr=?‘11:s.;|E Most of these firms
devised their own measures. The techniques used were various,

including modifying the format of the disks, the media containing

* 006, 120.

# 002, 015, 025, 030, 038, 059, 077, 089, 096, 103, 121, 125,
139, 144,

002, 089, 096, 103, 125, 147.

£ 009, 012, 013, 021, 023, 029, 034, 035, 051, 053, 054, 059,
068, 073, 118, 153.
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the programs, so that when the operating system copy command was
invoked it could not identify the protected sectors or tracks, and

therefore could not copy them. .

The most widely specified method of protection was the
serialisation, or personalisation, of programs. In each case a
particular copy would be tied to a particular dealer or end user.
Twenty-eight of the 81 firms used this type of protection.* The
measures were psychological in that they were not designed to
prevent unauthorised copying or use, rather deter such activities.
Although there were many gariations on a theme, one common tech-
nique was to insert an.encrypted form of the authorised end
user's name and address at various points throughout a suite of
programs. A plain text version of this data would always be dis-
played while the suite was in use, so that there would be no doubt
as to its rightful owner. This was sometimes, although not

.always it seems, combined with a copyright notice.

Eight firms used date, or count, locks so that after a cer-
tain date, or number of runs, the end user would be forced to

contact the supplier for continued use of the software.#
Some respondents specified combinations of the above.

Other types of measures included tying the applications

programs to the operating system programs by inserting corresponding

* 004, 024, 036, 042, 046, 050, 052, 057, 058, 066, 080, 083,
084, 093, 095, 097, 099, 100, 106, 109, 124, 130, 131, 133,
140, 146, 150, 156.

# 018, 055, 063, 075, 095, 109, 111, 117.
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serial numbers into both. Thus a particular coéy would be tied
to a particular copy of the opérating system, without which it
would not run. One firm tied its software to the end user's
particular hardware configuration so that it would not rumn on

any other configuration,

Most of the respondents interviewed considered that a deter-
mined 'pirate' with sufficient time and skill would sooner or
later by-pass, or 'crack', their technical measures. Many com-
mented that deterring amateur, or casual, copying was all that
could realistically be achieved and to this extenf they regarded

their measures as always being effective.

Reépondents were asked whether protection was a design
criterion in the development of.thgir firms' programs. They
were asked to express their views on a scale of importance
similar to the ones used. previously. Ninety-seven respondents
_from firms taking technical protection measures replied, and the

distribution of their answers are shown in Figure 4.11 below.

Figure 4,11: Protection as a Design Consideration

401 38

. Is the protection of
FREQUENCY 30 39.3% 29 software a design

30.9% 29.8% consideration?

201 Key: (a) ALWAYS

(b) SOMETIMES

(c) HARDLY EVER/
NEVER

Where 97 = 100%

(a) (b) (c)
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Given the variety of technical measures specified, it was
perhaps not surprising that the importance of protection varied
from one firm to aﬁother in the sample. Thus while 30 respon-
dents considered that érotection was 'always' a consideration in
software design, 29 considered that it was 'hardly ever’ 2
consideration. Furthermore, within each séctor of the sample

there was, likewise, no consensus.

This was surprisihg, since it was expected iiiat most of the
firms in the microcomputer software and small business systems
software sectors, the main developers and users of technical

protection, would consider it a significant design consideration.

In general the preferred mode of protection (legal or
technical) depends upon many factors incluéing the size of the
mark;t for the progranm, the threat of unadfhorised copying or
piracy, its retail price, and its popularity with end users.

The relative importance of some of these factors is not

apparent until after the program has first been marketed, for
only then can its populgrity with end users be gauged. Thus
technical protection may not initially be a consideration in
design, but subsequently become. one. There seems to be a pro-
tection learning curve, and from interviews with.re3pondents, the
sample compriseﬁ firms at eaéh of its poiﬁts. Some were at the
stage of first marketing and had not formulated any, but the most
rudimentary of, protection bolicies. Others had marketed their
programs over many month;, and had incorporgted sophistigaéed

s technical protection measures into updates or enhancements of
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their popular programs.

The distribution reflects the many different types of tech~
nical measures taken. Some were bought in, or were relatively
incidental, and in each case required little modification to the
program. Others, on the other hand, required substantial modi-

fications to programs, and thus were 'always' a design consideration.

Research into Technical Protection

Respondents were asked whether their firms' were allocating
resources to protection, and if so, to specify the form this
allocation took. One hundred and fifty-two replies were received,
of which 48 respondents* (31.5% of replies received) wrote that
their firms were then allocating resoufces to protection. Of
these, 38 respandents_specified the férm tﬂe éllocation took, either
on the questionnaire itself or-in foilow~up interviews. The
remaining 10 regarded this information as.confidential, although

all took technical measures.

Three respondents wrote that the} were in the process of
takihg legal procgedings and that their allocation of resources
were solicitors fees.# Each of the remaining 35 were'allocating
resources to the technical protection of their programs. For 12

of these firms, in each case, protection was the responsibility

* 002, 006, 008, 009, 015, 018, 025, 032, 035, 036, 037, 038,
047, 048, 051, 059, 068, 079, 083, 084, 085, 087, 098, 093,
096, 100, 103, 107, 115, 116, 118, 121, 124, 125, 126, 127,

+ 130, 131, 133, 134, 135, 137, 138, 146, 150, 153, 156.

# 008, 037, 079.
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of the software development manager, and the allocation of
resources took the form of a longer dévelopment time for their
respective programs.* Six companies were conducting research
into hardware-based protection devices.# For one of these
companies their stake in this field amounted to an investment of
£100,000 per annum.+ A further 6 companies bought in software
protection products from another, or other supplieré,#.and four
firms employed encryption.experts on a part-time or full-time

basis,.®

These firms were not randomly distributgd in the sample,
rather they were concentrated in particular sectors therein.
Figure 4.12 overleaf is a breakdown of the 45 companies in the
sample which were then allocating resources to thg technical

protection of. their programs.f

Three-quarters of the companies that were then conducting
research into technical protection of programs or buying;in such
protection were either microcomputer or small business systems
software suppliers. None of the mini, superhini and mainframe
softwaré firms in the sample were allocating resources to the

protection of their software. Thus interest in technical

009, 018, 036, 047, 068, 083, 084, 085, 093, 100, 115, 150.
002, 089, 096, 103, 125, 147.

096.

015, 025, 051, 059, 121, 130.

°o 118, 121, 124, 127.

W o+ o #

* It is assumed that the 10 companies that declined to elabo-
rate were allocating resources to the technical protection of
their programs.
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Figure 4.12: Allocation of Resources into Technical Protection

g

(d) (a) Microcomputer Software
25% Firms
11 firms (b) Small Business Systems

{2) Software Firms

223¥irms (c) Mini et al. Software
(b) Firms
229% (d) All and Residual
10 firms Software firms

Where 45 = 100%

protection was mainly confined to those companies supplying

software to the larger volume markets.

" CONCLUSIONS - PREFERRED MODES OF PROTECTION

Few respondents considered that end user's need for regular
maintenance of programs provided sufficient nor effective protec-
tion. Some considered that, in their experience, it had always
proved to be effective, but few relied upon it exclusively.
Rather, for most companies in the sample, it sometimes provided
2 useful supplement to other forms of protection. Familiarity
with the program, or suite of programs, provided little inherent
proteétion in the opinion of most respondents to the questionnaire.
Thus inherent features éf programs were hardly ever relied upon
exclusively, although a sﬁall number of respondents commented
that the specialist nature of their programs provided their firms'

*main protection. For most companies in the sample their main
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protection resided elsewhere, and particularly in their
legal rights in, and the technical protection features of, their

software.

Referring to legal protection, while licences, contracts,
and to a lesser extent copyright, were widely used, there was no
overall consensus on their efiecti;eness. - This may be due to
the lack of experience in the enforcement of legal rights for
only 36 companies in ﬁhe sample had knowingly lost business from
either unauthorised private copying and/or piracy of their
.~ programs. However, of those thﬁt had suffered, only a small
handful of respondents considered that, in the light of their
.firms’ experiences, the law. was always effective. Rather some
commentgq_that licences were an inappropriate form of prﬁtecfion
for theif software, wheréaé qthers commented on the practical
problems of the enforcemént of rights in court. The following

. comment made by one respondent summarised most the others made:

"The methods of legal protection [Patents,
Copyrights, Trade Marks, and Law of
Confidence] involve expense and delay
and are not practicable in my opinion.
Licences are a possibility but when
selling through dealers still offer
little protection ..."*

Within some sectors of the sample, however, a consensus was
discovered, and particularly respondents representing mini, super-
mini and mainframe software suppliers. Most considered that, in

their experience, licences or contracts always provided effective

* 084.
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protection, While there was no consensus amongst respondents
from microcomputer software firms in the sample, only 8 considered
that licenses/contracts and/or copyright were always effective.
Furthermore, seven of these companies also used technical protec-
tion measures. Thus, in spite of this expression of confidence
in the law, these companies did not wholly rely upon it. Rather
they used a combination of legal and technical protection methoas.
Twenty-six of the remaining 47 respondents in this sector consi-
dered licensing and copyright to be only partially effective in
the protection of their firms' software. The other tweﬁty-one

respondents did not venture any opinions.

Far from being unusual, it was common practice for firms in
the sample to tﬁke technical protection measures. The measures
taken were various, and included hardwaré-based peripheral'devices
designed to prevent unauthorised use of the protected program, ‘
-and software designed to restrict copying of the program. The
most popular type of protection megsures specified was those

designed to deter, rather than prevent, unauthorised copying or

use.

Firms taking technical protection measures were.mainly
microcomputer and small business systems software suppliers. The
majority of mini, supermini and mainframe software firms did not
use such measures. Furthermore, when the survey was undertaken,
most of the companies buying-in technical ﬁrotectian devices or
programs, or conducting research into methods of protection were

companies in the former category.
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Thus, interest in technical protection was, for the most part,
confined to microcomputer and small business systems software
suppliers. The evidence is consistent with the interpretation
that a lack of confidence in the law (in its applicability and/or
its enforcement) has resulted in the development and use of

technical protection. measures,

Respondents were asked whether or not a lack of legal pro-
tection had influenced innovations in computing. Clearly the
development and use of technical protection measures are examples
of innovations resulting from é perceived lack of effective legai,
and inherent, protection. Of 142 replies received, 58 respon-
dents agreed with the hypothesis (40.8%), and 84 (59.2%) dis-
agreed. However of 49 replies from respondents representing
microcomgutef software supplie;s, 26 (53.1%) agreed. Most of
these companies took technical protection measures.* -Fﬁrthermore,

most of the respondents had previously expressed the view that

their firms' legal rights were only partially effective.#

The remaining 23 respondents disagreed (46.9%). Some men-
tioned other consequences of inadequate legal protection.’ Amongst
other comments made, some considered that there could be restric-
tions on the availability of cheap software for large volume

markets{kwhilstothers thought that many small programs remained

* 004, 009, 013, 023, 061, 078, 085, 087, 096, 105, 113, 118,
122, 133, 134, 137, 146, 153, 156.

# 003, 009, 023, 027, 061, 069, 071, 087, 096, 104, 113, 118,
133, 134, 137, 146, 153, 156.

+ 036.
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unpublished from the threat of piracy.* A number commented that

the threat of piracy could deter investment in new applications.#

However, of these 23 companies, 20 were taking technical
protection measures+ and 11 were also allocating resources to

#

protection when the survey was undertaken. Thus, in spite of
this large dissenting minor;ty, in practi;e mény of their firms'
policies stemmed from a lack of confi@enée in the law. However,
the technical protection measures resulting, were each regarded
as an incidental program desigq Q;iterion. In the opinion of

these respondents, such measures did not constitute significant

innovations in .computing.

In contrast, of 31 opinions expressed by respondents from
mini, supermini and-mainframe software firms, 25 disagreed with_
the hypothesis.® Most had previously indicated that, in their
view, licensing and'éopyright_always provided effective
protection,% and that together with -inherent protection, they

provided sufficient protection for their firms' programs.

Thus, within the industry, different sectors protect their

software in different ways. For many mini, supermini and
* 042,
083, 120.

006, 012, 014, 0I5, 024, 030, 034, 047, 050, 051, 059, 066,
075, 089, 107, 125, 126, 127, 130, 139.

# 006, 015, 047, 051, 059, 089, 107, 125, 126, 127, 130.

' ° o016, 019, 022, 028, 029, 031, 043, 044, 046, 053, 057, 060,
082, 088, 098, 109, 115, 116, 119, 123, 132, 136, 138, 140,
145,

# 016, 019, 022, 031, 042, 053, 057, 060, 088, 098, 116, 119,
123, 132, 136, 138, 145.
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mainframe software firms, together with some companies in other
sectors of the sample, inherent features of their programs, and
their legal rights, provide effective protection. However, for
most microcomputer and small business systems software suppliers
in the sample, inherent features, licensing and copyright are
considered to be only partially effective, and therefore reliance
is placed more upon technical protection measures incorporated

into their programs.
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CHAPTER 5

TECHNOLOGICAL PROTECTION OF COMPUTER PROGRAMS

INTRODUCTION

In the last few years,lthe widespread availability of cheap
microcomputers has resulted in a mass market for compatible
programs.1 It has also resulted in a marked dhange in the loc~-
ation of data processing from centralised computér bureaux and
data processing departments, to decentralised microcomputers.2
While the non-exclusive licence provided effective protection for
the computer software supplier when his market comprised a limited
number ﬁf end users, controlling the dissemination of his progranms,
or sgites ofprograms,.becaﬁe a problem when licensing identical
" copies to a-market comprising a large nuﬁber of microcomputer
‘users. Each unauthorised user represented a loss of software
revenue to the supplier. In addition, given thé large number of
authorised end users, and déalers, any of whom could have supplied
the program, or suite of programs, tracing the source of the unau-
thorised copy became a major detection problem for the supplier.
He knew that his licence had been infringed but he did not know
by whom. Furthermore, even if he was successful and identified
the infringer(s), the uncertain scope of his intellectual property
rights, together with the crippling costs of their enforcement in
court, meant that, for many of the smaller suppliers, litigation
was an option that was simply not feasible. As a result many

microcomputer software suppliers supplemented their legal rights
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with technical protection measures incorporated into their

programs.

This chapter describes some of the techniques that are
being applied to protect computer programs from unauthorised

copying and use.

Whilé the survey, reported previously, discovered that the
majbrity of microcomputer software suppliers (over 75%) took
technicél protection measures, details wére rarely published.
Furthermore, to date, little has been published generally on the

technology of software protection.

This should be distiﬂguished from literature describing
techniques to protect data, on which, in comparison, much has
already been published. Some of these techniques are useful iq
certaiﬁ software protection séhemes,* but, in general, thef are
designed for a Aifierent purpose, Data proteétiou schemes are
designed to prevent unauthorised acéess to-information3 e;préssed
in a form in which it can be understood by aﬁ unauthorised person.
In contrast, softwére protection schemes are designed to control
use of the program, or sui¥e of programs. There is no réquire—
ment that an unauthorised user should understand the structure,
or operation of the software: He merely wants to be able to use
it in processing his, or others', data. It follows that proven

techniques in protecting data may not, on their own be effective

* A software protection scheme comprises one or more technical
protection measures, incorporated in a program, or suite of
‘ programs, for its protection. [Each measure, or feature coun-
ters a particular threat to the software.
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in protecting softﬁare. A data protection scheme which pre-

" vents disclosure of the program in an understandable form, but
nevertheless permits unimpeded use of it in a computer, is not
an effective software protection-scheme. Nevertheless, certain
data protection techniques are invaluable in countering parti-
cular threats. For example, use of the Data Encryption
Standard,* or public key encryption,# to encrypt communications
between the Central Processing Unit (CPU) of a microcomputer and
an interfacing peripheral device, along an otherwise unprotected
bus, promises to diminish the threat posed by traffic analysis of
these communications. Data protection techniques play a minor

role in the software protection features described below.

One of the few published studies on methods of protecting
software is a doctoral thesis entitled "Protecting externally
supplied software in small computers'" by S.T. Kent.6 He
desqr;bes two alternative protection methods, an 'encr}pted bus
approach' and an"encrypted storage approach'.7 In the

encrypted bus approach, the microcomputer system is divided into

* The Data Encryption Standard is a block cipher developed by
IBM. It comprises a 56-bit key which encrypts and decrypts
blocks of data 64 bits in length. The encryption and decryp-
tion processes are each divided into rounds. Each round
involves dividing the 64-bit block into two 32-bit half
blocks; and each half block is then permutated and substituted
with the other half block.4

# The public key encryption technique has two keys, a public key
and a private key known only to the user. The two keys are
mathematically related. The public key is used to encrypt
data, and the private key is used to decrypt the ciphertext.5
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a number of parts, each part being encapsulated in a 'tamper
resistant module' (TRM). Each TRM is designed so that data
within.it cannot be disclosed, or modified, by an intruder with-
out also destroying the data.8 Communigation betwgen the TRM
parts is provided by a physically unprotected bus, The infor-
mation transmitted on this bus is protecfed by crjptography.

Six rounds of the Data Encryption Standard (DES) are used to

encrypt the information, prior to its transmission from the TRM.g

In the encrypted storage approach, the microprocessor and some‘
memory are encapsulated in a single TRM. The remaining storage
elements are'physically unprotectéd. The DES is used to encrypt
data stored in these elements and in communications with other
elements of the system, The data ;s decrypted inside the TRM.
Sﬁould it bg necessary to subsequently store the processed data

outside the TRM, it is encrypted prior to transmission to the

unprotected element.lo

Although tamper resistant modules have been used, neither

of Kent's methods has yet been implemented in full.

The protection of programs is rarély a design consideration
in the development of a microcomputer system.* This stems pri-
marily from the structure of the microcomputer industry. As a

first approximation, computer companies in the industry can be

* A microcomputer system as defined herein means the micro-
computer hardware and operating systems software required to
implement the program.
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divided into two groups, microcomputer hardware manufacturers and
independent software suppliers.11 The hardware manufacturers
are primarily in the bﬁsiness of manufacturing, and marketing,
microcomputer hardware. in general, a minor portion of their
revenue stems from Software.12 However, given their established
network of hardware dealers, some market indEpehdents' programs
provided, of course, that they are compatible with their hard-
ware,* Furthermofe, some "appreciate the need for technical
protection of programs, Indeed, one hardware manufacturer has-
devised, and supplies to approved dealers, a software protection
package. This suite of programs is designed to modify other
programs so that end users cannot copy the latter using parti-

cular operating systems sdftware.ls

Tﬁe hardware architectﬁre-of some microcomputers inherengly
aids the protection of independents' programs. qu example, the
archifecture of a range of microcomputers of a particular manufac-
turer permits the interfacing of 'intelligent' peripheral equip-
ment# to the CPU.14 This éllows the application of scrambling
- and o£her data protection techniques in certain software protec-
tion schemes involving communication between the CPU and a peri-

pheral software protection device. However, in general, the cur-

rent architecture of popular microcomputer hardware and operating

*  For eiample, Commodores' Approved Products Catalogue and
Atari's Program Exchange -(APEX). '

# Each peripheral device includes one or more microp;oceésors,
in effect a microcomputer in its own right. The micro-
computer system comprises a host microcoﬁputer and intelligent
peripheral devices which can also process data.

159



systems softwhre offer 1little inherent protection. Thus, should
an independent software supplier require technical protection,
then he must either devise it himself, or buy-in protection from
another supplier: Yet, each software protection scheme is
implemented on the relevant 'open' hardware and operating systems

software.

Some programs are inherently protected. All bespoke pro-
grams are, by definifion tailored to one, or a swall number of,
end users. It is highly unlikely that there would be a wider
market for such products. Thus, additional technical protection

measures would not normally be required.

Mass market programs are rarely supplied to end users in
sourcg\code formf Depending on the high level language, many
are supplied in comﬁiled,_or aséembled, idrm. .Tﬁe lack of
source code makes it difficult, even for a knowledgeable pro-
grammer, to-determing'its structure, for compiled code contains
no explanatory iabelslreéuirea to guide him through it.15
Furthermore, compiled programs cannot be listed, for they are
not in a-form which the appropriate operating'systemé software
can carry out LIST commands. Thus each such program cannot

readily be analysed by an end user, However, many microcomputer

software suppliers do not regard this protection as sufficient.

All technical protection measures are incorporated into the

supplier's program, or suite of programs as the caée may be,* and

v

*' A1l references to a program include references to a suite of
programs in a single software package, unless otherwise indicated.
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are designed to aid his control of its dissemination. in the
market. This definition implies that the supplier cannot rely
upon the end user, or intermediate dealer, to implement the soft-
ware protection scheme, From the supplier's point_of view, each
is a threat to his future software revenue. Thus most password
schemes are inherently unsafe, for the supplier has to trust the

end user to keep the password confidential.

Given the obvious threat posed by end users, intermediate
dealers and competitors, details of protection measures are in~-
variably regarded as company confidential. As a result, many
software protection schemes are devised in-house. Al though many
companies have devised similar measures, there is no universally-
adopted software protection scheme, Rather, different schemes
have resulted.. 1In each casé,-the scheme is either tailored to
the individual supplier's requirements,_or it depends on what he

can afford.

Some firms specialise in supplying software piotection
products, their markets being software suppliers.who perceive a
need for technical protection of their programs but neither have
sufficient resources, nor expertise in-house, to devise suitable
protection techniques themselves. Thus, a number of software
houses use similar protection schemes because they have bought-

in protection from one supplier.

However, on the basis of 31 visits and the survey of 156
software firms reported previously, current software protection

Schemes can be categorised as follows:
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(a) schemes designed to effectively prevent unauthorised
use of microcomputer programs;

(b) schemes designed to effectively prevent'unauthorised
copying of microcomputer programs; and

(c) schemes designed to deter unauthorised cppying and
use of microcomputer programs. '

Each of these schemes contains various protecfion features.
Each feature is designed to counter a particular threat. These
features are not necessarily confined to schemes in one categor;,
for certain features are applied in schemes residing in different
categories. Furthermore, at least one software supplier uses
two schemes residing in different categories, in a hybrid software

protection scheme.16

USE-PROTECT MEASURES

Many software protection schemes designed to restricf use
of the program, allow unrestricted copying of it. °~ 'This is an
- important advantage over ;lternative schemes. .Floppy disks, the
predominant medium for supplying software to end users, tend to
wear out with regular use.. All of the alternative copy-protect
schemes restrict the authorised end user's ébility to cogy the
protected program. This is an inconvenience for the end user,
‘for he is now dependent upon the supplier for back-up copies.
It is also inconvenient for the supplier, for he has additional
administrative problems inherent in an undertaking to supply such

copies promptly. Copy-protect measures are described in greater

detail in the succeeding section.

Each of the measures described in this section is included
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in an implemented software protection scheme designed to permit
'authorised' use of the program. The software supplier distin-
guishes what he regards as authorised use, from unauthorised use,
and incorporates this distinction into his software protection
scheme. The measures described below are each designed to iden-
tify authorised from unauthorised use, = Each such software pro-
tection scheme contains a 'stop and catch fire' routine,17 an
instruction to stop data pfocessing and lock out the operator

should use be deemed to be unauthorised.

Software-based Measures

| One type of software-based use-protect measure-is a date,
or time, lock. In a typical scheme, access to the program dé-
. pends upon thé-date. The opér#to; is required-to type in
today's date on his keyhoard,‘and this is compared with the
expiry dafe written into tﬁe program. Should the operator
aftempt-to uée it after the expify date, this is deemed to be an
attempt to use it without authorisation, and it branches to a
subroutine locking out his access to it.'18 Continued use depends
on the supplier modifying the program, and particularly his

insertion of a new expiry date once the user has paid him the

required royalty.

A second category of software-based schemes is designed to
'*tie' the program to a particulér microcomputer system. - This
implies that every cOpf of it must be able to distinguish
'%Pthorised' microcomputer systems from 'unauthorised' ones,

under program control, The software protection scheme
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incorporated within the program is desighed to prevent use of it
(or parts therein, for a suite of programs) on unauthorised
systems. However, in many hardwgre manufacturers' product
ranges, individual microcomputers are identical. ‘There is rare-
ly a feature within the hardware which can be used to tie a cﬁpy
of a program to one, or a small number of, 'authorised' micro-

computers,

“One appioach is to tie the program to the operating systems
software, rather than to the hardware. Fn one such scheme both
it and the systems software contain a serial number distinguishing
each from every other copy. The serial number of the systems
software is compared with the corresponding one in the program.19
If it contains the.'correct' serial number, processing is deemgd
to be permitted, = If not, then processing.is deemed to be unﬁu-
thorised, and it branches to a routine within the program designed
to‘bqth stop further processing, and lock out the operator from
further access to the program. This scheme is effective if, and
only if, the serial number within the operating systems software
is unique. If_this software can be copied then clearly the pro-
tection is compromised for the serial number is no longer unique.
Some suppliers have rejected a serial number, or other distin—
guishing feature, expressed in software, Qnd instead opted for

features incorporated in a 'firmware' or hardware-based device,

Hardware-based Measures

In many of these software protection schemes, each end user

is required to attach a hardware device to a specific interface
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of his microcomputer in order to use the relevant program in data
processing. This periphefal device contains a feature differen-
tiating the end user's microcomputer from other similar omnes.
Alternatively, one software supplier inserts a hardwgre device
into the chassis of each of its end user's microcomputers.zo

It has the‘same function as the previous peripheral devices.

A simple protection device used by one software supplier is
a Reaa unly Memory (ROM), having a pin configuration so that it
could be attached to a particular interface of the Commoddre 3032
microcomputer. The program simply'checked its presence at the
interface at selected points in processing.21 Provided a suit-
able response was obtained from it, processing was allowed to
"proceed. A more sophisticated device is a Programmable Read
dnly-Memory (?ROM}.containing a unique serial number. The
program could then distinguish between similar PROMs. It woﬁld
not run unless the correct PROM was .located at the relevant

interface.

Both of these methods provided effective protectibn until
it became possible to manufacture Erasable Programmable Read Only
Memories (EPROMs), cheaply. In the last few years the widespread
availability of.both-EPROMs and the necessary copying equipment,
made this protection redundant. -Although the existence of éuch
copiers may not be known to many first-time end users, théy are
well-known within the industry.” Most PROMs and ROMs have EPROM
equivalents, that is EPROMs having the same configuration, and’
tHickness, of pins as these 'chips'. Therefore, the EPROM

copies could replace a supplier's devices. The program would
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now run on 'unauthorised' microcomputers. EPROM copiers defeated
the protection, for it was possible not only to copy the program
using standard copy utilities of the relevant operating s§stem,
but also its profection, the ROM or PROM distinguish;ng the

microcomputer system from other similar-ones.

To diminish the threat of an intrude?_being able to physi-
cally copy the péripheral device, some migrqcbmputér software
supplie?s encapsulated their devices and associated circuitry in
epoxy resin. The'intrqder must firgt‘¥emove the resin to get
at the integrated circuits inside to discover the serial number
or other distingqishing feature. Some of these devices are
desigﬂed so that attempts to remove the resin using certain tech-
niques alsg destroy the circuits inside. A well-known TRM of
this type is called a -'DONGLE'.* This device was first used to
protect a wordprocgésing suite of programs called 'Wordcraft'
designed to run.on the Commodore éET microcomputer, A_ﬁumher of
other companies are using similar TRMs to protect their own
programs. TRM protection is not confined to Commodore hardware
"for a number of companies supplying programs designed fo run on
-Sirius23 and Appie24 hardware have each applied a similar tech-
nique. However, the individual software protection schemes

differ from one company to another within this TRM family.

* The term 'Dongle' as defined by Paul Handover, Managing Director
of Dataview Ltd., and reported on p. 8, of the 5th March 1981
edition of Computer Weekly, was as follows:

"A dongle is a small device attached to the hardware
. which interfaces uniquely with each authorised copy
of the software, and without which the package will

not function."
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Some software suppliers encase the epoxy resin in seamless
metal, or plastic, containers to make it even more difficult for
an intruder to get at the circuits inside.25 Furthermore, in
one sﬁpplier's TRMs, tiny glass beads are impregnated into the
resin. Should an intruder attempt to remove it by slicing it
along one of its strain 1lines, the glass beads would sever ad-
jacent lines, Instead of a clean cut along one line revealing
the circuits intact, the net result would be a crumpling of the
device and the circuits inside would be shattered. In addition,
the resin used by this supplier becomes highly conductive when
" heated. Should an intruder melt it in an attempt to separate it
from the circuits, the connections therein are destroyed by the
ﬁeating process.26 Another software supplier changed the labels
on the integrated circuit chips contained in his company's
Dongles.27. Should an intrudef succeed in discovering the layout
of the circuits in the device, and fabricate a similar one him-
self, the resulting device would not only not work, but also

corrupt-the software.

Measures designed to Foil some Software-based Intruder Techniques

While the above measures minimise the danger of physically
copying the device, an intruder could, alternatively, attempt to
by~pass the TRM by'modifying the prog;am. The program is usually
stored in a unprotected memory, allowing him, effectively, unre-
stricted access to it. The intruder could use the operating
systems software to isolate the TRM from the remainder of the

program by 'patching', or by-passing, all interrogation
p
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instructions to the TRM, and modifying subsequent COMPARE and
other relevant instructions of the software pfotection routine

in the program. A successful software attack of this type
requires locating and identifying the relevant instructions.

Some of the techniques used to prevent such an attack from suc-
ceeding, such as restricting the end user's access‘to the program,
are described in the succeeding section, for they are also

required in copy-protect schemes,

One of the techniques used to minimise this threat is to
disguise these instructions, so that they are not readily identi-
fiable to an intruder. One microcomputer software supplier
encodes the interrogation instructions to the input/output port
where the TRM is located. The in;tructions are only decoded
immediately prior to transmiséion and are re-encoded soon afterf_
From an intrudér's point 6£'view} a listing of the encoded in-
struction looks like data, unless he is fortunate enough:to-
interrupt data processing after the instruction has Leen decdded,
but before it has been re-—encoded.28 The interrogation instruc-
tions can also be disguised if they perform some other role in
data processing, independent of the TRM. Thus should an
intruder discover, and identify, an interrogation instruction to
the TRM in the program and patch over it, processing is disrupted

because he has also by-passed another important instruction.zg

A second approach used by many software suppliers to mini-
mise the probability of a successful software attack, is to
branch to the software protection routine at various points 5

throughout the execution of the program. Should an intruder
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succeed in identifying, and by-passing, one, or more, but not all,
30

of these points, the scheme is still intact. Although it does

not prevent an intruder from eventually succeeding, it does makg

it a more complex Operation.'

A third approach used by a number of software suppliers is
to seed the TRM.interroéétion and subsequent compare instructions
of a protection routine in a block of code, so that instructions
comprising the routine are not readily identifiable. The intruder
would be required to sift through each instruction in thé block
and decide whether or mnot it is part of the protection scheme.
Furthegmnre, in- some schemes, synchronous communication* between
the CPU and the TRM allows sub-division of the interrogation
ingtruction to the TRM. For example, the length of a serial
number dsed by one microcomputer spftware supplieral is 16 bits.--
After the TRM has first been energised, or primed, Fach reading of
its serial number requires 16 séparate intefrogatiqn instructignsa
The first such instruction from tﬁe CPU to the fRM results in the
transmission of the first bit of the serial number down one of the
;nput/output port data lines. . This is stored in memory. Later
on, a second interrogation is sent, and the TRM replies with the
second bit of the serial number. _ This also is stored. This

process continues until all 16 bits have been transmitted to the

* Synchronous communication as interpreted here, means the
transmission of part of a serial number from the TRM to the
CPU, under program control without subsequent acknowledgement
signals. This is distinct from asynchronous communication,
in which, in this instance, upon interrogation, the whole

' serial number would be transmitted from the TRM to the CPU,
followed by an acknowledgement signal.
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CPU. In the intervéning periods between interrogations, other
data brocessing has occurred under program control. Therefore,
the interrogating stage of the software protection routine com-
prises a number of instructions, all of which have to be identi-
fied by the intruder. Each is disguised by the other instruc-
tions of the block. At some later time, the distriﬁuted serial
number is combined and compared wifh one residing in the program.
If they agree, then processing proceeds. If not, then processing
stops. However, should processing cease immediately after the
comparing stage has discovered no serial number or the wrong
serial number, then an intruder would know where this instruction
resides in the program. Therefore, some companies incorporate

a delayed failure routine to disguise when the COMPARE instruc-

32
tion is executed.

A number of software suppliers use each of these measures,
or variations of them, to minimise the probability of a success-

ful software-~based attécks,

Location of Hardware-based TRMs

Many of the more sophisticated TRMs each contain, at least,
one microprocessor. In order to drive the microprocessor and
associated circuits within the TRM, an external power source is
required. Interrogation of the device now requires a preli-
minafy energising, or priming, stage. This additional stage
increases the protection of the program, for an intruder now has

33
an extra layer of instructions to discover and by-pass.

170



However, it also restricts the choice of input/output port, for a
priming stage necessarily requires an interface including ground

and power lines, as well as data lines.

On any particular type of microcomputer there are only a
limited number of interfacés, some of which are reserved for
particular peripheral devices.* However, as yet, no micro-
computer has an interface specifically reserved for a protection

peripheral.

The choice of interface, or port, depends primarily on the
hardware architecture of the microcomputer, and this varies from
one maﬁufacturer fo another. It also depends on the exéected
use of the interfaces by a typical end user of the software sup-
plier. . In general, a poor choice of interface can severely
restrict the flexibility of the microcomputer system for the end
user, for rarely can a port be shared between two peripheral
devices,gt the same'time.# For example, if an end user cannbt
interface a printer to hié microcomputer because the software
supplier requires the TRM to be located at that particular port,
the user is clearly restricted in what he can do with his
programs. Yet, the printer interface may have certain advan-

.tages in the supplier's software protection scheme compared with

* For example, the Apple II microcomputer has 8 parallel input/
output interfaces, or slots. Slot 1 is reserved for a prin-
ter peripheral, slots 4 and 5 for input and output of data
respectively,34 In general, there are few spare slots.

# A number of software suppliers have devised TRM devices that
permit a peripheral device to be attached to it, so that the
valuable interface is not taken up by the protection device.39
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other interfaces he could use. Thus, in some cases, the choice
of interface involves a trade-off between protection for the

supplier and flexibility for the end user.

One compauf, marketing an accounting suite of programs
designed to run on the Apple II microcomputer, decided to use
the 'Games' input/output slot of this hardware to interface its
THM.36 This interface provided a serial connection¥* between.the
TRM and the host microcomputer. " One of the reasons for choos.ing
it was that it was not considered useful to their particular
end users. -They reasoned thaf using it would not unduly affect
the flexibility of their end user's microcomputer systems.
However, the scheme is vulnerable to a traffic analysis-attack

on the relevant input/output lines. This is considered in the

following subsection.

For Sirius I microcomputers, each has two parallel user
ports, an e#ternal one reserved to interface_the‘end user's‘prin-
ter with the host, and an internal one originally designed to
interface other.Sifius I microcnmﬁutera, to form a computer net-
work. One software supplier, marketing a database management
suite of programs, considered that their end users were not likely
to require the internal interface, aﬁd therefore designed its
TRM‘to be connected to it.37 - A further advantage-is that the

internal port is located inside the microcomputer chassis behind

* A serial connection, or serial port, is an interface in which ..
data is transferred using one line only. In contrast, a
« parallel user port is an interface in which data transfer is
achieved using two or more lines.
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a steel plate. It was considered less likely that end users
would tamper with the device, Each Sirius I microcomputer also
has a single RS232C (or V24)* serial interface. This port has
a 12V power source, and is used by ome company to interface its

protection device.

For Commodore microcqmﬁuters, and particularly the Commodore
PET, its cassette ports were chosen by a number of suppliers to
interface their Dongles. - These ports were originaliy designed to
interface programs stored on magnetic tape. . But, use of the
ports for this purpose is no longer required, for many pregrams
are instead supplied on floppy disks. The advantage of the
cassette port is that it has a 5V power line, ground line, and
4 data lines providiné-a serial connection between the Dongle and

N .

the host microcomputer. The ﬁrimafy disadvantage of using a

cassette port is that it is vulnerable to a traffic analysis

attack.

Measures designed to foil Traffic Analysis Intruder Techniques

A typical traffic analysis attack comprises attaching a

probe# to the lines connecting the peripheral to the host and

* The RS232C (or V24) port is a standard communications interface,
comprising 25 lines. Each line has a specific function, the
functions including ground, power, transmit data, receive data,
handshaking and timing control lines. Most of these functions
are not required in microcomputer data processing and typically
only 3 lines are connected.38 This implies that data transfer
between the CPU and the TRM is serial, for 2 must be power and
ground lines respectively.

# The 'probe' can be a physical device, but not necessarily so.
It could instead be a program which interrogates the protection
device and monitors and analyses its response, or a 'cuckoo'
module.
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monitof communications along them. From this data, an intruder
could identify the sequence of signals used to interrogate the
protection device, and its response. The successful intruder
could develop a 'pseudo~device' which would be able to correctly
respond to particular interrogation signals from the host, fooling
the program into believing that a proper device is attached. Thus,
instead of using a vulnerable serial interface, a number of soft-
ware suppliers have devised TRMs which interface with a parallel

40
user port of the Commodore 4000/8000 series microcomputers.

The primary advantage of a parallel interface is'the speed
of data communication between elements of the microcomputer system.
In a given time, depending on the number of lines, much more data
can be transferred. In the context of software protection, this
implies greater application of encr;ptionftechniques to disguise
communication, without serious reductions in the speed of data
transfer inherent in a serial interféce. However, if a parallels
user port is used to interface a TBM, it can also severely decrease
the flexibility of the microcomputer system for the end user.

Thus, one of these suppliers41 has devised a TRM which allows a
ﬁeriphqral to be attached 'piggy-back', to it. As a result, it
does not take up one of the valuable parallel input/output ports
and the end user can use it to interface one of his other peri-

pherals, through the- device.

This TRM contains two microprocessors, associated registers
and memory. It is, in effect a microcomputer in its own right.

Wgen a signal is received by the TRM from the host microcomputer,
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the program storéd in the TRM analyses it and decides whether or
not it is an interrogation for it, or a signal for the other:
peripheral. If it is destined for the 'piggy-back' peripheral,
the signal is re-transmitted to it. Thus, from the eﬁd user's
point of view, the TRM is transparent, for communication between
the host microcomputer and the peripheral is virtually unimpeded.
If, jn;tead, the signal is an interrogation for the TRM, it

replies with a suitably encoded acknowledgement signal.

In a typical TRM interrogation seqﬁence, the protection
routine of the program stored in unprotected memory decodes the
instructions immediately prior to transmission, re-encodes it
and transmifs the re-encoded signal to the TRM. It decodes
the signal, processes the interrogation, encodes a reply and
transmits it to the host, The protection routine decodes the
response and reacts accordingly. . One set of keys for encoding
and decoding the signals need not necessarily be used in all
coﬁmunicatibns between the protection routine and the TRM.
Rafher, d}fferent keys can be used at selected points in data
processing. Thus; should an iutruder'attempt a traffic analysis
attack, predicting TRM responses from the collection of signals
obtained, is difficult, for different responses from the TRM are
obtained from similar interrogation signals from the host. The
probability of fabricating a similar TRM from the data obtained

in a traffic analysis attack is _decreased.
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For many software suppliers this level of protection is
not necessary, for the services of a cryptanalyst would be

required to break it. Rather, currently at least, a less rigo-

rous..software protection scheme is sufficient.

Necessity for Individually Distinguishable TRMs?

Most software packages comprise a collection of modules.
Each module is a program designed for a particular uapplication.
For example, accounting packages normally include sales ledger,
purchase ledger-and nominal ledger modules. It.is usual for all
to be contained on the one disk. A.typical end user requires
same of these mo&ules but not others. Therefore, the supplier
requires a software protgqtion scheme permitting use of the
moduleé the end uger had iicensed, but no; ﬁsg of the remaining
modules on the disk. The scheme must, iﬁ effect, 'lock out'
'?hése other moduleg; - A nuﬁber of soffware suppliers have deve-
_1opedsimilarschemeé'independently,42 and eaéh operates as
follows: a request for access to a module is first processed
by the protection routine residing in the package. - It compares
the name of the requested module with the one, or ones, residing
in the TRM. If a certain response is received from the TRM,
indicating that the end user is permitted use of the module, the
protection routine allows access to it. On the other hand, if
the response indicates that the end user is: not allowed to use the
module, the protection routine prohibits access,. If follows that
;ndividually distinguishable TRMs are no longer necessary, for end

users requiring the same combination of modules are supplied
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identical devices. This is a significant advantage, for the
software supplier can manufacture these TRMs in batches. Should
an end user subsequently require an additional module, or modules,
a different TRM is needed to permit data processing using the

modified combination of modules.

Software Protection Products

Each of the techniques described above is used to protect
particular suppliers' own programs. Similar techniques can also
be used to protect other suppliers' programs from unauthorised
ﬁse. _ A desirable feature of any software protection product is
if it combines its primary protection function with another
important function. One examplé is the DTL compiler.43 Apart
from  the normal compiler processing function, it also insérts
security routines at selected points within fhe compiled programs.
The securify rougines tie the compiled program to a;TRM con-
taining a serial number, This particular compiler runs on
Commodore hardware having two external cassette ports although
similar schemes are now under_development for other manufacturers'

hardware.

In operation, it uses both ports. A dongle, to protect the
compiler from unauthorised use, is plugged into one of the ports.
The TRM to which the resulting compiled programs will be tied,

is attached to the other port.

The company supplying the compiler, also manufactures the

TBMs. Each software firm buying, or licensing, a copy of the
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compiler has a serial number assigned to it, this being incor-
porated into its TRMs. The software firm supplies each of its
customers with a copy of the compiled program together with a
TRM required to use it in data processing. The software firm
controls the distribution of its TRMs to its customers and

therefore the disseminétion of its programs in the market.

COPY-PROTECT MEASURES

A disadvantage of many of the use-protect measures des-
cribed aﬁove is their visibility to end users. ‘ The end user
must attach the TRM to the appropriate interface in order to use
his copy of the protected program. Copy-protect measures, on
the other hand, are unobtrusive. The protection scheme is
contained within the softﬂgre.. Many end users are probably
unaware tyat they are uging copy-protected programs. The pro-
tection provided by QOpy-protect'schemés is different in nature
from that‘provided by use-protect ;chemes. All the measures
described below are incorporated into copy-protect schemes
designed either to prevent the end user from being able to copy
the program at all, or severely restrict the number of useful
copies he can make. In some schemes, the prohibition on copying
is confined to one particularly valuable program, whereas in
others, end users are not permitted to coﬁy any of the programs

.

comprising the suite.
In common with most use-protect schemes, many copy-protect

schemes are devised in-house. Details of these schémes are, for
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cbvious reasons, regarded as company confidential. As a result,
there is no universally adopted copy-protection fechnique,

rather each scheme has its own parficular features. However,
there are also a number of companies marketing cOpf-protect
software products,44 i.e. products designed to insert a protec-
tioﬁ routine(s) into software firms' programé so that the lﬁtter's
end users are prevented from copying them. Thus éome-ésftware
firms use the same scheme hécause-theyhavebought—in'protection

from the same supplier.

All copy-protect schemes allow the end user to run the
protected program on the releyant hardware and operating systems
software. This iﬁplies that each scheme must permit the oper-
ating systems software ;ccess to fhe program, or selected ones in
a-suite of programs. However, operating systems programs are
‘not designed to protect programs implemented by them. Further-
more, all operating systems software contain u¥ilities that are
essential tools for any would-be intruder. For examplg, all
_contain programs designed to copy other programs.* Once an
unprotected program has been translated from the disk, or tape
as the case may be, to the cﬁmputer memory,# tﬁe operating system
'monitor; or 'executive' programs can be used to examine, and/or
modify, it. .Monitor software typically include programs having

the following functions:

* For example,ng/M 'PIP' command, Apple DOS 'SAVE' command,
Commodore DOS 'BACKUP', 'DUPLICATE' and 'COPY' commands.4%

#« This process is called 'down-loading'.
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"(1) to examine and/or modify contents

of memory locations;

(2) to examine and/or change the con-
tents of any register;

(3) to store (dump) programs ...;

(4) to sequentially list the contents
of memory locations between two
given addresses.'46

From the end user's point of view a monitor is an extremely use-
ful utility should he wish to write his own programs. However,
from tge supplier's point of view, it creates problems, for it
coulﬁ be used to discover and disable the protection routines

incorporated into his programs.

All copy-protect schemes comprise measures which are designed
to prevent copying if, and only if, the program has a certain
residence. Sdme measures counter particular threats when it
resides on magnetic disk, whereas others apply when it has been
down-loaded and resides in_memory.- Most of the former disk-
bﬁsed measures involve modifying the format of information con-
tained on the disk, so that it (the iﬁformation) is not in a form
'recognisable' by the relevant standard operating systems soft-
ware or disk operating systems software (DOS) as the case may be.
Therefofe the program cannot be down-loaded, and run by the oper-
ating systems éoftware. Use of the protected program requires
a non-standard 'loader', a program designed to translate it from
disk to memory. But, once residing in memory, thé program is
vulnerable_for the reasons outlined ;bove. Thus, many copy-
protect schemes include a protection routine, or routines, de-
signed to counter particular tﬁreats to the program when it resides

in the Random Access Memory (RAM) of the microcomputer.
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The copy-protect features described below are specific to

certain hardware and operating systems software.

Disk-based Methods of Protection

The arrangement of information on all magnetic floppy disks
and diskettes is similar, regardless of theif size.47 Each disk
is divided into a number of 'tracks'. For an 8" diék-?? tracks
are usual, Each track is, in turn, divided into 'sectors’.

The number of sectors is variable, but typically 26 comprise a
Itrapk. Each sector is, in turn, divided into a number of
'bytes', typically 256 aﬁd each byte comprises a set number of
bits. Byte sizes are variable, with 8 or 16 bits being typical.
Information contained in the disk is arranged ;n a format com-
prising_‘headér' and 'data’' sections; Each sector contains a
header section and a data éection. The hea&er contains infor-
mation identifying the particular track, sector and other data
required by the DOS to transfer the data section from the disk t;
the microcomputer's RAM, A header typically contains the fol-
lowing: synchronization bits, track number, sector number, a
checksum bit string, further synchronization bits and, perhaps an
additional identification bit string.48 Each of these items of
information is required’ by the DOS to ensure that the correct
track and sp;tor has been accessed, and that the data cont;ined

therein has not been previously corrupted. * The data section
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follows the header, and contains, in this case, the program
requiring protection. Protection measures can be incorporated

at the segtor, track.and file levels.

‘At the sector level, should any of-the data in the header
be changed,thén,on reading the sector, the standard DOS would
interprét iﬁ as a'qorruptéd-sectorﬂz- The sector would not be
down-loaded, rather 'an appropriate disk error message would be
aisplayed. Thus, a simple method of protecting sectors of the
disk is to change the data contained in the header, for example,
the track number, or the checksum bit string.49 A more sophi-
sticated method, of one software supplier, is to scramble the
header and data sections together.50 Both methods effectiveiy
prevented unauthorised down-loading of the valuable program when
the relevant DOS is ﬁsed alone. In each case, a non-standard
-loader prégram is required both to unscramble or 'uncorrupt' the

sections, and down-load each data section therein.

‘ At the track level, one software supplier changed the
location of part of each track from that expected ﬁy the DOS.
In operation,: it would read part of the track, but the rest would
be considered as corrupted data. The remaining unread part of
the track would be located elsewhere on the msgnetic disk.s
Again, a non-standard 1o§der would be supplied to authorised end

users so that they could use the protected program.

Each program is contained in one, or more, sectors. The
group of sectors containing a program is called a ‘file’. One of

the tracks on the disk is reserved as an Index. Each entry in
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the index specifies the track and sector numbers of the first
sector of a file on the disk. Normally, should an operator
require a particular program, the DOS first accesses the index,
and subsequently the first sector of the file containing the
program he wants. This sector contains a 'pointer' indicating
the address of the second sector of the file. The second_
sector, in turn, contains, a pointer to the third sector of the
file, and so on, except the last one of the file,. Thus, each
program on the disk comprises a chain of sectors, and access to

one leads on to others in the chain.

One method of protecting a file is to insert a pointer in
the last sector of the chain, to the first sector.53 Thus the
chain becomes a ring; Unauthorised down-loading is prevented
" for the DOS knows neither where the program begins nor ends.

- A second method used, is to delete the address of the first
sector of the valuable program from the index, and restrict

access to it by using an access prdtection routine.

Each of the above methods of protection is effective in
preventing unauthorised down-loading if an intruder uses only the
relevant DOS or operating systems software. There are, however,
software products on the market ﬁhich can be used to overcome
these and other copy-protect measures, if applied in conjunction

with the relevant DOS or operating systems software.

Wiping the address of the first sector of a valuable program
from the disk index was effective until early 1981. At that

time, software products designed to copy sectors, rather than
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files, were introduced onto the market.55 This implied that

end users no longer needed to consult the index in order to copy
the relevant sectors. Wiping the sector from the index made no
difference, for access to it could be otained using the relevant

sector-copier software product.:-

By Spring 1981 bit-copying software products were
introduced.*56 These made few assumptions of the format of
information contained in a sector. Effectively, encoded
sectors could now be copied. Many of the currently available
software protection products are designed to defeat copying
using such produt:ts.s7 For obvious reasons, interviewees were
prepared neither to specify in detail the techniques used to

overcome these products, nor the techniques under consideration.

The disk~bas;d meﬁhods of protection described above are
designed to prevent unauthorised down-loading of the '?rotected'
programs. None of these methods modifies the operating systems
software. Thus, once they reside in the microcomputer's RAM,
they become vulnerable, for the protection provided by their

non-standard format on the disk no longer applies.

Techniques for Protecting Programs stored in Memory

Each of the techniques for protecting programs residing in

memory require the use of a protection routine incorporated into

* For example, 'LOCKSMITH', 'BACK-IT-UP', 'COPY-WRITE' and
'COPY II-PLUS'.
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the program, The protection routine effectively lies between it
and the operating systems software. Depending on the threat to
the program, it either modifies the systéms software inlsome way,
or monitors it and reacts when a certain 'prahibited' operation

is attempted.

Normally, down-loading and running a programlin a micro-
computer require two separate instructiomns. Once the program has
been down-loaded into the computer memory, control is returned to
the operator'who then types in the appropriate RUN command to
execute the software. 'But, he need not necessarily always RUN
the program. He could, for example, copy it ('dump’) onto
another disk using the appropriate Systems software instruction.
Tpus, many protection routines combine the qu operations into
one, so that once the down?loading instruction.has been invoked,

. 58
the program is also run automatically.

An intruder could attempt to overcome this 'autorun’
feature by 'interrupting' data processing using the standard inter-
rupt utilities of the operating systems soft;are. In a typical
interrupt sequence, the CPU first completes the current instruc-
tion, and then stores the contents from the CPU's various regis-
ters (e.g., Program Counter, Accumulators, Instruction Register,
Memory Address ﬁegister and General Purpose Registérs) in a
certain order, in a reserved portion of memory called a 'stack'.
This stores the current éondition of the CPU, so that once the
interrupt has been serviced, the CPU can contigue processing from_

where it has left off.sg Once the contents have been stored,
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the CPU can be used to service the interrupt. Thus, an intruder
could branch to the operating systems software COPY utility.
Thus, one method of preventing interrupts is for the protection

routine to disable the stack.60

All microcomputers contain various interrupt input lines,
~one of which is called the interrupt—reqﬁest line.61 Interrupts
sare serviced if, and only if, the interrupt flag in the CPU's
Condition Code Register* is set to a particular condition (e.g.,
the particular bit has binary stafe EEY) A second method of
preventing interruptions in processing is for fhe protection
routine to set, or reset, the interrupt flag so that the CPU will
ignore such requests,63 (e.g., to ensure that the particular bit

always is in condition binary state '0').
Y

In every copy-protect scheme, fhe end user;s ability.to coﬁy‘
the program using the standard copy utilities of the particular
systems software must be controlled by the softﬁare supplier. |
Otherwise-there'would be no restfictiqn oﬁ the number of useful
copies an end user could make of it. In some copy-protect
schemes, COPY, BACK-UP and DUPLICATE commands are ineffective
from the combination of the non-standard disk format, the
'autorun' feature, and the measures taken to prevent interruptions
in data processing described abpve.e4 Other copy-protect schemes
incorporate features designed to temporarily disable the copy

utilities;65 These are restored once the program has been run,66

* The Condition Code Register is a collection of bits called
'flags' indicating various conditions within the cpy, 62
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and its memory image scrambled. Some schemes are more selective,
and permit copying of some programs but not others contained on

the disk.

In one such scheme, the headers of the sector containing
the valuable programs are encoded. When the software is down-
loaded, the operating systems first reads the protection routine,
whiqh specifies the permitted operating system utilities which
can be used to implement the valuable program. It also supplies
a key (or keys) for decoding the relevant headers, In oper-
ation, the protection routine monitors the error messages of fhe
operating systems software. In this particular version of the
operating system these messages are sufficiently specialised so
that, if a particular error message is detected by the protection
routine, it indicates that it had attempted to copy a sector
having an encoded header, and failed. It had failed bepause
it did not have access to the relevant decoding key. The
attempteﬁ operation was not included in the permitted utilities
of the proteﬁtion routine, An approprate error message would
be displayed. This protection routine does not prevent the end

. 6
user from copying programs having plaintext headers. ¥

Some copy-protect schemes temporarily modify the standard
COPY utility. In one such scheme, end users are allowed to
'copy' the disk once, but in so doing they also change both ver-
sions. The copy is not an exact reproduction of the ofiginal,
and the protection routine is designed so that subsequent attempts

- ]
to reproduce either the original,.or the copy, fail. . A
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variation of this approach is to allow copying of the program,
but the copy will not run because it is not an exact replica of
the original. This scheme depends upon the protection routine
being able to detect whether or not the down-loaded program is
a copy of the original supplied. If it is an original then
the roﬁtine allows processing to proceed. If not then it
branches to a stop and catch fire routine, thereby preventing

data processing.

MEASURES DESIGNED TO DETER UNAUTHORISED COPYING AND USE

Both categories of measures considered above are designed
to prevent a user from either copying or using the program with-
out prior authorisation. In contrast, the measures described
below rely upon his honesty. They do not prevent him from
copying or using the program, rather they are designed to deter
him from so doing.70 Thus, unlike the previous categories,

‘the effectivenegs'of these measures depends upon their visibility.
In theory, the greater the visibility, the less likely the end
user, or dealer, would abuse the supplier's legal rights in his

program,

The measures can take the form of a claim to the copyright
in the software. A copyrightnoticeincluding the name of the
copyright owner, the year of publication and the word 'Copyright’',
'"Copr.' or '"(c)', arewritten into many programs;71 When an end
user down-loads and/or uses the program in data processing, this

notice is displayed. so that he is in no doubt as to the supplier's
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claim. He may be reminded of it at selected points in processing.
For example, in some suites of programs, a copyright notice is

72
displayed upon each return to the program MENU.

Some suppliers tie copies of their programs to their autho-
rised end users. One method used is to insert the authorised
.end user's name aflselected points in his copy.73 The-name is
displayed when it is run. In one scheme, all printouts are
headed by the name and address of the authorised end user.74
In each case, the measures are designed so that there can be no

doubt as to the rightful owner of the copy.

Other measures include the insertion of serial numbers at

75
selected points in each copy, and on its sleeve.

The effectiveness of eéqﬁ.of these measures also depends
upon the ease, or éifficulty, with which such notices can be‘
removed. Clearly, a notice does not provide much prdtectioﬁ if
an intruder can éésiiy patch over 'it, or prevent its display on
the énd user's screen. Thus,-many software suppliers insert
notices at various points throughout the program, so that should-
an intruder disc&ver and remove dﬁe, or more, but not ali, of

them, the protection is still intact.

Other suppliers incorporate measures designed to detect
modifications to the program. One technique used is to tie each
instruction of the program to a particular line._76 Should a
copyright notice be removed this would be detected by the pro-
tection routine since the location of a particular instruction

in the modified program would be different from its location in
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the original. A second method used is to construct a serial
number from selected bits of the program. The constructed
number is compared with a corresponding one residing in it. If
an intruder had modified the program, then he may have changed
one or more of the bits used to construct the.serial number,

If so, then this would be detected when it is compared,77 and a

suitable error message displayed.

SUMMARY

Each of the measures described above is included in one,
or more, microcomputer software protection schemes, These schemes
are designed to aid software suppliers' control of the dissemin-
ation and use of their programs in thé market. There is no
single universally-applied software protection scheme,.rather.
different ones are used by different suppliers. But, on the
basis of 31 intérviews and the survey of 156 software firms,
reported previously, current software protection schemes can be

classififed as follows:

(a) schemes designed to prevent unauthorised use of
programs;

(b) schemes designed to prevent unauthorised copying
of programs; and

(c) schemes designed to deter unauthorised copying and
use of programs,

Every measure, in a scheme, is designed to counter a particular
threat to the supplier's control of the dissemination and use of

his program.
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The categories ﬁre not mutually exclusive for certain
measures designed to control access to programs, when they reside
in RAM, have been applied in both use-protect and copy-protect
~schemes, categories (a) and (b) above. Furthermore, measures
designed to detect unauthorised modification of programs are

included in each category:78

Many use-protect schemes contain measures designed to tie
a copy of the program to the end user's micrﬁcomputer hardware or
operating systems software, This usually involves attaching, or
inserting, é distinguishing feature into either thé operating
systems software, or the hardware, Data processing using the
product is permitted, if, and only if, that feature is present
throughout. In a number of similar schemes, a hardware device
;ontaining a serial number must He attached to the relevant inter-
face, The serial number is compared with a corresponding one
residing in the program at selected points in data processing.
If the wrong_device has been interfaced, this would be detected
by the routine in the program comparing the two numbers. In
each case, the protection scheme ties the program to one, or a
small number of, similar microcomputers. 'There are many vari-
ations of, and refinements to, this general scheme, and parti-
cularly the application of measures designed to deter/prevent
particular intruder techmniques. Thesg include measures designed
to disguise the various protection routines stored in RAM; .the
use of scrambling and other data protection techniques to secure

communications between the device and the CPU; encapsulation of
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the device in epoxy resin to prevent tampering of it; and
restrictions on access to the program when it resides in the

RAM of the microcomputer, or disk controller, as the case may be.

Copy-protect schemes include measures designed to prevent
unauthgrised down-loading of the program, and measures designed
to restrict access to it (or parts therein for a suite of
programs) when it resides in RAM. Each of the former dipké'
based measures invblves‘changing the format of information con-
tained in the magnetic disk, so that it_(or particularﬁtracks
‘and/or sectors therein) is not 'recognisable' by the relevant DOS
or operating systems software. ‘Disk-based-protection measures
rely upon the DOS or operating systems software interpreting the
proteéted sector as being corrupted. These measures include
changing data contained in the header section, scrambling the

header and_data sections, and deleting the address of the first
sector of the valuable program(s)'from the disk index. . In each
case, authorised down-loading requires a non-standard loadgr

program.

Measures designed to restrict access to the program,
include combiniﬁg the down-loading and execution commands into
one,-and temporarily disabling, or modifying, the copy utilities

of the operating systems software.

Schemes designed to deter unauthorised cppying and use
rely upon their visibility to end users and intermediate dealers.
The measures are psychological, They are not designed to

prevent these activities, rather to deter end users or dealers.
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These measures comprise copyright notices incorporated into
programs, and/or notices identifying the authorised end user.

The effectiveness of these measures depends upon both the

honesty of the end user or dealer, and the ease, or difficulty,
with which such notices can be removed. Thus, many schemes con-
tain measures designed to make removal difficult. For example,
many software firms seed each of their programs with notices so
that removal of some, but not all, leaves the protection intact,
for it is still displayed when the program is used in data

processing.
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CHAPTER 6

CONCLUSIONS AND FUTURE DEVELOPMENTS

Legal and Technological Protection for Programs

The protcction of computer programs was, until the late
1970's, a matter of little practical importance to many software
suppliers. Prior to the boom in-sales of microcomputer hard-
ware; applications prdgrams were mainly written for one, or a
small ﬁumper, of end users,lin each case the software being
tailor-made to their particular requirements.1 It was of
limited, if any, use to others, apart from the computer user who
commissioned 1t. There was no need to protect it, éor there was
little market for bootlegged copies. Sysfems programs, although
they had a wider market than appiications programs; were tied
to particular computeé hardware. Since the hardware could not

easily be copied, it,.in turn, protected this software.

The'widespread availability of cheap microcomputer hard-
ware in the late 1970's transformed the computing services
industry and its hardware.and software markets, The tumbling
prices of computer hardware implied that computing was no longer
restricted to thosg end users who could buy, or lease, expensive_
mini or mainframe computers. Small businesses and even indi-
viduals could-afford to buy their own microcomputer systems,
Thus, the number of computer users rapidly increased. Further-

mere computer users were no longer data processing professionals,
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Rather they were increasingly people who had little previous
experience of computing; Microcomputer systems were designed. so
that anybody, with the.minimum of prior instruction, could use
theﬁ, End users may not know how the system worked, but they
nevertheless had the ability both to use the program for their

own data processing, and copy it? ostensibly for back-up purposes.
In additioen, thé marketélfor software changed. No longer was
software commissioned on a one-off basis, rather there now existed

large markets for standard applications and systems programs.

However, the investment of time, money and expertise sunk
into the development of-each microcomputer program, meant that
few software suppliers could afford to market their programs
without also protecging them, Many microcomputer software sup-
pliers feared_that,_withéut_ef@ective protection, their programs
would -be widely copied and distributed without their obtaining

the revenue to which they were entitled.

The traditional method of protecting programs is the non-
exclusive licence or contract. It is common practiceffor both
the end user, and.the intermediate software dealer, to enter into
a contractual arrangement with the software supplier, based on
the latter's intellectual property rights in the sbftware. Many
executives of microcomputer software firms consider that this
méthod of protection, is neither appropriate, nor effective, for

their companies' programs.

If a company is marketing identical copies of a program to

a large number of end users through a network of dealers, in the
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event of unauthorised copying each end user and dealer is a pos-
sible source. It is simply not feasible for the software sup-
plier to trace the source of the unauthorised copies from such

a large number of suspects. The supplier knows that sbme of

his end users; and perhaps dealers, are in breach of his licence

but does not know who they are.

Also the number of unauthorised users of any program is
unknown. Furthermore, it is unknowable, for reproduction of a
program, authorised or unauthorised, from one disk to amother
sometimes requires merely use of the appropriate ’CdPY‘
program in the operating systems software. Thus end users and
dealers copy in private, with the software supplier being, in
most cases, unaware that fhis is going on until well after the
event. The legal counsel of one US-based microcomputer software
house, marketing a popular wordprocessing suite of programs,
estimates that at least four out of every five of his company’s
end users are not authorised to use it. He believes that his
company.is losing at least 80% of the software revenue to which
-it is entitled.'3 Most firms in the UK computing services iadus-
try are not losing revenue on this scale. Indeed, the survey
results indicated that for most business, commercial and indus-
trial software suppliers in the UK, instanceg of unauthorised
copying and software piracy are mnot common. However, 20% of
microcomputer software firms in the sample have incurred 'serious'

losses of revenue from one, other or both of these activities.

Many of those found out are discovered by chance. If the
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supplier then decides to prosecute these infringers, he is then
faced with the problems of enforcing intellectual property

rights which have yet to be established for the technology, let

alone the programs copied.

Computer programs sit uneasily between the traditional
types of work protected by copyright, and inventions capable of
patent protection. Human-readable embodiments of programs (e.g.
written source code listings) are probably copyrightable for
they are similar to literary, and artistic, works which have long
been regarded as suitable subject matter for copyright protection.
However, without statute and/or case law it is uncertain whether
machine-readable embodiments of computer programs, e.g., prograﬁs
expressed on magnetic disks, and programs expressed in ROMs, are
also-copyrightable under the Copyright Act 1956. Furthermore, it
is uncertain just how far th; copyright owner's rights. extend.

. In particular 1t.is uncertain whether both machine-readable.
embodiments of programs, and the translations and transformations

a program undergoes in running it in a computer, are included in

the statute's restricted acts.

In the US, it is becoming established that human-readable and
machine-readable embodiments of a computer program are capable of
copyright protection.4 The copyright owner's exclusive rights
extend to all 'fixed' embodiments of the program, but not to the_
algorithm underlying it. It is uncertain whether the use of a

program in a computer is included in his exclusive rights.
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Patent Office examiners, both in the UK and US, have
struggled to understand the nature of computer programs.
Originally all patent applications for software-inventions were
rejected on the grounds that they were either cl#ims specifying
merely mathematical formulae (considered unpatentable subject
matter) or fhat the 'end product' in each application was merely
_'data', and not a new, and useful, product, or an improvement
to an existing product, However, it is now established that
computer programs- are excluded from patent protection gglz when
claimed as such. Software-inventions claimed as computer-
implemented industrial processes, and/or certain industrial
products are capable of protection. However it is thought that
most software-inventions are not sufficiently original for each
to warrant a patent application. Patents can be a useful sup-
plement to the supplier's copyright in his programs but it is

rarely his main protection.5

The enforcement of intellectua; prope;ty rights, and parti-
cularly copyright, is invariably expensive. Although this is
not a problem unique to diSput;s involving computer programs, it
has deterred many software firms from litigation. Furthermore,
unless there is a good chance that a guilty défendant-can pay the
award of damages stipulated by the Court, it makes iittle com-
mercial sense for a software Supplier to enforce its fights.s
As a result, under UK law, ?hére are few precedents clarifying
both copyrightable emhodiments of programs; and the- scope of the
owner's exclusive rights. Furthermore, and perhaps more impor-

tant, the lack of case law does nothing to educate the many
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solicitors, barristers and judges who are not familiar with the
technology.  Many are not aware that the same program can have
a multitude of different human-readable and machine-readable

embodiments and conventionally undergo many transformations when

it is run in a computer. Also, many software suppliers are not
aware that litigation can proceed quickly. Interlocutory cases
canﬂbe heard within a few days. Furthermore the court can, and

_d;es, act speedily to prevent the destruction of evidence prior
" to full trial, with the granting of Anton Piller orders.
Rightly or wrongly, many executives of microcomputer software
firms believe that the enforcement of copyright in court is too

expensive, risky and slow to be worthwhile.

Many microcomputer software firmélhave supplemented their
~ ’

legal rights with technological protection measﬁres written into
their progfams. Some of these measures are deéigned to aid the
~enforcement of pﬁpyright. Concealed copyright_notices in the
plaintiff's program and reproduced in‘the'defehdant's program
would provide persuasive evidence 6£ copying. However, other
technological measures substantially replace the supplier's copy-
right, and are designed to prevent those activities that effective
law would, in most instances, detef. While it is uncertain
whether unauthorised machine-readable copies of a program con-
stitute a copyright infringement of it, some suppliers take
various measures designed to prevent end users and dealers from
being able to copy it. While it is uncerfain'whether use of a

program in a computer is a restricted act, some suppliers prevent

unauthorised use by tying their programs to one, or a small number
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of, authorised microcomputer systems. Thus, a perceived lack of
effective legal protection, and particularly effective copyright
law, has led to the development, and use, of these alternative

7
technological forms of protection.

However, the fear of widespread unauthorised copying and
piracy, and the perceived lack of effective legal protection. do
not seem to have appreciably deterred 1nvestment.8 Although
they may have increased secrecy within the industry, the primary
effect has been that some of this investment has been channeled
into the development of technological methods of protecting soft-
ware from unauthorised copying and use. Furthermore, it has
given rise to a new type of software firm, the software protec-
tion supplier,* within an already heterogeneous industry. The
products of these firms are designed.to allow the So¥twaré sup-
plier to control the dissemination of useful copies of his pro-
gram in the market. Some are designed to prevent end users from
being able to.make useful.cﬁpies of the-software. Other products
are designed to prevent unauthorised use of the software. All

of these firms owe their existence to the current uncertainties,

and inadequacies, of copyright and patent law.

* Although some of the foflowing companies also market other
types of program, all supply software protection programs in
their product ranges: SoftGuard Computer Systems, Computer
Applied Technology Ltd., Mektronic Consultants, U-Microcomputers,
TABS Ltd., Dataview Ltd., Little Genius Ltd., Wordcraft
Systems, Sensible Software Inc. and Drive Technology Ltd,
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Future Developments

In the survey (the main results of which were presented in
Chapter 4 above) respondents were asked whether, in their view,
innovations in computing will create, in their wake, problems'in
the protection of computer programs. One hundred and twenty-
eight rEplies were received. Sixty-five respondents.(50.7% of
replies received) considered that protection problems will arise,

and partichlarly from:

(a) developments in computer networks. Some respondents

feared that the programs of one user, stored in the memory of
his microcomputer could become accessible to other users of the

-network.

(b) The standardisation of operating systems software. It

was feared that a potential black market for popular programs
would be increased if the particular operating systems. software
for which they were designed, was compatible with hardware other

than their authorised end users' microcomputers.

(c) The development, and availability, of 'decompilers’.

These programs are an aid to gnalysing the structure of other

programs, for they translate them from their compiled object code
version to a source code form.. Some respondents considered that
intruders could use a decompiler as a tool to either identify the
protection routines of a program and subsequently by-pass them or

recompile them in a different language to disguise the source of
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the original.

The other 63 respondents (49.3%) considered that either no
protection problems, or no additional protection problems to

those already existing, will be created.

The technological protection of computer programs is likely
to continue to be the main form of prﬁtection for many micro-
computer software firms. These companies will develop their own
protection measures to defeat, or deter, increasingly sophisti-
cated bit-copying and other intruder techniques, as well as
devise measures designe& to alleviate some of the concerns
expressed above, Furthermore, research into technological pro-
tection will be funded by the National Physical Laboratory,
British Technology Group and.also, it is hoped; from a consortium

of UK software firms.

Other developments include a study, now being'underfaken
for member companies of the recently formed ADAPSO microcomputer
software association, into legal and technological protection of

computer programs.

Furthermore, as the computing services industry continues
to grow, the need for effective technological protection will
result in both an expanding number of software protection

products, and companies specialising in developing them.

Developments can also be expected to clarify copyright law,
In addition to the ever increasing body of 6verseas (and hope-

fully also UK) case law, the Copyright Committee of the British
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Computer Society is pressing for an amendment of the Copyright
Act 1956, The Committee's proposals are intended to clarify
both the copyrightability of computer programs, and the scope of
the copyright owner's rights. Since many of the uncertainties
in interpretation of the 1956 Act stem from the inadequ#te defi-
nitions of Section 48(1), most of the Committee's proposals
comprise the inclusion of new ones,-that is, 'computer' and

'computer program', and additions to existing definitions. It

proposes that the term 'computer' should be defined as:

""'computer' means any device for storing
and processing information;"®9

and 'computer program' as:

"'computer program' means. any Series of
instructions which control or condition
the operation of a computer,"10

It proposes that the term 'writing' should be expanded as

follows:

"*writing' includes any form of notation
whether by hand, or by printing, type-
writing or any similar process [including
notation expressed by mechanical, elec-
trical, magnetic, chemical or other
means]."*11

If this proposal is enacted it would establish that the copy-
rightability of a work extends to all machine-readable as well as
human-readable embodiments. It also proposes that the definition

of the term 'literary work' should be expanded to specify computer

* The squared brackets contain the proposed amendment.
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Programs.

If all these amendments are enacted, it will establish that
computer programs, in whatever language they are expressed, are

capable of copyright protection as literary works.

The Committee's other proposals include the addition of a
'use right' in the restricted acts Specified in Section 2(5), as

follows:

"The acts restricted by the copyright in
a literary, dramatic or musical work are -
[(eé) causing the work to be used to con-
trol or condition the operation of a
computer]."*13

If this proposal is enacted, then it will establish that unau-
thorised down-loading and running a program in a computer would

be an infringement of the COpyright subsisting in the program.

Clearly the enactment of thése proposals will substantially
enhance the effectiveness of copyright. While it may deter
some end users gnd'dealers from illegally copying'and using
others' programs, it may not necessarily encourage software sup-
pliefs to enforce their rights in court. The other'problems
will remain. The cost of litigation, together with the problems
of proving copyright infringement, mean that, for many micro-
computer software suppliers, reliance will still be placed on
their technological forms of protection. Copyright will be

effective, if, and only if, microcomputer software suppliers

* The squared brackets contain the proposed amendment.
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are prepared to enforce their rights in court. Some insurance
companies now offer policies to software firms, under whibh,

in the event of infringement of the firm's.intellectual property
rights, the insurance company péys for the costs of litigation up
to an agreed limit, It is hoped th#t this will encourage soft-
ware firms fo enforce their rights in court. In ad&ition,
companies in the industry should collaborate and ccllectiveiy
prosecute persistent copyright infringers-thereby spreading tbe'
costs of enforcement, It iﬁ hoped that such consortia will become

established, although attempts to date have failed.

General Conclusions

The transformation of a sécret invention to an imnnovation
requires, amongst other things, informing an entrepreneur,
. product champion, publisher etcetera of—detailé of 1t or
generally publishing itiin an attempt to attract inves£ment._
Inﬁellectual property rights encourage inventors to publish
their work, for even though the information is no longer secret,
tﬁey still retain certain rights in them, recognised in law.
Intellectual property rights, in turn; encourage the product
champian to inveét in the invention, secure in the knowledge that
rights in its development would be recognised in court. Pafents
and copyrightﬁ serve both functions for thei?_réspective_types
of work. In both cases, society benefits from the dissemination

of protected knowledge. -

However, the effectiveness of these arrangements breaks
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down if the work is not protectable by intellectual property or
allied rights (such as confidentiality), or if such rights as. do
exist cannot easily be enforced. For some inventors this may
encourage greater secrecy, thereby depriving society temporarily
or permanently of details of their creations. It may deter

an entrepreneur investing in the work, for he would not be
willing to risk losing his investment if his rights in it are
not recognised in law. In both circumstances the invention
will not become an innovation. However, in the case study,

the lack of effective legal protection hgs had a quite different
effect. It has encouraged the development of alternative, tech-
nological methods of protection, designed to prevent those acti-
éities that effective intellectual property rights would, in
most instaﬁces, deter, Thus, while intellectual property law
encourages thé deveiopment of all protectﬁble creations, the
lack of effective law encourages a particular type of invention,
desgsigned to effectively réplace the law for technologies in
which intellectual property righfs are either not clear or not

easily enforceable.
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QUESTIONNAIRE

PROTECTION OF COMPUTER SOFTWARE

NAME L I B R R N B ) T R R R FIRL{ LR R R R R R A I R R R I I R -

POSITION "t \vveennrrnnennnnoancennns
Please ring, or tick, whichever is appropriate.

1. Is unauthorised copying (i.e., private copying) of your software by
END USERS common?

a. YES
b. NO :
c. DON'T ENOW

2. If YES, does it constitute a serious loss of business to your firm?

a. YES
b. NO
c. DON'T KNOW

3: Does software piracy (i.e., the selling of unauthorised copies of
your software products) by SOFTWARE DEALERS constitute a serious loss
of business? ' ’

a. YES
b. NO
c. DON'T KNOW

Legal Protection

4, Which of the following does your firm use to protect its software?

a. - Patents
b. Copyrights

c. Trade Marks
d. Law of Confidence/Trade Secrets
e. Licences/Contracts

f. None of these

5. Is/are the chosen mode(s) of legal protection effective?

(S S SIS l

Always Sometimes Hardly Ever Never

Protection from the Nature of the Product

6. Does the END USER's dependence on your firm for maintenance confer
effective protection?

Always Never

7. Does the investment of time and money spent in developing the
software confer effective protection?
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Technical Protection

8. Are technical measures taken to protect your computer programs?
-a. YES
b. NO
1
| _|
YES NO
9. Are these mcasures designed to: Proceed to Question 10
i) prevent/deter copying of the
programs? - . -
a. YES
b. NO

If YES, please specify measures
(e.g., uncopyzble disks)

ii) prevent/deter use of the
programs? -

a. YES

b. NO
If YES, please specify measures
(e.g., passwords)

R I I A R R R I B R B N ) RN R RN B

iii) aid discovery/proof of the
source of the copy?

a. YES

b. NO
If YES, please specify measures
(e.g., software or hardware
serialisation)

v.

10. Were technical measures once taken but have since been abandoned?
a. YES
b, NO
11. Does your firm allocate resources for protecting its software?

a. YES
b. NO .
If YES, please specify measures (e.g., employing an encryption expert)

12. 1Is the protection of software a consideration in its design?

l — N PR P — l

Always Sometimes Hardly Ever Never
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General

13. 1Is your firm:

a. An Applications Software House
b. A Systems Software House

c. A Software Publisher

d. A Software Distributor

e. A Computer Manufacturer

£. Other. Please specify

14. How many professional and technical employees does your firm have?

a, 1 -9

b. 10 - 99
c. 100 - 999
d. 1000+

15. In what year was your firm set up?

a. Pre 1965

b. 1965 - 1970
c. 1971 -~ 1975
d. 1976+

16. What type of software does your firm supply?

a. General Business Applications

(e.g., accounting, word processing)
b. General Financial Applications

(e.g., payroll, tax)
c. Engineering and Scientific Applicationu
d. Systems Software

(e.g., compilers)
e. Other. Please specify

17. Which type, or types, of end user does your firm supply?
- Please rank their importance as markets for your firm's products on a
scale of 1 -~ 4, where 1 = most important market; 2 = an important
but not the most important, market; 3 = a minor market; and 4 = a
market not supplied. ’

Rank

a. Large companies 1 2 3 4
b. Medium to small businesses 1 2 3 4
c. Educational institutions 1 3 3 4
d. Local government 1 2 3 4
e. Central government 1 2 3 4
f. Other end users. Please specify

................... St e eenaean 1 2 3 4
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18.
a'
bl
ct
d.

19. Will innovations in

a.

b.

Please comment .....

29,

What price of hardware does your soifitware run on? .

up to £10,000
£10,000 - £30,000
£30,000 -~ £80,000
£80, 000+

computing create protection problems?

YES
NO

S I I I T I I R R I I

---------- I R I R BT A I I I

Has a lack of legal protection influenced (or will influence)

innovations in computing?

a.
b.

Please comment

LR I

Any further comments:

Please return to:

L R )

S. M.
Technology Policy Unit

YES
NO

LR R

-~ END -

Elsom

University of Aston in Birmingham
Gosta Green

BIRMINGHAM

B4 7ET
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