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SUMMARY

Prior to the development of a production standard control system
for ML Aviation's plan-symmetric remotely piloted helicopter
system, SPRITE, optimum solutions to technical requirements had yet
to be found for some aspects of the work. This thesis describes an
industrial project where solutions to real problems have been
provided within strict timescale constraints. Use has been made of
published material wherever appropriate, new solutions have been
contributed where none existed previously.

A lack of clearly defined user requirements from potential Remotely
Piloted Air Vehicle (RPAV) system users is identified. A
simulation package is defined to enable the RPAV designer to
progress with air vehicle and control system design, development
and evaluation studies and to assist the user to investigate his
applications.

The theoretical basis of this simulation package is developed
including Co-axial Contra-rotating Twin Rotor (CCTR), six degrees
of freedom motion, fuselage aerodynamics and sensor and control
system models. A compatible system of equations is derived for
modelling & miniature nlan-symmetric helicopter. Rigorous searches
revealed a lack of CCTR models, based on closed form expressions to
obviate integration along the rotor blade, for stabilisation and
navigation studies through cimulation. An economic CCTR simulation
model is developed and validated by comparison with published work
and practical tests. Confusion in pub:lished work between attitude
and Euler angles is clarified.

The implementation of the theory into a high integrity software
package is discussed. Use 1is made of a novel technique basing the
dynamic adjustment of integration time step size on error
assessment.

Simulation output for control system stability verification, cross
coupling of motion hbetween control channels and air vehicle
response to demands and horizontal wind gusts studies are
presented.

Contra-Rotating Twin Rotor

Flight Control System

Remotely Piloted Plan-Symmetric Helicopter
Simulation

Six Degrees of Freedom Motion
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INTRODUCTION

1.1 Preface

This thesis describes work conducted through the Total
Technology higher degree scheme of the University of Aston in
Birmingham from October 1983 to September 1986. The work was
sponsored by the Science and Engineering Research Council and ML
Aviation Company Limited and was conducted substantially at the

Company's White Waltham site.

1.2 ML Aviation Company Limited

ML Aviation Company Limited is a wholly owned subsidiary of ML
Holdings plc. The present ML Companies originated during the
mid 1930's and deal with aecospace support products. Trading
names of Wrightson Aircraft Sales and Malcolm and Farguharsan
were used during the 1930's and 1940's. In 1746 the Companies
were renamed ML Aviation (design and development) and ML
Engineering (production?. [Que to considerable sxpansion an
approach was made to the Charterhouse Group for increased
funding and the Company went public as ML Holdings in 1958. In
1980 ML Engineering was incorporated into ML Aviation and
together they currently contribute at least 60% of the group's
turnover. Development activities are presently based at White
Waltham and Bristol and production is carried out at several

units on the Slough Trading Estate.

pther Companies trading under ML Holdings plec include ML



Engineering (Plymouth) who manufacture railway signalling and
data transmission equipment, ML Components who act as agents for
MLA's electrical and electronic components and other imported

products.

1.3 Company Structure

ML Aviation currently employs approximately 1000 people. A
matrix structure is operated with the Engineering Division
reporting to the Technical Director and the Production Divisian
reporting to the Production Director. Other departments report
either to the Commercial Director or to the Chairman and
Managing Director. Resources in the form of either technical
expertise or manufacturing and testing facilities report to

departmental managers and are drawn upon by each project.

The Quality Assurance Department reports to the board of

Directors. Through its quality engineers it is responsible for

maintaining the Company quality standards.

A chart showing the matrix organisation of ML Aviation is

included in Appendix A.

1.4 Approvals, Facilities and Products

An important measure of the competence of a company operating
in the aerospace industry in Britain is the extent of its
approval registration. A detailed list is included in Appendix

A. The facilities available at ML Aviation are comprehensive,



the major ones are summarised btelow:

(a) A PRIME 550-11 computer with 11 terminals running in

BASIC and FORTRAN and 7 €IS CAD workstations.

(b} At White Waltham two separate secure airfield sites

contain a Firing Range and a Cartridge Filling area.

(c} A mechanical testing capability which can perform

strength, vitration and environmental testing.

(d} An electrical testing facility equipped with a
comprehensive range of digital and analog test

equipment.

(e} Metallurgy, Plastics and Chemistry Laboratories are
equipped to carry out a wide range of testing and

treatment services.

The range of ML Aviation's products is diverse and mainly
aimed at defence requirements. Weapon carriage and release
systems are an important product range. The latest model, the
ERU 126 (BRU 34/A American designation! is used on the Harrier
GR Mk 5 and the McDonnell Douglas AV8B. Other Aircraft fitted
with ML Aviation equipment include the Alpha Jet, Phantom,

Jaguar, Buccaneer and Starfighter, Tornado and Lynx.



Aircraft handling systems accomplish a wide range of functions
such as allowing one man to manceuvre a helicopter. Weapon
handling systems provide shock isolating storage for missiles.
ML Aviation also manufacture aircrew ventilation equipment and a

wide variety of test and practice eguipment.

During the year ending 31st March 1986 the turnover of ML

Holdings plc was £57.2 million which yielded a pre-tax profit of

£2.2 million.

1.5 Future Plans

The production and development activities at MLA will continue
at their present level, the production capability having been
expanded on the basis of recent development work. The Company
intends tc remain in the defence field but envisaged expansion
of the Flight Systems products should encourage interest from

civilian customers.

ML Holdings is actively pursuing a policy of acquisition of

sound companies complementary to the existing businesses.

1.8 Justification of the Project

Although ML Aviation are committed to support their products,
advancing technological and commercial pressures require forward
looking companies to continually review their product range.

Government policy in the early 1980's has required companies



operating in the defence field to become more competitive to

survive.

ML Aviation reviewed it's position and established a Flight
Systems Department at the beginning of the decade to pursue new
praducts for both military and commercial customers. One such
project is the development of a miniature remotely piloted

helicopter.

Moving into a new product area requires the acquisition of
development tools, some already available through published
work, others requiring tailoring to suit specific Company
requirements. This thesis reports on the development of such a
tool, drawing on available knowledge wherever passible and

contribkuting new solutions where none existed previously.

1.7 Description of the Project

This research reviews the analytical requirements of the Company
in the field of remotely piloted helicopter control system
design and development. Pursuing studies by simulation is
identified as an optimum method and the pre-requisite simulation

package is defined.

This thesis reports how this 'real’ industrial requirement is
satisfied by the design, development and validation of a
simulation package to realise the required capability within

strict timescale limits. Considerable effort is directed to



the areas of co-axial rotor, six degrees of freedom motion and

control system modelling. However, the entire air vehicle is

simulated.

A contribution is made in the areas of the co-axial roter
simulation techniques and confusian ariging from publications
discussing six degrees of freedom motion is clarified. A novel
dynamically adjusted integrating time step size technique
permits high accuracy to be achieved for minimum simulation run
time. The Company is provided with a custom designed simulation
software package within a timescale appropriate to its

application to product development.

1.8 Review

This section has described the Company sponsoring this project.
The background to the work is given and there is an outline
description of the information which the reader can expect from

this thesis.
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BACKGROUND

2.1 Introduction

An introduction, including a brief history, of Remotely Piloted
Air Vehicles (RPAVs) is presented in this section. Examples of
RPAV applications are discussed and the development status

reviewed.

ML Aviation's SPRITE miniature Remotely Piloted Helicopter RPH
project is introduced and its history, recent development and

future plans are discussed.

Information required by RPAV system designers and potential

users is surveyed and deficiencies are identified.

el

2.2 Remotely Piloted Air Vehicle Systems

In performing a variety of duties including passenger and
freight transport, aerial surveys and supporting military roles,
aircraft are normally flown by onboard pilots. Under certain
situations, however, it may be desirable to use aircraft with
the pilot remote from the air vehicle, either hkased on the
ground or in an accompanying aircraft. RPVs have proved useful
tools when the risks to the pilot are unacceptakly high, in
research programmes and on certain military missions
(11(21(31(4)1(5)., The main two categories of this type of
vehicle are Remotely Piloted Air Vehicles (RPAVs) which can be

controlled in real time from a remote control unit and Drones



which follow a pre-programmed flight plan. Alternative
techniques using satellites have been investigated for some

applications (6).

Remotely Piloted Air Vehicles can be traced back to before the
second world war, examples include the Queen Bee. During the
1940's the Germans had success with the V1 and VZ weapons.
RPAVs have been the subject of much interest resulting in the
development of many types (7) and speculation as to whether

manned flight is 'a thing of the past' (1)(81(9).

New technology allows compact packaging of sophisticated
equipment. The cost, however, of transferring contemporary
technology to the battlefield is inevitably high because
performance is a dominating factor and guantities in production
are not large. However it has been asserted (10)(11) that by

using miniature RPAVs cocst effectiveness can be demonstrated.

2.3 Miniature Remotely Piloted Air Vehicle Development Status

Many potential capabilities of RPAV systems have been put
forward and some of these included in developers and
manufacturers literature (113(12)(13)(14)(15)(1é6}) are

presented below:

Military
(a) reconnaissance and surveillance,

(k) target acquisition and fire control,



(c)
(d)
(e)
f)
(g)

(hi

target designation/illumination,

autonomous ground target attack,

electronic intelligence and countermeasures,

missile detection,
anti-missile defence,

communications,

fivil

(1)
(j)
(k)
(1)
{(m?
(n)
(g)
(p)
(q)
{(r)
{(s)
(t)

(u)l

aerial photography,
monitoring crop diseases,
crop spraying,

geophysical surveys,
pollution monitoring,

fire control,

security surveillance,
powerline and pipeline inspection,
search for missing persons,
shipping lanes patrol,
fisheries protection,
incident illumination,

emergency communications.

This is not intended as a complete list and in

fact it is

suggested (17) that the US Government have 170 possible RPAV

applications.

Until information on the capabilities and

economics of RPAV systems becomes generally available many

- 11 -



potential users will not consider them. The question of public
acceptability may prove overriding even when compared to cost
and technical arguments (18). It is important for companies
developing the technology to present the required information in
its most favourable, but realistic, form. Serious development
of miniature RPAV systems was accelerated in the early 1970s
throughout the world, especially in Canada, Europe, Israel and
the United States of America (19)(20)(21)(22)(23)(24)(25). In
the UK the Royal Aircraft Establishment (RAE), Farnbarough (26)

initiated this work.

A miniature RPAV system generally comprises the following

sub-systems:

(a) payload,

(b)Y ground control unit,

{c) tracking unit,

(d) two way communications,
(e} air vehicle(s),

(f) ground support equipment,
(g} transport system,

(f) interface to the outside world.

The payload is of primary importance. The concept behind the
use of RPAV systems is that the payload is positioned at desired
positions in space in order to perform its function. The payload

may be a video camera, radio communications relay, target decoy



etc. Initial developments of miniature RPAV systems have been
based around a video or camera payload. These capture the
imagination of potential users and provide useful information

during development flights.

2.4 Miniature Fixed Wing RPAV Development Status

The following paragraphs give a brief summary of development of
fixed wing RPAV systems with particular reference to major
contributors in UK based systems. UK military RPAV projects are
summacrised in Table 2.1. European, Israeli and US developments
are briefly cited to indicate the status of development world

wide.

British Aerospace (BAe) initiated development in the early 1970s
with the FLYBAC programme. Funded jointly by BAe and RAE the
programme commenced with experimentation using novel sensors and
control systems but these proved generally inappropriate (271}.
RPAV research progressed into the STABILEVE series of air
vehicles using more conventional sensors. In parallel a
lightweight (less than 5 kg) 'model’' category airframe was used
during development satisfying less stringent Ordnance Board
requirements. A 'pusher' engine/propeller unit left the nose

availahle for payloads.

Launching of the most recent air vehicle, the STABILEYE Mk I1I,
is performed using a modified Short Bros (Belfast) SKEET

launcher which accelerates the air vehicle to 55 knots in 4.5 m.



Organisation Air Vehicle MoD Project Activity
APRE SUPERVISOR Operator
Farnborough PHOENIX simulations and
recommendations
British FLYBAC Fixed wing air
Aerospace STABILEYE 1 vehicle development
STABILEYE 2 funded jointly by
STABILEYE 3 RAE
Ferranti NK PHOENIX Competed for UK
prime-contract
(lost)
Flight ASAT Target air vehicle
Refuelling RAVEN Productian
development of
X-RAE 1
Marconi WIDEYE SUPERVISOR Ground station
Avianics ASAT Control system
MACHAN Fixed wing
development
especially control
systems
NK PHOENIX Won UK prime-
contract
ML Aviation SPRITE Rotary wing air
vehicle and RPH
System development
RAE X-RAE 1 Air vehicle and
Farnborough X-RAE 2 ground station
development
SUPERVISOR Technical support/
PHOENIX assessment
RARDE Fort SUPERVISOR Regquirement
Halstead PHOENIX evaluation
Smiths Control system
Industries development
Westland MOTE Rotary wing air
Helicopters WISP vehicle
WIPEYE SUPERVISOR development

Table

o]

£ =

1

Summary of Major UK

Miniature RPAV Projects 1970-1986

NK = Not Known
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Recovery is performed by the use of a parachute. The
development programme involved experimenting with different
engine and airframe options and landing and recovery

techniques, during which, reliance was placed on an RAE designed
ground station and tracking system. A variety of payloads have

been considered including night IR cameras (28),

The operational team envisaged would consist of 2/3 operators
and two 3 ton, or equivalent, vehicles. One would contain up to
3 air vehicles and payloads and would tow the launcher. The
second vehicle would contain the ground station and tow a
tracking radar. Normally 3 air vehicles would be operated by
one ground station although the 4 bit vehicle identification
code used would allow up to 15 (Code 0000 is reserved to
indicate a system failure). A typical operating configuration

would be for the 3 air vehicles to be deployed as follows:

(a? one on the launcher,
(k) one conducting surveillance or other duties,

(c) one inbound for recovery.

Further details can be found in references (151(271(29).

Flight Refuelling (FR) have been involved with RPVYs, air, land
and sea based, for several years. In 1982 they formed an RPV
Systems Department. Their interest lies primarily in the sales

of RPVs and research and development work is aimed to this end.



They adopt a policy of doing little funded research without the

firm promise of production orders.

RAVEN is a 'productionised' version of the X-RAE 1 RPAV
developed by RAE Farnborough. It is & small air vehicle with
2.7 m wingspan and a mass of 18 kg. The first FR RAVEN
successfully flew in August 1983 and was released (30) in
February 1984. The usual payloads carried are a solid state
video TV camera or a vertical panoramic camera. A [-band
telemetry system allows real time pictures to be returned to the
ground station. Launching is via an elastically assisted rail
launcher and vehicle recovery by landing on a fuselage skid or
flying into previously deployed nets. Onbocard sensors and
associated processing stabilize the air vehicle. An gperational
team of six crew and two vehicles is planned. The ground
station is being engineered intoc a container suitable for

installation to a range of flat bed vehicles.

One vehicle will carry the ground station and tow a radar and
the other will carry associated support egquipment and tow a
launcher which will house 2 RAVENS in modular form. A contract

for 10 units was received from the Mol in December 1983.

An Advanced Subsonic Aerial Target (ASAT) vehicle has been

developed as a target for surface to air missiles (31). Powered

by an AMES TRS18-075 turbojet engine, ASAT has a take off speed

_-16_.



of 110 knots and a full speed capability of 400 knots. As it is

designed as a target, costs are minimised.

Commercial quality die-castings and foam filled skin techniques
are used. The air vehicle is being offered as a surveillance
and target acquisition RPAV with a selection of payloads. The
payload capability is 15 kg. A Marconi Avionics control system
stabilizes the air vehicle and a radar tracking navigation
system similar to that used on RAVEN is under development.
Launching is currently via a circular runway called a 'Carousel’
where the air vehicle is tethered to a central pylon and
released when it is airborne. A 'Zero Length Launcher' (ZLL)
using rocket boosters is under development. Recovery is by a
parachute with ASAT landing on a replaceable crushable nose

cection. Further details can be found in references (14)(32).

FR also carry out conversions on full scale aircraft allowing
them to be remotely controlled. These aircraft are expensive
and larger than the miniature RPAV's which are the subject of

this document.

Ferranti entered RPAV development recently in a competitive
situation seeking to obtain the current UK MoD RFAV PHOENIX
Contract. They were unsuccessful and have not published in this

field.

_-17_



Marconi Avionics develop control systems and optical sensors

for many civil and military applications including RPAV

systems. They collaborated with Westland Helicopters on the
SUPERVISOR project in the mid 1970's. Marconi Avionics assert
(33) that the ground station is the most vulnerakle part of any
RPAV system and concentrate their effort to protect it. Using
techniques such as highly directional transmitting and receiving
antennae, minimum communications from the ground station and low
mark/space ratio transmissions reduces the possibility of

detection.

During the late 1970's and early 1980's Marconi Avionics MACHAN
miniature RPAV was used to develop and gain experience in the

use of microprocessors in the control system. The knowledge is
commercially useful and hence not published in detail although

general progress reports (34)(35) have been made available.

Based on this experience, now renamed GEC Avionics having been
taken over, they competed for and won the contract for the UK
Government PHOENIX RPV system, in competition with Ferranti.
The contract, worth £80 million, was awarded in February 1985
for delivery in the early 1990's (36). Although engineering
details are not made available of this MoD classified project
progress reports have been published showing that the

development system is now flying (37).

RPAV research work at RAE has been aimed towards demonstrating

_'18_



technology and to the development of an air vehicle as a
suitable platform for payload development and assessment (Z1)
(261¢(38). RAE supported BAe's FLYBAC and STABILEYE programmes
and developed a ground control and display station (39) and
their own X-RAE 1 and X-RAE 2 air vehicles. The rights for
¥-RAE 1 have been sold to Flight Refuelling as the basis of
RAVEN. X-RAE 2 is a linear scaled up version of X-RAE 1 having
a wing span of 3.4 m and an all up mass of 45 kg. Recent work
has heen carried out in conjunction with GEC (Marconi) Avionics

on the MACHAN programme.

RAE have developed a telemetry command system (40) for RPAV use
and this has been adopted by the majority of UK RPAV projects

whilst they are in the development stage.

Within the UK other companies are experimenting with small RPAV
systems including Thorn EMI who are developing a 'low cost'’
lightweight battery powered RPAV {41) and Vinten who are
developing their Autogyro for military applications in both

manned and unmanned forms (42)(43)(44),

In Europe VFW a wholly owned subsidiary of MBB have been
developing TUCAN and K20, both 100 kg RPVs, which have over 3
hours endurance capabilities (45). Some funding from the
German Ministry of Defence and the Federal German Defence
Technology and Procurement Agency has been received since 1979

to support these programmes.

_~19_



Canadair, in conjunction with Dornier Gmbh, have developed a
fixed wing RPAV system CLZ89 designed as a Reconnaissance,
Surveillance and Target Acquisition System (46). The CLZ89 is a
high speed air vehicle which is designed to reach the target

area as gquickly as possitle.

Launch is rocket assisted from a rail launcher and recovery via
a two stage parachute. The CLZ89 System is intermediate between

the miniature and large RPAVs.

A simple miniature RPAV has been developed by British Columbia
Research (Vancouver) for use by Resource Management staff

(471 (48)(49),

The SKYEYE development programme initiated in 197Z by
Development Sciences Inc (USA) has produced four generations of
air vehicles (50). Over 300 flights have been conducted and
payloads have been carried internally and externally. The air
vehicle has a wingspan of 5.36 m and a gross mass of 200 kg.
Due to the success of the project the SKYEYE was selected as a
basis for AQUILA (25)(51) the RPAV system for the US Army.
Payloads used include a real time video system and a 35 mm

camera.

A programme has been carried out at the Airforce Flight Dynamics
Laboratory (AFFDL) to develop low cost RPAVs (52), Work was

initiated in 1971 and development of several air vehicles has
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been carried out. In the mini RPAV category is the XBQM-106

with launch masses of between 50 to 105 kg. Techniques such as

the use of foamed plastics have aided lightweight and low cost

manufacturing.

Israel Aircraft Industries (IAIl) developed the SCOUT mini RPAV
system to satisfy operational ’'real time' requirements. The
system is outlined in refs (531(54) and (16). The importance
of high reliability, due to the high costs of payloads carried,
is stressed. It has been in active service for some time and
development is continuing. An operational crew consists of 8
personnel and four vehicles. The hardware comprises 4-é air
vehicles, 1 ground station, 1 launcher, and 1 recovery

mechanism.

A system similar to SCOUT has been developed by Tadiran Israel
Electronics Industries Ltd. Named Mastiff this mini RPV has

been purchased by the US Marine Corps 1n its Mk 3 form (55).

Other developments have been reported in reviews e.g. (5487,

books e.g. (57) and conference proceedings e.g. (58) have been
published listing many RPAV variants. Intermediate size RPAVs
outside the scope of this document have included the AERODYNE

(59) Hawker Siddeley Dynamics/Dornier Gmbh, and SKYSPY (40)

Short Bros Belfast.

Generally whilst the existence of RPAV systems is publicised in



an attempt to attract potential customers, little is published
pertaining to engineering detail as this is usually commercially
sensitive information. It must be acknowledged that despite the
extensive publicity given to RPAV development in the middle
1970's e.g. (41 there is little evidence available ten years

later to show that significant advances have hkeen made.
Speculation for the future continues with proposals publicised
for future projects such as the Scicon S0ARFLY (62) which is

expected to be produced by the year 2000.

2.5 The Remotely Piloted Helicopter

Remotely Piloted Helicopters (RPHs) have heen in existence faor
three decades varying in size from models to full scale
aircraft. An early example is the Gyrodyne Co QH-50D for which
contracts were placed in 1958. It was an insect like device
supported by a pair of 20ft co-axial rotors driven by a 365 shp
Boeing Turboshaft engine. Since that time interest has been
shown in several other RPH systems (63). Rotary wing tethered
platforms have been developed for reconnaissance and other
purposes such as the Dornier KIEBITZ. Currently available full

cize RPHs include & range from HYNES Aviation (64).

Early work on RPAV systems was carried out by RAE Farnborough
(26)(381(63). A miniature helicopter was also used in research

in Germany (19). In hoth cases a model was used to take



advantage of both low cost technology and readily available

hardware.

In the late 1960's Westland Helicopters carried out studies to
consider replacements for manned surveillance helicopters. The

Head of Experimental Projects, Mc R & Austin, considered:

(a) a means of reducing the vulnerability of reconnaissance
aircraft over the battlefield,
(k) alternative methods of obtaining accurate up-to-date

hattlefield information.

Solutions considered were:

(a) high speed low altitude fixed wing aircraft,
(b) camouflaged balloons,
(c) various types of rotorcraft,

(d) shell launched parachuted systems.

It soon became apparent that the man-carrying aircraft would
always be detectable and vulnerable, due, largely to the
presence and support requirements of its human payload (65). An
RPAV system became the favoured option and the RPH offered
advantages of small size, and required little take off and
recovery support equipment. In contrast fixed wing vehicles
me launchers and recaovery systems such as rail

require cumberso

launchers and nets retarders e.g. (66) (6T .



The Plan-Symmetric Helicopter (PSH) is symmetrical about the
rotor axis using two contra-rotating rotors. It has several

potential advantages aver the conventional helicopter layout

(68) including:

(a) compact size,
(b? no aerodynamically preferred direction of flight,
(c? minimum of cross coupling between axes,

(d? optimum configuration for minimum radar signature from

all directions.

This configuration was selected for further development.

Following the decision to opt for a PSH air vehicle doubt was
cast by some parties as to its controllability. To demonstrate
the controllability of a RPH Westlands Helicopters built and
tested MOTE (49). This used model aeroplane engines and a model
aeroplane radio control system. The results of the tests proved
conclusively that stable flight and a good heading hold

capability was possible.

Fnllowing the successful trials using MOTE, Westland
Helicopters designed WISP (70)(71) a larger air vehicle. WISP
used a similar rotor system toc MOTE but was powered by two
larger engines via centrifugal clutches and a belt drive.

Designed to fulfil an ‘gver the hill' capability WISP carried a

daylight TV. It had no tracking facility and was flown visually



by a pilot from the ground.

WISP suffered from engineering problems and development was
hampered by interference from the motor ignition system.
Nevertheless 4 WISP air vehiclec were manufactured and several
successful flights were carried out. <Considerable interest was

shown in an RPAV system based on WISP from Japan, the Middle

East and USA.

At that time, in the mid 1970's more stringent army requirements
became known. Long range guns and micsile systems were being
ordered with no means of sighting over their full range (17)
(72). The solution was thought to lie in a longer range and
more sophisticated RPAV, With limited resources available the
decision was made to terminate WISP development in favour of the

larger WIDEYE (123,

Developed jointly by Marconi Avionics and Westland Helicopters
WIDEYE used a similar plan-symmetric configuration to MOTE and
WIGP. It was designed as the air vehicle for the Army RPAV
system SUPERVISOR to carry payloads of 15 kg over a 50 km range
for sorties in excess of 2 hours. A low radar signature was
sought and the body was fitted with a retractaktle undercarriage
and coated with Radar Absorking Material (RAMI). The complexity
of the SUPERVISOR programme demanded increasingly high levels of

resources and in 1979 the contract was terminated by the

Treasury as part of a general cutback.



Westland Helicopters broke away from Marconi Avionics and
continued development supported by RAE until,in 1981, the

resources were diverted to other company projects.

In competition with the Westlands development Canadair have been
developing & small RPH air vehicle with contra-rotating rotors,
the CLZ27 (73). It was desigrned to a similar requirement that
of operating over a 50km range to perform surveillance and
target acquisition roles. Testing using tethered air vehicles
has been carried out and free flights totalling 100 minutes had
teen performed by 198Z. However, since the early pubklications
little evidence of successful progress has been found, although

references appear in recent articles (9).

2.4 ML Aviation SPRITE

Following the decision at Westland Helicopters to withdraw from
RPAV development Mr Austin moved to ML Aviation where he set up
a Flight Systems Department. ML Aviation soon hecame convinced
of the potential advantages of an RPH system and in 1981
development of a second generation miniature PGSH, SPRITE (131
(74), similar in concept to Westland Helicopter's WISP, was
ctarted. Designed as a low cost system, SPRITE was successfully
flown in 1983. It is envisaged that it will be operated by a

crew of two using & Landrover or similar vehicle. A range of

payloads is under consideration, the initial one being a real

time video system.

~ -
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In 1981 ML Aviation submitted a proposal for the PHOENIX project
but it was not accepted by the MaD. This was probably due to
the MoD policy decision to opt for fixed wing air vehicles at a
time when RPH development was not considered sufficiently mature
(17). Nevertheless studies carried out into the human interface

with RPAV systems show that a RPH vehicle is preferred (75).
The major reasons being that:

{a) The air vehicle can be positioned in sheltered locations
and return continuous data from a hover position when
custained ohservation is required. In contrast a fixed
wing air vehicle would have to maintain a sensibly
circular loiter around the observatieon area. This would
return rotating images and may cause the air vehicle to
overfly a hostile area thus reducing the probability of

it remaining undetected.

(k) The PSH air vehicle is small and compact which makes
transportation easy and its vertical take off and
landing capabilities mean that a minimum of support

equipment and deployment space is required.

In view of these advantages RPH development is continuing at ML

Aviation.



Following the first flights using the experimental air vehicle

three further air vehicles have been built. They are dedicated

to the following tasks:

(a? ground endurance testing,
(b} continued development,

{c} f{flight demonstrations.

Endurance ground testing using air vehicle 01 is being used to
improve component and sub-assembly reliability and to verify the
life of components previously predicted through fatigue
analysis. Air vehicles 0z and 03 are currently used to evaluate
experimental sensors and sub-systems and to provide pilot flight

training including demonstrations to customers.

In parallel with this experimental programme five further air
vehicles are under manufacture for further development,
performance trials and for customer evaluation. Included in the
latter category is weapon evaluation by foreign countries. The
development programme is scheduled to be completed by the year
1987 when, subject to customer orders, tooling will begin for

full scale production.

2.7 User Performance Reguirements

Much has been said regarding the operational requirements of
RPAV systems by many people e.g. (76)(77) including the Army

(78), Navy (792 and Air Force (803, However with changing



environments and new technologies, requirements soon date.
Inevitably, funding for research and development activities is
most readily available for projects aimed to satisfy military
requirements with the consequence that military requirements are
dominant, All aspects (813} of an RPAV system have to be
developed to an acceptable stage hefore a viable RPAV system is
suitable for a user. Many alternative technigues of employing
RPAV systems such as 'A Philosophy for the Tactical use of RPH's
on the Battlefield' (82) have been put forward. The scope of
this document however is restricted to the performance of the
miniature RPAV control system and those aspects of the control

system which affect the user/system interface.

Constraints will be particular to the payload (and its intended
use) so it is important that the constraints are defined prior

to the RPAV system heing designed.

UK Military RPAV requirements are assessed by the Royal Armament
Research and Development Establishment (RARDE), Fort Halstead,
using a wide range of techniques (83)(84) and comparisaons
hetween expendakle and recoverable air vehicles have been made
{851, They have appeared as the basis of project MRUASTAS
(Medium Range Unmanned Airborne Surveillance and Target

Acquisitions System) and later SUPERVISOR.

The current Military requirement is Project PHOENIX (861,

Information relating to PHOENIX is subject to the Official



Secrets Act 1939, but ML Aviation have been privileged to have

discussions regarding the project with RARDE (17). However,

?hiS information is classified and may not bte published.

Further data has hbeen collected from the Infantry Trials and
Development Unit (ITDU) Warminster (8731, They have identified
a major lack of guantitative data being available for the
potential RPAV system user. They argue that qualitative data
and general performance predictions from manufacturers are
prevalent but techniques such as simulation, where specific
tasks could be modelled are not availahle to them. Infantry and
other units who have not been identified as potential users by
MoD studies lack the capability to assess potential RPAV
applications which they have identified. A commercial
organisation providing this service may generate customer

interest in these new areas.

2.8 Review

An introduction to remotely piloted air vehicle systems and
their history has been given in this section. Their development
is discussed and suggested uses of RPAY systems are presented.
The remotely piloted helicopter is introduced and the tackground

to the ML Aviation SPRITE project presented. Finally the lack

of specified requirements is blamed on the dearth of RPAV

performance data available to enable potential users to evaluate

their proposed applications.
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IDENTIFYING THE SIMULATION

3.1 Introduction

This section of the thesis describes the research which resulted
in the identification of the requirement for a detailed air

vehicle simulation model for a variety of evaluation tasks.

A general review of air vehicle control systems is given
together with a summary of control systems specifically for
miniature RPAV applications. Following an introduction to
helicopter control systems the regquirements of SPRITE are
discussed. The status of prototype control systems for
experimental air vehicles is summarised and the development aims

are identified.

In order to achieve these aims certain development aspects have
to be pursued, the tools and their required capabilities are
discussed and a simulation model is identified in a form which
will assist the RPAV designers. Example applications of

cimulation are introduced for discussion later in the thesis.

Strategies adopted when designing the simulation model to
satisfy the requirements stated here are the subject of Section
4 of the thesis. The theoretical development of the model 1is
contained in sections 5 to 8 inclusive and the computer
implementation is discussed in Section 9. The degree of success

achieved in meeting the requirements stated in this section is



the main measure of the success and value of this project to the

Company and is reviewed in Section 1.

-

3.2 Project Identification

During mid 1983 when the Remotely Piloted Helicopter System
(SPRITE) was under development optimum solutions to technical
requirements had yet to be found for some aspects of the work.
Amongst these were requirements for the control system combining
stabilisation and navigation functions. It was desirable that
use be made of novel technology and the latest user requirements
so that new compromises could be drawn between performance,

costs, mass and size.

The original aim of the project was stated in reference (88) as
"to make recommendations to assist with the development of an
optimum control system in terms of performance, cost, mass, and
cize constraints to satisfy specific customer requirements'. It
was asserted that a means of evaluating and comparing sensors
and processing both by ML Aviation and the Aerospace Industry at
large was required so that improvements could be compared to the
current status of control systems. A longer term SPRITE project
aim was to identify equipment to satisfy the needs of future
production units taking into account new sensors which are being

developed both outside and more specifically within ML

Aviation.



In order to satisfy the SPRITE project requirements the

following pre-requisite tasks were identified:

(a) identify a means of evaluating and comparing control
systems and sensars,

(b} review mini RPAV control systems,

(c? review stand alone mini RPAV control systems available
for purchase,

{d} review available sensors,

(e) review sensors under development.

Unless ML Aviation possess, or at the very least have the use
of, a reliable and dependable means of comparing different
sensors and processing techniques they will have no satisfactory
method of evaluating and comparing alternative design options
for the particular SPRITE applications. Task (a! is singularly
important for the design and development of an optimum standard
control system. This tool would provide the system designer
with an understanding of how individual elements within the
control system contribute to, and eventually limit, the

performance of a contraol system.

Moreover, if the Company had to rely on data and design guidance

supplied by sensaor and control system manufacturers they would

be extremely vulnerable to unscrupulous third party

organisations. It would be an onerous task to select from

1
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alternative sensors with no means of technical evaluation as

this would amount to little more than guesswork.

Through rigorous reviews of literature and through discussions
with RPAV developers and national hodies providing development
financial support, such as the RAE, it was concluded that a
means of analysing control systems for remotely piloted
helicopters was not readily availakle. The Company has
proceeded using simplified single axis linear transfer function
stability analyses to the flight control system. These

techniques relied on three main assumptions:

{a) that the system was linear,

(b3 that there was no cross coupling between channels and
axes,

(c) that theoretically derived rotor transfer functions
tased on four bladed rctor theory were invariant over

small velocity ranges.

Due to constraints on resources it was not possible for the
Company to develop the necessary expertise to evaluate 1in

greater depth the ctabilisation or navigation functions of the

control system,

In view of these circumstances the aims of the IHD project were

clearly identified as:



(a) to briefly survey existing mini RPAV control systems and

SeNns0rs,

(b? to develop a means of evaluating sensor and control

system variants.

The survey task was carried out in advance of the more important

evaluation model development for several reasons:

(a) to provide data on competitive organisations,

(k) to provide data on current and new sensors and control
systems,

(c) to ensure that the evaluation tool could be developed
appropriate to the available input data and required
output data,

(d) to provide useful background knowledge both to the

SPRITE project team and to the author.

A review of mini RPAV control systems comparing the prototype
GPRITE unit with other development RPAVs would ensure that any
outstanding sensors used by competitive organisations would not
be overlooked by ML Aviation. However, account would have to be
taken of the differing air vehicle configurations, especially

when comparing control systems for fixed and rotary wing air

vehicles.

An important parallel activity is to review the flight control

system packages that are available. GSome companies, e.g. GEC



(Marconi) Avionics, sell stand alone control systems designed as

part of development programmes such as MoD funded missile

research.

3.3 Review Technigue - Sensors, {ontrol Systems and User

Reguirements

The research was initiated by reviewing published literature
pertaining to control systems. Much of the published literature
concerning miniature RPAV development tends to be of a
generalised nature. The main reason for this is that RPAV
systems are current and future commercial products and are as
such subkject to normal 'Commercial in Confidence' poliocy. The
general nature of papers presented in journals and conferences
e.g. (89)(90) suggests that they are heing used as ways of
generating publicity in an attempt to attract interest from

customers.

In addition to reviewing available literature, privileged
discussions with organisations involved in RPAV development were
held, where detailed information was more readily presented.
Visits were restricted to organisations within the UK for
logistic and cost reasons however overseas developers were
approached when they visited the UK for conferences etc e.g.

(48, The review of existing development is reported in

Sections 3.4 to 3.6.



User requirements within the UK were investigated using a
similar technique of reviewing published data and organising
meetings and discussions with interested parties. It soon
became apparent that whilst many organisations found the idea of
RPAV systems attractive, they lacked information pertaining to
RPAV system performances or costs. This lack of information, or
realistic estimates, restricted users from deciding on their
requirements from an educated position. All they have available
are generalisations, which, whilst they give guidance, do not
suffice when detailed applications are under consideration.

This is one area a detailed simulation should address.

When identifying sensors for consideration for alternative

sensor packages the original intention was to investigate:

(a) available sensars,
(b) sensors under development within the industry in general,

(c) sensors under development within ML Aviation.

A literature search seeking to identify sensors within the scope
of (b) above was initiated e.g. (91). In parallel over 150
censor manufacturers and distributors world wide were located,
by the aid of trade directories e.g. (92) and from other sources

such as recommendations, and asked to provide data within broad

guidelines of sensors which they could supply.



One lesson which was soon learnt by comparing the literature
with available hardware was that novel sensors which were either
the subject of articles or patents may take years to, or may in
fact never, be produced in sufficient numbers to be considered
economic for RPAV applications. One example of such a
development is a technique patented by Bendix in 1948 (93}

for a means of determining air speed by charging the air and
measuring the time taken for it to travel between two
electrodes. An article appeared (94) in 1983 describing a
similar technique but there is still no indication that the
sensor will become available. As SPRITE development is
restricted in timescale it is considered important to give
priority to available sensors and then to sensors under
development within ML Aviation where more accurate status
reports may be available. However, novel development in

industry at large should not be ignored.

3.4 Introduction to Control Systems

A control system consists of the following sub-systems:

{a) motion sensors,

(k) actuators, Flight Control System

(c) stahbility processing,
Control Laws
(d) command processing and mixing, .

(ey command and display unit,

(f) telemetry link (specific to RPVs).
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The telemetry link is likely to be influenced by specific user
requirements and may therefore, vary greatly depending on the
degree of security required. For this reason the telemetry link
will not be considered here. During later developments
telemetry system constraints imposed on the operations of RPAV
systems will need to be borne in mind. The limited data rates
of commonly encountered hardware and the desirability of
maintaining radio silence during certain periods of operation,
are two examples. These constraints may affect updating

procedures or general operating philosophies.

The command and display unit is also highly dependant on other
aspecte of the RPAV systems such as control modes desired and
motion sensors employed. The interface tetween the operator and
control station has heen extensively studied by APRE (75) and
the interface between the control stations and the users
existing communication network will be specific to each
requirement. Consequently, attention turns to the flight
contral and navigation systems in particular to the motion

Sensors.

The functions of a control system are twofold. It has to

provide the air vehicle with:

{a) short term stability
and

(h) long term navigation.
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The sensors employed in such systems may be common or specific
to each sub-system. In general, if high accuracy is required,
integration of long term navigation data from the stabilisation
system sensors will not suffice without periodic updating. To
provide airborne vehicles with a means of stakilisation and
navigation the usual starting point is a device to detect body
motion. Both angular and linear accelerations need to be
integrated with respect to a Newtonian reference frame (95).
Early systems maintained such a reference through the use of
conventional gimballed platforms. Mounted on these stabilised
platforms were gyroscopes and accelerometers. Many high
performance systems of this type have been developed between

1950-1970.

A 'strapdown' system (96)(97) can replace a gimballed platform.
The instruments are mounted directly to the air vehicle. The
inertial reference frame is established by the use of computed
mathematical transformations. Potential advantages of the
strapdown technique have been recognised and debated over many

years (97). These include:

{a) lower cost,

(k) reduced mass,

(c) lower power consumption,
(d) increased reliability,

(e) greater ease of manufacture and maintenance.
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With the great advances in computerised techniques and hardware
miniaturisation it became practical to realise these advantages
in the mid 1950's. Honeywell used a strapdown system for the
PRIME re-entry vehicle in 1966 and in 19467 a strapdown system
received man-rated operational status for the Apollo abort
guidance system. Much work has been carried out in this tfield
as is testified by Garg's 'Strapdown Navigation Technology: A
Literature Survey' (98) which provides a further 328 references.
To complement 'on-board' systems there are many alternative
navigation systems (99), some using the receiving and
transmitting of signals and others relying on natural phenomena

such as stars.

Many factors influence the choice of a navigation and control

system for any application, these include:

(a) accuracy,

(k) cost,

(c) reliability,
(d) size,

{e}) mass,

(f) safety,

(g) availability,

(h) adaptability.

It is asserted that cost and performance (in terms of accuracy,

size and mass) are the two overriding factors. This is



supported by the great deal of work which is carried out to
improve the performance/cost ratio. ‘'Low cost' implies a
reduced cost compared to currently accepted systems for given
applications. ‘'Low cost' systems have included a 1 nautical
mile/hour accuracy strapdown system (89:(100) at US $35000
(1974) each for 500 units and the 'Low Cost Inertial Guidance
System' of reference (101} was $10,000 (1976) each for 2000
units for the processing unit alone. These prices would not be

considered as 'low cost' for RPAV contrel systems,

3.5 Miniature Remotely Piloted Air Vehicle Control Systems

Concepts for miniature RPAV control systems vary from manual
flying via a radio link to automatic navigation. Information
pertaining to detailed system design and cost is not generally
available for company confidentiality reasons. Furthermore
hasic RPAV systems are not found on the market place with
published performance figures. More usual, is the practice to
tailor the RPAV system to the specific requirements of each
customer. However, the avionic sensors employed in the control
system are readily availabkle and cost, performance and mass data
are published. A simple method of comparing control systems 1is
to collate information regarding the avionics sensors and use
this information as 'a measure' to compare different

techniques.

Comprehensive full scale control systems such as those used on

HIMAT (102) and JINDIVIC (90) are considered outside the scope



of this thesis. Instead less sophisticated low cost systems,
similar to those already under development for use on miniature

RPAVs, are taken as a hasis for comparison.

Early work in the UK was carried out by RAE and BAe using low
cost novel sensor systems (29). Amongst those tested were
electrostatic autopilots and low cost fluidic sensors. These
proved unsatisfactory due to environmental effects i.e., varying
electrostatic potential due to weather changes and temperature
range effects and work graduated to the use of more conventional
sensors. RAE have supported the development of sensors
especially for use on RPAVs and the resulting products include a

low cost 8miths Industries 900 series rate gyroscope (103},

Several variants of on-hboard stabilisation and ground based
tracking systems have been developed for use on the following

current RPAVs:

(a) X-RAE (RAE?},
(k) STABILEYE (BAed,

{c) RAVEN (FR1.

The RAE on-board system (261(104)(105) was developed for use on
the FLYBAC programme. It is an analog system providing the air
vehicle with stabilisation, given externzl demands. One rate
gyroscope operates in the pitch axis to provide suitable damping

and another rate gyroscope is mounted such that it is sensitive
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in both yaw and roll planes. This gyroscope enakles the air
vehicle to ke stable in the yaw and roll axes. A barometric
altitude sensor and an incidence angle sensor provide signals
for operating the throttle and‘elevators respectively. This

system is also used on the FR RAVEN.

The BAe on board system (27) used on STABILEYE consists of a 2
axis position gyroscope in the pitch and roll axes supplemented
ky a rate gyroscope which provides pitch damping. A barometric
zltitude sensor provides the inputs for an altitude lock system,
control being via the elevators. The system is at present in
analog form but a digital version based on the Texas 9900 series
microprocessor is under development. Table 3.1 shows the RAE
and BAe System avionic sensors and details their cost at January

1984 prices and mass.

. Cost ¢
Sensors N?f M:zi/;kgil (1984
° & e each total

RAE System
Smiths Industries: Rate z .157.30 4K85/930
Gyroscope, 700 series
Rosemount: Barometric 1 .17 1100
Altitude Sensor, 1241 M1 BZ
EMI: Angular Sensor 1 - -
BAe System
Humphrey: Two Axis Vertical 1 .565 4020
Gyroscope, VG-24 421-1
Smiths Industries: Rate 1 15 465
Gyroscope, 900 Series
Rosemount: Barometric 1 A7 1100
Altitude Sensor, 1Z41M

Table 3.1 RAE and RAe Stabilisation System Avionic Sensors
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The ground hbased tracking system is common to the three RPAV
systems. Developed by RAE (106:(107) the navigation system
comprises a tracking radar and a desk top micro-computer.
Control demands are transmitted back to the air vehicle via the
telemetry link. The engineered system will use a portakle radar
which tracks the air vehicle. This data will be processed by
the ground station and used to drive a moving map display. A
micro-computer, an HP&5, will process the positional data using
a program written in BASIC and new commands will be generated
and transmitted to the air vehicle. Various versions of the
software have been written. A typical control program will
support the use of 99 waypoints entered in polar or Cartesian

co-ordinate form.

There are disadvantages to this navigation system:

{a) the tracking radar is expensive (approx £100 k)
{(h) continuous or frequent ground to air communications

facilitates detection by an enenmy.

Two on board Flight Control and Navigation Systems (FCNS) are
currently under development. &GEC (Marconi) Avionics developed a
system for use on MACHAN to generate expertise for the PHOENIX
programme. Smiths Industries have produced a system which is
undergoing initial tests on BAe's STARILEYE. Table 3.2 shows

the avionic sensor cost and weight breakdown for toth systems.
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Cost ¢
Sensors g?f ”asi,ikﬁ)l (1984)
eac otd each/total
Smiths Industries FCNS
Smiths Industries: Rate 3 .15/ .45 465/1395
Gyroscopes, 900 series
Schaevitz: Linear 2 - 575/1150
Accelerometer, LSM + Gg
Domain Microsystems: 1 28 1180
Fluxgate Magnetometer,
A4/81 - 026 (3 axis)
Rosemount: Barometric 1 .17 1100
Altitude Sensor, 1241 N
Rosemount: Air Speed 1 .17 1500
Indicator, 12210
Philips Research: 4 Channel 1 - -
Switched Doppler
Marconi Avionic FCNS
Marconi Avionics: Rate .3 - 1800/5400
Integrating Gyroscopes,
GIGH
Marconi Avionics: 3 - 1450/4350
Linear Accelerometers,
AP&G
Rosemount: Barometric 1 .17 1100
Altitude Sensor, 1241 M
Proser: Cooled Thermistor 1 - -
Air Speed Indicator

Table 3.2 Smiths Industries and Marconi Avionics
FCNS Avionic Sensors

In 1978 a development programme funded 50% by RAE commenced
using the MACHAN fixed wing experimental air vehicle to enable
experience to be gained on microprocessor applications to RPAV

control and navigation systems (108). Based on three rate
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integrating gyroscopes and three accelerometers mounted in an
orthogonal triad the system provides stabilisation and is a dead

reckoning navigator.

The first prototype was based on GRH4 gyroscopes but it failed
to meet the self imposed requirements for a 2-3%/hr system. The
second generation system is based around three GIG6 gyroscopes
(£2000 each 19843 and three APG6 accelerometers. The
construction of the accelerometers and gyroscopes is similar
except that in the accelerometer the rotating mass is replaced
by a static mass. This has the advantage of the six inputs to
the processor being similar but the cost penalty is that the
accelerometers are approximately twice the price of comparable

performance units at £1600 (1984) each.

puring development trials the system demonstrated that it can
achieve 2¢/hr in heading and would therefore require infrequent
updates. By characterising the gyroscope errors and storing
this data in RAM onboard, designers are confident that the
system will operate over a wide (900C) temperature range. The
prototype onboard hardware measures approximately 0.3m x 0.3m x

0.5m.

Updating from sources other than the ground station (r, 84, 85
from telemetry system) is not considered necessary at this stage
of development but investigations into the following updating

techniques are continuing:
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{a) fluxgate heading compass,
(b} terrain matching (using linescan camera sensor),

{c) doppler (velocity correction).

There is at present no intention to market an RPAV control

system in this form. However, GCE (Marconi) Avionics have been
awarded the Mol PHOENIX project and the control system proposed
for this system is similar to that developed on MACHAN using 3 x

G1G6 gyroscopes and 3 x APG6 accelerometers.

Derived from Marconi Avionics previous work on control systems,
the most recent Attitude and Heading Reference System (AHRS),
designed for use con a British Navy torpedo, adopts the same
sensor configuration as that on MACHAN. The AHRS system
configured for RPAV applications can be purchased for £35000
(1984) each for one off or £15000 (1984) each in production
guantities (50-100 off). Development and adaptation of the
torpedo AHR5 system to specific user requirements can be carried

out at additional cost.

The GlG& gyroscopes have heen incorporated in many control
systems including NASA's control system used in the first space
shuttle Columkia. The cost cf the GlG6 gyroscopes range
typically between £1800 to £5000 (1984). APG6 accelerometers
are approximately 20% less. The gyroscopes suitable for RPAV

applications are approximately £2000 (1984). Marconi also
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claimed that they supplied GlGé6 gyroscopes to Ferranti for use

in their early PHOENIX experimental programme.

Smiths FCNS (26)(109) has been under development since 1980.
Rate gyrosccpes provide stshilisation whilst navigation is
performed using two accelerometers and a doppler velocity
measuring system. A ground control unit enables full control to
be exerted over the air vehicle. An initialisation routine
performs functional tests on each sensor and the operator is
given a visual indication of the system condition through lights
on the display. Joysticks are provided for manual flying and
way-point navigation can be programmed prior to, or during,
flight. The system was first flown in 1984. The controller
package is a 0.3m cube and the mass breakdown is tabulated in

table 3.3.

tUnit Mass (kg)
FCNS Contraoller 4.4
Avionics Sensors 2.8
Battery 2.6
Total 9.8kg

Table 3.3 Mass Breakdown for Smiths Industries FCNS
and Accessories

Smiths Industries have announced an Attitude and Heading
Reference System (AHRS) (110) kbased on three 900 series

gyroscopes and three 800 series servoed accelerometers. Prices
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quoted start from £8500 (1984) for production quantities (20-50
off). For custom versions and single units the prices will be

higher.

Control system development for European based RPAVs has not been
discussed in open publications. Work carried out in the US is
often inappropriate due to the large size of even their
miniature RPAVs. The anly relevant work keing that carried out
at the HWright Patterson Air Force Base in the Air Force
Institute of Technology. The XBQM-186 mini RPAV which has a
10ft wingspan is the subject of a control system development
programme (111)3; an analog system has been proven and a digital

version is under development.

3.6 Miniature RPH Control System History

Rotary wing air vehicles are inherently unstable (112) whereas
fixed wing aircraft may be made stakle depending on the
geometry. Full scale helicopter control systems are designed
such that the time constants of the instability are large enough
" to permit control by a pilot. However, a recent CAA review of
helicopter airworthiness (113) reports that 60-65% of helicopter
accidents are due toc '"human error”, in general "pilot error"',
which suggests that this is not an acceptable situation. The

report recommends that a special study takes place to 'see where

technology might contritute to useful improvement'.

On reduced scale rotary wing vehicles the time constants of the
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instability are reduced, making control by the average human
operator extremely difficult (114). Two paths lay open to a

designer to ensure that the miniature RPH is 'controllable':

(a) the time constant of the instability is increased to an
acceptable value,
or

(b) an automatic onboard Control System with feedback from

motion sensors is fitted.

In order to achieve a more damped response, the control demands
to the rotor blades may be fed via a control rotor system. Two
basic versions are available. The Bell System invented by
Young, circa 1940, is in effect a rate gyroscope and itself
requires some form of damping. This may be supplied on full
scale helicopters by hydraulic dampers similar to those used in
the suspension of passenger cars. The alternative type invented
by Hiller in 1943, using similar principles, employs weighted
aerofoil blades which obtain the necessary damping from their
‘aerofoil section. Both systems aim to provide a 'following
rate' of the main rotor apprppriate to human and servo response
times. The 'following rate' is defined as the time for the main
rotor to move from one extreme angular position to the other for
a maximum step input whilst the rotors are running at full
speed. Reference (114) asserts that for a total rotor travel of
approximately 1/2 radian (30¢) the 'following rate’' should be

between 1/4 and 2 secands to permit human control.



Alternatively, to provide automatic stabilisation, motion
sensors are required, usually gyroscopes, whose outputs are
suitably processed and fed back to control the rotor. It is
possible to combine both systems to allow slower respaonse

sensors and servos to be used.

Model helicopter enthusiasts had, until the mid 1980's, adopted
the Hiller system due to its simpler damping arrangements.
Modellers enjoy the challenge of manual flying and only recently
have complex mixing linkage systems been used in any numbers.
The cost of comprehensive autopilots would be prohibitive for
amateur use, consequently only crude gyroscopes have been

developed for model applications and these are not widely used.

Development of a control system for the miniature PSH was
carried out by Westland Helicopters during the mid 1970's.
Successful flights were achieved with the MOTE air Jehicle using
control rotor stabilisation in June 1975 (65). The control
rotor was an adapted Bell type using aerodynamic paddles to

.provide damping. During the following year gyroscope based

stabilisation in pitch, roll and yaw was added.

Due to increases in the control system mass a larger air
vehicle, WISP, was designed. Westlands continued development of
the attitude demand system until 1981. They considered that an
RPH system required the following three control modes for

satisfactory operation (115):
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(a) the hover mode (including take off, landing, hover and
low speed flight within visual range of the operator),

(b) the navigation mode (flight between waypoints outside
the operator's visual rangel,

(c) the remote hover mode (holding station outside visual

range of the operator).

Results of these developments and engineering details have not

been published.

3.7 SPRITE Control System Reguirements

A flight control system is required to perform two main
functions. The air vehicle, which is inherently unstable,
requires short term stabilisation in pitch, roll and yaw and

long term positional control in space.

The operating regime and philosophy of RPAV Systems has been
discussed widely (17)(&8)(76)(7732(78)(79)(80)(83)(84)(85)(87)
(114) but have yet to be finalised and refined. Nevertheless it
is likely that modes such as those introduced in 3.6 (115) will

be considered for evaluation and development in SPRITE.

3.8 GSPRITE Control System Development Status

The prototype SPRITE air vehicles are fitted with experimental
attitude demand and stabilisation systems to allow development
flight testing. The analog system performs roll, yaw and pitch

stabilisation. A range of equipment is under consideration
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and altitude and magnetic heading sensors. Details of the
Avionics sensors used in the experimental control system are

given in table 3.4.

Investigations into the performance and effectiveness of the
above arrangements with recommendations for enhanced cost
effectiveness by the use of alternative techniques,
configurations or sensors is required before production SPRITE

systems are finalised.

Cost £
Sensors g?f gzzzlézgil (1984)
each/total
Humphrey: 2 axis
Position Gyroscope, Model 1 . 565 4020
yG-34-0301-1 (Pitch/Yaw axes)
Humphrey: North Seeking 1 .575 5280
Gyroscope, Model BG-60-0201-1
Smiths Industries: Rate 1 .15 4465
Gyroscope,
Model IP 902-RGS-1
Smiths: Linear Accelerometer, 2 .1207 .24 B&G/7146%0
Type 2P 801-ADA/S

Table 3.4 Prototype SPRITE RPAV Avonics Sensars

3.9 Avionics Sensors Review Summary

At the present time several sensors have been identified which
warrant further investigation. Amongst those are the examples

listed below:

{(a) sensors in use by RPAV developers,
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(b} Watson Industries angular sensors which use coriolis
force sensing
e.g. Angular rate sensor ARS-(C131-1A 110g US$425 (1984)
Anqular position (Indicator) and rate sensor
ADS-C121-1A 450g US$965 (1984),
{(c) Japanese Electronics Industry (Nichimen Corporation)
Low cost copies of available devices e.g. Sunstrand @
Flex accelerometer copy,
(d) Domain Micro-systems fluxgate magnetometers

e.g. (3 axis System £6000 (1984)).

0f the many novel sensors under development many are subject to
commercial restriction and even their existence is not
publicised. However, the development of the following sensors
which may be available by 1990 should be monitored and
consideration given to their use in future control system

variants.

Under Development in Industry

{a) STC (Harlow) surface acoustic wave accelerometer (117)
(118).

Under Development Within ML Aviation

. - . *
(a) Single axis electro-magnetic rate sensor’,

(b) Altitude sensor using the telemetry RF link**,

¥ Recently assessed by Imperial College London as
part of UK MoD LAW Rocket development programme.

*¥* ML Aviation development number G0&264.
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(c) Radio frequency vertical reference.

An issue worthy of future discussion is the desirability, or
otherwise, of using non-UK manufactured sensors. This point
should be borne in mind for later consideration but it is

outside the scope of this work.

3.10 ldentifying the Simulation Reguirements

In view of the circumstances and constraints prevailing in 1984,

namely that:

{a) no means of evaluating control systems and sensors for
the SPRITE application was available,

() lack of RPAV system performance data available to
potential users was identified,

(c) motion sensor data were widely available.

1t was concluded that ML Aviation would benefit from a means of
providing control system performance estimates for the purpose
.of modelling alternative sensor packages and for supplying data
to users. A comprehensive computer simulation of the air
vehicle would allow the performance of sensors to be estimated
prior to costly implementation in hardware. It would zllow a
wider range of sensors to be evaluated at a lower cost, in a
shorter time period and updating techniques could be evaluated

and refined without risk to the air vehicle. It was proposed
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that efforts be channelled into the development of a six degree
of freedom simulation to provide data which could be relied

upon.

It is asserted that to meet the requirements imposed upon the
simulation it should be capable of performing the following

functiaons:

(a) model short term stability,

{(b) model long term navigation,

and possess the following features:

(c) model avionics sensor mechanism and performance,
(d) model different control processing regimes,

(e) model control laws,

(f) account for & df motion,

(g) wmodel co-axial rotor performance,

(h) model fuselage aerodynamics,

(i) allow air vehicle parameters to be input as variables,

The following sections of this thesis show how the simulation

was developed to satisfy these requirements.

- K8 -



3.11 Review

Fixed and rotory wing air vehicle control systems and

avionics sensors have been reviewed. The need to evaluate
sensor, flight system processing, and navigation techniques
including alternative updating philosophies has been discussed
and the lack of a facility to compare alternative control system
configurations and sensors has been identified. The
capabilities required of a model to provide these design

capabilities have been proposed.
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PROBLEM DEFINITION AND SOLUTION STRATEGIES

4.1 Introductiaon

Sections 2 and 3 have reviewed the status of RPV development and
identified a need for a further tool which an RPV design team
require. This section identifies the RPV design team and seeks
to define the tool, or RPV simulation, and discusses the limits
of the proposed simulation and its design uses. Conflicting
arguments for simple and detailed analyses are presented and a
compromise solution is identified. This solution is expanded

and the structure qf the simulation is developed.

4,2 Simulation User

It is important to precisely identify the user of the proposed
RPH simulation prior to its development in order that it may be
tailored accordingly. It is also important that the simulation

be designed to give the best advantage to the user.

A project such as SPRITE, the PSH designed by ML Aviation,
requires a multi-disciplined team of engineers for its
successful development. This team, headed by a technical
manager, has representation from the fields of aerodynamics,
structures, avionics and control engineering both at a
theoretical level and more practically for development hardware
trials. FEach sub-team is led by an engineer of chartered status

or equivalent. Inevitably in smaller companies some of these
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roles are combined but it is unlikely that any one member of the
team will have a detailed knowledge in all fields. Time alone
would preclude this unless the development is to proceed at an

unacceptabtly slow pace.

It is these sub-team leaders who were identified as the
potential users of the simulation, specialists in their own
fields with a good background understanding in engineering, but

not expert in all disciplines.

In comparing alternative approaches it is useful to use the term
'visibility' defined as a measure of how readily available
design information is from within a simulation. As examples,
the following two extremes are presented; a quantity directly
used within the simulation in a form readily meaningful to the
designer, such as overall force, is said to be 'highly visible'.
Whereas, a required quantity which has to be extracted from a
normalised form and, perhaps, undergo several axes transforma-
tions until it is available in usual units with respect to a

"usual axes system is said to be of 'low visibility'.

Furthermore, practical engineers prefer to be able to verify
simulation output with measurements taken during tests on
hardware (119). It is therefore more helpful to present results
with reference to physical parameters such as 'flapping angle of
69 with reference to the rotor shaft datum; rotational rate of

20¢/second about the shaft axis' rather than 'combined rotation
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in azimuth, roll and pitch about the plane of no feathering;

forward velocity of 3 m/s with reference to stakility axes’.

It is these two points, namely:

(a) high visibility,

(b) high practical application,

which are btocrne in mind during both the design and development
of the system of equations and during the computer
implementation of the simulation software package. Success in
these areas would be a measure of achievement of the project.

It is the opinion of the author that the more simple and readily
usable the design tools are, then the more of his intellectual
capacity and enthusiasm a designer or development engineer can
apply to solving the problems in hand, thus enabling development
to progress at a faster overall rate. Whether the simulation is
adopted and used widely as a tool may depend on these factors,
tkut only experience and time will tell. This is not to say that
" 'the more trivial the simulation is, the better' as the value of
the solution is important. Perhaps the value of a design tool

could be measured by an algorithm of the form:

Confidence in Solution

DPesign Tool Value = - -
Time and Effort Required by User



These points are not intended to be rigorous intellectual
arguments merely to attempt to 'set the scene' for design and

development of the simulation.

4.3 Requirements of a Simulation

1t has already been stated that the simulation is aimed at
providing an analysis aid for assessing sensor performance
contributing towards maximising control system value. As a by-
product it is seen that it also provides the design team with

enhanced analysis capabilities.

Early analysis work carried out by ML Aviation was at a simple
level (1203(121)(122) using single axis linear transfer
functions both for rotor and control system performance. As
will be seen in Section 10 these techniques may give inaccurate
solutions due to the inapplicability of the 'linear' assumption
and they are certainly too crude for optimising components

within the control system.
‘The simulation has to be designed at a technical level
appropriate to the solutions being sought. However there is a

conflict between two competing requirements, namely:

(a) adequate depth and visibility of solutionm,

(b) acceptably quick run times.
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If recourse is made to very detailed analysis the quality and
quantity of output data will increase and the understanding
provided and the range of application offered by the simulation
would be substantial. However, as the degree of complexity
increases so does the simulation development timescale and the
computer power and runtime required. There would also be an
increased burden of verifying and disseminating the available
data placed on the user. Development timescale constraints were
placed upon the project by the sponsoring Company. This is
where an interdisciplinary sandwich project differs from
traditional research. Whereas it might be argued that the
traditional University requirement is primarily for academic
excellence the IHD approach tempers this with the need to
provide solutions to real problems within pre-determined
timescales. The IHD scheme, which was set up in response to the
Swann Report*, is described in reference (123) in more detail.
The following extracts from this reference give a flavour of the
scheme; the first is an extract from a letter to the
Vice-chancellor of the University of Aston from SERC and the

'cecond extract taken from reference (123) gives the aims of the

IHD scheme:

'..,.. a new system might also make it possible to develop an
environment for the study which is more in line with that

attaching to industrial and commercial operations (and come to

¥ The flow into Employment of Scientists, Engineers and
Technologists. HMSO Cmnd 3760. 1968.
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that in local and national Governments, etc., employment). For
example, one might realise the need to work to a tight
timetable, to take a decision on open-ended prablems with only
limited data available, to work with and control the work of
others, to give status to material things rather than those that

appeal mainly as an intellectual challenge.'

'To equip postgraduate students for positions of responsibility
in industry and publicly financed organisations by providing
training in practical, real world problem-solving: more

specifically in:

. application of existing knowledge

. generation of new knowledge needed

. appreciation of academic disciplines different from those
of students' first degrees

. implementation of solutions’

In order to be of use to the Company the simulation needed to be
‘available and running on their PRIME 550 Computer in a
'debugged' form within timespales early enough to influence
control system design and development for second generation
prototype air vehicles. In practice this was within 24-36

months of identifying the requirements of the simulation.

Furthermore, at the commencement of the IHD Project ML Aviation

had entered into a three year agreement with SERC and the
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University of Aston (124) and was anticipating results within

that timescale.

A further timescale requirement, that of computer simulation
runtime had not been defined explicitly. However, by reference
to two proposed uses of the simulation, stability and navigation
analysis, acceptable upper limits may be proposed. Short term
stability analysis should be carried out for real times of, say,
20 or 30 seconds following input demands, allowing the air
vehicle response to be modelled. Navigation analyses runs would
be extended to real times of flight of 10 to 20 minutes. It
would be considered acceptatle for stability cases to be run
overnight with perhaps several days being considered acceptable
for the navigation runs. The Company has previously had
experience with programs with long runtimes of up to 120 hours
for a dynamic response software package, the value of the
solution justifying the duration. Summarising these

requirements, guidelines for the maximum desirable runtimes were

placed as follows:

(a) stability runs (30 sec real time) 12 hours,

(b} navigation rumns (10-20 min real time) 120 hours.

The two tasks to be performed by the simulation can be briefly

summarised within the two following categories:
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(a) stability analysis,

(b) navigation analysis.

The former being of use for the design and development of RPV
systems where alternative sensors and techniques may be compared
and the latter for predicting optimum performance for a given

air vehicle configuration. Examples of these studies include:

Design and Pevelopment

(a) stability verificationj
(b)Y demand response - step inputs,
- impulse inputs;j
(c) cross coupling evaluation,
roll, pitch, yaw, altitude;

(d} gust responsej

(e} sensor error effect;

(f) navigation system evaluationj

(g) component failure effect;

(h) effect of: aerodynamic changes to rotors,
aerodynamic changes to fuselage,
mass changes,

cg position changesj

Operational Assessment

(i) economic flight envelope determination,
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(j) flight envelope extreme condition determination,
(k) navigation updating frequency
Vs
error analysis comparison,

(1) waypoint navigation evaluation.

4.4 Simulation Development Strategy

The requirements of this research project are stated in Sections
2 and 3, the objectives here are to present the strategy adopted
to realise these aims. It is clearly necessary to define the
interface between the Company project and this IHD project so
that logical arguments can be presented in support of the

strategies which were adopted.

The SPRITE system development is a Company funded project, and
it was made clear that this work should make use of data
available from trials being carried out as part of normal
development. As a consequence of the quality and quantity of
data that was available on SPRITE performance; namely that there
"was only little data, mostly of a subjective nature; it was
decided from the outset that it was important to draw heavily
from published material, both of a theoretical and practical

nature, during the development of the simulation.
Furthermore, as some, perhaps the more financially promising,
potential applications of the SPRITE system are military, it

would be of advantage to make full use of work carried out by
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government supported bodies in addition to work by educational
establishments. These include the National Advisory Committee
for Aerodynamics, NACA, the National Aeronautics and Space
Administration, NASA, in the US and the Royal Aircraft
Establishment, RAE, in the UK. An inevitable result of this
policy is the burden of hand calculation and detailed checking
required when adopting for use previously validated material.
Verification may only be achieved by meticulous and logical
checking. Repeating published runs to verify correct
implementation of proven theoretical work is usually not

possible as input data is infrequently made available.

With regard to the philosophy for simulation software design
(125)(126) and documentation (1273(128) texts were considered
and salient points were drawn out and adopted. In particular,
top down development was considered to be particularly
appropriate with new modules being added one at a time in the
approved fashion (125). During development of the software
'debugging' techniques were given similar consideration (125)
" (129). The documentation aspects are not discussed in this
document but are proceeding to satisfy Company requirements

(130).

During software design and development three points were given a
high priority. These are introduced in this section and the
actual implementation is discussed within the appropriate

technical sections and in Section 9. The three criteria which
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were borne in mind from the outset of development are:

(a) modular program design,

(b) high emphasis on traceability and repeatability,

(c) good visibility of results.

Modular development (131) was considered important, not only as
it is considered good practice (125) but, because it would give
the simulation more flexibility. Once a skeletal package has
been developed to satisfy the initial requirements, specialists
in their own field may choose to develop further one particular
module to extend the useful range of the model to cover specific
applications. An example of this is the development of a
sophisticated rotor model which aerodynamicists require for
rotor or blade optimisation or stress engineers could use for
component strength analysis. A scenario is envisaged where a
library of modules is developed and simulation programs selected
on a 'mix and match' basis appropriate to the required depth of

solution and other constraints.

The simulation was designed with the following skeletal structure:
(a) data input file handler,

(b) simulation control and module caller,

(c) data output file handler,

_?1_



with the following air vehicle specific modules:

(d) co-axial rotors,
(e) flight control system,
(f) fuselage aerodynamics,

(g) control laws,

and the following utility modules:

(h) six degrees of freedom motion,
(i) integration,

(j) axes systems transformations,

all called as subroutines.

Traceability of the program standard and repeatability of
individual runs contributed significantly to confidence in the
software package. Importance was placed on specifying the

standard of:

(a) all module subroutines,
(b) the simulation calling program,
(c) input data files,

(d) output data files.



Further consideration was given to two methods of running the

simulation:

(a) interactive,

(b) batch gqueue,

with a dual capability desirable.

The strategies cutlined in this section are reflected in the
development of the air vehicle performance and utility modules
described in Sections 5 to 8 and the techniques employed during
the implementation into software code are described in

Section 9.

4.5 Review

This section defining the project strategies has identified the
proposed simulation user and the requirements of the simulation.
Practical constraints typical to IHD projects have been
introduced and example cases for simulation presented. The
‘strategies have teen developed and the software structure has

teen outlined.
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S1X DEGREES OF FREEDOM MOTION

5.1 Introduction

The motion of a body can be quantified and measured with
reference to any point which may itself be stationary or in
motion. It is normal practice to resolve the angular and linear
motion about three mutually perpendicular axes. Six degrees of
freedom motion is the term commonly used to describe the three
linear and three angular motions with reference to an orthogonal

triad axis system.

Additionally the choice of axes systems and the techniques of
transformation between the axes systems has implications of both
computational speed and the users' understanding of the
simulation. This section reviews 6 degrees of freedom motion
modelling, introduces the assumptions and presents the
underlying theory with reference to other work. The
implementation within the simulation is also described. Axis
system definitions and transformations not given in the main

‘text may be found in Appendix B.

5.? Six Degrees of Freedom Motion - Theory

To reduce the problems of simulating the six degrees of freedom
motion of the air vehicle in the simulation to a practical level
it is useful to make certain assumptions regarding the motions

and the air vehicle configuration.
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To determine the air vehicle six degrees of freedom motion
several alternative axes systems have been used by previous
researchers. Two popular combinations being body axes/earth
axes (132) and flight path axes/earth axes (133). Fogarty and
Howe (134) discuss the relationship between axes systems and
computational speed and accuracy. They recommend the decoupling
of translational and rotational motions, solving translational
motion through the use of flight path axes and rotational motion
through the use of body axes. The advantages of flight path
axes are greater where the aircraft has a high speed capability
resulting in the magnitude of cross coupling acceleration terms
in body axes, such as ugq, to be in the region of two orders of

magnitude greater than the physical accelerations.

This, as Forgarty and Howe indicate, may lead to scaling
difficulties resulting in poorer solution accuracies for a given
computer precision. Flight path axes do not have these scaling

difficulties and thus alleviate this problem.

"For the SPRITE application however, the forward speed capability
is low compared to fixed wing aircraft, thus reducing the
magnitude of any cross coupling terms. There are two arguments
against adopting the Fogarty/Howe approach. Firstly, there
would be an increased complexity which would inevitably be
required to include separate linear and rotational motion
solution technigues. Secondly, perhaps more importantly, there

would be a reduction in visibility of the air vehicle
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motion resultant from the inclusion of another system of axes
and the associated transformations which require the definition
of further axes (stability axes?). Consequently it was concluded
that both linear and rotational motion would be determined using
body/earth axes. 1f simulation runs are to be carried out
involving a considerable proportion of high speed motion and the
computational accuracy and speed is not adequate, then, it may
be advantageous to re-consider this choice of method. However,
at present the flight programmes involve a substantial degree of

low speed manceuvring (135).

Moreover, flight path axes have their own disadvantages, such as
the difficulty of introducing wind direction (132} and
acceleration term errors which are introduced if the simulation

progresses to include a spherical rotating earth (134).

A flat earth model is appropriate for short flight segment
simulations of low speed vehicles. Simulations of extended
flight cases or high speed vehicles chould use a spherical earth
vkinematic model (136) which includes the curvature effects and
the rotation of the earth. To aid computational speed the flat
earth model is included in the simulation. However, the efifects
of earth rotation may need to be considered at the sensor input

stage to account for earth rate effects which depend on the

mechanism of operation of the sensor.

The angular orientation of the vehicle can ke described by three



rotations starting from the local earth axes. Two sets of
rotations are in common use, these give rise to Euler angles
(137} and attitude angles (138)., It should be noted that the
order of rotations is important and expressions derived for one
set of rotations are not transferable to different orders of

rotations (e.g. they are non-commutative).

There is confusion amongst users of these sets of rotations,
Tomlinson (132) in a technical paper, on which the RAE
simulation work is based, discusses the angular orientation of
the aircraft with reference to a 'conventional trio of Euler
angles’ but then he gquotes results for attitude angles. Upan
closer examination of his work it can be seen that he uses
expressions appropriate to attitude angles taken from other
published work and in his discussion he incorrectly refers to
Euler angles. McFarland (136) also uses the term Euler angles
to describe attitude angles. Fortunately he derives the
transformation matrices from first principles and obtains the
correct solution. Upon further investigation, other texts,

" especially those from the US (1392, appear to use the term
'Euler angles' to descrike attitude angles. It appears that

this 'corruption' is widely used and is unfortunate.

Because of the confusion found in the reference texts which caome
from establishments such as RAE and NASA, whose scientists base
a considerable proportion of modelling on previous work, it was

felt justified to restate definitions and results for both Euler
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and attitude angle systems. Especially as will be seen later in

this section, both have a place in this simulation.

Attitude Angles

The attitude angle orientation system is described by ESDU
(138). The air vehicle orientation can be measured from the
earth axes by the three attitude angles, %, bank angle,®,
inclination angle and Y, azimuth angle. It is important that
the order of rotations is specified. The order of rotations

which give rise to the familiar direction cosine matrix LC3 are

{(see figure 5.1):

(a) a rotation about the zp axis, Y, (xpg, yp. 20)4(x1, y’,
zpt,

(b) followed by a rotation about the intermediate y axis,
y',(), (x', yt, zolq(xi, y', '

(c) finally a rotation about the intermediate x axis, x, %

1 1,
(xy ¥y 5 2 J23Cx, y, 2).
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The

directional cosine matrix can be written:

Xo

Yo

g

14=cosOcos?

my=sind sin® cost

-cos$ sint

ny=cas¥ sin®cost

+tsind sin¥

12=cosE§sinT

mo=sind sin®@sint

+tcos$ cos?t

n,=cos¥ sin®sint

~sin® cos?

12= -5in®

mz=sind cos®

n3=cos§ cos®

(138)

™

Figure 5.1

Attitude Angles
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Euler Angles

Euler angles &, ¢, 4 are defined more clearly by construction

than by rotation (137) and are stated with reference to figure

5.2.

By construction of a k axis perpendicular to the zg and z axes

it is shown in figure 5.2 that:
the angle between the zy and z axes is @,
the angle between the yn and k axes is ¢,

the angle between the y and k axes is 4.

The associated direction cosine matrix for the Euler angles is:

0 Yo g

cosdcosBeosy-sindsing sinpcosBcosytcosdsing -ginfcosy
-cos¢pcosfsing-singcosy -singcos@sing+cospcosy| sindsing

cos¢ sind sing siné cosé

it should be noted that the numerical'values of all

corresponding elements of the direction cosine matrix are

identical, as is implicit in the definition that the matrix

transforms between two axes gystems.
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Figure 5.2 Euler Angles

Transformations

‘The usual implementation of the transformations between body and
local earth axes is to directly integrate a set of differential
equations solving for Euler or attitude angles (132). This
scheme ig suitable for most flight cases, however, a singularity
occurs for vertical flight conditions and for continual
rotations the computed angles may lie outside the range + K.

Whilst this may be useful when monitoring the flight history it

tends tc obscure the actual orientation of the air vehicle.



Mortensen (140) carried out a comparison of the accuracies of
two transformation techniques, one based on the use of attitude
or Euler angles and the other which uses the Euler parameter
quaternion to obtain the direction cosine matrix. Scale, skew
and drift errors were defined and the susceptability of the two
schemes to these types of error examined. Mortenson concluded
that the quaternion approach is superior as it intrinsically
yields zero skew errors. The quaternion approach has additional
advantages. It does not suffer from singularities so it is
valid for all flight conditions and the numerical value of the
terms within the gquaternion remain in the range +1 giving
greater visibility to quantities aiding user understanding.
Mortensern's method was selected for the transformations between

body and local earth axes. The technigue is summarised below.

The transformations from the body axes vehicle state to the
local ground axes state is accomplished through the use of the

quaternion ¢ of Eulerian parameters y, &, 0, (s

S o X

Where the Euler parameters are defined (137) in terms of the

Euler angles 8, ¢, ¢ as follows:
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€ = sin

N = sin -
{ = cos
¥ = coOs

The system dynamics embodied in

T O
il

1/2

8 sin

8 cos

8 sin

8 cos

1/2

1/2

1/2

1/2

tp = )

(p + &)

(g + §)

2O

the vector are given by (1401:

The technigue for obtaining the direction cosine matrix makes

use of the intrinsic properties of quaternions and two matrices

€Y, €I which are given by Mortenson (1403.

structure of these matrices results in a commutative

relationship. The solution is:

CCYl CCZ1]

where

£CZ1 CCYD

CCY1

- B4 -

0O o O -

The inherent

m

(1403

(140)



and

& - ¢ ]
[c11 = € X d -1
] -G &
¢ n -5 * (140

Transformation of a vector of local earth axes guantities to

body axes is accomplished by pre-multiplying the earth axes

vector by the direction cosine matrix.

This can be written in matrix notation:

The inverse of the direction cosine matrix is equal to its

transpose hence:
xg = et oy = weal g

Rutherford (141) gives the general expression for the gross
translational velocity g' of a point with radius of gyration ¢

in the body axis system as:

‘The velocities in the instantaneous x, y OT Z directions can be

written (137):

X' = x + g - yr (along x axis!
y' = y - zp * XU (along y axis?
z' = z +yp - Xq (along z axis?
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The matrix @ can be determined by inspection:

0 -T q
Q = r ] -p
~-q p ]

This form of expressing the ground velocities is used by

McFarland (13613.

The definition of body axes requires the origin to be
coincident with the cg, this gives an implicit value for the

radius of gyration vector r of zero hence:

50 = [C]

2 Xw

This result for the cg position gives the instantaneous
velocities in local earth axes. By definition the local axes
translate with the air vehicle, the origins being coincident,
but the local earth axes remain parallel with the earth axes,
this implies that the linear motion of the air vehicle in flight

can be determined as follows:

x_ = % dt = iDL dt

5.3 Riqid Body Motion

This section is concerned with the rigid body motion of the air

vehicle induced by the action of the resultant forces and
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moments acting upon it (wrt body axes).

Instantaneous

accelerations are determined and integrated to define the

position and instantaneous motion of the air vehicle.

References are cited where the expressions are quoted from

authoritative sources.

The instantaneous linear acceleration equations may be written:

where

9z

X - qw + rv + gx

(138)
Y -ru+tpwtg
m y (138)
L -pv+aqgu+tag,
: 2 (138)

the gravity components are:

- g 5in®

g sin & cos®

g cos # cos®

and the external forces acting on the air vehicle may be written

as:t

>
1]

Xgu * ¥gL * XF

Y:YRU+YRL+YF

~
i}

Zgy * Zpu * IF
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The instantaneous angular acceleration equations may be written:

X
1]

-4
i

1 g-1 {(r2-p2) - :
yq - r2-p?) Ixy (p+gr)

Ip-1 (p2-g?2) - G
. xy pt-g?) Iyz (g+rp)

WP Iyz (q2-p2) - sz (B+pg)

1 (§-rp) - (1 -1 ) + -
Xy p y 1z gr qu Jyr

I (f-pg) - -1 -
yz ©-pq (Iz Ix' rp + Jxr sz

I (p- - - -
x ‘P gr) (IX Iy) pg + Jyp qu

(138)

(138)

The external moments acting on the air vehicle may be written:

where

Ru Y LpL

Ley * Ysu 2

M5U + XsU

Ngy * Xy

and similarly,

LsL + YSL
Moy * XL

Ngp + XsL

Lr

ME

NE

N

cgl

Yequ

™

cgl

™~

cgl

YogL

ZSU

zsU

YsU

ZsL

ZsL

YsL

YogU

cgl

cgu

YegL

cgl

cglL
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A simplification is possible because of the symmetrical design
of the air vehicle. It is asserted that the body axes, which
lie through the cg position, are coincident with the principle

axes of inertia of the air vehicle. Hence:

Ly =0
l,, =0
1,, =0

The equations for the angular accelerations may be simplified

and rearranged as:

4

P=1 W+ a -1 ar
1 y z
X
1 3
g=1 -
I M+ (I - 1) rp
Y \

e
H
—

- )
] {N + (IX Iy. pq}

The linear velocities with respect to the instantaneous body

axes are found by integrating the instantaneous rates:

u &
v = } v dt
w ‘ w
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Similarly for rotaticnal rates:

v
E=1]

dt

n
i
ne

2]
ri=

5.4 Implementation of Air Vehicle Motion

The desire to provide the facility of having simulation inputs
and outputs in units most appropriate to the user, giving the
best visibility of the simulation, has already been emphasised.
Initial displacements are input in earth reference axes using
Xgy Yo and zg linear displacements and #,® and ¥ the attitude
angles for the angular orientation. Initial linear and angular

velocities are input in the instantaneous body axes.

The attitude angles at initialisation are converted to Euler
angles which are used to determine the quaternion of Euler
parameters and henceforth the Euler parameter vector is updated
using the technigque described in Section 5.2. The direction
cosine matrix is evaluated when required for transformations

hetween instantaneous body and local earth axes.

The simulation outputs are in the same format as the inputs, the
orientation is presented in attitude angles and the linear
displacement measured in the reference earth axes and the

apgular and lipear velocities given relative to instantaneous

body axes. This is summarised in figure 5.3.
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EARTH
AXES

BODY
\ AXES

Figure 5.3 Air Vehicle Position and Motion

The units used for inputs to and outputs from the simulation are
§1 throughout, with angular data in degrees or radians

selectable by the individual user.
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5.5 Variable Integration Interval

This simulation uses the Runge Kutta order 4 integration process
to determine the state vector at time t + At from the state
vector and its derivatives at time t. By consideration of
typical air vehicle motion and required simulation run times it
was concluded that using fixed integration time step sizes would
require unacceptable compromises to be made. To optimise the
trade off between high accuracy results and long run times it is
sensible to dynamically adjust the integration time step size to
suit differing rates of change of the integrated variables.

When rates of change are high the desirable integration interval
is smaller compared to that required when rates of change are

lower.

In addition to the Runge Kutta order 4 integration the values of
selectable elements of the state vector at t + At are computed
by the Runge Kutta order 2 integration process. On the basis
that Runge Kutta order 4 is more accurate than Runye Kutta order
2 the difference between these two integration techniques is

‘used to control the integration time step size.

This technique has been implemented by specifying the elements
in the state vector to be used for monitoring the integration
process (these would most sensibly be the elements undergoing
the greatest rate of change) and the allowable differences

between Runge Kutta order 2 and 4 integration processes. If

these errors are exceeded on any selected element of the state



vector the new values are
is halved and the integrat
differences are below thos
result is accepted and the
if the differences between
is less than a second test

interval is doubled. This

not accepted, the integration interval
ion process repeated. If the

e specified then the integration

state vector is updated. Furthermore
the order 2 and order 4 integrations
value then the integration time

is summarised in Figure 5.4.

~ INTEGRATE DETERMINE
- (RK4) DERIVATIVES
HALVE N ACCEPT
STEP RESULT
LENGTH
UPDATE STATE
VECTOR
QUTPUT DATA
TO PRINT FILE
DOUBLE
STEP N
LENGTH
IF
PERMISSIBLE

Figure 5.4 - Simulation Flow Chart - Integration Process
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5.6 Accuracy Testing

The six degrees of freedom motion module was tested in ‘single’
and 'double' precision form. ODue to the accuracy required the
'single’' precision variant used double precision Euler

parameters, the other variables all teing single precision,

Initial testing was performed by applying single x axis forces
as & function of time as detailed in table 5.1 to a 50kg* air
vehicle. The theoretical body velocities and ground
displacements were calculated and compared to the simulation
output. The results included in this thesis are restricted in
number of decimals for reasons of clarity. Inputs and ocutputs

used the full precision available (single 7 decimals, double 14

decimalsl.

Ti Forc Velocity at Displacement
1me °§‘e (end of period) (end of period)
s m/s m

g8-5 0.000000 0.000000 0.000000

5~-10 10.000000 1.000000 Z2.500000

10-15% 0.000000 1.000000 7 .500000

15-20 ~-10.000000 0.000000 10.000000

20-25 0.000000 0.000000 10.000000

Table 5.1 Initial Validation Force Inputs and dynamics

¥yalidation mass value
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The results from the program runs indicated an initial
misalignment error causing 'cross coupling' between the xg, yq,
and z axes.

The errors for the single precision model are

shown in table 5.2 and those for the double precision model in

table 5.3.

The single and double precision models share double precision
Euler parameter subroutines, the 'single’' and 'double' precision
names referring to the kinematics including the integration and

force models,

In both cases the displacement errors are similar in direction,
the different magnitudes reflecting the difference in variakle

precision. The cross coupling errors between axes were similar
in both magnitude and direction implying an error in the

direction cosine matrix at initialisation.

In order to investigate the cross-coupling error in axes
transformations a family of programs were written which call the
‘relevant subroutines and print out results at each stage. Table
5.4 outlines these operations which are carried out by the test
programs. Runs were carried out with inputs 'forced’ at each

stage of the transformation. The results are shown in figures

5.5, 5.6, and 5.7.
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Simulation
Program Section

Procedure

Program/
Subroutine

Input

Initialisation

Initialisation

Main Loop

Input attitude angles

Form direction cosine
matrix and Euler angle
from attitude angles

Form Euler parameters
from Euler angles

Convert Euler parameters
to direction cosine matrix

Main Program

DRATCV

DRATCV

DDCMP

Table 5.4 Axis Transformation Test Program Summary

ATTITUDE ANGLES
0.00000000000000
0.00000000000000
0.00000000000000

EULER ANGLES

0.75437128543853E-
0.75437128543853E-07

0.00000000000000

(ZERO AT INPUT)

a7

DIRECTION COSINE MATRIX

0.99999999999997
0.00000000000000
0.00000000000000

EULER PARAMETERS
0.99999999999995

0.00000000000000
0.99999999999997
0.00000000000000

~0.14226900907354E-14

0.37718564271926E-07

0.37718564271926E-07

2nd STAGE ERROR)

(1st STAGE ERROR SHOULD ALL BE ZERO?

0.00000000000000 (SHOULD BE
0.00000000000000 IDENTITY
0.99999999999997 MATRIX)

SHOULD BE

[

[om R o B sn

Table 5.5 Axis Transformation Program Results -
Zero Input at Attitude Angles
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EULER ANGLES

0.00000000000000

0.00000000000000 LERO AT INPUT
0.00000000000000

EULER PARAMETERS
0.99999999999997
0.00000000000000
0.00000000000000
0.00000000000000

ist STAGE ERROR

RESULTANT DIRECTION COSINE MATRIX

0.99999999999994 0.00000000000000 0.0000000000C000
0.00000000000000 0.99999999999994 0.00000000000000
0.00000000000000 0.00000000000000 0.99999999999994

Table 5.6 Axis Transformation Program Results -
Zeroc Input at Euler Angles

EULER PARAMETERS
0.99999999999999 1.0 forced at input
0.00000000000000
0.0000000000COOO0
0.00000000000000

RESULTANT DIRECTION COSINE MATRIX

0.99999999999999 0.00000000000000 0.00000000000000
0.00000000000000 0.99999999999999 0.0000000CC00000O
0.00000000000000 0.00000000000000 0.99999999999999

Table 5.7 Axis Transformation Program Results -
Unity and Zero Input at Euler Parameters
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By making use of the trace function the program could he
monitored at each operation. Unfortunately the PRIME trace
facility is unnecessarily restrictive only printing out eleven
places of fourteen figure numbers. Consequently the small cross
coupling errors which were then the subject of the investigation

were difficult to identify without temporarily modifying the

main programs,

However, it soon became apparent that the major reasons for the
errors lay in the inaccuracy of the trigonometric functions and
their inverses which were in the PRIME and Company generated
libraries. In particular the inverse cosine function was only
accurate to & to 7 significant places. Furthermore there were
occasions where the results were irritating to the reader, for

instance cos{(0) = 0.9.

Fortunately Roberts (142) had reason to investigate techniques

for obtaining approximation to the trigonometric functions.

" Trigonometric Approximation Techniques

Based on the theory and program listing of reference (14Z) the
sine, cosine and tangent functions were generated through the
use of a 6th crder Thiele approximations. The input range is
unrestricted but is reduced to lie in the range tl/4 by the
first part of the program. The results have found to be

accurate to within 2 in 101% compared to reference (143).
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To investigate whether these accuracies were machine or method
restricted a higher order Theile algorithm was used in an
attempt to improve accuracy in the last place but without
success. It was concluded that the errors were caused by

truncation and rounding errors rather than limitations of the

method.

As a comparison, functions for obtaining Taylor Series sine,
cosine and tangent functions were also written. These included

terms to 10728 in magnitude.

A technique using iterative square root functions to generate
inverse sine, cosine and tangent functions designed by Roberts
was also adopted. These functions were sign validated in each
octant and accuracy evaluated over the range + 10 radians in
step sizes of 0.1 radian. The technigues used were compared to
reference (143) and found to be consistently accurate to 1 in

1014,

.The functions were loaded into special programs to be timed
using loops stepping the function inputs over the range 0-10
radians in 105 increments and the inverse function between 0-1

in 105 increments. The results are given in table 5.8.
When comparing the techniques for operational speed it must be
bhorne in mind that the PRIME functions are written in machine

code and the Roberts/Theile and Taylor function are written in
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Sﬁzztion Login CPU Function

T tr Time Total Run time

es (min) (sec) (CPU sec?
Sine: Prima 0 20 13.78
Roterts/Thiele 1 68 61.7%9

Taylor 5 279 272.96

Cosine: Prime 0 z0 14,35
Roberts/Thiele 1 &6 60.07

Taylor 5 274 269.82

Tangent: Prime 0 47 41.00
Roberts/Thiele 1 67 60.88

Taylor 5 277 2706.79

Arcsin: Prime 1 53 456.91
Roberts 22 1237 1231.17

Arccos: Prime 1 84 77.62
Roberts 23 1324 1317.7

Arctan: Prime 1 19 12,81

Roberts 21 1199 1192.90

Table 5.8 Trigonometric Function Run Times

Trig functions 10° cycles 0-10 rad step size 1074

: -5
Inverse trig functions 107 cycles 0-1 step size 10 -
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Fort ich ;
ortran IV, which is slower. Nevertheless the immediate speed

advantage of the non-iterative Roberts/Thiele method can ke seen
when compared to the Taylor method. The Roberts/Thiele method

has an added advantage that hoth sine and cosine values are

available after one pass, if hoth are required the function

needs only to be called once.

The high precision trigonometric functions were used to repeat
the cosine matrix transformation describted earlier. The results

in table 5.9 shown the improved results,

ATTITUDE ANGLES
0.00000000000000
0.000600000600000 (ZERO AT INPUT)
0.00000000000000

EULER ANGLES

0.0000060000600G0

0.000000000600C00 (1st STAGE ERROR)
0.000000000600060

DIRECTION COSINE MATRIX

1.0000000000000  O0.0O0OOCOOOOOCOOCO 0.0000000000CCOOO
0.00000000000000 1.0000CCCCOCOOCO  0.00000000GCOCOO0
0.00060000000000 0O.00COCCOOOOOO000C  1,0000000000060

EULER PARAMETERS
1.0000000000000
0.000000000O0G0GD (Znd STAGE ERROR}

0.00000000000000
0.00000000000000

Table 5.9 Axis Transformation Program Results
Attitude Angle Inputs are all Zergo
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The Roberts/Thiele trigonometric techniques were adopted for use
in the simulation where high accuracy is important. It is not
claimed that thisg ig necessarily the optimum technique however

it is an attractive solution offering the following advantages:

(a) available and proven,
(b} quick to program (simple coding only),
(c}) faster than the Taylor Series techniques,

(d) validated over the working range to full variable

length.

Final testing and evaluation of the axis transformatian

subroutines was accomplished through the following technique:

(a) input attitude angles (range + I rad),

(b)Y form direction cosine matrix,

(c) decompose to attitude angles,

(d) form second direction cosine matrix from decomposed

attitude angles,

(e) subtract the second direction cosine matrix from the
initial direction cosine matrix,
(f) calculate the residual (sum of the absolute values of

all terms) of the resulting matrix.

The results for each computational precision are given below:
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PRECISION RESIDUAL

SINGLE 5.0 E-3
DOUBLE <1.0  E-4
HIGH <2.0 E-b

Table 5.10 Cosine Matrix Decomposition Accuracy Summary

The angular validation was conducted in two phases. The initial
approach was to apply a single moment, in body axis, about each
axis in turn on the air vehicle and to ensure that the torque
causes the appropriate angular velocity and that this integrates
correctly to give the appropriate attitude angle. Further,
inputs were selected so that the angular motion was large enough
to demonstrate that more than one revolution about any axis of
the air vehicle could be modelled without discontinuities

gcecurring {(particularly at the 180 and 360 degree positions).

Once the initial correct sign and sense was demonstrated, single
moments as functions of time, were input to produce angular
.acceleratiuns and velocities of both signs such that the
resultant final angles and velocities should be zero. The

theoretical motion is shown in Table 5.11.
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Time Input Angular Angular Angular
Torque Acceleration Velocity Displacement
at end of at end of
period period
sec Nm [‘ad/s2 rad/s rad
0-% 0.000 0.000 G.000 0.000
5-10 1.040 0.520 2.600 6.500
10-1%§ 0.o00 G.co00 2.600 19.500
15-20 | -1.040 -0.520 g.c600 26.000
20~-25 0.000 0.000 0.000 26.000
25-30 | -1.040 -0.520 ~-2.600 19.500
30-35 0.000 0.00a0 -2.600 6.500
35-46 1.040 0.520 0.c00 0.000
40-45 0.000 0.000 0.000 0.000

Table 5.11 Anqular Validation Motion fgr Air Vehicle with
Moment of Inertia = 2.0 kagm*

Using a fixed integration interval of 1 millisecond results

given in table 5.12 were achieved.

Finally moments of 1.040 Nm and forces of 10 N were applied
simultaneously in accordance with the signs and time periods of
table 5.11. The resultant errors are shown in table 5.13. This

run was again carried out using an integration interval of 1

milli second.

The accuracy testing of the six degrees of freedom module showed
that angular accuracies of considerably better than 1 micro-

radian and linear accuracies within 10 nanometres were achieved

using typical velocities for durations of 45 seconds.
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5.7 Variahle Inteqration Interval Testing

The variable integration internal function was validated by

carrying out tests to verify the following:

(a) that the permissible error is not exceeded at any point

during the run*,

(b) that the integration time period was adjusted in

accordance with design aims.

As a further exercise the influence of the permissible error and

maximum integration interval on run time was investigated.

Linear and angular validation was conducted in four phases.
Firstly a maximum run time of 50 seconds real time was selected.
During this period an X force of peak value 10 Newtons was
injected at a frequency of 1 Hertz as specified in table 5.14,

The motion of the air vehicle is shown in figures 5.5 and 5.4,

Time Period (sec) X Force (N)
0-20 10 sin 2Rt
20-25 0.0
25-45 -10 sin 2It
45-50 0.0

Table G5.14 Variable Inteqration Interval Validation -
Simulation Progqram 1 Hertz Force Input

¥ The author ensured that the smallest integration step size was
sufficiently low to ohviate any influence on these results.
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The second phase of the validation was to use a maximum run time
of 500 seconds real time and inject a force at 0.1 hertz with a
peak value of 10 Newtons as specified in table 5.15. Figures
%fT and 5.8 show the air vehicle motion.

The third and fourth phases, similar to the first and second,
were carried out using an input torque of 1.040 Nm at

frequencies of 1.0 and 0.1 Hertz.

SCALE FACTOR 10-003
LIN VELOCITY (m/s)

100.00

TR EIRIAT]

50.00

.00 DRUNFLSS

-50.00 I

-]
==
e
——3
e
e

Rl

-100.00

.00 10.00 20.00 30.00 40.00 50.00
SIMULATION VALIDATION TIME (sec)
LINEAR VELOCITY SCALE FACTOR 10+000

Figure 5.5 Phase 1 Validation Velocity
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SCALE FACTOR 104000
X0 DISPLACEMENT (m)

1.00
.80
.60 //—\\
.40 7 \‘\
.20 ~N
100 \ DRUNFLSS
.00 10.00 20.00 30.00 40.00 50.00
SIMULATION VALIDATION TIME (sec)
DISPLACEMENT SCALE FACTOR 104000
Figure 5.6 Phase 1 Validation Displacement
SCALE FACTOR 10+000
LIN VELOCITY (m/s)
1.00
AAAAAARARAARALANRED
.50 V ‘
.00 \ [ DRUNFL?75S
-.50 AALRARRRALARILRRAA
-1.00
.00 10.00 20.00 30.00 40.00 50.00
SIMULATION VALIDATION TIME (sec)

LINEAR VELOCITY

SCALE FACTOR

10+001

Figure 5.7

Phase 2 Validation Velocity
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10.00

8.00

6.00

4.00

2.00

.00

SCALE FACTOR
XO DISPLACEMENT (m)

10+001

-

N

//

™~

<]

N

.00

10.00

SIMULATION VALIDATION
DISPLACEMENT

20.00

30.00 40.00
TIME (sec)
SCALE FACTOR

104001

DRUNFL7S

50.00

Tahle 5.15

Figure 5.8

".l

Phase Z Validation Displacement

Time Period (sec)

X Force (N)

0-200

200-250

250-450

450-500

10 sin 0.2 Tt

G.0

-10 sin 0.2t

0.0

Variable Integration Interval Validation -

Simulation Program 0.1 Hertz Input

Validation runs were carried out limiting the maximum

integrations step size within the range 1 x 1072 to 10 seconds

and limiting the maximum error between order Z and order 4

i

- -2
integration within the range 1 x 10 10 t5 1 x 1074,
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Sample graphical output from phases one and two are shown in
figures 5.9 to 5.12. Tables 5.14 to 5.19 show the overall

resultant erraors and the simulation run time.

Phases ane and two were controlled using one apprapriate element
of the state vector and phases three and four were controlled
using six elements of the state vector. This technigue was

adopted to prove the single and multi-element integration

monitoring facilities.

SCALE FACTOR 10-002
INTEGRATION INT sec

12.50 '

10.00 T ERROR—<E4

7.50 ]

5.00 |

2.50

.00
.00 10.00 20.00 30.00 40.00 50.00 60.00

SIMULATION VALIDATION TIME sec
SELF ADJUST INTEGRATION INTERVAL SCALE FACTOR 104000

Figure 5.9 Example Qutput - Integration Interval Vs Time
(DRUNFLS7)




SCALE FACTOR 10-005

ERROR 1RK4-RK21

12.50

10.00

7.5

o

1 e

N i

2.50

|

.00 10.00 20.00 30.00 40.00 50.00 60.00
SIMULATION VALIDATION TIME sec

SELF ADJUST INTEGRATION INTERVAL SCALE FACTOR 104000

INT 1
T LS |

Figure 5.10 Example cutput - Error between Runge Kutta
Orders 2 and 4 Vs Time (DRUNFLG7)

SCALE FACTOR 10-002
INTEGRATION INT sec

12.50

ERRON <5

10.00 ERROR 2

7.50

S.00

2.50

.00

.00 10.00 20.00 30.00 40.00 50.00 60.00
SIMULATION VALIDATION TIME sec
SELF ADJUST INTEGRATION INTERVAL SCALE FACTOR 104001

Example output - Integration Interval Vs Time
(DRUNFL71)

Figure 5.11




SCALE FACTOR 10-00S5

ERROR IRK4-RK21!

12.50

10.00

?7.50

5.00

2.50 "

.00 HNF—eE—+
.00 10.00 20.00 30.00 40.00 50.00 60.00

SIMULATION VALIDATION TIME sec

SELF ADJUST INTEGRATION INTERVAL SCALE FACTOR 104001

Figure 5.12 Example output - Error between Runge HKutta
Qrders Z and 4 Vs Time (DRUNFL71)

- 114 -




(Jeaut|; S53[NSay UDTFEPTI[EA uDT3EaDajU] S1JeTJIes | 3aSeyd Q1" afqel
658y LB g-3111°0-{01-3801 "0~ 99¢9 0 |11-3.9%9°0- p1-31 V DLTINNYA
1.9V} BZ 6-30E1°0~-]11-3881"0- 29¢9°0 }11-3991°0- g-31 (138 69714NNYA
584Y 2 ¥-3111°0 2-3602°0 29¢e'0 ?-3.L0Z2°0- -31 0% 29 1IN
FA Z 7-3289'0-} £-35ZZ2°0- 99890 #-309Z2°0- ¥-31 01 LPTANNYA
92 0 I-38L€°0-) £-38%€°0- 9ee9°0 Z-3901 "0~ Z-31 D01 29714NNY A
096y} 9% 6-3LZC€"0-111-39€E°0- 99¢9°0 }11-3.99°0- 01-31 01 59 14NNY
6891 GF L-399%*0~{11-321E" 0~ 9%ee'0 |11-3991°0- g-31 D*1 #214NNYA
8% g §5-3991°0 9-3.0Z2°0- 29¢9°0 2-3.0Z°0- 2-31 o't £PTINNYA
DET Z £-365%'0-} S5-3061°0- 99¢9°0 #-30%Z2°0- 7-31 D7 Z914ANNY
12 0 1-3%8%°0-} Z-3EL1°0- LYyE€9°0 Z-3901 "0~ Z-31 o'y 191INNYT
y5%] L1} g-38%1 0~} 0%-35€1 "0~ 99ce"0 J11-3.99°0- 0¥-31 10 0914NNY¥A
TLLE) 18 g-389L°0-] 46-35464670 29ce D }11-3991 0~ g-371 170 &514NNYED
Sy g 5-36%9°0 2-305¢°0 2990 2-3.0Z2°0 g-31 1'0 29 1INNYEA
&8 T £-310%"0-} §-3126°0 29¢%9'0 5-36%9°0-~ ¥-31 10 LSTANNYA
09 8 Z-31€5°0-} £-3901°0- #9€9°0 £-3901°0- z-31 10 291aNNYT
£8.9) 0Z1 2-3.01°0~-}01-3BET "D~ 99890 }11-3.99'0-~ 01-31 z-37 S91dNNYT
L0STY) LZ L-308E°0~-} F1-3EZ2E° 0~ 99890 }11-3991°0- g-37 Z-31 79 74NNY1
15E 2 D1-31Z8°0-}21-32%5° 0~ 99¢%'0 {Z21-30%8°0- 2-31 zZ-31 £914NNAUG
A 9 £-3292°0 §-3¥Z5°0 29e9°0 5-3%25°0 ¥-31 Z-37 Z91aNNYA
Z8¢ 9 £-3292°0 §5-3%25°0 29290 5-3¥Z5'0 Z-37 Z-31 1914NNYA
w ]
as uTH s/ s/u Xeu ({Das) new
285 fi§ © Das 77 © )
abesn] awty quau 08s Q5 € quaw B 08s ZZ € J1ZMy-yxul [eAJaqU] uny
Nd3 jutbon —aoeidstg Aq10013A _ase1ds1q AQT20124A 30333 uptgeabaqur

115



(IeauT]) S31nGay UOTJEPTiEp UOTjedbaju] 8[QeTI®A 7 85uyd [1°5 819el
FrZe 6772 9-36L1°0-} 6-35E5°0- 799°£9 b-364E7 0~ 0¥-3% 0% S8 TANNY
FI&E 99 2-30£5°0-|{01-3E18°0- Z99°€9 J01-3¥eY 0~ g9-3% 01 #8714NNAHA
b%b g1 ¥-31%8°0-) 9-3E£51°0- 799 £9 9-32L2°0- 9-3% 0¥ £R14NNYI
2z2 Y Z-3z0,.°0-] §-3952°0- 79929 5-39592°0- -3 (134 Z814NNN]
19 ¥ L12°0-] £-391E€°0 LLF'E9 €-3.0€°0 Z-31 0% 1214NNYHA
8L65T} 0ZF 9-32.1°0~] 6-3095°0- 299°e9 b-366E° 0~ g¥-31 o'v 0g14NNYA
S90% £ez L-3029 0~ 6-3861°0 799 'eq |0T-3%8%°0- B-31 o° v bLT1ANNYA
£007% LS £-3101°0~-| 9-3621°0- 799729 9-32.2°0~ 2-31 0¥ 2L TANNHA
207 L9 1-3901°0-} %-3212°0- 79929 #-31127 0~ 7-3% 01 LLTTANNYAQ
Z £ 9zZ'0-} £-329%°'0- 299°£9 £~-3Z5%°0- 7-31 o'y QLANNY]
SZL91V] 81Y 9-30/.1'0-}0%¥-380%"0 799729 b-3646E7 0~ p¥-31 10 SLTANNYA
£14E 0L 2-3.91°0-}01-3209°0- 79929 [0L-3%8Y°0- g-3% 1°0 7 L1ANNHA
7€9 1 §-3¥Z25°0-} L-3501°0- Z99°E9 L-350%1 70~ 9-31 10 £LTANNYA
15¢ 2 Z-3L%L7D-} ¥-36%1°0- 799°¢9 ¥-36%1 "0~ ¥-31 10 ZL1ANNYY
15¢ 2 Z-3L8570-} ¥-3.01°0- 299°£9 ¥-3.01°0- Z-3t 1’0 }L14NNYA
(] u
uTu S /u o s/u Keu ({08s) Ked
abesn| aut} mww 03 ®) 5as g5 e mwm 22 B pas 7z FZMu-yMyl|  1eAJa3UI uny
Nds jutbon wmomﬁamﬁo AqT10018A wmumﬁnmﬁa A3ToD18A Joaag untgeabajur

116 -



(3einbuy) S31nsay UOIJEpT[ep UDTREJDAUT 3TJETIBA ¢ 35BY4

o

819 2anb14

J3yndwod ayj uo saasn Jay3o y3Tm pawjojaad Ajperijaed aJam suna asayl

87895 #1Z01| ¥-3616% " 0-|0F-3%259°0~-| S591°0 |01-3198%°0- 9 01-3% a1 S0F74NNAA
Se1El| 887 |%-3461G9%°0-|0F-3%259°0-| §591°0 |0F-3198%°0- ? g-3t o1 y0T14NNYA
£9.7 | 05 |9-38Z86°0-|Z1-3L602°0-| SS91°0 |01-3592%70- 9 -3 0t £0F74NNAA
S9Y g Z-31082°0-} ¥-3ZZL2°0-f 159170 ¥-32%19°0- ? y-31 0¥ Z0114NNNA
L8 1 oree"Z | Z2-31E08°0 988" 1 - oyt 0- 9 Z-31 01 101 14ANDEA
¥10.5| *56Z1]¥-3985%°0-|01~3¥809"°0~-| 559170 |01-3198%°0- 9 01-31 01 DOTANN™A
ZLIEL| 6£7 |%-3061Z°0-| 6-3E96%°0 | §991°0 |OF-3LYELTO- 9 g-31 01 66T14NNYY
ZLL2 | 0§ ¥-36%01°0~| 9-3,£01°0 | SS91°0 (0¥-359Z%°0- 9 9-31 0t CCRELIRED
L9% 2 Z-3£5992°0-| ¥-3Z519°0-f 159170 ¥-32719°0- 9 y-31 01 L&TANNAA
g6 2 82680 62Z1°0-| GELI- 0¥%1°0- ? Z-31 ot F6TANNYA
79985 | *S¥€1 | 7-3£E9% " 0-|0V-3LLL5°0-| §591'0 {0F-3198%°0- 9 01-31 {3 ECREIEI]
Z14611] 912 |%-3680Z°0-|{0F-35951°0-| S§S91°0 |0P-3L%E1°0- ? g-31 B0 76714NNYEA
pssz | 9% |%-3£.01°0 |0¥-308S1°'0 | §591°0 {0F-3592%°0- 9 9-31 0 £6TANNAA
215 b Z-30622°0-| %-31925°0-| 159170 ¥-32%19°0- 9 y-31 0 Z6714NNUY
L) |2 g¥01*0 | Z-32602°0 | 0O%S1°0 Z-3£6027°0 9 Z-3t1 0 1674NNY A
ped pea - {0385) XEeu
0as | uTw 085 DS © s/ped oas 77 ® s/peJ paJolTuol new [EAIaqUT
abesp) aut] Auaw oas 05 € Auaw “c oas ZZ sapqeTaeA| | zyy- Ml uoTq uny
ndy jutboq _aserdsig A3100134A acerdstg A3T00184A 83E75 ON 30333 vmummucH

117



(Je|nbUy) S}Insay UDIJEPI(EAp UOT3EJIDAJU] 3I[HRTIJIEA ¥ 3SEY4

615 a1qe}

XTJQPW 8uTS0O0 uoTgoadatp [euoboyjao-uou 03 anp j1ey J0aJa [ejey

59287 Z1§ |8-3BLZZT0-| 6-3YTLITD-{8-3%TL1°0- £gel "2 9 01-31 01 0Z 1 14NNYd
pESS 001 |4-30192°0~| &-39521°0-]6-395Z21°0~ £881°72 9 8-31 0t 61 114NNYUA
S8l 1z 9-314D2°0-] £-3.885°0-{9-30Z.2°0- €851 2 9 ?-31 ov 211 14NRAd
£97 £ * * * * 9 ¥-31 0t LT 174NNYEA
9 1] * * * * 9 Z-3T 0¥ 91 174NNYA
geEyezZ| 915 |8-386Z22°0-| §-391Z2%°0-|8-3%1L170- £851°2 9 01-3%1 oy STETANNYA
LZ8BY 68 6-39005°0 %¥-32051°0-|6-395Z1°0- £851° 2 9 g~-37 oy VAR ELHED
%213 zZ 9-312.2°0-] £-3£21.°0-|9-302.2°0- £8581°¢2 9 g-31 07 SL1T4NNYA
65 T * * * * g 7-37 (I Z1174NNdd
6 1] * * * * 9 Z-31 g1 P11 I4NNYG
59292 ¥i% |&-3018%'0-] §5-396E4°0-{8-3I¥LL1°0- £861° 2 9 01-31 0 DIT4NNYUA
S0ES Q4 &-390%Z°0-] %-3¥LE81°0-|6-39521°0- £851°¢ 9 g-31 1°0 601 74NNYA
Ye91 ?Z 9-319.1°0-] £-30£05°0-{9-329.1°0~ €891’ 2 2 ?-31 10 201 1dNNYUG
0ze kK §-39.8E°0 Z-38ZY¥Z 0 |5-36902°0- £881°2 9 -3 0 LOTT4INNYEA
0ee ki #-38642°0-] 1-391%1°0-|¥%-386L27 0~ LLSTE 9 Z-31 10 201 14NNYUA
pea ped (D35) Xru
0as uTw a8s 0OS @ s/pea 0as Qzz s/ped paJ03TUOY Aew [BAI83U]
abesp| auwTt} Jusu 03s QQNsg & Juau “ 085 077 €|SA[JPTJIeA I ZxY -4l uoT uny
Ndy jutbon _ace1ds1q A31D0013A aoeidsig Aq10018A] 383835 ON 30333 :mummch

118 -



Throughout the validation tests the maximum error between Runge
Kutta orders 2 and 4 integration technigues was controlled to
below the specified value at all times. The Integration step
size was adjusted continually, if necessary, to achieve this and
it can be observed that minimum and maximum permitted
integration step size values for each run are selected at twice
the exciting frequency. This would be expected because the
minimum and maximum rates of change occur twice (with opposite
signs) during each cycle. The only exception to this occurred
when the maximum permitted integration step size gave

satisfactory error results throughout the run.

The effects of integration step size and using the difference
between Runge Kutta order 2 and crder 4 processes as an
integration time step controller on simulation run time, run
cost and accuracy have been thoroughly investigated. These
results may be used to select appropriate inputs for future

simulation runs to ensure that a required accuracy is achieved

for optimum run time and cost.

The policy of adopting dynamically adjusted integration time
step size gave savings of up to one order of magnitude for
typical simulation runs. Moreover, prior knowledge of air
vehicle motion, which would be required for fixed time step

integration, was not a pre-requisite for successtful simulation

runs.
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5.8 Review

This section has presented the thecretical basis for the six
degrees of freedom motion module. Confusion between attitude
and Fuler angles was identified in the literature. Basic
definitions and transformations were re-stated to alleviate the
confusion. Axes transformations based on the quaternion of
Euler Parameters were identified and adopted for use in this
work. A technique for varying the integration time step size

was proposed and validation results presented.
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CO-AXIAL CONTRA-ROTATING TWIN ROTOR MODELS

6.1 Introduction

The development of a system of equations describing the dynamics
and aerodynamics of the SPRITE rotor system is discussed in this
section making use of existing work wherever possible. Gaps in
the knowledge base are identified and modelling techniques are

proposed.

Previous researchers into rotor systems have concentrated on one
of the following two separate but related fields. Firstly,
detailed analyses of air flows, allowing knowledge to be gained
of component strength requirements and the performance of
specific elements of the individual rotor blades. Secondly,
analyses yielding the overall perfprmance of single rotor
systems in terms of total rotor moments and forces as a function
of blade conditions, vehicle motion and environmental
conditions. The author identified a distinct lack of simulation
models within the second category for multiple rotor systems,
.more specifically for the Co-axial Contra-Rotating Twin Rotor

(CCTR) System.

It is important that whilst the model to be employed gives
adequate visibility of component performance the overriding
concideration of acceptably short run times must be borne in
mind. In this section a new CCTR model is presented for a

miniature plan symmetric helicopter. Axes system definitions



and transformations not given in the main text may be found in

Appendix B.

6.2 Rotor Analysis Technigue

Single rotor system analysis began early this century (144) and
accelerated in the war years (145). A wide range of literature
is available covering a variety of detailed analyses which have
been carried out to determine the operational envelopes of rotor
systems (112)(146)(147)(148). There are also simplified texts

adopting pragmatic approaches drawing out the essential elements

for model rotorcraft design (114).

The level of detail sought for simulation should account for the
dynamics and aerodynamics of a rotor in sufficient depth to
allow rotor coning and flapping angles to be estimated and
should be sufficiently detailed to allow the physical
characteristics of the rotor to be used to determine rotor
performance in terms of total forces and moments. Additional
detail which would impose a substantial iterative and
"computational burden was not required. It has already been
shown in Section § (é6df) that a likely integration time step
size of 1 millisecond is of the aorder required to obtain the

desired navigation accuracies.

Reports detailing this depth of simulation have been identified
for single main rotor helicopters (1491 (1503 (151). Mathematical

models similar to these have been used for real and slow time



simulation. Despite rigorous searches through published
literature no suitable simulation models could be identified for
twin rotor helicopters of either co-axial or side by side

configuration of any physical size.

One model has been identified which Cranfield Institute have
used for simulating Westland's Wideye air vehicle as part of the
SUPERVISOR project (152), but this is a simplistic model used
for human factor investigations concerned with the work load of
RPV operators at the ground station and is inappropriate far

control system development.

Until recently little work had been published on the complex
aerodynamics of multi-rotors in a co-axial configuration,
although earlier research investigated helicopters with tandem
rotors (153). A fundamental approach to model a CCTR is to
represent it as a single rotor with the same radius and number
of blades as the twin rotor (154). This has the disadvantage of

not estimating rotor shaft drag torque.

During the last decade work has been carried out to analyse the
interactive effects of a CCTR using vortex strip theory (155%)
and local momentum theory (156)(157). However, whilst giving
good results, both of these technigques require substantial
computer power, typically up to 4 minutes (156) to solve at each

time step.



The aim of this part of the work is not to provide a tool
suitable for the optimisation of the rotors or to identify the
operational limits of.the rotor system. Previous work (158)

has investigated the performance of multi-rotor systems and the
optimisation of the design of such systems including the effects
of the complex air flows resulting from the interactions of one

rotor upon another.

In the absence of an appropriate model it was proposed that a
system of equations for defining the performance of a co-axial
contra-rotating twin rotor system would be developed based on
equations for & full size single rotor model. This work is

ariginal in two major areas:

(a} applying a single rotor model developed for a full size
helicopter to a miniature rotor,
(b) using single rotor modelling as a basis for simulating a

CCTR by use of an empirical interaction coefficient.

‘The following sections describe in detail the single rotor model
which is used as a basis for the simulation and the technigues
used to extend this model for use when simulating a miniature

Plan-Symmetric Helicopter (PSH).

6.3 Single Rotor Model

Analysis of rotor systems has been the subject of much work by

individuals and government and commercial organisations (1121



(14732 (1461(151)(159). The individual researcher's work is aften
limited by the amount of data available for validation of his
theory. Work by commercial organisations is usually unpublished
as the design techniques are closely gquarded from competitors.
The greatest source of validated knowledge is supplied by
government sponsored bodies, such as the Royal Aircraft
Establishment (RAE) in the UK and the National Advisory
Committee for Aeronautics (NACA) in the US who have a
combination of technical capability and adequate resources to
commission testing work from manufacturers for validation and
verification of theoretical work. This has resulted in the
development of some useful validated models (1491 (150)(151)

(1593,

i1t would be of little value to attempt to derive another system
of equations here due to the disproportionate time which would
be required and could be better spent on other aspects of
simulation. Indeed, by developing a model around a core of a
previously validated system of equations from a major authority
“such as the RAE, acceptance of data generated by such a model

will be more readily attainable.

When deciding which of the existing single rotor models to use

the following points were considered:

(a) the model must be a complete and compatible set of

equations (including any assumptions),



(b) the axes systems and variables used should allow access
to physical quantities,

{c) wvalidation data should be puklished,

{d) the level of detail should not be so fine as to require
integration along the rotor blades, but should otherwise

be as detailed as possible.

It was considered that the set of equations should be complete
and compatible so that assumptions and approximations follow
through the work. It is important that the complete model is
published in order that one can be confident that the validation
and conclusions pubklished are applicable to the system of

equations programmed for simulation.

There are many axes systems used throughout rotor work, some
have a physical basis such as body axes which are aligned in the
air vehicle whereas others are chosen to simplify analysis such
as axes based on the plane of no feathering. So that data may
be supplied which is more readily understcood and useful for the
‘system designer, preference is given to equations using axes

systems related closely and simply to the air vehicle.

Although this simulation model will be validated against
available data there are two reasons why independent validation
and assessment data are important. Firstly, the original
ascescment of the work may indicate a major flaw in the model,

which if used may also show up here. Secondly, there is only



limited accurate gquantitative data available from the SPRITE

rotor test programme, so the basis of the model should be

already proven.

Conflicting with the desire for a simple model for fast
computational running there is the inevitable requirement for
detailed data such as blade coning and flapping motion. The
major divide in rotor models which has a considerable impact on
the run times are the detailed models which require integration
along the blade itself and models which, through the use of
approximations, include a closed form expression for the
determination of overall force and moment performance of the
rotor. Consequently, as microscopic data was not being scught
for rotor component design and stress analysis, a model which

did not require integration along the blade was adopted.

Several single rotor models have been identified as satisfying
the majority of the stated requirements (149)(1507(1512(159).
Models such as those used by Price (160) were rejected as they
‘adopted a detailed approach demanding integration along the
blade. References such as (150) and (159) were rejected as they
did not give adequate detail of the modelling equations and
their derivation. Two full size helicopter models by RAE
(149)(151) were identified as adopting the required depth of
detail and they had also keen validated with full size
helicopters. The final choice was that of Padfield (151} in

preference to Wilcock (149) for two reasons. Firstly Wilcock



(149) uses no-feathering axes as recommended by Bramwell (112)
which are not fixed with reference to the air vehicle body. In
contrast Padfield (151) uses shaft wind axes which have a simple
relationship to body axes and as a result any data generated
from this model such as flapping angles will be more readily
useful to the system designer. If required they cculd be
measured during trials, perhaps photographically, with reference
to the air vehicle body. The second argument for selecting
Padfield's model is that it is chronologically later and has

made use of Wilcock's work.

Once the basis of the single rotor model has been selected it
remains to state the equations in the form in which they have
been implemented and indicate where they have been extended

from the original work for this simulation model.

SINGLE ROTOR MODEL BASIS

The basis of the single rotor model is that developed by
Padfield (151) at RAE for a single anti-clockwise rotating
rotor. The roter consists of rigid constant chord blades hinged
to allow flapping motion; the method allows stiffness of the
hinge to be incorporated. Lag freedom is not included in the
model and this would appear to be a reasonable assumption as
SPRITE has no lag hinge, any lag motion would be due to bending
of the blade and as a consequence is assumed to be of second
order. Linearly varying blade twist can be defined. Blade

twist due to washout, as a function of thrust, has not been



incorporated as there is no empirical data for SPRITE available
for modelling this effect. However, adding an interative loop
to provide this feature would be a relatively simple matter, but

would increase simulation run time.

The klade pitch angle, collective and cyclic components, are
updated once per rotor cycle. The collective angle input to the
rotor model as used in this dual rotor simulation contains
components of common collective and differential control angles.
The blade flapping angles are assumed small in the analysis so
that linearity and small angle assumptions can be invoked.
Overall fuselage accelerations are assumed small compared to
hlade accelerations and are neglected in the analysis.

Similarly klade weight effects are assumed small compared to

other forces acting on the blade and are neglected.

Further assumptions are made regarding the aerodynamics of the
rotor so that closed form expressions for the rotor force and
moment coefficients can be derived by analytical integration of
the aerodynamic loading. Blade stall and reversed flow effects
can only be incorporated by integrating along each blade and are
hence ignored. Span wise variation in 1ift curve slope from
Mach number and three dimensional effects also require
individual blade integration so a constant two dimensional lift
curve slope approach is adopted. Up toc moderate Mach numbers,
1ift curve slope variation can be included by the use of a

Prandt1-Glauert correction factor (161)., Unsteady aerodynamic
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effects and complex induced velocity distribution would also
necessitate a more detailed approach so the former are neglected
and the latter incorporated as a mean velocity distribution
normal to the rotor disc satisfying momentum considerations with
linear longitudinal variations. Ground effects are also
neglected as the majority of the flight envelaope falls outside

the effected region.

Padfield ¢(151) has developed a centre hinge model which can also
be used to model hingeless and small offset articulated rotors
through stiffness and inertia matching. He shows that the
precision is adequate for generating overall loads by comparison
with a full modal analysis. Coupling from blade pitch and lag
dynamics into flapping motion are ignored and the interaction of

disc tilt modes with fuselage modes is neglected.

In summary the following assumptions are embodied in the

analysis:

(a) Flapping angles are assumed small so that linearity and
small angle assumptions can be invoked.

(h) Overall fuselage accelerations and blade weight effects
are assumed small compared to other accelerations and
forces and are hence neglected in the rotor analysis.

(c) VYaw and side slip rates are assumed small compared to

the rotor rotation rate.



(d)

(e)

(f?

(g)

th)

(i)

(j)

(k)

The rotor speed controller is assumed to govern the
rotor at a constant speed.

Unsteady and transient aerodynamic effects are ignored.
Stall and reverse flow effects are ignored.

The induced velocity distribution, normal to the rotor
disc, includes linear longitudinal and lateral
variations. The flow is described as a uniform flow
added to a linearly varying distribution produced by the
wake. (The flow at the centre satisfies simple momentum
considerations).

A constant, two dimensional, lift curve slope is
assumed.

Compressibility effects are ignored.

Coupling from blade pitch and lag dynamics into flapping
motion are ignored.

Quasi-steady flapping and coning are assumed in
calculating the forces and moments on the fuselage.

This implies that the interaction of disc tilt modes
with fuselage modes is neglected.

Ground effects are ignored.

AERODYNAMIC VELOCITIES

The aerodynamic velocity is the velocity of the air vehicle

relative to the air, it therefore includes body and wind

velocities. In its existing form the model used by Padfield

(151) required wind velocities to be input in inverted body

axes.

This meant that if the instantaneous body axis is



pointing north, a 10 m/s wind blowing north would require to be
input as -10 m/s, following meteorological practice of

denoting a wind direction from its source. This approach was
thought to be inappropriate for the modelling waork. Firstly, it
is clear that average wind conditions will generally be constant
in fixed earth axes and not in moving body axes. Secondly, in
order to simplify the use of th; simulation, which is designed
for engineers, it is of assistance to reduce the number of axes
systems to a minimum, at least those of which the user needs to
be aware. The two main axes systems for inputs and outputs are
fixed earth reference and instantaneous body axes. If users
require to monitor variables within the rotor model such as
flapping angles and harmonic components the data will be
quantified relative to the appropriate axes, but for general
force, moment velocity and displacement outputs the axes are

those of fixed earth reference and instantaneous body.

Taking these points into account the simulation allows any wind
to be entered in fixed earth axes such that a 10 m/s wind
blowing north would be entered as +10 m/s. The following

transformation allows the shaft wind vector to be determined:

UA u - Llw
VA = v - VW
WA w - Ww
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and

ug up 0 “Zgg *Yeg p
Vg = VA 1 Zeg 0 ~Xeq q
We Wa “Yeog  Xeg 0 r

NORMALISED ROTOR VELOCITIES AND ACCELERATIONS

The rotor velocities and accelerations are used in normalised
form to simplify the expressions for rotor coning and flapping.

These are defined as:

u a
= _5. Y = .....S..
My = @R My © TR
v v
= 2 « = _5
Hy QR ldy QR
w
= 2
Hz QR

The shaft wind axes are defined as sharing the z_ axis with the
shaft axes with the x, and yg, axes rotated about the zg axis
such that the x_, axis is aligned with the resultant aerodynamic
velocity in the xg yg plane. Hence there will be a zero v,

velocity component.

The angle through which the shaft wind axes are rotated 1is

defined such that:

=

y Hx

sin ¢, = . and C€OS i, = "N
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Wwhere the normalised resultant velocity p = J { p2

and oy = ( pycos $ - Hdosin ¢ }
K

it may be noted that u_ = tg = SW
¢ OR OR

BLADE PITCH IN SHAFT WIND AXES

The rotor blade pitch angle is defined as having a common

collective component 6 a linear twist component as 8,

X

and sine

and cosine cyclic components. The blade pitch vector in shaft

wind axes is:

@

1ssw

o @ @

1csw

] 5]
1ss is
where ssw = Té

L ®cew e

NORMALISED BODY RATES AND ACCELERATIONS

The vector of normalised instantaneous body rates and

accelerations is defined as:

- 1

SW

©

=1

swW

oo B = S = L)

sw
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where

p t e

s p b Q
! = | T4 .
swW qQ - *wp

2] |

1t also follows that:

D=

and

ol el
| ISR

FSW = r+ *w

ROTOR AIR FLOW

Many attempts at modelling the air flow through the rotor have
been made over the years, from relatively simplistic approaches
where uniform flow is assumed (162) to more complex theories
(163) where an account for non-uniform flow is made. Due to the
complexity of non-uniform modelling there is a need to have
detailed specific knowledge of the interaction between the air
vehicle body and rotor system for a very wide range of air flow
conditions. This knowledge is not available for this PSH
configuration and attempts to estimate it could lead to errors
which would negate any advantage obtained by adopting a complex
analysis. Therefore it has been decided that a relatively

simple model of the rotor airflow will be adopted.

The airflow through the rotor is assumed to be approximated by a
uniform distribution with a longitudinal variation produced by

the rotor wake. In normalised form the downwash distribution

can be written as:
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. C
No= L= At B (g 005 b ¥ Mgy sin 4) (151)

The uniform component, g, is derived from momentum theory

(144) and can be written as:

>
2j(p g - xo)‘) (151)

Padfield acknowledges that this theory applies only to the rotor
when it is operated in the helicopter or windmill modes. The
vortex ring state between the other two states has been the
subject of further investigations with attempts being made to
fit correction factors to the theory (1511 (164)(165). It has
been observed that in the vortex ring state that large power and

thrust changes accompany changes in rotor disk incidence.

Padfield (151) recommends the use of expressions developed by
Coleman et al (145) to describe the fore and aft variation by

recourse to a model of continuously shed circular vortex rings

given by:
I
Moaw = Mo PR X g <o (151)
CSw 2 2
X I 404
. = w. cot | 2 YR (151)
1csw “0 2 o
where . = tan I } (151)
(g ~ R



The lateral component is assumed to be zero ie:

NMegw a (151)
Corrections to this simplified approach have been investigated

(151) through the use of the parameter na where:

60 .
3(2C_/a.s)
- T 0
Mg = 1 = A ) (151
1 + (16/agsing 5
3(2C ? ) +1
s T BDS

Changes in Na cause variations in flapping derivatives of up to
70% in some cases, but in teetering rotors Padfield (151)
asserts that a practical cancellation occurs between this and an
effect where a reduction in Cy and Cy, the force coefficients
from the thrust tilt value, causes the increased flapping to be

reduced.

This model is appropriate to SPRITE's teetering rotor

configuration.

Any of the usual iteration techniques can be employed to solve
the downwash equations. However, successful convergence was
achieved with padfield's recommended technique employing the use
of Newton's method with the addition of a correction factor,
here denoted by £, which is set to a value of 0.6 to aid

convergence. The equations used to solve for downwash can then

he written as:



gD = >\D - T
{24 (151)
where
A 2 2
= + - = 4
M (pz kn) (151)
and
CT=BDS en[lq-ﬁli-g 8 +Eﬂ°.
2 i 2 ) 2 1ssw 75 (151)
e
+ My - >\D + 1 (1+p e
2 4 tw
(151)
Newton's method can then be expressed in the form,
¢ R = i . e .
N+t STRLAEI (151)
where
h, = - %0
J (dg./d~,) (151)
g a _
N = NA
03
therefore
awn Al -}
h. H - OJ T
J
3
28 2+ (ags/&)n -~ Cplug - L (151)

Padfield (151) investigated areas where the solution may become

unstable. However, when running the simulation, success was

achieved using an initial estimate of &g of unity for the first

iteration and thereafter using the value from the preceding time

step. The only conditiaons where caonvergence failed were where

ag = g. These conditions are coincident with zero rotor thrust
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i.e. when no downwash is generated. In practice this occurs at

rotor blade angles of less than one degree from the line of no

1ift in still air.

ROTOR BLADE CONING AND FLAPPING

Flapping and coning equations as derived by Padfield based on a
simplified central spring model are used for the single rotor
simulation. Terms up to and including the first harmonic only
are retained and these are transformed into multi-blade
coordinates (166) and then reduced to a quasi-steady form (151).
Coupling from blade pitch and lag dynamics is ignored. A
synopsis of the derivations fallowed by padfield (151) appears
in Appendix D. The resultant expressions used to calculate the

coning and sine and cosine cyclic flapping terms are quoted:

’ f 1
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ROTOR FORCES AND MOMENTS

Expressions are developed by Padfield (151) for the force and
moment coefficients by making the necessary assumptions to allow
analytic integration to produce expressions which do not require
individual integration along each blade. This, as previously
discussed, is important to minimise simulation speed. The

assumptions include:

(a) constant, 2D, lift curve slope,
(b) compressibility effects ignored (M=0),
(c) unsteady aerodynamic effect ignored,

(d) stall and reverse flow ignored.

A spanwise variation of curve slope from either Mach number or
3D effects and the inclusion of stall or reversed flow effects

would reguire integration along each blade.

The expression developed by Padfield for the three force
coefficients in shaft wind axes are given below (a summary of

the derivation is included in Appendix D).

(1) (1) &9
F F F
Esléﬂ = ——%— + & B1c>5w * éc B0
aos
(1 (2)
E F
+ 25 B, + _1s
< s 73 (151)
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The force coefficients are converted into air vehicle shaft axes
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by means of the inverse of the shaft to shaft wind

transformation matrix:

x =1p IR @R? as | 2%
s > g -_
L 0® |
[ i
v =1 p IR> @R a s 28y
s - g ;—;
- L "07 ]
. i i
7 =1p MR @R as 24
= 2 0 a.s
B L 0" ]

and then transformed into body axes (vertical rotor shaft)

R s
YR = 0 1 0 YS
ZR 0 0 1 ZS

gimilarly the expressions for the moments are presented, writing
the roll and pitch moments as functions of flapping angles and
spring stiffness. The expression for the yaw moment coefficient
includes a term for rotor accelerations should variable rotor
speed be introduced at a later date. Again the derivation of

the following functian is outlined in Appendix D:
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The effects of the rotor forces acting about a moment arm {the
distance from the shaft hub to the cg) are included to determine

the overall rotor moments in instantaneous body axes:

LR - Ls ¥ Ys wcg B Zs ycg
M. = M +1 x_ - ¥_ 2
R 5 s cg 5 €9
= - Y
NR Ns * Xs ycg 5 ¢g

CLOCKWISE ROTOR ROTATION

The rotor model developed by padfield (151) is explicitly for an
anti-clockwise rotating rotor. The effects of the rotor
direction are included in expressions such as those which

account for the interaction of body rates when determining the

harmonic components and the Np torgue coefficient or where

allowing for the effects of rotor assembly accelerations. In

preference to developing 2 zecond system of equations for a

clockwise rotor, OF indeed a system of equations which included
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the rotor velocity rather than its speed of rotation it was
considered more efficient both in development time and
computational speed to apply the appropriate transformations to
the single rotor model input and output data to allow use of the
model, based on that of Padfield (151), developed in the
previous sections. In effect the clockwise rotor can be
modelled as an anti-clockwise rotor flying in an inverted mode .
This is accomplished by applying a rotatioﬁ of I radians about
the xg axis of the anti-clockwise rotor shaft axes to give a
clockwise rotor axes system based at the rotor hub with the x_.
axis pointing forward coincident with the xg axis and the y_.

pointing port and the z_g axis pointing upwards.

Body rate and linear aerodynamic velocities are simply

transformed to the revised axes:

1 8] o
psc ps

= g -t a
qSG qS
0 g -1 r
rsc s

and
1 ] 0 u
uAc

g -t 0 v
VAc A
a g -t w
wAc A

The blade incidence angles also require transformation. These

are input to the existing rotor model in blade axes and not

shaft axes as used for the other inputs and outputs from the

model. By inspection it can be deduced that in order to achieve
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a downwards rotor airflow (positive in body axes, negative in

clockwise rotor shaft axes) that the common angular inputs

require inverting:

eOc B -60

etwc B —etw
Intuitively it can be stated that the X force coefficient Cy
(which is a function of ©; due to the 90¢ phase lag associated
with the rotor motion) should remain unchanged whilst the Y
force coefficient (which is a function of 8.) should be inverted
due to the fact that the y_. and y., axes are inverted. However,
it must also be noted that both Cy and Cy are a function of the
downwash which is in turn a function of &y (and implicitly 8.0

hence:

isc 1s

icc ic

INPUT-QUTPUT AXES SIMPLIFICATION

Throughout the original analysis of the single rotor system
Padfield (151) used the various axes systems which he considered

most appropriate for each stage of the model. This is quite

acceptable for researchers who have a detailed knowledge and

understanding of the analysis and who are proficient with the

necessarily complex notations which distinguish between the axes

systems. However, as simulation programs are to be used by
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engineers who will be involved in tasks which will be taxing
enough in their own right and often not requiring outputs other
than air vehicle motions, it was considered important to allow

data inputs and outputs to be in axes systems which are most

appropriate.

Therefore ground displacements, wind velocities and vehicle
attitude angles are input and output in earth axes. Air vehicle
instantaneous velocities, body rates and swashplate angles are
input and output in body axes. The transformation between
swashplate angles and blade angles in blade axes will be different
for each air vehicle and will depend on the geometry of the linkage
system. This will usually be optimised for the operating
conditions (i.e. operational blade angle range, rotor rotation
direction etc.). For this reason a unique sub-routine may be
required to transform the swashplate angles to blade incident

angles for each air vehicle configuration.

&.4 Gingle Rotor Model Results

As has been previously stated the single anti-clockwise rotor
model has been validated by Padfield against full size rotors.

The aims of the validation carried out as part of this work were

to:

(a) confirm correct implementation of the model,
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(b) confirm that changes to the model give results of

correct sign,

(c) compare model output to small rotor data.

This was carried out by adopting the following techniques:

(a) verification by hand calculation,

(b) full simulation runs.

Several cases were selected to exercise the various parts of the
model when it was in subroutine form to ensure correct
functioning of all logical program paths thus testing 100% of
the code in isolated tests. This follows recommended practice
(125). Once debugging at this stage had been completed
satisfactorily a few test cases were selected to be the subject
of full hand calculation verification of the single model

performance, these were:

{a) hover,
(b) + sine cyclic,

(c) cosine cyclic,

|+

(d) xp» Yo and zp winds

The hand calculations confirmed that the simulation output was

in fact that which would be expected by use of the system of

equations described in 6.3. The next stage was to confirm

correct operation of the clockwise rotor transformations. This
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was performed using a sign validation technique. Clockwise and
anti-clockwise rotor models were run and outputs of the
principal forces and moments were compared to the hover case.
Swashplate inputs were expected to have similar effects as this
is a swashplate and linkage design criterion but certain wind
cross couplings were expected to have second order and opposite
effects. The results are given in table 4.1 with changes
denoted by '+' and '-' symbols and second order effects

indicated by '(+)' and '(-)' symbols and are as expected.

Rotor Forces and Moments
Case Anti-Clockwise Rotor Clockwise Rotor
X Y A L M N X Y A L M N
Hover a 0 0 0 a 0 0 0 g 0 g g
Sine 0 + 0 + 0 a 0 + g + g g

swashplate +

Sine 0 - 0 - 0 0 0 _ 0 _ 0 0

swashplate -

Cosine -lglolo]+}o}-j0}c0 ol+ 1o
swashplate +

Cosine +lotolo}-107¢}+ ololol]- 0
swashplate - ‘

X, Wind P PO B ¥ O} E B B eyl - o) - .
0

Y. Wind (+)} + - £ 1=l - )+ _ e o] +
0

1. Wind olol+}0}j0}- plol}l+}10}]0}+

i -

Table 6.1 §ian yalidation of Clockwise Rotor Model
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In parallel with this work a ground rotor test rig has been
designed by Company staff and was under development to obtain
practical data for rotor and blade configuration. The device
named the 'spin rig’ encountered severe technical and
instrumentation problems. Some rotor data was made available

an a provisional basis by project staff. It must be noted that
practical tests use a geometric blade angle relative to the flat
base of the aerofoil section, whereas simulation runs use the
line of zero lift as the datum. Simulation output is quoted
with reference to the line of no lift and practical tests quoted

using the geometric blade angle, unless otherwise stated.

Wwork carried out by Company design staff (147) gave estimates of
blade washout at hover as 0.1047 radians (5%) and the geometric
angle for zera 1ift as -0.0899 radians (-5.15¢), The latter
figure was computed using reference (168) and agreement is good
keing within 0.0175 radians (1¢), However, it must be borne in
mind that blade torsional stiffness variations have been
measured of between -30% to +64% (147) so the performance of
rotors under test may vary considerably. The gimulation was run
using the above washout and compared to test results. The
simulation output giving geometric hlade angle on this occasian
for easy COmparison with practical test data. The blade twist
was defined such that a value of ~0.1047 radians (60} occurred
coincident with a common collective angle of 0.1920 radians
(110) which is the nominal hover common collective angle. The

results showing good agreement appear in figure é.1.
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It is important that reliable practical tests should be
implemented to confirm this relationship between these geometric
and line of no lift blade angle datum quantities. There are
additional uncertainties of blade angles in practical tests
caused by backlash of linkage systems of up to + 0.0175 radians

(+ 19) which must be allowed for when assessing results.

Gimulation outputs giving lateral thrust versus cyclic blade

angle are shown in figure 6.2 for zero blade twist.
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Figure 6.2 Simulation output - two bladed single rotor lateral
thrust Ys cyclic blade angle {(comman collective
0.1920 radians)

Further limited censitivity studies were carried out and these

results are given in Tables 6.2 to 6.6

The results are as expected, after allowing for the 1 decimal
place displayed accuracy, from inspection of the equations

confirming satisfactary operation of the single rotor simulation

module.
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Lift

% of

% of % of
Th o
gurve Datum F:St Datum No:ent Datum
lope Value Value m Value
5.1300 70 ~186.4 92.4 9.4 91.3
5.4150 95 -194 .1 96.2 9.8 5.2
5.7000 100 -201.7 100.0 10.3 100.0
5.9850 105 -209.0 104.6 10.7 103.9
6.2700 110 -216.3 107.2 11.1 107.8
Table 6.2 Single Rotor Simulation
Lift Curve Slope Sensitivity
Rotor % of % of % of
Rate Datum ThP:St Datum Nazent Datum
rad/s Value Value m Value
151.650 20 -163.4 81.0 8.3 80.6
160.075 95 -182.0 0.2 9.3 20.3
168.500 100 -201.7 100.0 10.3 100.0
176.925 1058 ~-222.4 110.3 11.3 109.7
185,350 110 -244.,0 121.0 12.4 120.4
Table 6.3 Single Rotor Simulation
Rotor Rate Sensitivity
Air % of % of % of
t Moment
Density Datum Thp:s Datum Nm Datum
kg/m Value Value Value
1.0710 30 -4181.5 0.0 9.2 89.3
1.1305 95 -191.6 25.0 9.7 94,2
1.1900 100 -201.7 100.0 10.3 100.0
1.2495 105 -211.8 105.0 10.8 104.9
1.3090 110 -221.8 110.0 11.3 109.7

Table 6.4 Single Rotor Simulation

Air Density gensitivity
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o R I oS e B
Tolerance N Value Nm Value
197 -201.7 100.0 10.3 100.0
1078 -201.7 100.0 10.3 100.0
1078 -201.7 100.0 10.3 100.0
107" -201.7 100.0 10.3 100.0
f: -195.5" 96.9 9.9% 96.1

¥rirst value - Subsequent values 100%

Downwash Iteration Tolerance Sensitivity

Table 4.5 Single Rotor Simulation
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6.5 CCTR Models

Having identified a model suitable for simulating a single rotor
in section 6.3 it requires extending to simulate the properties
of a CCTR. Results such as those published in reference (1572
show that the performance of the upper rotor of a CCTR is within
E% of a single rotor of the same dimensions. It seems
reasonable therefore to model the upper rotor of the CCTR as a

single free rotor.

Paglino (16%9) experimented with a simple model for a co-axial
rotor in forward flight. He suggested increasing the induced
velocity of the lower rotor by the average downwash from the
upper rotor. He has also proposed that the induced velocity
chould be increased by a value equal to 50% of the upper rotor
downwash, arguing that when the rotor flow is fully developed
the outer 50% of the rotor draws in clean air. However, none of
his models covered more than a limited part of the flight
envelaope. Other approaches have adopted an empirical

coefficient used to factor rotor performance calculations in a

variety of ways (170).

As a first attempt the components of the downwash from the upper
rotor would be added to the aerodynamic velocities of the lower
rotor, (known as the A-Model). This permits the minimum of

changes to the single rotor model, only modifying the

aerodynamic wind velocities which are already an input to that

model. Figure 6.3 shows the vertical thrust Vs collective blade
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angle for the A-model co-axial rotor simulation. Adopting the
usual practice co-axial rotor results are given for torque

talance between the upper and lower rotors.
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Figure 6.3 Simulation output - Coaxial rotor A-Model vertical
thrust Vs blade common collective angle - upper and
lower rotor contributions and total thrust

In order to increase the accuracy of the rotor model it was
proposed that use should be made of existing published wind
tunnel and detailed analysis data. Gaito (157) shows results
for a detailed miniature co-axial rotor model which has been

validated against wind tunnel trials for both hover and
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cruise conditions., It was considered that an interaction

coefficient should be defined to combine the advantages of using
published data and yet retain fast running of the model. In the
interests of computational speed it was decided to avoid the use
of empirical coefficients to describe the air flow as a function
of the position at the lower rotor such as that used by Azuma
(170) because this would require a more complex aerodynamic
model and integration along each blade. Instead it was proposed
that the upper rotor be modelled as a free rotor, as in the
A-model, and that the downwash from this rotor be fed into the
lower rotor as an aerodynamic velocity. In addition the thrust
performance of the lower rotor would be factored by an
interaction coefficient. This is the B-Model. The coefficient
would account for swirl and other interference effects occurring

hetween the two rotors.

Performance of two and four bladed rotors has been measured and
reported upon. Recent work (157) compares the performance of a
miniature CCTR (157 figure 9) to both a two and four bladed
rotor, (157 figure 7). Thicz work is of particular importance
as it has heen carried out for a d/r ratio of 0.26 which is
identical to that of SPRITE. Table 6.7 helow shows this data

extracted from reference (1571, A coefficient, xpg, can be used

as a measure of co-axial rotor performance based on the

performance of 2 and 4 bladed rotors:
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Figures 7 and 9 of reference (157) show that this definition is

accurate to within 2%. The mean value for XR from tahle 4.7 is

0.350.
Cars Cr/c X 1072
-3
* 10 2 Blade CCTR 4 Blade
2.000 1.943 1.457 1.143
3.000 3.400 2.743 2.429
4.000 4,386 3.686 3.329
5.000 5,229 4.500 4.143
6.000 6.000 5.214 4.857
7.000 6.714 5.929 5.500
8.000 7.286 6.571 6.086

Table 6.7 Torgue Coefficient Vs Thrust Coefficient
for Hovering Flight
(from Reference 52 figures 7 and 9)

Under cruise conditions the behaviour of the CCTR moves away
from that of a four bladed rotor towards that of a two bladed
rotor. Over the SPRITE operational envelope of p = 0 to u = 0.2
figure 13 of reference (156) shows that for a constant blade
pitch angle the rotor torque coefficient remains sensibly
constant whilst the value of the thrust coefficient increases.
Over this restricted range the experimental data of reference

(156) indicates that a straight line variation is justified.

Based on figure 14 of reference (1561 table 6.8 shows the

comparison of a CCTR at p = 0.16 to two and four bladed rotors.

The mean value for Xp in table 6.8 is 0.735.
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Cars Cr/g X 1072
-3
x 10 2 Blade CCTR 4 Blade
2.000 2.400 2.218 1.707
3.000 4,512 4.160 3.200
4.000 5.867 5.483 4. 745
5.000 6.944 b.427 5.013
6.000 7.904 7.269 5.707
7.000 8.640 8.022 6.315

Table 6.8 TJTorque Coefficient Vs Thrust Coefficient
for p = 0,16 (from Reference AZ figqure 14)

The single rotor model described in section 6.3 was used to
carry out simulation runs of two and four bkladed rotors at
flight conditions of y = 0 and y = 0.2. Similar runs were
carried out using the dual rotor A-model described earlier in
this section. Figure 4.4 shows the vertical thrust performance
for these three runs at hover and figure 6.5 shows similar

results for p =0.2.

Figures 6.6 and 6.7 cshow thrust and torque coefficient divided
by solidity versus blade collective angle and figure 6.8 shows
the plots of the thrust versus torgue coefficient divided by

solidity. Gimilar plots were obtained for w = 0.2.
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Figure &.4 Simulation output - Co-axial rotor A-Model and
gsingle 2 and 4 bladed rotors - Vertical thrust
Vs blade collective angle at hover
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single 2 and &4 bladed rotors - Thrust coefficient
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From these results the interaction coefficient, €, which is used

to factor the thrust of the lower rotor was determined for the

hover condition and at cruise, p = 0.Z.

The interaction coefficient is defined as:

C = A+ pB

where the values of A and & have been evaluated as:

1.084

>
il

0.148

(20}
{]
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6.6 CCTR Model Results

The comments in section 6.4 regarding the differences between
the blade incidence angles (line of no lift for simulation runs,
relative to blade lower face for practical tests), blade
backlash in practical tests and zero simulation blade twist

angles also apply here. B-Model simulation runs are presented

for u=0.

A B-model rotor simulation run was carried out with blade twist
similar to that used in figure 6.1. The results shown in figure
6.9 show good agreement to 'spin rig' (171) and endurance (172)

air vehicle data.
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The di i i
differential collective angle (positive for increased lower
blade inci

ade incidence compared to upper blade incidence) required for
torque balance between rotors is shown plotted versus common

collective angle is shown in figure 6.10.
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Figure 4.10 Simulation output - Co-axial rotor B-Model -
Differential collective angle for torgue bhalance
between rotor Vs common qeometric blade collective
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The major importance of this result is to note that the

differential collective angle is always small. The reducing

trend can be seen in other published work (173) but published
literature has not been located showing a negative value.
Perhaps 1if the published work of (173) was extended to include
the higher incidence angles of figqure 4.10 this effect may be
observed. In any case the assumptions that twist varies
linearly with collective angle may not be accurate, and it could
ke asserted that the twist should be related to thrust, however,
to include this in the simulation would require a further
iterative loop thus reducing simulation speed. Practical
results (172) show that the magnitude of the differential angle
is always small (<{0.02 radians) for rotor torque balance.

Recent practical tests (174) show that a negative differential
may cccur under certain circumstances but the accuracy of this

data has yet to be verified.
1t is asserted that for vehicle motion and stability simulation
the model is more than adequate but further work in this area

may be of interest to aerodynamicists.

Figure 6.11 shows the rotor thrust for zero blade twist and

figure &4.1Z2 compares this to 2 and 4 bladed rotors.
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Figures 6.13 to 6.14 show B-model rotor torque coefficient
divided by solidity and rotor thrust coefficient divided by
solidity plotted Vs blade incidence angles and figure 6.15 show

these gquantities plotted together where good agreement with

Azumas work (154) is seen.
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Figure 6.13 Simulation output - Co-axial B-Model torgue
coefficient divided by solidity Vs _blade
incidence angle
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Figure 6.16 shows lateral thrust for the B-model simulation

verses cyclic hlade angle.
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Figure &.16 Simulation output - Co-axial P-model -
lateral thrust Vs cyclic blade angle

This rotor m

test data and published work.

odel provides results which compare favourably with

The performance is acceptably

fast and in fact the whole simulation including this madel runs

at 1000 times real time which is 24

detailed models requiring

0 times faster than the

hlade and rotor disc integration.
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6.7 Review

Section & has described the development of the rotor module of
the simulation. A validated single rotor model, employing a
closed form solution, was selected as the basis simulatian.
This work was extended to form the nucleus of a simple co-axial
model (A-model) which in turn was improved using results from
other published work (B-model). The result was an economic to

run rotor model which demonstrated good performance compared to

bath published papers and practical tests.
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AIR VEHICLE AERODYNAMICS

7.1 Introduction

The forces acting on the air vehicle are considered in three
categories in this simulation. These are the gravitational
forces included in Section 5, the forces resulting from the
upper and lower rotors which are discussed in Section & and the
forces due to the air resistance of the fuselage which are the

subject of this section.

The requirement placed upon this section is to evaluate the
three fuselage forces Xg, Yes and Ip and moments Lg, Me and N
for given air vehicle conditions. One solution practice (175)
is to determine force and moment coefficients, which are a
function of the wind/fuselage pitch angle &g and the wind/
fuselage sideslip angle Bp, often through the use of 'look up'
tables. The aerodynamic forces and moments can then be

evaluated using the usual equations:

2. g2
X = %p (ARIT S Ve Cyp(¥ps B

3 - .
v_ = 5p (R 8 VT Cyp %y Be)

3 -
O . e ~ 3 3
7_ = %p (RIS Vg Cop (% B!

e} - 2 .
L= 4wp (ARX° 8 1o Vg C g%y B!

2 )
M. = %o (ARYT S/ e Ve Cye(Spr B

2 (x_, B)
N = wp (R 8 1 Vg CgptRer FF
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pifferent reference lengths and areas are adopted by various
researchers, however, so long as the deiinition of the force or

moment coefficient is clearly related to a given length or area

no confusion should arise.

7.2 Aerodynamic Data

perodynamic force and moment coefficient can be determined
either theoretically or practically through wind tunnel or
flight trials. Limited aerodynamic data for the SPRITE
confiquration is availakle for wind tunnel tests carried out on
models supplied by ML Aviation (176) and Westland Helicopters
(177). Unfortunately both of these programmes considered only
limited portiens of the flight envelope, * 20t about the xp axis
and + 5¢ about the zp axis, with the wind velocities in the

direction of the zp axes.

In an attempt to supplement these results for application to the
whole flight envelope, theoretical data for simplistic solids of
rotation was reviewed. ESDU publish aerodynamic coefficients
for ellipsoidals of rotation (1781 and blunt foretodies (179).
The comparison of the ESDU literature with the wind tunnel data
showed that it was not the main fuselage shape which dominates
the airflow, but the interaction of the rotor shaft cowling and
the landing legs and other excrescences. This conclusion is

ce (177) which presents pressure

supported by referen

distribution plots both for the bare fuselage which
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approximates to an ellipsoidal of rotation and the fuselage with

rotor cowling fitted.

It was clear that in order to rectify this lack of information

for the total flight envelope one of the following paths would

have to be followed:

(a) develop a detailed aerodynamic model,
(k) perform wind tunnel tests using a small scale or
full scale model,

(c) adopt a simple empirical solution.

In the interests of theoretical completeness paths (a) and {b)
could be followed in parallel. Practically, however, there are
wma jor reasons why these options were not pursued further.
Firstly, having already briefly compared simple published data
with the wind tunnel results it was clear that substantial
resources would be required to develop a model adequate to
account for the interactive effects of the protuberances added
to the basic fuselage shape. Techniques such as finite element

analysis, similar to those used for stressing and dynamic

analyses, would be applicable.

1t wae concluded that this would be a large programme in its own

right and it did not warrant the effort required. We shall see
later that a more simple solution is obtainable for a very much

reduced effort.
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Wwind tunnel trials are, in the opinion of the author, the most
appropriate technical solution, as the fuselage with its
antennae, cooling cutouts and other features could be mounted in
a wind tunnel and data obtained which, after correction for
scale and other wind tunnel effects such as Reynolds number
variation, would be obtained for a particular fuselage
configuration. This could be fed into the simulation from look
up tables. At this stage of development of the SPRITE system,
the Company did not plan to commit the resources for

comprehensive wind tunnel trials.

Having discounted the two 'preferred’' options it remained to
devise a simple empirical solution to determine the aerodynamic

loadings on the fuselage.

The SPRITE flight envelope was concidered and available data
generated by the rotor model taken into account. At hover, the
rotor downwash over the fuselage was in the range of 7 m/s and
at a full forward speed of 30 m/s (p = 0.2) the downwash reduced
to approximately 2.5 m/s. Simple calculations show that the
available wind tunnel data is applicable over approximately the
range 50% - 100% full speed and at close to hover conditions.

In the absence of other information the wind tunnel results,

which had been carried out at a constant velocity of 30 m/s,

, . .
were extended using & blend of common Sense and 'poetic licence’

to fill in 1ift and drag force curves.
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Figure 7.1 shows the actual and estimated data. Greater

confidence is placed in the 1ift curve as it does not seem too

unreasonable for it to become asymptotic to the zero lift point
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Figure 7.1 Actual and estimated aerodynamic force data
Vs fuselage pitch angle (30 m/s wind)

at -90 degrees. The drag data, perhaps, is open to greater
criticism but there is no better information readily available
to influence the shape of the curve. In defence of this
pragmatic solution three sup

These are:
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(a) That data, as shown, is for a 30 m/s velocity; when the

reduced actual aerodynamic velocities are considered the
predicted fuselage forces are small in comparison with
gravity and rotor aerodynamic forces and hence do not

dominate the air vehicle motion.

(k) Actual data is available at the extreme conditions in
the flight envelope which may be argued to be of greater
interest to the designer, for instance, when evaluating
stability at hovering or fuselage attitude angles at

full speed.

(c? The solution is available in the required financial and

time constraints.

The caveat with regard to the validity of the assumptions made
in obtaining the aerodynamic data must be borne in mind when
making use of cimulation generated output. The wind tunnel
tests show the moment coefficients to be negligiblej these are

therefore entered as zero into the simulation.

7.3 Simulatian Aerodynamic Coefficients

The simulation aerodynamic coefficients are obtained by

converting the wind tunnel fuselage lift and drag forces, which

are presented in earth axes, into body axes and factorising by

the reference area and velocity squared terms.

- 180 -



A look up table was generated with values for the lift and drag
coefficients being determined at incidence angles of between -90
to +20 degrees at one degree increments. Between these values
simple linear interpolation is carried out. Figure 7.2 shows

the 1ift and moment coefficients, in body axes, used in the

simulation.
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7.4 Review

Techniques for determining the aerodynamic forces due to wind
action on the fuselage have been discussed. Rigorous analytical
and wind tunnel approaches were not available due to financial
and timescale restrictions. A simple approach kased on limited
wind tunnel data is proposed and lift and drag coefficients,

evaluated for use in the simulation, were presented.
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8 CONTROL SYSTEM AND SENSORS

8.1 Introduction

The air vehicle control system model used in the simulatiaon is
described here. The term control system in this context is

taken to describe the following elements:

(a) {flight control system,

{bh) control laws.

The flight control system is defined as the on-board sub-systems
required for stability and navigation. The control laws govern
the mix of actuator movements resulting from control demands.
They are optimised to provide smooth and well behaved motion of
the air vehicle. Usually requirements such as minimal cross
coupling are prime considerations when developing the control

laws.

The control laws for GPRITE have yet to be designed. At present
demands for individual channels are selected by the pilot, with
no mixing or pre-processing being performed. It is intended
that simulation will aid the development of the control laws.

This point is discussed in Section 3 and developed in

Section 12.

The SPRITE flight control system consists of four discrete

stabilisation loops for the control of roll, pitch and heading
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angle and altitude displacement. The terms roll, pitch, heading
and altitude in this context must be recognised as descriptive
terms for the control channels, the actual quantities measured
are not necessarily synonymous with the attitude angles and
earth reference displacements defined earlier. These guantities
are defined in terms of the reference schemes used in the
cimulation in the sensor section, as it is the mechanism of the

censor and its mounting arrangements that define the measured

gquantity.

8.7 Flight Control System

It is outside of the scope of this project to perform stability
analysis on the cstabilisation loops of the air vehicle, this has
already been performed at a simple linear level by the project
team (120)(1213¢122). The reguirement placed upon this project
is to model the present control system within the air vehicle
cimulation. This section describes the existing control system
and, in particular, how it is modelled. It is the intention to
design and develop the model as a tool for use by the system
designer in the development of the flight control system within
the many constraints imposed upon him, some of which are

discussed in Section 4.

Control of the roll (bank?) and pitch (inclination? angles 1is
accomplished by comparing the demanded angle to the outputs af a
two axis vertical gyroscope. Rate damping is synthesised in the

signal processing via a differentiator and summing this with the
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position signal with appropriate gains. Roll and pitch moments
are generated by varying the blade angle cyclically once per
rotor revolution in both the sine and cosine planes. This
generates precession of the rotor disc giving rise to moments
which causes angular acceleration of the air vehicle in the roll
and pitch axes. When the rotor disc thrust vector is
non-vertical there are horizontal components giving the air
vehicle accelerations in the translational x and y directions.

This is the mechanism of translational flight.

The air vehicle is controlled in the heading (azimuth) plane by
comparing a demanded heading angle to the output of an azimuth
(north seeking) gyroscope. Rate damping 1is provided from a rate
gyroscope also mounted in the azimuth plane. Torque is
generated by cimultaneously adjusting the collective pitch angle
of the upper and lower rotors, one increasing and one
decreasing, such that the net rotor system drag torque causes

the air vehicle to accelerate about the 2z axis.

The altitude of the air vehicle is maintained by adjusting the
common collective angle of hoth rotors to increase and decrease
the magnitude of the rotor thrust vector. This is performed as
a result of comparing a demanded altitude to the sensed
altitude, either absolute or line of sight depending upaon the
gensor. Early SPRITE prototype air vehicles relied purely on

position feedback in the altitude loop, but the revised design
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altitude processing circuits allow a synthesised rate damping

term to be included to reduce overshaoot.

The following sub-sections describe the types of sensors used in
the flight control system and discusses the quantities which they
measure. The associated errors are introduced and modelling methods
discussed. A general form of the closed loop stabilisation
processing is introduced, shown in figures 8.1 and 8.2 the same
form being used for roll, pitch and altitude loops and a second
form used for the heading loops which uses Sensors with

trigonometric function outputs. The actuator model, including its

VERICLE SERVO
DEMAND BUFFER ERROR ERROR ACTUATOR ACTUATOR GEARBOX
SuM UM AMP LINKAGE
oiFF | SUM SUM M DIFF POJ(E;‘ETAO‘

|

POSITION
GYRO

ROTOR

6DF FUSELAGE

Figure 8.1 Roll, pitch and altitude flight control system
block diagram
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Figure 8.2 Heading flight control system block diagram

driving electronics, and the linkage systems is proposed. Finally
the implementation of this part of the model is discussed and

results for open and closed loop actuator responses are presented.

The elements of each stabilisation loop fall neatly into three
sub-sections; Sensors, processing and actuators. The flight

control system models are discussed below under these headings.

8.3 Sensors

P AR A

There are two aspects of sensor performance included in the model.
The first part is to determine which angular rate, linear rate
tance the sensor is designed and installed to measure,

angle or dis

these clearly need not be attitude angles and earth displacements
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used elsewhere. The second aspect is to include the errors
associated with the sensors themselves due to practical performance

limitations. The error is considered as containing two components

as defined below:

(a) threshold, )
(b} resolution,
(c) non linearity, Measurement
(d) scale factor accuracy, Errors (EH)
(e) scale factor temperature variation,

({) noise,

(g) hysteresis,
Hysteresis
(h) zero bias,
Errors (EH)

(i) zero bias temperature variation,

The alignment of the sensor in both its own fixture and when it is
mounted to the air vehicle results in the sensor having a main axis
of sensitivity (Sy? of less than unity and cross axis sensitivities

(SC} in the other two orthogonal planes of greater than zero.
A sensor of gain, in volts/unit, of 6g will give an output Sg when

mounted with its main axis of sensitivity measuring component Q1

and the two perpendicular components are @, and @z such that:

B} (1 + E, + E)
g = 5 [(SMQi ¢ 8049, + Segfg) M TH ]
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For the initial simulation runs the sensors will be included as

'perfect' blocks such that:

Roll Position Angle

Figure 8.3 shows the three attitude angles. Also shown is the
angle which a vertical (roll) gyroscope measures, ¥, this is the
angle between the y axis and the line yzp on figure 8.3. Clearly
¥ is only equal to the bank attitude angle # for zero pitch
angles,® . With reference‘to figure 8.3 the general solution can

be determined:

sin *S = (i)

sin # - (ii)

n

01 = (iii?d

cos@

Substituting (ii) and (iii) into (1)

01 cos® sin #
01

sin *S

-_=,in"1 {cos ® sin#) (iv)

1]

. is
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Roll Position Gyroscope

The roll position gyroscope is modelled as a pure gain such that:

Sp = KpS QS

Pitch Position Angle

Clearly from figure 8.3 the pitch angle measured by a vertical
gyroscope is identical with the inclination attitude angle®.

This can be stated as:

@, = ©

Pitch Position Gyroscope

The pitch position gyroscope ic modelled as a pure gain such that

S = KQSEDS

Heading Position Angle Measured

pue to the fact that the gyroscope 1S mounted directly on the air
vehicle the angle measured need not be the azimuth attitude angle

¥, In fact the angle measured is simply:

TS = r dt

The measured angle tg is only identical with the attitude angle ¥

for flight cases where the bank and inclination angles, % and ®

respectively, are zero.
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Heading Angular Rate

The rate gyroscope in the yaw plane is mounted directly to the air
vehicle structure with its sensitive axis measuring rotational rate

about the z axis. Therefore this sensor detects the body rate r.

Heading Position_Gyroscope

The position gyroscope gives csine and cosine outputs and is

modelled as a pure gain such that:

5r1 = KFS1 sin lfS

K[‘Sl cos TS

Heading Rate Gyroscope

The rate gyroscope is modelled as a pure gain such that:

Spz = Kegz ©

Altitude Distance Measured

Two types of altitude sensors have been under consideration. One
type is a line of sight sensor. The distance measured by this

sensor is given as 0z in figure 8.3 and is related to the true

altitude as follows:

Ozg = gl cos® (i)
a1 )
0z = —_ (ll)
cos #
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Substituting (ii) into (i)

020

8z = ~—
cos® cos # (i1i)

The second type of attitude sensor measures barometric pressure

which can be approximated to some function of zg directly.

Line of Sight Altitude Sensor

The line of sight sensor can be modelled as a pure gain such

that:

S, = K251 0z

&

Pressure Sensor

The baromeric sensor measures true altitude and can be modelled

ass

8.4 Processing

Three levels of analysis of the flight control loops were

considered:
(a) linear transfer functions,

(b) op-amps (as gains, differentiators summers?) + limiters,

(c) full component level simulation.

- 194 -



Using a simple transfer function is the most trivial technigue
where all non-linear effects are neglected. This would be a
simple approach to implement and would run quickly. If
necessary only the dominant roots could be included to further

simplify the model.

Modelling each operational amplifier as a simple gain, summer
differentiator etc followed by a limiter, which could be the
result of either a diode clipping network or limiting caused by
the rail voltage, would allow the effects of block diagram level
non-linearities implicit in the design to be included without

recourse to component level simulation.

A component level analysis based on the specific operational
amplifiers could be carried out with reference to standard texts

(180) or using computer packages such as sPICE® on a PRIME

computer.

A simple analysis of the flight control system indicated that
the performance is dominated by the slow actuator response, the
time constants of individual components being several orders of
magnitud; faster. At realistic perturbations of the control

systeﬁ, simple hand calculations showed that several points in

*gpICE Circuit gimulation Program Dept Electrical Engineering
and Computer Science, University of California US.
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the circuit, amplifiers would reach their maximum voltage

levels, thus causing the circuit to operate in a non-linear

mode.

From these simplistic check calculations the most appropriate
level at which to model the control system became clear.
Obviously the non-linear effects could not be neglected as
operating in this regime was common during normal flight
conditions. This assertion rules out the simple linear transfer
function approach. Adopting the in-depth component level
technique would not significantly provide improved modelling of
the actuator dominated system, and more advanced techniques
require substantial computational power. It might at first
sight appear to be more efficient to use a detailed proprietary
software package, but, after allowing for the time required to
interface the package with RPAV simulation, a disproportionate
level of resources would be required for little gain in

cimulation capability.

Therefore in the interests of development and run time

efficiency it was concluded that modelling the processing
circuits.as pure gains etc with post limiters was the most
approbriate solution. Consequently this approach has been

adopted and included in the model in a form shown in figures 8.1

and 8.2.
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8.5 Actuator and Linkage Model

The 'actuator' consists of a driving amplifier and an electric
motorj the 'linkage' consists of a reduction gearbox and a
linkage system including bars, pivots, swashplates and sliding
tubes designed to convert the rotary motion of the actuator
motor to rotation of the rotor blade along its long axis, thus

controlling the blade angle of attack.

The actuator driving electronics consists of an SGS L292
amplifier and supporting passive components configured by the
designer, in accordance with manufacturers recommendations
(1811(182), as a transconductance amplifier (183). In effect
the output of the amplifier is a current, which flows through
the motor armature, proportional to the input voltage. The
amplifier in this configuration automatically compensates for
armature resistance and back EMF within the limits of the supply
voltages. The user is also ahle to specify a maximum current
level (up to 1 amp) to avoid damage occurring to the actuator
motor. Figure 8.4 shows the calculations performed in the

simulation of the actuator amplifier.
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(1} Determine theoretical actuator current

I, =V Kiog2

(2) Determine Back EMF

i
(3) Determine theoretical amplifier voltage
required

Viz92 = 1a Rp * Ep
i
(4) Reduce amplifier voltage if cutside supply
voltage level

-Vg ¢V 292 ¢Vg
I

(5) Determine revised theoretical armature current

I = Vi292/Ry

i
(63 Reduce amplifier current to maximum value if
required

-1, $1, <1,

Figure 8.4 Actuator Amplifier Model

The equations used for modelling the motor element of the
actuator are based on reference (184). The mofor electrical
time constant is small (at 0.27 ms) when compared to the
mechanical time constant (34 ms) ¢121) and is hence neglected.
Results from laboratory tests carried out at ML Aviation have

enabled the effective inertia of the motor and its l1oad to be

determined.
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The effects of viscous friction are not included in the model
but are, to some extent, embodied in the motor and load time
constant, which was obtained experimentally (121). The

simulation equations are presented below:

armature torgue

armature velocity

' jli' dt

r=ji'dt

The motor armature position is converted to blade angle by

[
1

representing the actuator gearbox as a simple gain plus

offset, hence the blade angle is given by:
Gb = KB'1 Y + hBO

Four common effects are not included in the actuator model to

date, basically through the lack of empirical data availakle.

These are:

(a) motor load torque,

(b) linkage and gearbox flexibility,
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(c) load direction dependant hysteresis (blacklash)
(estimated at + 1 degree (185)),
(d) actuator direction dependant hysteresis

(feedback potentiometer wiper stiction).

Upon assessment of techniques which could be employed to include
these effects in the model it became clear that the poor quality
of the input data available would negate any advantages gained

by a more detailed approach.

It is proposed that these could be considered for inclusion as
part of the future work, at the very least a comprehensive
practical programme is required to give good quality input

data.

8.6 Actuator Results

The control system was cimulated to give both open and closed
loop responses for a step input demand. The open loop run, Was
monitored to verify that non-linear clipping occurred at the
correct levels and to confirm that the motor time constant is in

the region of 34 ms (183). The position and velocity responses

ape shown in figure 8.5.

Figure 8.6 chows the closed loop positidn and velocity

responses.
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Figure 8.5 Simulation output - Open loop actuator response
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Figure 8.6 gimulation output = Closed loop actuator response
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The closed loop response, was measured for similar input voltage
levels to those used in laboratory tests (122). The computer
simulation response shows an overshoot of approximately 12%
which can be interpreted as a relative damping ratio, &, of 0.55
(184) and a time constant of 102 ms. (This value being obtained

for a value of &4t at the end of the first cycle of overshoot).

For £ = 0.55 the end of the first overshoot cycle corresponds to
a value for 4t when compared to the curve for £ = 1.0 in
reference (18611,

Practical data presented in reference (122 showed that a time
constant of 0.114 seconds was measured, but the system response
i claimed to ke of first order with no apparent overshoot. The
time constant of the simulation ic considered acceptably close
to that of the practical tests. After discussions with the test
organisers it is the opinion of the author that the friction and
hysteresis in the linkage system disguised and contributed to
the damping of the closed loop response. In view of the close
time constant agreement it was concluded that the actuator model
was acceptable in performance in its basic form, however,
ceveral items of future work worthy of considératiun include re-
evaluation of the assumptions implicit in the model, see Section
8.5, and perhaps the inclusion of some of these effects in a
more comprehensive model. Consideration could be also given to
a well planned test programme i0 provide the necessary input

data which would ke required in a more comprehensive model and



to provide more detailed practical data against which to

validate the model. These points are discussed in Section 12.

8.7 Review

This section has presented a cantrol system model. Actuator and
sensor models have been discussed in some detail. An approach
of modelling the processing electronics as a series of gains and
summers with post limiters was considered optimum for this

simulation.
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SIMULATION IMPLEMENTATION CONTROL AND RUNNING PRACTICE

9.1 Introduction

The implementation of the theory into a simulation software
package for use by Company engineers is discussed here. The
strategies of Section 4 requiring traceability, repeatability
and visibility have been designed into the package. This
section describes these technigques and the way in which they
have been implemented. Section 5 described the dynamically
adjustable time step integration process and Sections 6 to 8
described the theoretical basis for specific modules of the
simulation. Attention is now concentrated on how the simulation
is controlled, in particular, where and how data is fed into and
taken out from the main program and how results are stored and

prepared for the simulation user.

9.2 Soitware Development

The simulation was designed for use on the ML Aviation PRIME
550-11 computer in Fortran 1V. This language was chosen in
preference to unsupported Basic, which was the only other

language available, for reasons including the following:

(a) to take advantage of existing utilities in Fortran 1V

(187,

(k) more suitable for modular development through the use ot
subroutine and function likraries,

(c) faster running from compiled code,
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(d) six chapacter variable names allow the use of more

explicit terms (PRIME Basic supports only single

characters),

(e) software portability.

There is no intention to discuss the relative merits of
alternative computer languages here. This topic is merely
raised to illustrate the fact that there was no practical
alternative to using Fortran IV. Assemkly languages, had any
been available, would be dismissed as requiring excessive
development effort which would detract from the main aims of the
project which are to provide to the Company, within timescale

limits, a working air vehicle simulation.

The software design reflected the requirement, introduced in

Section 4, for a modular structure. A simple skeletal control
program was designed which could be easily expanded to include
additional air vehicle modules as required. The flow chart for

the simulation program is given in figure 9.1.
In-built to this part of the program are the following features:

(ay input and output files selectable at runtime,

(b) list of selected datafiles recorded in a run file,
(c) initialisation of state vector and other variables,
(d) integration with expandable module caller,

(e) error verification with result accept/reject capability,
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FILES
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INITIALISE
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VECTOR
N
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Figure 9.1 - Simpulation Flow Chart




(f) controlled dynamically variable time step size feature,
(g} selectable output data frequency,

(h) user definable run time,

(i) ocurrent values stored in state vector for ease of

identification.

These features are discussed below in the form in which they
appear in the final simulation program. It was found that the
philosophy of adopting a simple skeletal calling program with
expandable module caller was most successful, the basic
structure is little changed in the final simulation program to

that first used.

As additional modules were required in the simulation they were
developed as subroutines and validated in their own right. Once
satisfactory, they were introduced into the simulation package,
one at a time in the approved manner (125), and the following

validation steps performed:

(a) sign validation for all branches of code,

(b) quantitative validation for all branches of code
(verified by hand calculation},

(c) further limited test cases as appropriate.

buring the development of new subroutines they were attached to

the bottom of the calling program and recompiled as required.

Upon completion of the validation process non-air vehicle



specific subroutines were transferred into software libraries

which had been developed by ML Aviation (187), so that they

could be made available to other users.

As development proceeded it appeared that at some time in the
future the company may benefit from faster running of the
simulation at reduced accuracies. In addition to the PRIME
single (7 decimal) and double (14 decimal) precisions there is
also, as explained in Section 3, high precision which uses the
alternative trigonometric functions. In order to achieve
flexibility the existing, to some extent inconsistent (187),
company program naming notation was adopted and rationalised
whereby the first letter of a function or subroutine name was
cecerved to describe the degree of precision and the remaining
five characters used to describe the operation. Double and high
precision are denoted by D and H prefixes respectively but due
to the inconsistencies referred to above, where no initial
policy had been adopted by the Company during early development
of utilities, single precision cubroutines were prefixed by a
blank or R, E or S. During simulation development single
precision subroutines and functions were prefixed by a blank

adopting PRIME practice and program names were prefixed by §.

To increase flexihility nine codes were used to replace these

prefix letters, and the technigue was extended to include

variable declaration and exponents. A title of 'Master Code'

was awarded to these codes which are shown in table 9.1. This



MASTER CONVERTED TO:

EXAMPLE COMMENT
CODE SINGLE [DOUBLE {HIGH
#1 4 8 8 REAL*#1 Variable declaration
#2 D D #2ABS Double versions used

in High Precision

#3 R D D INP#3 Some subroutine names

#4 D H #4C0S Function names

#5 R D H #5BUNTY Some program names

#6 E D D #6+2 Exponent

#7 E D H $7RATCV Some Dynamics
subroutine names

#8 8 D D #8SIM.COM! Some insert file names

#9 8 D H #IRPV2D Generated Program/

subroutine names

Tahle 9.1 Program Precision Conversion Master Code

technique had the advantage of allowing a global edit program to
be written in PRIME Command Programming Language (CPL) allowing
configuration of a program written using master code to single,
double or high precision by simply typing in one command line:

CP filename P @

where'CP is the utility command name, filename is the name of

the master code program, p, a code for the required precision;

§, D or H and @ is the name of the job queue upon which the

conversion is rumn. These utility files are included in Appendix

E with an example of source master code. The change precision
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utility generated a new set of code of the required precision
saved under the source code filename with an §, D or H prefix
denoting the precision. A further file is also generated
containing screen messages which are generated during the global

edit to record errors should they occur.

Adopting the use of the master code practice obviated the need
for the parallel time consuming development and maintenance of

programs of differing precisions providing similar functions.

Program standard and traceability was assured by using the
master code practice described above and by adopting and
recording specific names for the development software which
indicated which mcdules were called. Issue numbers were
allocated and updated during development. The program code was
preceded by comment lines using master code where required
giving the following information in all functions, subroutines

and programs developed as part of the simulation suite:

{a) program name,

(b) program issue,

{cl Aate of issue,

(di author,

(ey list of changes at each issue revision,
(f) description of function,

{g) summary of theoretic basis,
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(h) source of theory,

(i) definition of each variable name.

These details were aimed at aiding understanding of the

following groups:

(a) program author,
(b) project supervisors,

(c) program users (company staff).

For economy of development time and the reliability of the
software product use was made of insert files (files containing
commonly used code loaded at compilation time) wherever possible
for documentation, data, variable declaration and other repeated
areas of code common to more than one function, subroutine or
program. This reduced larger programs into more manageable
units. A typical example of the latter category being the print
units which were written as ingert files for easy identification

as they were frequently modified during debugging.

Further utilities wpitten to aid software development enabled
subroutiges to be coded and stored individually. Simulation
progrém builders then simply created the simulation programs by
loading the skeletal program followed by the necessary
subroutines. An example builder is included in Appendix E.

These were then passed to the precision conversion program. The

- 212 -



stages of building up a simulation program are summarised

below:

(a) develop individual skeletal program, functions and

subroutines,
{b? use loader to build program,
{c) select required precision,
{d) load insert files and compile program,
(e) load previously compiled library routines,

(f{) run simulation.

The simulation was designed to be run interactively, with input
and output data file names being requested from the operator.
However, as the input required was minimal, only data file names
and edit responses, simple command files could be written to run
the simulation on the more economical batch service® job queues

or via phantoms.

The simulation program builders and precision conversion
utilities and command run files were a major contribution to
economic software development, in the opinion of the author,
resultiAQ in major timescale savings of up to 50% overall, with

increésed quality of software assured by obviating the need for

parallel program development.

* ML Aviation charge batch Service GPU time at 10% of
interactive CPU time rates



.3 Gimulation bata Units

The simulation input and output data and all internal
calculations use SI units throughout. One choice is, however,
given to the operator which is to specify angular guantities in
either radians or degrees. Whilst radians are the preferred
units which are used internally, degrees are still widely used

within the Company especially for measuring small guantities.

9.4 Gimulation Data Files

To ensure traceability of data, to aid detection of data entry
errors and to ensure repeatability, a policy of transferring
data using data files was adopted from the outset. Input data
is segregated into files, where, broadly speaking, ane input

file serves ane madule.

In the complete cimulation program the following files are used

for data entry:

(a) simulation control,

(b) air vehicle parameters,
(c) jlight control system,
(d) initial conditions,

(eS flight plan,

(f) wind velocities,

and the following output data files are generated:



(g) record of input and ocutput filenames,
{h) summary output and error wmessages,

(i) detailed output.

The simulation data flow is summarised in figure 9.2.

SIMULATION DESCRIPTION

SIMULATION CONTROL AIR VEHICLE PARAMETERS
INTEGRATION ROTOR SYSTEM MASS & (G,
INTERVAL, RUN TIME AERODYNAMICS

FLIGHT PLAN

ROLL

PITCH

HEADING

ALTITUDE
INITIAL CONDITIONS FLIGHT CONTROL SYSTEM
AIR VEHICLE MOTION SENSORS GAINS AND
PHYSICAL ENVIRONMENT LIMITERS

\ 7

WIND VELOCITIES
Y'c Yo 1’0

GROUND STATION
CONTROL LAWS

QUTPRUT
AIR VEHICLE MOTION CONTROL ANGLES

ANY VARIABLE REQUIRED

GRAPHICAL,
TABULAR

Figure 9.2 Gimulation Pata Flow
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Individual stand alone programs were designed and developed to
allow the creation and editing of each of the input data files.
Using these programs standard development files were created and
updated, so that they could be called up as required.

Consistent systems of filenames were developed so that the data
filenames identified the file type. As a further effort to
ensure traceability a backup paper record system was also

adopted.

Proformas were prepared for recording the contents of input data
files, examples are included in Appendix E. These proformas
show all data required and the following examples illustrate the

data types in each file.

gimulation Control File

The data stored in this file is used to actually control the
running of the ckeletal program. Items entered here include
maximum runtime, integration control data, output data frequency

and angular units.

Air Vehicle Parameters

This file describes the physical aspects of the specific air
vehicie under consideration. Examples include rotor data such

as blade radius, chord and 1ift curve slope and overall air

vehicle parameters such as mass, CQ position and moments of

inertia. These parameters are used by the rotor and six degrees

of freedom motion modules.



Flight Control System

The mechanism of operation of sensors and gains, control
processing electronics gains, clipping voltages and actuator

gains are included in this file. The control system subroutine

uses this data.

Initial Conditions

The values of variables are initialised using data from this
file. Parameters include air vehicle motion (velocities and
displacements) rotor speed and initial values for physical

quantities such as gravity and air density.

Flight Plan

This file gives control demands in roll, pitch and heading angle
and altitude distance as a function of time. Up to ane hundred
inputs allow the response to ramp, step, impulse or other
demands to be observed. This is the file which will include

waypoint coordinates when navigation packages are developed.

Wind Velocities

The wind velocities file allows air vehicle response to steady
state wind conditions or ramp, impulse or other profile gusts to

be modelled. Up to 100 wind vectors are available for any

simulation run«.

Filename Record

When the simulation iz run the user is either given the
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opportunity to repeat a previous run by calling up an existing
record of filenames or invited to input filenames for a new run
which are stored for future reference. This facility aids
traceability and ensures that a record is kept of all data
required to repeat simulation runs. Further, by using a
philosophy of 'pick and mix' a great variety of runs can be

performed for minimal keyboard data entry by the user.

Summary Qutput File

The summary output file contains the data which is also
displayed on the screen when the simulation is run
interactively. All user responses, data file names and general
headings showing the csimulation program version number and date
and time of run are found here. In addition to low frequency
simulation output, showing the trend of the run, there are also
all error and warning messages. puring the writing of the
software, fault detection routines were included which cause
error Or warning messages to be printed out, the name of the
subroutine where this occurred and the name and value of the
variable triggering the message. pPependent upon the degree of

error occurring several courses may be followed:

{a) fatal errol ~ value outside acceptable range - halt

program and print erral message,



(b) correctgble error - value in error but lies inside
acceptable range and information available to correct
value - continue running, amend variable value, print

warning message, variable name and previous and revised

value,

(c) minor error - value in error but lies inside acceptable
range, but information not available for correction -
continue running, print warning message, variable name

and value.

An example of a fatal error is where a potential divide by zero
is detected in advancej a correctable error where a variable

lies outside an expected range, this could occur as a result of
rounding errors causing the evaluation of an inverse sine of a
variable whose absolute value is slightly greater than unity. In
this case the absolute value can be rounded to unity. A further
test is carried out, where, if the variable absolute value is
above a second tolerance a fatal error is declared. An example
of the third class or error is where a matrix is found to be
non-aorthogonal, when it should be, but the specific cause 1is not

certain. Again a large error here is treated as a fatal error.

Detailed Qutput File

This is the file where the major output appears at user

definable frequencies. Normally air vehicle forces, moments and

dynamics are output, but any variable can be transferred into



this file. A 'Result' matrix has been provided so that any

intermediate values or subroutine variables can be output if

required.

9.5 Presentation of Results

1t was appreciated during the design phase that there would be
copious output from the simulation and it was important that it
chould be presented to the cimulation user in its most useful
form. Tabular output is the most simple to generate and
requires minimal programming time, however if fine detail 1is
required the printout becomes unwieldy in size and a great deal
of time is required to interpret the results. However, ahsolute
accuracy for specific points during the simulation can easily te

identified and accuracies up to the maximum 14 places displayed.

pPresenting the data graphically gives an immediate visual
impression of the trend with minimal user effort. This facility
would be useful when discussing preliminary results with senior
company staff whose available time is restricted due to project
commitments. Furthermore, there is an economy of output, one
graph can be plotted including all data which may otherwise take

several hundred pages of printout in tabular form.

lepending upon the application is was apparent that a

requirement existed for toth forms of output. During the

development phase of the project it was predicted that the

following output types would ke required.



Predominant Qutput Type Development phase example

{a) Tabular tdf
(b) Tabular and Graphical Stability checks
(c) Graphical Full simulation runs

Prior to this project several 'in house' graphics software
utilities had been written for the PRIME 550-11/MEDUSA CAD
System (187) by Company staff. As part of this project these
utilities were amalgamated and a pragram developed which would
read ASCII and binary data files to provide graphical outputs an
terminal screens. These may be converted to hard copies by
using the terminal screen dump facility. High resolution
quality plots can be obtained by transferring the output to the
CAD System pen plotter. The graphical results within this

thesis have been produced 1in this manner.

1f only graphical outputs are required the ogutput can be stored

in the inherently more economical binary form so as to reduce

the disc space absorbed by each run.

These facilities which provide both 'quick working quality’ and
'repoft quality’ outputs have contributed to the efficient

development of the simulation and this thesis.

9.6 Review

e

Section 9 has discussed the detailed implementation of the



simulation software package. The specific needs of the

sponsoring Company have been of particular importance during

this aspect of the work. Techniques to optimise software

development timescales and reliability have been presented

and techniques for handling the input and output data are

described.

P
S -
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10 A SELECTION OF SIMULATION OUTPUT

10.1 Introduction

Previous sections of this thesis have described work which
identified a need for a comprehensive air vehicle simulation.
The simulation development strategies have been discussed and
the theoretical basis of a simulation presented. This work has
been implemented in software and the individual subroutines have
bkeen validated. This section of the thesis presents a few
example cases where the simulation has been used to assist the

RPAV designer.

Arguably this section may be the most important in the thesis as
its very presence gives evidence that the main objective of this
project has been achieved. A full air vehicle simulation
package has been written and is already available to the
sponsoring Company. Refore an accurate assessment of the
performance of this package can be conducted the SPRITE project
itself needs to progress to a point where reliable flight data
is available for validation purposes. The Company have always
cealised the importance of recording flight data and work on the
necessary instrumentation is advancing well. The section on
futuré work takes up this discussion and proposes test flight

cases which should ke considered as part of a comprehensive

validation programme.



Nevertheless, the validation work already carried out on the
individual modules of the simulation provides confidence for the
user., The following brief investigations carried out with the
aid of this simulation package are 'real studies' which the
Company had identified as important tasks but lacked the

analysis toocls to complete this work other than at a simple

level using gross approximations.
The three studies were to investigate:

(a) whether the air vehicle would be stable or unstable
without the use of the 'control rotor’,

(b) whether proposed alternative control system gain
settings would reduce steady state errors and how air
vehicle response would be affected,

(c) the effects of horizontal wind gusts.

10.2 Air Vehicle Stability

When the prototype air vehicles were designed for development
purposes control rotors were incorporated into the co-axial
rotor system so that the air vehicle could be flown manually
without stabilisation loops in all channels and also to reduce

the response speed required of prototype actuators. As

explained in gection &6 the control rotor effectively reduces

the overall air vehicle speed of response to a level appropriate

to a human pilot (114).
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It was always intended that the control rotor should be replaced
at the earliest opportunity to simplify the rotor system thus
reducing production costs. However, successful development

flights were achieved using this configuration.

Although simple single axis linear analysis indicated that the
air vehicle should be stable without the control rotor, project

staff were not confident enough to pursue this design change.

As part of this project simulation runs were performed to
investigate the stability of the control loops. Runs were
performed for step input control demands initially using single
axis, 2 degrees of freedom motion and finally a full simulation
run was carried out using the full six degrees of freedom motion

facility. Table 10.1 shows the input demands and axes under

investigation.

Figure Control Channel Demand
10.1 Roll 0.1 rad
10.2 Pitch 0.1 rad
10.3 Heading 1.0 rad
10.4 Altitude ~-10.0m
10;5-10.8 All axes (6df) All above simultaneously

Table 10.1 Stability Investigation Simulation Runs




Graphical output.showing the air vehicle motion, control system
voltages and currents and control surface deflection was output
from the simulation and made available to the project team.
However, for reasons of space economy only the vehicle motion
plots are included in this thesis. Figures 10.1 to 10.4 show
the two degrees of freedom responses as detailed in table 10.1
and figures 10.5 to 10.8 show the overall six degrees of freedom

responses when all demands are made simultaneously.

SCALE FACTOR 104000
rad & rad/s

1.00

.00 \/ T T RATE

-1 -w
.00 2.00 4.00 6.00 8.00 10.00

STABILITY CHECK TIME (@ec)
SCALE FACTOR 10+000

Figure 10.1 Simulation output (zdf) -
Roll axis response to 0.1 rad demand




SCALE FACTOR 104000

rad € rod/s

1.00

.75

* N

= AN

ﬁ\?\ — ANGLE
.00 \ / \b/ N/ 1 RATE
-.25 \]
-.50
-.75
-1-00
.00 2.00 4.00 6.00 8.00 .
STABILITY CHECK TIME (sec) 10-00
SCALE FACTOR 10+000
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Heading response to 1.0 rad

demand
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Figure 10.4 Simulation putput (2df) -
Altitude response to -10.0m demand
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Figure 10.5 Simulation output (6df} - Roll response to

roll, pitch, heading and altitude demands
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Figure 10.6 Simulation output (b6df) - Pitch response to
roll, pitch, heading and altitude demands
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Figure 10.7 Simulation output (6df} - Hegding response to
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Figure 10.8 Simulation output (46df) - Altitude response to
roll, pitch, heading and altitude demands

Figures 10.1 to 10.4 show that when modelled in isolation,
stable but highly oscillatory responses to step demands on each
of the four control channels occurred. On comparison of figures
10.1 to 10.4 to 10.5 to 10.8 the cross-coupling effects between
channels can be noted. The performance, however, is still
stable but oscillatory. The air vehicle motion settles after
approximately 17 seconds. Figures 10.9 and 10.108 show
intermediate control system voltages for the 2 degrees of

freedom heading axis run demonstrating that the system

performance is far from linear. Section 8 has already shown

that the actuator and processing electronics are non-linear by

design, as limits are imposed on driving voltages and currents.
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Figure 10.9 Simulation output - Actuator error voltage
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These simulation runs indicate to the designer that the control
system in its present form is predicted to provide stable, but

perhaps far from optimum performance, when the air vehicle is

flown with the control rotors removed.

Large steady state errors can be observed. These have been
verified by hand calculation and are due to the low overall
forward gain of the control system. In particular the actuator
reduction gearbox gain contributes significantly to these

errors.

10.3 GSimulation of Alternative Control System Gain Settings

The control system engineer had identified the large steady
state errors shown in Section 10.2 and had designed alternative
control system gain settings in an attempt to alleviate these
errors and to reduce the oscillatory motion in the roll and
pitch channels. Quite independently some alternative gain
settings were selected as part of this project in an attempt to
reduce the oscillatory motion in the roll and pitch planes.
These were performed by simply doubling the rate feedback terms
at the appropriate part of the circuit. Gimulation runs using

the alternative control systems are summarised in table 10.Z2.



Figure Axis Comment
10.1 Roll Existing Control System
10.2 Pitch Existing Control System
10.11 Roll Revised Control System (high) gains
10.12 Pitch Revised Control System (high) gains
45,13 Roll IHD Selected alternative gains
‘ 10.14 Pitch IHD Selected alternative gains

Table 10.2 Alternative Control Systems Simulation Runs

By comparison of figures 10.11 and 10.12 showing alternative
gain setting with the existing control system performance shown

in figures 10.1 and 10.2 a large change in performance can be
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observed. The high gains of the alternative control system
reduce the oscillatory frequency of response and also reduce
the excursion of the first cycle. Unfortunately, however, they
modify a previously stable response to an unstable divergent
one. In practice this implies that should the air vehicle be
flown with the alternative control system fitted, with no

control rotors, it would go out of control.

A previous linear analysis (121} predicted that the alternative

control system gain would impart on the control system a stable,

low error performance. With the benefit of the simulation the



processing circuit voltages and currents were observed to be far

from linear.

Assumptions that the system was linear were clearly in error.
Conclusions drawn from a too simplified analysis approach can
give false confidence and endanger air vehicles if design

changes are implemented in hardware.

Figures 10.13 and 10.14 show improved roll and pitch responses,
the oscillatory element of the motion settling after 1.5
ceconds. The steady state errors are similar to those of

figures 10.1 and 10.2 as the position gains are unchanged.
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Figure 10.13 Simulation output - Roll angle and rate Vs time
IHD control system gains, 0.1 rad roll demand
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Figure 10.14 Simulation output - pitch angle and rate Vs time
IHD control system gains, 0.1 rad pitch demand

10.4 Air Vehicle Response to Wind Gusts

The simulation software package was used to model the effect of
horizontal wind gusts on the air vehicle whilst it was hovering.
The wind velocity was input as a square wave, the duration of
the iﬁput being short in relation to the speed of response of

the air vehicle so that it may be assumed to be an impulse

function with unity area. Different duration impulses were used

to confirm this approach.



A simulation run was carried out with an initial altitude demand
of 10 metres. After the air vehicle had settled the wind gust,
along the xp axis, of 10 m/s was applied at t = 15 seconds for a
duration of 0.1 seconds. The responses of the air vehicle can
be seen in figures 10.15 to 10.22. The initial heading response

of the vehicle was again the result of the inbuilt differential

angle of one degree.

As would be expected the dominant motion was in the pitch plane,
with the air vehicle being 'blown' by the wind in the x
direction. Responses due to cross coupling in the roll and

azimuth planes of a smaller magnitude can be observed.

No perceptible response in the vertical plane can be seen. Upon
closer investigation it was found that, as expected, a large
increase in vertical thrust did occur when the wind gust was
applied, but the speed éf response of the vertical stability
loop together with the mass of the air vehicle masked the effect

of this thrust change almost completely.
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Figure 10.15 Simulation output - Pitch position response to an
Xp_wind qust of 10 m/s applied for 0.1 second
duration at t = 15 seconds
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Figure 10.18 Simulation output - Roll position response to an
xn wind qust of 10 w/s applied for 0.1 second

Guration at t = 15 geconds
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Figure 10.19 Simulation output - Roll rate response to an
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15 seconds
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Figure 10.2 Simulation output - Heading position and rate

response to an xp wind qust of 10 w/s applied

for 0.1 secaond duration at t = 15 seconds
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10.5 Review

This section has presented three cases where the air vehicle
simulation has made a useful contribution to the SPRITE project.
Namely stability verification, comparison of control systems and
gust response performance. The runs required for these
investigations needed little user effort due to the design of

the software package and were completed within a 2 week period.
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11

PROJECT REVIEW AND CONCLUSIONS

11.1 Introduction

This section contains a brief review of the research described
in the thesis. The achievements of the project are summarised
from the original broad brief which was the guideline at the

commencement of the work to the final benefits which have been

received by the Company.

11.2 Contributions to the Company

This project commenced at a time when ML Aviation had designed
and manufactured a prototype air vehicle which could be manually
flown by two pilots sharing the workload. Component and sub
assembly development was proceeding tut no mechanism was
available for the Company to progress with the full closed loop
SPRITE contrcl system to an optimum production design. The
original aim of the project was stated as 'to make
recommendations to assist with the development of an optimum
control system in terms of performance, cost, mass, and size

constraints to satisfy specific customer requirements’.

Potential RPAV user requirements were investigated in an attempt

to establish performance criteria for the control system. This

work resulted in three useful conclusions.
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(a) The major UK requirement for RPAV systems, embodied in

PHOENIX specifications, were defined in detail but are

subject to the Official Secrets Act. (However

privileged discussion enabled the Company to gain this

informationl.

{h) Other potential RPAV users could not define their

requirements,
due substantially to the fact that:

(c) most potential RPAV users had little knowledge of RPAV
system performance and no means of gaining that
knowledge. Certainly the Company had no means of

generating such information.

Parallel reviews of the Company's suite of analysis tools
resulted in the identification of a need for a simulation model
to provide independent assessment of alternative control

systems. A dual capability requirement was identified as

desirakle to investigate:

(a) shart term stabilisation

and

(h) long term navigation

and the following list of proposed applications was presented:
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lesign_and Development

(a) stability verificationg
(b) demand response - step inputs,
- impulse inputsj
(c) cross coupling evaluation,
roll, pitch, yaw, altitude;

(d) gqust response;

(e) sensor error effect;

(f) navigation system evaluation;

(g) component failure effect;

(k) effect of: aerodynamic changes to rotors,
aerodynamic changes to fuselage,
mass changes,

cg position changes;

Qperational Assessment

(i) economic flight envelope determination,
(jy {flight envelope extreme condition determination,
(k) navigation updating frequency
vs
error analysis comparison,

(1) waypoint navigation evaluation.

A review of other RPAV systems and their development was

provided so that the Company may assess its position compared



to competitors and more importantly so that sensors used in
other RPAVs are not overlooked and can be considered for

potential application to SPRITE. As an extension to this work

promising sensors under development have also been identified

for consideration.

Once the Company's need for a detailed SPRITE simulation was
identified a strategy to develop it within strict timescale and
resource limitations was defined. The development of the
simulation model occupies the bulk of this work. The following
criteria were raised for consideration throughout simulation

development:

(a) high practical application,

(b) adequate depth and visibility of solution,
(c) acceptably quick run times,

(d) modular programme design,

(e) high emphasis on traceability and repeatability.

The simulation software package was designed with the following

skeletal structure:

(a) data input file handler,

(b) simulation control and module caller,

(c) data output file handler,

with the following air vehicle specific modules:
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(d)
{e)
(f)

(gl

and the

(h)

(1)

(i)

co-axial rotors,
flight control system,
fuselage aerodynamics,

control laws,

following utility modules:

six degrees of freedom motion,

integration,

axes systems transformations.

the simulation was developed and validated to meet the stated

design aims. Areas of the work that made a particular

contribution include the following:

(a)

(b)

(c)
(d)
(e)

(f)

The use

angular

Euler parameter quaternion to maintain body/earth axes
relationship,

dynamically variable integration time step size, based
on error assessment,

novel co-axial rotor model,

pragmatic approach to fuselage aerodynamic loads,
detailed control system model,

graphical output facility.

of the Euler parameter quaternion to maintain the

relationship between the body and earth axes obviated



the need for monitoring for angular singularities for certain

flight conditions and provided potentially low errors.

The technique adopted for dynamically adjusting the integration
step size was a major contribution to the project permitting

minimum run time to be used for a required solution accuracy.

The novel co-axial rotor model reduced run times significantly
when compared to techniques which necessitate integration along

the rotor tlade.

A pragmatic approach to the aerodynamic loads was adopted in
order that a solution be obtained within the given constraints.
This being justified by the fact that the guality of the
availahle data was good for extreme conditions and in any case
the forces were small compared to rotor and gravitationally

induced forces.

The detailed model of the control system allows the effects of
configuration changes of individual op-amps to be assessed and
it allows easy modification to include alternative control

d motion sensor effects to be included.

system designs an

The graphical output facility has not only proven useful during

development but will prove invaluable now the simulation is

ready for use by the designer.



A strategy of using published data has proved successful and

good agreement with the limited practical data available has

been achieved. The modular design allowed easy expansion and

the policy of pursuing a high degree of traceability has
resulted in a high inteqrity software package. The data
handling philosophy minimised keyboard entry, with its
associated scope for errors. The practical engineer is provided

with good visibility of intermediate and ovérall output.

gection 10 includes examples of stability verification, cross
coupling of motion between control channels and response to
demand and gust inputs. The simulation has a capability of

accamplishing all proposed evaluation studies.

By optimising the simulation in terms of run time for required
solution accuracy and providing interactive or batch
capabilities this has resulted in a flexible and powerful

additian to the designers’ 'tool box'.

Thie thesis reports research on a truly interdisciplinary
nroject (123) where a ‘peal’ problem has been identified and

solved in a given timescale to a depth appropriate to the needs

of the Company. In the opinion of the author the most useful

cutcome of this project to the Company is that it now has a

warking simulation debugged, proven and demonstrated within the

timescale required for it to make a significant contribution to

the Company product.



From the Company's viewpoint the completed simulation software
package is more valuable than the sum of its components, as it
now not only possesses understanding accruing as a result of the
development of each module of the simulation but it also has a

tool which can be used for more advanced studies.

41.3 Contribution to Knowledge

Section 11.2 summarised how the Company benéfitted from
sponsoring this work. Additionally a contribution to the
knowledge available to all researchers has also been made.
These contributions can be summarised under the three

categories:

¢a) clarification of Euler/attitude angle definitions,
(b) new miniature co-axial rotor modelling method,
(c) derivation of a compatible system of equations for

modelling a miniature PSH.

This work indentified a confusion in published work between
Euler angles and attitude angles which can both be used to

relate the angular orientation of one axes system compared to

another. The confusion was compounded by the fact that many

researchers have referred only to recent publications and are

basing their work on papers which are themselves not correct.

Further confusion is caused by the popular practice where

American publications seem to have called 'attitude angles’

'"Euler angles' for some considerable time. pefinitions and

- 262 -



appropriate transformation matrices for both Euler angles and

attitude angles are restated with reference to authoritative

texts, their differences being clearly presented.

The major contribution to knowledge made hy this research is the
development of a model for a miniature co-axial contra rotating

twin rotor system capable of running acceptably quickly for

simulation purposes.

flosed loop solution models obviating the need to integrate
along each blade and around the rotor disc were identified for
full size single rotor helicopters. Despite rigorous searches
no such models were identified for co-axial rotor systems of any
size. However, detailed models based an disc integration
requiring an individual blade approach based on a strip and
momentum theory were identified but found to be inappropriate

for simulation due to the excessive run times that would

result.

An appropriate full scale single rotor model (1511 was
identified as a basis for the development of a co-axial model.
This rotor model was extended for use by validation for small

scale single rotors and a capability of modelling a clockwise

rotor rotation direction was added through axes transformations.

The method of inputting wind to the model was also amended so

that it was more appropriate for use by engineers.



Advantage was taken of published work carried out on
comprehensive co-axial rotor models in order that a simple
co-axial model based on the full scale single rotor model was
proposed through the definition of a rotor interaction
poefficient. The result was an economic to run rotor model

which showed good agreement with practical tests and published

work.

The early part of this research identified a lack of means
suitable for carrying out assessments of control systems and RPH
system performance. In this thesis a theoretical model of a
miniature twin co-axial contra rotating rotor helicopter has
teen derived for flight dynamics and control system studies.
Confidence in the model has grown through comparison with
limited test data. Further work in this area is discussed in
the next section. This model has been structured to allow easy
expansion and is well cuited to further development in areas of

a users' specific interest.
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FUTURE WORK
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2 FUTURE WORK

The management of ML Aviation will need time to assess the work
described in this thesis before they commit the company resources
further in the fields of control system development and RPAV system
simulation. However, the author suggests that priority should be
given to the following studies. For ease of discussion the future

work is separated in the following two categories:

(a) simulation enhancement and further validation,
() SPRITE evaluation and development using the simulation

software package.

The design of the software package and the presentation of the
theory in this thesis is aimed at allowing easy adaptation of the

model to suit an individual user’s requirements.

The current design of the simulation as described herein is
appropriate to general purpose evaluation and a capability exists
to satisfy studies identified aé part of this work. However, for
limited further work some useful capabilities could be gained. The
Company may consider it worthwhile to extend the rotor model so

that the effects of the control rotor can he included in the

cimulation. This would not be an onerous task and would allow the

prototype air vehicles, as are currently being flown, to be

modelled.



A second further development would be alternative rotor models.

A detailed rotor model, perhaps similar to that used by Azuma

(1567 (170), would provide the Company with the capability of
detailed rotor analysis so that the rotor may be optimised for both
performance, strength and fatigue life. Investigation of
alternative control systems given in Section 10 show the dangers of
using analysis techniques of inadequate depth. This caveat can
only be ignored by the rotor designer, when optimising the rotor,
at his peril. Il1 planned strategies based on minimum short term
investment can prove very expensive in the longer term and would

contribute significantly to longer product development timescales.

Alternative repetitive simulation runs may benefit from downloading
rotor results to a look up table during the first run. Subseguent
studies would benefit from faster running by use of these loogk up

tables.

Other areas of work which may also speed up the simulation is the
use of faster integration routines such as error predictor
techniques*. Further consideration could also be given to

separating linear and angular motions (134) as discussed in

Section 5.

*Ihese may give faster running at reduced accuracy which could be

acceptable in some cases.



pattention to the actuator may result in a more sophisticated model
In order to achieve this, carefully designed tests will need to te

carried out to provide the necessary performance data for the

gpRITE actuator system. The topics raised bkelow have not hkeen

included in the simulation at this stage. This is due to a lack of

data as, in the opinion of the author, unless the performance of
the SPRITE actuators is accurately quantified a more detailed model
would not yield any advantages, rather, poor data may make the

actuator model less accurate. The areas for consideration are:

{a) motor load torque,

(b1 linkage and gearbox flexibility,

(¢) load direction dependent hysteresis (blacklash)
(estimated at + 0.0175 rad, 1¢)

(d) actuator direction dependent hysteresis

(feedback potentiometer wiper stiction?.

It may be advantageous to investigate the effects of the fuselage
aerodynamic modelling. Refore any commitment is made by the
Company to wind tunnel tests a sensitivity study using the

simulation would provide the following useful data:

(a) whether the effect of fuselage data on air vehicle
performance warranted a wind tunnel programme,

() if wind tunnel tests are carried out priority test cases

may be identified.



This work would assist the Company to follow a high value

development programme.

Another facility which may improve the model would be consideration
of inclusion of ground effects if landing and hover cases close to

the ground are to be investigated.

The validation of the simulation could usefully be extended through
well planned concurrent programmes of simulation runs and practical

tests, the following areas are recommended for consideration:

{a) rotor lateral thrust performance,

(k) torque balance blade angles,

(c) confirmation of the relationship between geometric blade
angles and angles relative to no l1ift conditions,

(d} dynamic response to various inputs,

(e} review of actuator and sensor models.

Several aspects of SPRITE are ripe for design or further
development, indeed those listed below were partly the stimulus for

this work. Three related areas of development which can progress

now that the simulation software ig availahble are:

(a) the design, evaluation and optimisation of air vehicle

control laws,

(b) alternative sensor/sensar combination evaluation,

(c) navigation system design and evaluation.



As an essential part of equipping the project team for this work
the software package will need to be handed over to them. Of
course a PhD thesis is not an acceptable vehicle for this process.
Therefore the software will be documented according to existing
Company procedures and training in its use given. A presentation

has already been given to the senior project staff so that they

have an insight, in advance of this thesis, into the facility with

which they will be provided.

There are many avenues of study now open to the Company in
accelerating the development of SPRITE. In the apinion of the
author one of the most useful outcomes of this work is that new
doors have been opened and the Company are now in a better position
to make a rational and well-informed choice of future study and

development programmes.

- 260 -



APPENDIX A

ML AVIATION COMPANY LIMITED

A1 Approvals 262

A2 Company Structure 265



A1 APPROVALS

AR e

pefence Contractors List Registration No 101MO1 Approved by the
Ministry of Defence to Defence Standard 05-2Z1 for the Design,
pevelopment, Quantity Production and repair of mechanical, electro-
mechanical and electrical products and equipment to aerospace

standards including but not limited to:

Aircraft up to an all-up weight of 5,670 kg (12,500 1b).
Armament Equipment, Weapons Response Simulators, and associated
Test Sets.

Aircrew Personal and Life Support Equipment.

Airfield, Aircraft and Weapon Servicing, Handling and Loading
Equipment.

Air Conditioning, Cooling and Refrigeration Systems.
Inflatable Shelters.

Power Cartridges, supported by an explosives filling area and
test site.

Specialized installations for research and development.
Design and development of specialized packaging, transit and
storage equipment.

The ML Aviation cartridge filling and explosives trials facilities

are registered under the Health and Safety Executive Explosives

Registry No XB70/450/4.



Quality Assurance Directorates representatives from MoD(PE) are in
some cases resident, and in other cases visit the Company. In the
resident category are AQD (Aeronautical Quality Assurance
pirectorate) and CDWQ(N) Directorate Weapons Quality (Naval). In
the visiting category are QAD (Ord) Quality Assurance Directorate

(Ordnance) and MQAD (Materials Quality Assurance Directorate)

Approved by the UK Civil Aviation Authority under the Air
Navigation Order, Authority Reference No. DA1/2210/46 as a Group
A1 Primary Company and Group BZ Process Company to certify the
design of aeroplanes up to 5,600 kg and the design, manufacture,

installation, repair and inspection of:

CLASS RATING
At Airframe/Powerplant (a) Associated with the above
Components, Equipment aeroplanes.
and Systems (b) Structural, sheet metal and

fibre reinforced plastics.
(c) Mechanical, hydraulic,
pneumatic and oxygen.

Electrical Equipment and (a? Associated with the above

aeraplanes.
(k) Mechanical and

electromechanical.



CLASS (Cont) RATING (Cont)

Instrument, Equipment Design of installations

and Systems

A3 Process (a? Heat treatment.

(b) Protective treatment.

Supplementary Rating

Certification of Manuals,

Control of Subcontractors.

Process approvals are also held from McDonnell Douglas Corporation

(MDCY.



A1 COMPANY STRUCTURE
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Aston University
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B1 Introduction

The model uses several axes systems each chosen in order to
simplify local analyses of the sub elements of the model. All axes

sgystems are right handed orthogonal triads. This allows advantage

to be taken that the inverse of the transformation matrix is equal

to its transpose {(188).

Bz Body Axes

The body axes are based at the air vehicle centre of gravity with
the x axis pointing forward (aligned with the camera in the
horizontal x-y plane), the y axis pointing starboard and the z axis
pointing downwards. Instantaneous body axes are stationary,
momentarily coinciding with body axis. They possess no linear ar
rotational motion and may be used for calculating instantaneous

body accelerations and velocities.

R3 Earth Reference (Fixed) Axes

The earth reference axes are defined as a stationary orthogonal
triad positioned such that the xg axis points north, the yp axis

points to the east and the zp axes points downwards. The earth

reference axes origin may be positioned at any arbitrary point,

usually for convenience it is taken as being at the starting point

of flight so that the flight position i measured relative to the

launch location. Sometimes researchers may choose to have the

reference point at a proposed landing or target position if this is

centre to the simulation.




r4 Local Earth Axes

Local earth axes xg s YU, 2zg are defined such that they are

parallel with the earth reference axes but they move with the air

vehicle such that the origin is maintained coincident with that of

the body axes.

These definitions for reference and local earth axes are for a flat

non-rotating earth (138)(140).

B Stability and Flight Path Axes

The stability axes X ¢y Yty Zgt 3P obtained by rotating the body
axis through an angle of -& (&, the incidence angle) about the y
axis. This is an intermediate axes system used in the
transformation to flight path axes. Flight path axes xg, Ygs 2§
are defined such that the xg axis is aligned along the gross
velocity vector. They are obtained by applying a rotation of B

(the sideslip angle) about the zZ4 axis.

B4 Shaft Axes (anticlockwise rotor)

The shaft axes are aligned along the rotor shaft and centred at the

shaft hub. The z. axis points downwards along the shaft, the yg

points starboard and xg axis points forward.

B7 Shaft Axes (clockwise rotor)

. : z are
The shaft axes for a clockwise rotating rotor Xge» Yoot Zsc

obtained from the (anti-clockwise) shaft axes by 8 rotation of T

radians (180¢) about the xg axis.




g8 GShaft Wind Axes

The shaft wind axes share a common z axis with the shaft axes. z
y &

Sw

but the xg,, and y_, axes are rotated to allow the Xen aXis to be

aligned with the resultant air vehicle velocity. This means that

there will be a zero y_, velocity component. This axes system is

convenient for use when calculating hub moments and forces.

BY Blade Axes

The blade axis system is positioned by rotating the shaft axes so
that the xp axis lines up with the blade line the yp axis points to
the right and the zp axis points downwards. The blade is allowed
only freedom in shaft rotation and flapping and the usual practice
of using an anticlockwise (from above) rotating rotor in adopted
where the datum angle is taken when the blade points backwards (in
the line of the -xp axis)., The blade rotation angle (anti-

clockwise) is 4.

The rotor blade will be allowed two planes of motion, rotation due

to shaft rotation ¢ and blade flapping (p) about a hinge
perpendicular to both the shaft and the blade centrelines.
kwise from above and blade flapping (B

Directions of rotor anticloc

up are taken as positive. The datum position for ¢ is taken at the

rear i.e. -x direction in order that usual convention i.e. Bramwell

(112 is followed.

The transformation between blade and shaft axes systems can be

stated.
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iy cos B 0 sin B P~B T
T a 1 0 i
K -sin B 0 cos B

[- NH | L | L. ln('B _

and

- _ . o 1
i 1 -cos ¢ -sin 4 O QH
js = sin 4 -cos ¢ O jH
%5 0 0 1 gH

L _ L 1 1 |

hence the blade axis to shaft axis transformation can be written

as:

5] - -si ] 1 T o} in B 1T i ]
i COS sin cos B sin ip
js = sin 4 -cos ¢ O 0 1 0 JB
K 0 0 1 -sin B 0 cos B Ka

L.S_ L Jd L -[._

LTl

- el T
55 —cos ¢ cos B -sin ¢ ~COS § SI fs ig
] = sin ¢ cos B -cOS % sin ¢ sin B in

5
K -sin B 0 cos B Kp
s L 4
L ] L ]

B10 Blade to Body Axes Transformation

For an air vehicle where the rotor chaft is vertical in the air

vehicle (parallel with the z axis), and defining the c of g

i (
position of the air vehicle with respect to the shaft axis as (Xggs

iti t hub can be written:
Yogs Zgg’ the velocities at the shaf
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£rz3

u 0 -7 i . r §
s cg +ng p UA
Ve = zcg. g —Xcg q + vy
w -y % i} r
1) c c w
L B L d S ] L | L A

To simplify the rotor analysis it is convenient to use a slightly
re-aligned version of the shaft axes system such that the x_. axis 1is
rotated about the z. axis until it is aligned with the resultant

velocity. This axis system is notated as shaftwind (sw).

hence with a wind angle of W,

= + i
Ugw Ug COS gy, * Vg S5iN 4y
Vew = 0
Wew T ¥Yg

The angular velocities converted to wind shaft axes tecome:

L7131
- - , _ 177 - 1
3] g
Pew COS b, 51N P
= -1 o + 0
S sin 4 CO5 ¥, g
r (B} g 1 r :}’w
] sw ] i | L ]

and the angular accelerations in the wind shaft axes are found by

differentiating the following eguations
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LT41

Pew ) cos L. sin L p
9, i -sin LW cos 4 q
Pew = pcos 4, t g sin iy
dziw = YyP Sin g, + P cos g, + §,0 CO5 g, + § Sin g,
= (p + §,q) cos g, * (§ - byp) sin gy,
Qew = —p Sin i, t g COS 4,

(§ = P! cOS 4, * (p + yq) (-5in i)

This can be written using the same transformation matrix as used

above as:
. . o
psw cos *w sin *w P *wq
G -sin 4 cos 4, g 4P
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VELOCITY TRANSFORMATION BETWEEN AXES
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APPENDIX € - VELOCITY TRANSFORMATION BETWEEN AXES

The transformation of the cg position velocities from body to local

earth axes is stated in Section 5. This brief appendix summarises

an alternative approach to the result used in that section.

It is given in Section 5 that the velocity transformation is

accomplished hy:

Caonsider the possible coupling between lateral maotion, vy, descent

z, and roll p. Then figure C.1 may be drawn.

A first-order integration of z is

( t + 8t 1 = z Ct )+ dz6t

r

but because of the roll velocity this yields a lateral displacement
component dy, = -p ot 6z and hence an incremental velocity
component 9_ = p 6z. Similar steps may be used to complete the

argument for the vector X yielding:
x' = x + @ 8x.

POINT 1 - The centre of mass of the vehicle is never allowed to
drift from the coordinate system origin - by definition fas stated

in Appendix B)Y.

POINT 2 - To determine the incremental lateral velocity component

due to roll/decent coupling.
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= lim gl lim -
6t->0 6t - &t->0 -~k ;i"'t)°t

t
[

~

enc for i i
h e e cg Pﬂlnt the VElOClty transformation reduces to t
th g the

form:

~

t t+6t

Fig C.1 Motion Craoss coupling
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p1 Introduction

This appendix is intended to give an understanding of the rotor
blade flapping and rotor force and moment coefficient aspects of
the single rotor model developed by Padfield (151}). It is not
intended to reproduce Padfield's work here, merely to whet the
appetite of the reader and to briefly state the salient features of

the model.
A brief summary of his derivations is presented along with the

final modelling equations which are used for the simulation. These

have been stated previously in Section 6.

D7 Blade Velocity and Acceleration

Expressions to determine the approximate velocity components of
the blade relative to the air are given by Padfield (151) assuming

the flapping angle B to be gmall:

ug = “Ugy COS ¥ “Wew P (1512
. \ ( .
vp T TUgy Sin W —rp (R ~Tgy + BW,) (1511
' - {1511

wp = “Ueoy B cos ¢ t Woy + retwy B {

Wx co% -5in ¢ pSW
Where = a

Wy gin cos sW (151)



Further, neglecting gravitational and aircraft accelerations

expressions for blade element accelerations are given as:

_ —(Q- 2 . ol .
aKB Ty L Q st) + ZBNy 20 rSW)BNx + BB }
(151)
= ~(@-r_ ) - B(q_ sin 4 - f j
ayB FB L st B(qSw 51in & pSw cos ) + stawy)}
(151)
a_p = rp znwx + (qSw cos ¢ + P, SiD §) .
(151
5 o
rswwx (Q st) B - B 51

D3 Blade Flapping

Blade flapping is presented by Padfield (151) in terms of the three
force contributions, aerodynamicaly induced forces, inertial forces
and hinge stiffness forces. The flapping behaviour is described by
equating to zero the sum of these three terms. In a general form,

for the i th rotor blade this is expressed as:

(1512

Aerodynamic Inertial Hinge Stiffness



Writing the blade moment of inertia as:

and the normalised rotor flapping freguency as:

RB = 1 + Kg
2

IB Q

Padfield (151) presents a detailed analysis to support this simple
model for centrally hinged and small offset articulated, and

hingeless rotors.

Rewritten in normalised form:

(-, o o
+ 4n uc @+ Ul r, dr
31(7 Tej BB (151)
i
0
i=1, 2, , b

B = dB  .nd the inertia number, Tgs is the lock number divided
dg
by 8 ie:

TIB"

o <



4
pcaDR

where Y =
Iy

Using the following substitution:

far = AWt SIn gy
3
£y = fB = 4+ 24 sin gy

3

. ) R
posin gy + 2u" sin® gy

l joo

forw = 4t 20 sin gy + 4y
5 3

fw = 1 + % g osin by

the flapping expression is expanded to the form:

1 ‘ 1 f 2 '
By o+ 1+ f&')“aﬂi ¢ [ng * mgw oos vifg)ts

= 7 { P+ G5w ] cos 4 - { Esw - E&E} Sin

This equation is suitable for programming if integration along the

blade length is required and complex aerodynamic loadings could be

added at this stage. However, padfield estimates that time



intervals giving 12 points per rotor revolution would be required
quired,

adding significantly to the computational burden

Hohenemsar and Yin (166) recommend the use of multiblade coordinat
e

systems for simplifying the analysis, Writing the blade flapping

for the i th blade in the form:

_ _aai :
By = Bg +hy (-10° + By cos gy + Byg sin gy +Bo. cOS 24y

+ (525 s5in 24,1 + B3, cos 3“‘1 t Bz 5in gy t ans (14661

Hohenemsar and Yin recommend that n terms be retained, where n is
the number of blades on a rotor. However, for a two bladed rotor
this would even neglect the first cyclic flapping frequency which
would be clearly unreasonable. Therefore, for this analysis terms
up to and including the first cyclic flapping frequency are
included. Consequently the following analysis is similar to that

e first four terms are retained (ie

for a four bladed rotor where th

n=4 for 4 blade positions) where By the flapping vector

represents the blades of a rotor 1.8.,

T
BI = [B'l’ B'Z’ 53! BA}

(where 4. = 0, 90, 180 and 27000




Higher order flapping modes such as sip 24y cOS 24 are neglected a
5

it is asserted that these give no net forces or moments over a

complete rotor cycle. The fundamental modes can be considered as

the rotor disc tilt in the pitch and roll planes,
T
Taking %1 = [Bi' BZ' B31 Bl, } where

By to B, are the blade positions at 0, 90, 180, and 270¢ and By

as the coning vector where:

.
By = [ Bor Bgr Bygr Byg }

The transformation matrix can be written to define the blade flap

at each disc location as:

By = Lp By (151)
then taking b = [¢ —(i-1) (n/2))
n
and BO =1 I gi
i=1
n .
= ("'1)1
By =1 1 &
"oi=t
n
- 3 )]
Bjc =2 3 B, cos ] Gy )
n .
i=1
. ; )
Bjs =2 3 B, sin j Gy,
n .
i=1



hence

For i=1 to n can be rewritten in matrix form:

[ 1 -1 cos
1 1 sin
1 -1 -cos
1 1 -sin

o 1

-1 1
2 cos ¢ 2 sin
] 2 sin 4 -2 cos

b
"

sin 4
~Cos
-sin ¢

cos §

1
-1
-2 cos ¢

-2 sin 4

Padfield transforms and expands by taking:

o

1
1

~2 sin §

2 cos

the blade flapping can be written in a similar form:

By' + Cy (4) By + Dy Cu) By = hy Gb)
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padfield recommends a further simplification, of neglecting
harmonics above the fundamental on the grounds that an averaging

process can be applied. This gives a reduced form as:

By * Cuo Bu * Dmo By = hyg
(151
where
nB 0 0 g pnB
. _ 0 nB 0 0
MO
2
0 0 nB
4 -
3 M 0 ? "
] i
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These matrices are described by Padfield as being the constant
an

re?idues of Cyy Dy and EM. This level of simplification has been

used in a simulation by Chen and Taltot (1893,

Hohenemsar and Yin (190) introduce the idea of neglecting the
rotor inertia at zero rotor speed compared to the gyroscepic
inertia at speed Q. This effectively reduces the expression to
first order. Wilcock (150) has simulated Lynx flight using this

approximation.

Padfield's final recommended simplification is that it can te
asserted that the freguency separation between the rotor modes and
overall fuselage rigid body modes is high and in practice cross

coupling in these modes is low therefare:

-4
1

By = "o Mo
where
’ : : :
i\B
i % g 0
}\i
ol oy g
MO E— P
~ s
B 5 1+ w0 5 1T+ 4oy
-4p _B Ay & £ - n
a2 3 :_s‘.‘: nﬂ B
r‘xB B
~ - ‘ b 5
1 - u”© 5 N
3 o 30\ “ N B
t_ '\B B _
(151)



oy
™
i

padfield then presents the flapping coefficients rewritten in

the form:
GO
. a
n 2 £
50 = _f)_ {.1*.“15_*'2_}!,&]&,0 tw
7 5 3 3 S
h& 1ssw
icew
L B
-2 N
+[%, _S’IJ-;U] lssw
“{csw
psw
qsw
+10,0,2n0 -
3 Pow
qsw )
] | (1517
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D4 Rotor Farces and Moments

The rotor forces can be expressed with reference to the shaft wind
axes system as below. The in-plane and normal components of the
aerodynamic forces acting on the blade at an element m drg (m is
the mass distribution) are fy and f., hence the following

expressions are presented for a rotor with b blades:

R
b
X = by -(f_ -ma__).B. cos ¢. - (f - ma ). sin 4.
SwW i=1 ‘ z B 171 by y yB i i
0
+ ma cos 4.} dr
8 1} B (151)
R
b .
st = izi J (fz—mazB)i Bi sin *i —(fy- mayB)i cos *i
0
"
- ma sin 4. | dr
XB 1} 8 (151)
R
b
7 = I (f -ma_, + ma . B|. dr
SwW i=1 | z B xB i B (1513
0

The aerodynamic force fy and fz can be written in terms of lift and
drag coefficients l(rg, %) and d{rp, %} and the zero blade blade

pitch line angle of attack ¢ (small angle assumptions):

cos § &~ 1 sin & o ¢



by
!

=dcos ¢ -1 sin¢ ~ 4 - 14 (1513

)
]

-l cos ¢ - d sin ¢ » -1 ~-d¢

~

(1512

If the velocity components of the blade along the yp and zp

directions, relative to the air are denoted by -U; and Up and the
blade pitch angle is 8, measured from a line coincident with the y
axis then the general form of the 1ift and drag functions written

in linearised, quasi-steady, two dimensional form are:

P u

-~ ~ ’ U
Ly £,0= 1/, p(U§ + U cag le + —9]
T,

(151

2 2
Y =
dCy, rg! /g p(UT + UP) ca (1513

Where & is the blade drag coefficient assumed to be of the form

le]
r
—

(1517

If it is asserted that UT > UP so that

UZ + U® ~ U2 and U_ and U_ are normalised by dividing by QR
T P~ T T p

1.8,

— u

UT = __l
QR

— U

UP = ___P
(R
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the normalised force coefficients can be written for a b bladed

rotor:
2CXSW - Xsw
(ags) ip(QR)EHstaO
and
b
(1) (2)
= 1 1 F ($.)B. cos ¢, + F ' ° ) ei
b izt EAE TR i) S ey (151)
2CYSW - st
(ags) 50 (IR 2IR%sa
b
(1?2 . 2
= 1 I -F ($. )R, sin 4. + F( (4.) cos & (164
B i=1 (1511
‘Cst - st
taps) 40 (AR)21R%sa
b ied
=1 1 FPqp = - %
B 1i=1 aos (151)
1
where F(i)(¢i) = [ [ U; 91 + GPGT } d;B
0 (151)
- - 2 6.0° -
and F(Z)(¢i) = J [ UPUTGi + UP - _iT } drB
a
0

0 (151)
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where the rotor solidity s is defined as:

5 = bc and ;B = ig
IR R (151)
The normalised velocity GT and GP can be written as:
U, =70 (1 +WB)+ i
T B xB B Sin ¢ (151)
U, = (4 - N - Cos ¢) + o (W - R' - 5\ )
W W W W
K = Xy Yy = X
{1 Y]
B! = dB
dy

The induced inflow, positive down through the rotor, is written in

a general linear form:
IR {1511

Linear twist can be incorporated into the blade pitch by writing

this in the form:

8 = ep + FBetW (1511

Where ep is composed of common collective, differential collective

and cyclic contributions.
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. ( ) 3
The function F 1)(4.) and F(‘)(¢) can be evaluated by the

substitution of the expressions for GT’ Gp, N and 8. For a

rotor with b blades equally spaced the azimuth angles are related

by:
*1+1 = by - il
b €151)
also assuming NXB<<1
FUlyy = 17, + wosin ¢ + p? sin? 8,
+ (14 + 2/y psing + 1/, 2 sinZ 4) @
2 K W tw

+ [1/3 + o sin 4 ] Wy = Ny = B")

2
+ (1), + u sin ) (pz - NG - Bu cos ) (1517

(2) _ . . = ,
F Gp) = {(1/y + 1/, p sin ) (wy =N - BDY

+ (1/, + p sin ¢ (pz - ho - Py cos ¢)] Gp
+ {(s/‘ +uosin @) (g - &y - BY)

3
+ (1/, + p osin &) (g, - Ng - By cos ¢>} Ot w

2 y
"2
t (yy, - ag T uf cos )
t (g, - N T Wb cos ¢! (Hy - BT - N
W 3'12 2 2
+ (Hy - ki ] -8 (1/y + @ sin § + p° sin” )
3 %0 (151)
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The above equation can be further simplified depending on the way
that the blade flapping freedom is retained in the rotor model.
The equations could be used as they stand if an individual blade
model is to be adopted. Having investigated various methods of
reducing the equation to gquasi-steady flapping models where
flapping can be determined purely through the use of algebraic
relationships e.g. (1441, Padfield (151) recommends that it is

sufficient to determine the fundamental components when flapping is

written in the form:
B = Bg * Byggw ©05 ¢ * Bycoy, Sin g (1512

BD is the coning angle and Bicsw and Eissw are the first harmonic
cyclic flapping angles in shaft wind axes. Similarly the applied

klade pitch can be written as:

ep = GD + eissw sin ¢ + 84,., COS W (1512
The normalised force coefficients for each blade are equal and in
order to derive these functions the relationships describing F 4,

and F(oy are expanded as follows:

(13, . (1) (13 1y . (13 5
F () = FD + Flc cos ¢ + F_15 sin ¢ + cm cos 2y

+ Ff,l) sin 24 (151}



and

(2) = p(2) (2)
F (4‘) - F + F 2) + ('1) : (2)
0 1o COoS 4 F.15 sin 4 + FZC cos 24

2)

. pl2
;

&

sin 24
(151)

Padfield argues that it is advisable to include the second harmonic
terms even though they are not included in the expression for

flapping. The steady components of Cys Cy and C; can be reduced

to:
(1) (1) 1)
2CXsw = F 0 + F2c Bi Fic BG
a.s 2 4 csw 2
]
(12 (23
* Fzs B1ssw F15
4 2 (1511
(1) (11 (11
-
‘Cvsw = - F 0 + cm B - F'ls g
— v issw - a
a.s 2 4 Z
0 . . .
F('1) F(,:)
N Zs Bic " ig
4 s 2 (151>
” 2C (1)
Cst = - I = - F
a5 3gs 0 (151)
where:
F(I) = 8 1 + ﬁ + ‘LZ + pSW
o o 3 2 > 1ssw T
+ | Fz - M|+ 11+ u® ) By
> 4 (1512
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(1) _ o
F15 = _55W + “issw + (Bg + By = Ng + 2 8400,
3 3 (151)
P &
Fil) = _csw +  1csw - HB0,
c 3 Z (151)
(1) _ q N
Fog = 8 ®tcsw ~ Bissw * sw = losw - by
“ (151)
(1) - _ p N
FZC TR O1ssw ~ Bicew * 5w - 1ssw
' a
+ i 90 + _tw 3
) ‘ T {1517
(z) _ . * _ _ .
Fis =B B Bycgw t ) Hz T ™ T B Byoew | %oew
2 4 )
~ B Bicgw %oew * 0 [ ~224 ey - g %— Bicew }
3
« B M a
+ sgw + M By ~ xo - “dcsw tw
4 2 4
W= b 3 (g - N Y o+ P4
1ssw { p Q+ ¥ { § (psw 1ssw’ 25w
+u 8 a W klcsw - B ~ BO ] - 6y
4 1csw 5 lssw ) ag (1511
(2) _ . - )
Fie = ~ ZBg ¥ ¥y ’\0' 4 M Piosw
3 ; _ K
tlu TRy T Byoswt! ®oew 4 B iesw®ssw



g - =
+ % fsow [ 5w losw - Bygg, ~ K Bg ]

2

(1517

ssw - Psw T Mosw t Pioew

Bosw = 9sw = ™csw ~ Pissw -

Due to the complexity of these expressions Padfield (151) gives
physical interpretations and investigates the possible
simplification which could be adopted. The terms Fé:) and Fé;)
are the harmonic lift variations. Fé1) byo and F;é} Bp are the
first harmonic components of the product of lift and flapping in

the direction of the motion and represent the contribution to

Cygy from blades in the fore and aft positions. The term plz2
1s

represents the contribution to Cygy from the profile drag and
inclined 1ift acting on the advancing and retreating blades.

Cst can be described along similar lines.

Researchers have investigated simplifying assumptions such as
assuming that the X and Y forces are produced simply by the tilt

of the rotor thrust vector but this approximation, although



widely used,

has proved considerakly in error (191) for some of the

flight envelope. OQther approximations such as {149), (189) and

(192) have been proposed but it is apparent that there is no

accepted consistant simplification; therefore Padfield (151)

recommends t
stand. This
earlier rese

computers,

hat the harmonic equations should be used as they
does not present such a problem as it used to in

arch due to the higher performance of modern digital

Use is made of the inverse of the shaft to shaftwind transformation

matrix to co

shaft axes.

Taking KB as
hub pitching

guasi-steady

The rotor ya

nvert the rotor force coefficients from shaft wind to

X Xsw
= T4
CY C

Ysw

the hinge stiffness Padfield asserts that the rotor
and rolling moments are approximately proportional to

blade flapping and can be expressed as:

b

Ly = - = Ky B

" 2 Bl (151)

b

M = - =K B'l

oo ke (151)
wing moment can be written in the form:

R

J Ty (fy - ma B) drB

0 (151)
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Padfield argues that the only significant inertial contribution
results from the rotor angular acceleration term, hence using the

expression for iy, can be written as:

R

{ g {d -1 #&) drB + IRQ
0

(1512

Where IR is the moment of inertia of the rotor (blades and other
rotating mass). This can be normalised and rewritten by

substitution:

M - EEQ+2{I_R_]1§*
1/ 2vn3 as bl Y
{QR)“IR
2P %45 0 B (1512
where _ .
Q' = Q_
2
0° (151)
pca R4
0
Y = 1
B (151
{
2C _ = Tt 02 - 04 -
[ 8 } = - { g { Uy & + Up %— Uy ] drg
855 A - 0 (151)

Padfield further simplifies this expression by introducing the
approximation:

rg ~ Up ~ M sin ¢ (151)
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and hence:

1 1
2¢ _ 0 - - - - -
9 = - (Up - u osin ¢) P ldr, + r_ddr
. ags T B BB
0 T 0 (151)
where
1 = 0% + 0,0 a T
= 8 + U_U and d = & UZ
T a ag ! (1511
This equation is rewritten to clearly identify three separate
terms:
1 1
2600 = || Giar, | o« i Up 147
— pira HoSIn & = e
0 ¥ g T
1
+ [ PB ddr‘B
0 . (1513

Treating these terms separately they are expanded and simplified as

below
1 1
[ apid;a = (pz—xo - u f cos y) { Id;B
0 0
1

0 (151)
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Padfield argues that the second term on the right hand side can be
neglected on the grounds that it contains only second order terms

such as B, By, pq.

Padfield shows that the first term can be reduced to:

' 2¢ 2
Q = - (g, - ko ~ @ Bcos @) T
30 /4 p® (151)
Further the second component of the torque coefficient can be
reduced using:
1 -
U 2C 2C
sin 1 _P drB = Xsw - T B cos 4
T a.s a_s
a T 0 0
1
+ { d sin ¢ ;B
(151)
0

The last term is neglected as harmonic components of d are not
included in the analysis. Combining the two lift dependent torque

coefficients:

. i
EY R R
% /9 0 0 (151
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Also the third term is reduced:

1
rp ddr, = 2 (4 + 2 4%
B B 4a0
o (1517
Finally the expression for the torque coefficient is can be
rewritten using the expansions and simplification above as:
~ ~ =4
( ‘Cg } ~ o= lu, - hg) [ 24y ] + u { 2y o }
ans aps . 8ps
+ ZQ— (1 + 2 %)
0 (151)
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E1 Example Master Code Program

89INFLPLN % ROUTINE FOR INPUTING FLIGHT PLAN

C
€
€ RAD 22-4-8¢
€
C PROG

€

$INSERT SYSCOM)KEYS.F

$INSERT SYSCOMMASKEYS

$INSERT (TECONP)TECHLIB)INS_BEG1

c
C

INTEGER FLPN,FLPNC

REAL¥#1 FLPLN

DINENSION FLPLN(100,5)
c

LPROG:, TRUE,
c
$INSERT (TECOMP)TECHLIB)INS DFU

G0T0 9999
5000 CONTINUE

1D:=0

CALL INPI('No DEMANDS = ',13,IFUNDF,FLPN

+,10,EDID,CODE)

DO 1200 FLPNC=1,FLPH
CALL TNOUA('FLIGHT DEMAND POINT = °,22)
CALL TMOUI(FLPHC)

CALL TONL
CALL INP#3('TINE = *,7,IFUNDF,FLPLN(FLENC,1)
+,10,EDID,CODE)

CALL INP#3('ROLL = *,7,IFUNDF,FLPLN(FLPNC,2)
+,10,EDID,CODE)

CALL INP#3('PITCH = ',8,IFUNDF,FLPLN(FLPNC,3)
+,10,ED1D,CODE)

CALL INP#3(°HEADING = *,10,IFUNDF,FLPLN(FLPNC,4)
+,10,EDID,CODE)

CALL INP#3(‘ALTITUDE = *,11,IFUNDF,FLPLN(FLPNC,5)
+,10,EDID,CODE)

1200 CONTINUE
GOTO RT5000
$INSERT (TECOMP}TECHLIB)INS_END
§TO0P
END



E2 Change Precision Utilities Listings

COMMAND FILE

/% CONV.CPL - CONVERTS MASTER PROGS TO S, D OR H PRECISION
COND -NTTY

EARGS PROG; PREC:=H; QUE:=P

§IF ZQUEY = CPL XTHEN RGOTO TERM

EDATA ED

COMO CONV.COMO,%PRECYXPROGY

CPL (TECOMP)TECHLIB)$SYSLIE)SDH.CPL XPROGY YPRECY
BCHNES

Lo

CoM0 -E

)

T

FILE CONV.XPRECZXPROGY.CPL

&END

§60TO JOBDIS

SLAREL TERN

§DATA ED

COMO CONV.COMO.XPRECXYPROGY

CPL (TECOMP)RAD}$SYS)SDH.CPL ZPROGY XPRECY

RCHNES

CoMo -E

3

T

FILE CONV,XPRECXXPROGZ.CPL

&END

&LABEL J0BDIS

como -T7Y

CPL (TECOMP)TECHLIR)$SYSLIB)DISP CONV,%PRECZYPROGY.CPL ZRUEY
§IF ZQUEX = CPL &THEN DELETE CONV,XPRECIXPROGX.CPL -RFT



EDIT FILE

/% SDH.CPL - CONVERTS MASTER PROGRANS TO Sy D OR H PRECISION
SARGS INAM; PREC
8IF YPRECX = S LTHEN RGOTO SP
§IF XPRECX = D ITHEN &GOTO DP
YIF IPRECY = H ZTHEN BGOTO HP
§GOTO ER

SLABEL SP

§DATA ED ZINAMY
T

C/u1/4/6 9999

T

C/u2//C 9999

T

C/u3/R/G 9999

T

C/u47/6 9999

T

C/#5/R/C 9999

T

C/u6/E/G 9999

T

C/87/E/G 9999

T

C/98/5/6 9999

T

C/89/8/6 9999

T

FIL STIRAMZ

LEND

EGOTO FIN

SLABEL DP

§DATA ED YINAMX
T

C/#1/8/G 9999

T

C/a2/D/C 9999

T

C/83/D/G 9999

T

C/u4/D/C 9999

T

C/85/D/6 9999

T

C/u6/D/G 9999

T

C/87/D/G 9999

T

C/a8/D/6 9999

T

LU TR T



C/#9/D/G 2999
T

FIL DXINAMX
SEND

&GOTO FIN
SLABEL HP
§DATA ED LINANX
T

C/n1/8/G 9999
T

C/#2/D/6 9999
T

C/w3/D/6 9999
T

C/u4/H/C 9999
T

C/u5/H/G 9999
T

C/u6/D/6 9999
T

C/u7/H/6 9999
T

C/u8/D/6 9999
T

C/u9/H/6 9999
T

FIL HYINAMY
EEND

§GOTO FIN
SLABEL ER
SLABEL FIN



E3 Example Build Program

BHRPH1.CO

CPL RPH1BLD.CPL

CP RPHI H CPL

CPL {TECOMP}TECHLIB)$SYSLIR)PY.CPL HRPHI CPL AE &
COPY L_HRPH1 {(TECOMP)RAD}Y$RPHSIM)== -NO

COPY ¥ _HRPHY,SEG (TECOMP)RAD}SRPHSIN)== -NO

£o -t

RPHIBLD.CPL

§DATA ED

3

LDA RAD)$RPHPROG)MRPH1

T

N

b3

PP

B

LOA RAD}$RPHPROG}HROT3
LOA RAD}$RPHPRDG)MBANG
/¥LOA RAD}$RPHPROGIMDIN
/¥L0A RAD)$RPHPROGHRCF
/%LOA RAD)$RPHPROG)MRHC
/%¥LOA RAD)$RPHPROGIMRFC
/%LOA RAD)$RPHPROG)MRFSA
/%LOA RAD)$RPHPROG }MRFRA
/%¥LOA RAD)$RPHPROGINFVF
LOA RAD)$RPHFROG)MFFCF
/%¥L0OA RAD)$RPHPROGYMFFBA
/%L0OA RAD)$RPHPROG)MTFEA
/%LOA RAD)$RPHPROG)HRTQN
/¥LOA RAD)$RFHFROG)MREEA
LOA RAD)$RPHPROG)MFMCF
/¥LOA RAD)$RPHPROG)HFMEA
/%L0A RAD)$RPHPROG}HTNRA
/¥LOA RAD)$RPHPROG)MNEBK
/%LOA RAD)$RPHPROG)INAVEL
/¥LOA RAD}$RPHPROG MRSV
/%¥L0OA RAD)$RPHPROG)HNRY
/%L0A RAD)$RFHPROGCINCSH
LOA RAD)$RPHPROGIHFUSFN
LOA RAD)$RPHPROG YNCONS
/%L0A RAD)$RPHPROG}MLIRIT
LOA RAD)$RPHPROG)MFLDEN
LOA RAD)$RPHPROG YMKIND
FIL RPHI

LEND




E4 Example Data File Proformas

SIMULATION RUNFILE

RPAV SIMULATION

FILE

DATE

SIMULATION PROGRAM

SIMULATION CONTROL FILE

INITIAL CONDITION FILE

RPAV PARAMETER FILE

PRINT FILE

CONTROL SYSTEM FILE

FLIGHT DEMAND FILE

WIND VELOCITIES FILE

[TS023A)

k)

09

Page 1




SIMULATION CONTROL FILE

ML Aviation Company Limited
SIMULATION CONTROL DATA (DINSICNZ2)
FILE DATE
FIELD UNITS VALUE COMMENTS
GENERAL
ENDTIME sec
OUTPUT TYPE deg=0 rad=1
PRINT sec
INTERVAL
SPOOL sec
INTERVAL
INTEGRATION Y/N
ADJ
INTEGRATION sec
INTERVAL
INTEGRATION sec
INTERVAL
To
[{TS023D]} Page 1




SIMULATION CONTROL DATA (DINSICNZ2)

FILE DATE

FIELD UNITS VALUE COMMENTS

INTEGRATION sec
INTERVAL
MAX

INTEGRATION sec
INTERVAL
MIN

NO.OF STATE No.
TEST VARIABLES

MAX ERROR ST1

MAX ERROR ST2

MAX ERROR ST3

MAX ERROR STi4

MAX ERROR ST5

MAX ERROR STé

MAX ERROR ST7

[TS023D]) Page 2




SIMULATION CONTRCL DATA (DINSICN2)
FILE DATE
FIELD UNITS VALUE COMMENTS
MAX ERROR ST8
MAX ERROR ST9
MAX ERROR ST10
MAX ERROR ST11
MAX ERROR ST12
MAX ERROR ST13
MAX ERROR ST14
MAX ERROR ST15
DOWNWASH
ITERATION
TOL
COMMENTS
[TS023D]) Page 3
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