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## SYNOPSIS

This thesis is mainly concerned with two fields of investigation; the viscoelastic behaviour of plastics, and the numerical solution of engineering problems by means of finite element methods.

The basic equations describing linear elastic behaviour are modified to give corresponding equations for linear viscoelastic materials, and various theoretical models are used to describe viscoelastic behaviour.

The stiffness matrix for a tapered element of a beam is derived for cases where the shear stress is neglected and where its effect is allowed for, and numerical solutions are obtained for various bending problems. Bending is also considered as a plane stress problem, using triangular elements.

By combining the results obtained from linear viscoelastic theory and finite element methods theoretical solutions are obtained for a number of more difficult viscoelastic problems, and the results are compared with those obtained by experiment. Theoretical and experimental results are also given for certain non-linear viscoelastic problems.

Finally methods of designing in plastics are discussed in relation to the results previously obtained.

Throughout, extensive use is made of computer solutions, and the development of the programs is detailed in the Appendix.
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## CHAPTER 1

## INTRODUCTION

With the increasing use of plastics as stressed members, as for example in the case of pressure vessels, some relatively simple but reasonably accurate design methods are highly desirable. It was intended that the work recorded here would eventually show possible ways in which the problems of designing in plastics could be approached.

Before dealing with the relatively difficult problems to be solved for plastics it was first necessary to consider the fundamental behaviour of a material and to be able to describe the states of stress and strain. By introducing the simple stress-strain relations for a linear elastic material, elasticity theory then provided a method of finding an exact solution for elastic problems.

It was then necessary to be able to describe the time-dependent behaviour of plastics, and by assuming that this behaviour is linearly viscoelastic various mathematical models may be introduced to describe this type of behaviour. By choosing suitable models the behaviour of a real material (Perspex) was described in mathematical form and it was seen that, by using the correspondence rule, a solution to a particular problem for a viscoelastic material could be obtained from the solution of the corresponding problem with an elastic material.

At a fairly early stage it became obvious that, because of the complexity of the exact solutions for any except the most simple examples, some form of numerical solution would be worth considering. Of the methods investigated the finite element method appeared to be best suited to the work in hand, and this method was used almost exclusively thereafter.

The finite element method using beam-type elements was applied to examples on elastic beams and frames, and the stiffness matrix was derived for a tapered element. To increase the accuracy of this method in cases where shear stresses are not negligible, the stiffness matrices for both uniform and tapered elements were modified to allow for shear effects.

An alternative finite element method was applied to bending problems by using triangular constant-strain triangles, treating the beam as a two-dimensional continuum, and the effect of varying the number of elements was investigated.

Finite element methods were then applied to various problems for a linear viscoelastic material. These were (i) a frame (ii) a pressurised cylinder with a rigid end and (iii) a square plate subjected to compressive stresses. The material was Perspex in each case, and theoretical and experimental results were compared.

Since the behaviour of any real plastic is non-linearly viscoelastic except at low stresses, a method of calculating deflections of beams of non-linear elastic and non-linear viscoelastic materials was
developed. The theoretical results were again compared with experimental values for the deflection of a tapered Perspex beam.

A solution was also obtained for a second non-linear problem. This was the case of a member subjected to intermittent loads, and theoretical and experimental values of strain were compared.

As a result of the theoretical investigations and experimental work, it was possible to make certain suggestions concerning the problems of designing in plastics, and these are given in Chapter 9.

In the numerical methods extensively used, large numbers of linear equations had to be solved. The coefficients were most conveniently evaluated by using a digital computer, and various programs were written to evaluate and store these coefficients and to solve the equations. Details of the development of these programs together with the programs themselves are given in the Appendix.

## CHAPTER 2

## NOTATION

| a A | Coefficients |
| :---: | :---: |
| [A] | Matrix of coefficients |
| b | Element width |
| $\mathrm{b}_{1}$ | $=y_{2}-y_{3}$ etc. |
| [B] | Matrix of coordinates |
| $\mathrm{c}_{1}$ | $=x_{3}-x_{2}$ etc. |
| C | Coefficient |
| C | Viscoelastic parameter $=\frac{1}{3 G}\left(\frac{\gamma}{\zeta}-1\right)$ |
| $d, d_{1}, d_{2}$ | Depth of element |
| D | $=\mathrm{Eh}^{3} /\left[12\left(1-v^{2}\right)\right]$ |
| [D] | Matrix of elastic constants |
| $e_{i j}$ | Component of deviatoric strain |
| E | Young's modulus |
| $E(t)$ | Time-dependent value of $E$ |
| $\varepsilon$ | $=1 / C\left(1-e^{-\zeta t}\right)$ |
| F | Force |
| $F_{i}$ | Generalized force |
| G | Modulus of rigidity |
| h | Thickness |
| I | Second moment of area |
| k | Stiffness |
| [K] | Stiffness matrix |
| K | Bulk modulus |


| $\ell$ | Length of element |
| :---: | :---: |
| L | Length of beam |
| [L] | Matrix of coefficients |
| m | Viscoelastic parameter $=\beta(1+\gamma)^{\frac{1}{4}}$ <br> Taper of element $=\left(d_{1}-d_{2}\right) / \ell$ |
| $\mathrm{m}_{\mathrm{i}}$ | $=\frac{1}{\varepsilon_{i}^{2}} \int_{0}^{i} \sigma \varepsilon d \varepsilon$ |
| M | Moment |
| n | Index in non-linear stress-strain law |
| p | Rate of loading, pressure |
| $P_{0}$ | Force |
| $p, q$ | Coefficients |
| $P, ~ Q$ | Differential operators |
|  | [Radius |
| $r$ | $\left\{\begin{array}{l}\text { Rate of application of stress } \\ \text { Ratio } d_{2} / d_{1}\end{array}\right.$ |
| $\begin{aligned} & r_{1}, r_{2}, \\ & \left.r_{3}, r_{4},\right\} \end{aligned}$ | Elements of flexibility matrix |
| R | Radius of curvature |
| s | Laplace transform parameter |
| $s_{i j}$ | Component of deviatoric stress |
| t, T | Time |
| u | Component of displacement |
| $u_{i}$ | Generalized displacement |
| U | Strain energy |
| U* | Complementary strain energy |
| v | Component of displacement |


| V | Total potential energy |
| :---: | :---: |
| V* | Total complementary energy |
| w | Deflection |
| x | Distance from end of element |
| $y$ | Distance from neutral axis |
| $\alpha$ | Angle |
| $\alpha_{i}$ | Coefficient |
| $\beta$ | Elastic parameter $=(k / 4 E I)^{\frac{1}{4}}$ |
| $\gamma$ | = $G / n$ |
| $\gamma_{i j}$ | Engineering shear strain |
| $\delta_{i j}$ | Kronecker delta |
| $\varepsilon_{i j}$ | Component of strain tensor |
| $\varepsilon_{\text {m }}$ | Spherical strain |
| $\zeta$ | Viscoelastic parameter |
| $\eta$ | Viscosity |
| $\theta$ | Angle |
| $\theta_{1} \theta_{2}$ | Viscoelastic parameters $=E / 3 \boldsymbol{\eta}$ |
| $\nu$ | Poisson's ratio |
| $v(t)$ | Time-dependent value of $\nu$ |
| N | "Poisson's" ratio for distortion $=0.5$ |
| $\sigma$ | Normal stress |
| ${ }^{\boldsymbol{i}} \mathbf{j}$ | Component of stress tensor |
| ${ }^{\tau}{ }_{m}$ | Spherical stress |
| $\phi$ | Stress function |
| $\Omega$ | Potential energy of generalized forces. |

## CHAPTER 3

## CONTINUUM MECHANICS

Since the ultimate aim of the work recorded here was the solution of problems concerned with design in plastics, it was first necessary to study the fundamental behaviour of a material subjected to a number of stresses. The states of stress and strain at any point in a continuum are most conveniently described by using the stress and strain tensors, both of which may be used for any type of material. To determine the strains due to prescribed stresses (or vice versa) in a real material it is then necessary to introduce a stress-strain relationship. The simplest form of this relationship is Stress/Strain = Constant which applies to a linear elastic material, and so many of the earlier results recorded below (in particular in Chapter 6) were obtained for this type of material.

For a linear viscoelastic material, the stress-strain ratio is a function of time, but by using a Laplace transformation, equations connecting stress and strain are obtained similar to those for a linear elastic material. Subsequent analysis may then proceed making use of a correspondence rule as explained in 3.4. By using this method, the more complicated equations encountered in linear viscoelastic problems may usually be solved.

In the case of non-linear viscoelastic materials, the stressstrain ratio is a function of stress (or strain) and time, and no
general method of stress analysis for this type of material seems to be in use at present. This is unfortunate as all plastics exhibit a considerable amount of non-linearity except at very low stresses. In this thesis, some basic investigations are described.

### 3.1 Stress and strain

The state of stress at any point in a 3-dimensional continuum will in general be described by the 9 stress components. These will be the 3 normal components and 6 shear components corresponding to any 3 mutually perpendicular axes. These stresses are conveniently represented as $\tau_{i j}(i, j=1,2,3)$ where $i=j$ denotes a normal stress and $\mathbf{i} \neq \mathrm{j}$ denotes a shear stress. By considering a rotation of the reference axes it may be shown that $\tau_{i j}$ satisfies the law of transformation for the components of a second order tensor, and that therefore $\tau_{i j}$ is a second-order tensor. In matrix form the components are shown as:-

$$
\left[\begin{array}{lll}
\tau_{11} & \tau_{12} & \tau_{13} \\
\tau_{21} & \tau_{22} & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33}
\end{array}\right]
$$

If $\tau$ is a principal stress then

$$
\left|\begin{array}{ccc}
\tau_{11}-\tau & \tau_{12} & \tau_{13} \\
\tau_{21} & \tau_{22}-\tau & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33}-\tau
\end{array}\right|=0
$$

Expanding this determinant gives a cubic equation

$$
\tau^{3}-I_{1} \tau^{2}+I_{2} \tau-I_{3}=0
$$

where $I_{1} I_{2}$ and $I_{3}$ are the invariants of the matrix.

There will be 3 roots of this cubic equation giving the 3 principal stresses, and it may be shown that their directions are orthogonal.

A given stress tensor may be decomposed into deviatoric and spherical components showing shearing and hydrostatic stressing separately. Thus:-

$$
\begin{align*}
& {\left[\begin{array}{lll}
\tau_{11} & \tau_{12} & \tau_{13} \\
\tau_{21} & \tau_{22} & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33}
\end{array}\right]=\left[\begin{array}{ccc}
\tau_{11}-\tau_{m} & \tau_{12} & \tau_{13} \\
\tau_{21} & \tau_{22}-\tau_{m} & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33-} \tau_{m}
\end{array}\right]+\left[\begin{array}{lll}
\tau_{m} & 0 & 0 \\
0 & \tau_{m} & 0 \\
0 & 0 & \tau_{m}
\end{array}\right]} \\
& \text { or } \tau_{i j}=s_{i j}+\delta_{i j} \tau_{m} \\
& \text { where } \quad \tau_{m}=\frac{1}{3} \tau_{k k} \tag{3.1.1}
\end{align*}
$$

This decomposition is of great use when modelling material behaviour. It is often found that inelastic behaviour is related to the deviator as in the viscoelastic behaviour of plastics.

There will also be, in general, nine components of strain at a point. It should be noted that whilst $\varepsilon_{i j}(i=j)$ is a ratio of a change of length to the original length, $\varepsilon_{i j}(i \neq j)$ is the change of a right angle, and the usual engineering shear strain $\gamma_{i j}=2 \varepsilon_{i j}$ being the sum of two equal angles $\varepsilon_{i j}$ and $\varepsilon_{\mathbf{j i}}$.

The strain tensor will also have principal values in 3 perpendicular directions.

Of particular importance later, is the fact that the strain tensor may be decomposed into deviatoric and spherical components.

$$
\begin{align*}
\varepsilon_{i j} & =e_{i j}+\delta_{i j} \varepsilon_{m}  \tag{3.1.2}\\
\text { where } \varepsilon_{m} & =\frac{1}{3} \varepsilon_{k k}
\end{align*}
$$

In a continuum, stresses and strains will usually vary from point to point, but their variations are not arbitrary as various conditions have to be satisfied.

These are:-
(a) Equilibrium of stresses

There are two conditions here
(i) $T_{i}=\tau_{j i} n_{j}$ on the surface where $T_{i}^{n}$ is the component of the surface traction.
(ii) $\tau_{j i, j}+F_{i}=0$ within the continuum where $F_{i}$ is a body force.

It may also be shown that $\tau_{\mathbf{i j}}=\tau_{\mathbf{j i}}$ (i.e. the stress tensor is symmetric), so that there will be in general 6 unknown stress components at any point and only 3 equations from (i) or (ii) above, so that the problem is statically indeterminate.
(b) Compatibility of strains

If $u_{i}(i=1,2,3)$ are the components of a small displacement then the strains are:-

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) \tag{3.1.4}
\end{equation*}
$$

Also the strain may be found from:-

$$
\delta A_{i}=\varepsilon_{i j} A_{j}+\omega_{i j} A_{j} \text { where the } A_{j} \text { are the components of }
$$ a radius vector, and the $\delta A_{i}$ are the components of the change of the vector.

Here the second term denotes rigid body motion, so the remaining term gives $\varepsilon_{i j}=\frac{\delta A_{i}}{A_{j}}$ which is a pure strain effect. It follows that $\varepsilon_{i j}=\varepsilon_{j i}$, so that there will be six strain components to be determined from only three displacements. The strains may not therefore be chosen arbitrarily, but must satisfy the conditions of compatibility. These conditions ensure that adjacent parts of the continuum continue to fit together after straining, and result in six equations connecting the different strains which always apply providing the strains are small
e.g. $\frac{\partial^{2} \varepsilon x}{\partial y^{2}}+\frac{\partial^{2} \varepsilon y}{\partial x^{2}}=\frac{\partial^{2} \gamma_{x y}}{\partial x \partial y}$ is one of the six equations [1]
(c) Stress-strain relationship

Although the six strains may be expressed in terms of only three displacements, these cannot be determined without equations connecting stress and strain.

### 3.2 Linear elasticity

The well-known relationships between normal and shear stresses and strains may be used here. The general form of Hooke's law is

$$
\begin{equation*}
\varepsilon_{i j}=\frac{l+\nu}{E} \tau_{i j}-\frac{\nu}{E} \tau_{k k} \delta_{i j} \tag{3.2.1}
\end{equation*}
$$

but by using the deviatoric and spherical components of stress and strain an alternate form is:-

$$
\begin{align*}
s_{i j} & =\frac{e_{i j}}{2 G} \\
\varepsilon_{m} & =\frac{\tau_{m}}{3 K} \tag{3.2.2}
\end{align*}
$$

By using either 3.2.1 or 3.2.2 together with 3.1.3 and 3.1.4 the stresses and displacements may be found.

### 3.3 Stress functions

In the general case of a 3 -dimensional problem the 9 stress and 9 strain components will vary from point to point within the material, and these stresses and strains must satisfy equilibrium conditions ( 3 equations) compatibility conditions ( 6 equations) and the specified stress-strain relationship (9 equations) at each point. In addition, specified stress and/or displacement conditions must be satisfied on the boundary. The general solution will therefore involve the solution of a very large number of simultaneous partial differential equations, and an exact solution is virtually impossible.

Even in a two-dimensional system with only 3 stress and strain components at each point there are still too many equations for ease of solution. If, however, the stresses are embodied in a single stress function in such a way that equilibrium and compatibility conditions are automatically satisfied, then by carrying out prescribed operations on the stress function the 3 stresses of a 2-dimensional system are easily found, and by introducing the stress-strain relationship the corresponding strains may be found from only 3 equations.

It may be shown [1] that for a 2-dimensional system, the stress function $\phi$ must satisfy the condition $\nabla^{2} \phi=\sigma_{x}+\sigma_{y}$ and since also $\nabla^{2}\left(\sigma_{x}+\sigma_{y}\right)=0$ for compatibility it follows that $\nabla^{4} \phi=0$. A stress
function for a particular set of conditions must satisfy this condition and also give the correct stresses at the boundaries.

For plane stress problems using Cartesian coordinates the 3 stresses are found from the stress function $\phi$

$$
\begin{align*}
\sigma_{x} & =\frac{\partial^{2} \phi}{\partial y^{2}} \\
\sigma_{y} & =\frac{\partial^{2} \phi}{\partial x^{2}}  \tag{3.3.1}\\
\tau_{x y} & =-\frac{\partial^{2} \phi}{\partial x \partial y}
\end{align*}
$$

Similarly, using polar coordinates

$$
\begin{align*}
& \sigma_{r}=\frac{1}{r} \frac{\partial \phi}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi}{\partial \theta^{2}} \\
& \sigma_{\theta}=\frac{\partial^{2} \phi}{\partial r^{2}}  \tag{3.3.2}\\
& \tau_{r \theta}=\frac{-\partial}{\partial r}\left(\frac{1}{r} \frac{\partial \phi}{\partial \theta}\right)
\end{align*}
$$

Also in polar coordinates the strains are found from the radial and tangential displacements $u$ and $v$ respectively by:-

$$
\begin{align*}
& \varepsilon_{\theta}=\frac{1}{r} \frac{\partial v}{\partial \theta}+\frac{u}{r} \\
& \varepsilon_{r}=\frac{\partial u}{\partial r}  \tag{3.3.3}\\
& \gamma_{r \theta}=\frac{1}{r} \frac{\partial u}{\partial \theta}+\frac{\partial v}{\partial r}-\frac{v}{r}
\end{align*}
$$

An example illustrating the use of a stress function is shown on the next page. This particular example was chosen as it was later to be used for checking the finite element solution in 6.8.

## Example



It was required to find the end deflection of a uniform wedge of unit width clamped at one end and carrying a uniformly distributed load along its top edge For small angles of taper conventional beam theory can be expected to give reasonable results, but for larger angles the effect of shear stress will become more important and must be allowed for. The use of a stress function will of course automatically include the effect of shear stress.

Using polar coordinates, Timoshenko and Goodier ${ }^{[1]}$ suggest the stress function.

$$
\begin{align*}
& \phi=C\left[r^{2}(\alpha-\theta)+r^{2} \sin \theta \cos \theta-r^{2} \cos ^{2} \cdot \theta \tan \alpha\right]  \tag{3.3.4}\\
& \text { where } C=p /[2(\tan \alpha-\alpha)]
\end{align*}
$$

The three stresses are then found by using equations (3.3.2) and are given by

$$
\begin{align*}
\sigma_{r} & =C[2(\alpha-\theta)-\sin 2 \theta+\cos 2 \theta \tan \alpha-\tan \alpha] \\
\sigma_{\theta} & =C\left[2(\alpha-\theta)+\sin 2 \theta-2 \cos ^{2} \theta \tan \alpha\right]  \tag{3.3.5}\\
\tau_{r \theta} & =-C[-1+\cos 2 \theta+\sin 2 \theta \tan \alpha]
\end{align*}
$$

By using equations3.3.3 together with the usual stress-strain relations for an elastic material, integration gives

$$
\begin{aligned}
& u=\frac{r}{E}\left[\sigma_{r}-v \sigma_{\theta}\right]+f(\theta) \\
& v=\frac{C r}{E}(1+\nu)(-\cos 2 \theta-\sin 2 \theta \tan \alpha)-\int f(\theta) d \theta+g(r)
\end{aligned}
$$

From the shear strain relationship $\gamma_{r \theta}=\frac{{ }^{\tau} r \theta}{G}$ it is found that $f(\theta)=M \sin \theta+N \cos \theta$
and $g(r)=\frac{4 C}{E} r \quad$ enr $+L r+K$ where $K=\int f(\theta) d \theta+f^{\prime}(\theta)$

It is then found that

$$
\begin{aligned}
u & =\frac{C r}{E}[2(1-v)(\alpha-\theta)-(1+v) \sin 2 \theta+(1+v) \cos 2 \theta \tan \alpha-(1-v) \tan \alpha] \\
& +M \sin \theta+N \cos \theta \\
v & =\frac{C r}{E}(1+v)(-\cos 2 \theta-\sin 2 \theta \tan \alpha)+\frac{4 C}{E} r \text { en } r+M \cos \theta-N \sin \theta+L r .
\end{aligned}
$$

The values of the constants $L, M, N$ will depend on the constraints applied. These were taken to be
(i) $u=0$ when $\theta=0$ and $r=\ell$
(ii) $v=0$
(iii) $u \cos \theta-v \sin \theta=0$ when $\theta=\alpha$ and $r=\ell \sec \alpha$
i.e. at the fixed end of the wedge, no horizontal or vertical movement was permitted at the top, and no horizontal movement was allowed at the bottom edge.

The expressions found were:-

$$
\begin{aligned}
& L=-\frac{C}{E}\left[(1+\nu)+4 \ln (\ell \sec \alpha)+2(1-v) \frac{\alpha}{\tan \alpha}\right] \\
& M=\frac{2 C \ell}{E}\left[(1+\nu)+(1-v) \frac{\alpha}{\tan \alpha}+2 \ln (\sec \alpha)\right] \\
& N=\frac{-2 C \ell}{E}[(1+v) \alpha-v \tan \alpha]
\end{aligned}
$$

The end deflection of the wedge was then found by substituting the values $\theta=0$ and $r=.0$ in the above expression for $v$ i.e.

$$
\begin{equation*}
(v)_{\theta=r=0}=\frac{p \ell}{E(\tan \alpha-\alpha)}\left[(1+\nu)+(1-v) \frac{\alpha}{\tan \alpha}+2 \ln (\sec \alpha)\right] \tag{3.3.6}
\end{equation*}
$$

It was also found that by imposing the vertical constraint at the bottom face instead of the top face of the wedge only the last term of equation 3.3 .6 was affected and this now became $\tan ^{2} \alpha$. For angles up to about $30^{\circ}$ there is little difference between the values of $2 \ell n(\sec \alpha)$ and $\tan ^{2} \alpha$, but for larger angles the difference is measurable, but the effect on the deflection is small.

### 3.4 Linear Viscoelasticity

Unlike linear elastic materials for which the stress-strain, load-deflection etc. relations are not time-dependent, a viscoelastic material can only have its behaviour fully described by including time as an independent variable [2] [3] [4].

Considering first the uniaxial stress-strain relation, a convenient form suggested by a spring-damper model is

$$
P_{\sigma}=Q \varepsilon
$$

where $P$ and $Q$ are differential operators

$$
\begin{equation*}
P=\sum_{0}^{m} p_{k} \frac{d^{k}}{d t^{k}}, \quad Q=\sum_{0}^{n} q_{k} \frac{d^{k}}{d t^{k}} \tag{3.4.1}
\end{equation*}
$$

By choosing suitable values for $m, n, p_{k}$ and $q_{k}$, various mechanical models consisting of springs and dampers may be represented by this equation.

For example, a system comprising a spring and damper in parallel gives a Maxwell body having the equation

$$
\begin{equation*}
\sigma+p_{1} \dot{\sigma}=q_{1} \dot{\varepsilon} \tag{3.4.2}
\end{equation*}
$$

## Kelvin

The addition of a series spring to the combination produces the 3 -parameter solid (Standard Linear Solid)

$$
\begin{equation*}
\sigma+p_{1} \dot{\sigma}=q_{0} \varepsilon+q_{1} \dot{\varepsilon} \tag{3.4.3}
\end{equation*}
$$

The coefficients $p_{k}$ and $q_{k}$ will be functions of the elastic and viscous properties for the material under consideration.

The viscoelastic stress-strain equation for a particular material is thus found as follows:-
(a) A suitable model is chosen to describe the type of behaviour for a certain stress or strain pattern (e.g. In a simple creep test the stress is constant while strain varies with time).
(b) Values of $p_{k}$ and $q_{k}$ are then found to give the best agreement with experimental results.

These values of $p_{k}$ and $q_{k}$ may then be used when the same material is stressed in a different way (e.g. in a beam where the stress varies with depth). The differential equation for the particular problem must be formulated in terms of $p_{k}$ and $q_{k}$, and its solution will give the information required - perhaps the relation between deflection and time.

## Correspondence rule

It can be seen that when the differential equation for any viscoelastic problem is subjected to a Laplace transformation with respect to time, the coefficients are a combination of elastic and viscous constants and the transform parameter s. It may also be shown that the equation giving the solution of the viscoelastic problem is of exactly the same form as that for the corresponding elastic problem, but with elastic constants replaced by equivalent combinations of viscoelastic constants and $s$.

For example, consider the case of a body subjected to a shear stress $\tau$.

Then for an elastic material $\varepsilon=\frac{1}{2 G} \tau$
and the Laplace transform is $\bar{\varepsilon}=\frac{1}{2 G} \bar{\tau}$
Now for a Maxwell body equation 3.4 .2 may be written as

$$
\left(\frac{1}{2 \eta}+\frac{1}{2 G} \frac{\partial}{\partial t}\right) \tau=\frac{\partial \varepsilon}{\partial t}
$$

where $\eta$ is the viscosity of the material.

The Laplace transform of this is $\left(\frac{1}{2 \eta}+\frac{s}{2 G}\right) \bar{\tau}=s \bar{\varepsilon}$
and $\bar{\varepsilon}=\frac{s+G / \eta}{2 G s} \bar{\tau}$ or $\rho \bar{\tau}=2 \bar{\varepsilon}$ where in this case

$$
\rho=\frac{s+G / \eta}{2 G s} \quad \text { and } 2=1
$$

This is of exactly the same form as the expression for an elastic material with $G$ replaced by $\frac{G s}{s+\frac{G}{\eta}}$.

The stress-strain relation may therefore be expressed as
$\frac{\bar{\tau}}{\bar{\varepsilon}}=\frac{2}{\mathcal{P}}=2 G(s)$ where in this case $G(s)=\frac{G s}{s+\frac{G}{\eta}}$

If the solution of an elastic problem is known the solution of the corresponding viscoelastic problem is then found by using the correspondence rule as follows:-
(i) Take the Laplace transform of the elastic solution
(ii) Replace the elastic constants by the appropriate equivalents as noted above (These equivalents will depend on the particular model of material behaviour chosen, but will always be the same for that model).
(iii) Invert the modified transformed equation.

A good example of the use of the correspondence rule is given in obtaining equation 3.4 .7 below for a creep test.

In order to relate $p_{k}$ and $q_{k}$ to the elastic and viscous constants, fundamental assumptions must be made about the behaviour
of the material. Since viscous effects seem to be mainly associated with a shearing action, it is convenient to decompose the original stress system into spherical and deviatoric components as noted in 3.1.1. The corresponding spherical strain (dilatation) and deviatoric strain (distortion) are given by 3.1.2.

Two sets of equations are therefore obtained and these are most easily expressed as Laplace transforms.

$$
\begin{align*}
& \text { Distortion } \rho^{\prime \prime} \bar{s}_{i j}=2^{\prime} \bar{e}_{i j}  \tag{3.4.4}\\
& \text { Dilatation } \text { S'r }_{i j}=2^{\prime \prime} \bar{\varepsilon}_{i j}
\end{align*}
$$

A relatively simple, but usually quite adequate form of the second set of these equations is obtained by assuming elastic dilatation In this case $\boldsymbol{\rho}^{\prime \prime \prime}=1$ and $\mathbf{2}^{\prime \prime}=3 \mathrm{~K}$. [3]

This assumption was therefore made for all subsequent work, with the exception of 4.3(a).

Since both uniaxial and two-dimensional systems were to be studied, the following results were required:-

Assuming Maxwell distortion the usual form of the equation

$$
\dot{e}_{i j}=\frac{1}{2 G} \dot{s}_{i j}+\frac{1}{2 \eta} s_{i j}
$$

where $\eta$ is the viscosity of the material may be re-written as

$$
\left(1+\frac{1}{\gamma} \frac{\partial}{\partial t}\right) s_{i j}=2 \eta \frac{\partial}{\partial t} e_{i j}
$$

so that $P^{\prime}=1+\frac{s}{\gamma}$ and $2^{\prime}=2 n s$ where $\gamma=\frac{G}{\eta}$.

It may also be shown [3] that

$$
\begin{equation*}
E \rightarrow \frac{32^{\prime} 2^{\prime \prime}}{29^{\prime} 2^{\prime \prime}+2^{\prime} 9^{\prime \prime}}=\frac{9 K G s}{(3 K+G) s+3 K \gamma} \tag{3.4.5}
\end{equation*}
$$

and $\quad \frac{\nu}{E} \rightarrow \frac{9^{\prime} 2^{\prime \prime}-2^{\prime} P^{\prime \prime}}{32^{\prime} 2^{\prime \prime}}=\frac{3 K-2 G}{18 K G} \frac{s+\frac{3 K}{3 K-2 G} \gamma}{s}$

Assuming 3-parameter distortion

$$
\dot{e}_{i j}+\zeta e_{i j}=\frac{1}{2 G} \dot{s}_{i j}+\frac{1}{2 \eta} s_{i j}
$$

or

$$
s_{i j}+\frac{1}{\gamma} \dot{s}_{i j}=2 n \zeta e_{i j}+2 \eta \dot{e}_{i j}
$$

and by comparison $P^{\prime}=1+\frac{s}{\gamma}, \quad Q^{\prime}=2 \eta(\zeta+s)$

$$
\begin{equation*}
E \rightarrow \frac{9 K G(\zeta+S)}{(3 K+G) S+3 K \gamma+G \zeta} \tag{3.4.6}
\end{equation*}
$$

and $\frac{\nu}{E} \rightarrow \frac{3 K-2 G}{18 K G}\left[1+\frac{3 K \gamma-3 K \zeta}{3 K-2 G} \frac{1}{\zeta+S}\right]$

Uni-axial constant stress (Creep condition)

The solution of the elastic problem is

$$
\varepsilon=\frac{\sigma}{E}
$$

Maxwell distortion
Taking the Laplace transform of the above and replacing E by the appropriate combination gives

$$
\begin{aligned}
\bar{\varepsilon} & =\frac{(3 K+G) s+3 K \gamma}{9 K G s} \bar{\sigma} \\
& =\frac{3 K+G}{9 K G} \quad \frac{s+\frac{3 K \gamma}{3 K+G}}{s} \bar{\sigma}
\end{aligned}
$$

and since $\sigma$ is constant

$$
\varepsilon=\frac{3 K+G}{9 K G}\left(1+\frac{3 K \gamma}{3 K+G} t\right) \sigma
$$

which simplifies to $\varepsilon=\left(\frac{1}{E}+\frac{t}{3 n}\right) \sigma$

3-parameter distortion
The result is obtained by replacing E by the combination appropriate to a 3-parameter solid

$$
\bar{\varepsilon}=\frac{(3 K+G) s+3 K \gamma+G \zeta}{9 K G(\zeta+s)} \bar{\sigma}
$$

and hence $\varepsilon=\left\{\frac{1}{E}+\frac{1}{3 G}\left(\frac{\gamma}{\zeta}-1\right)\left(1-e^{-\zeta t}\right)\right\} \sigma$ when $\sigma$ is a constant

$$
\text { or } \quad \varepsilon=\left\{\frac{1}{E}+C\left(1-e^{-\zeta t}\right)\right\} \sigma
$$

where

$$
C=\frac{1}{3 G}\left(\frac{\gamma}{\zeta}-1\right)
$$

Two-dimensional stress system (stresses constant)

The results are obtained in the same way as for a single stress except that both $E$ and $\frac{V}{E}$ must be replaced by their appropriate equivalents, and the net strain in a given direction is now the sum
of the strains in this direction due to the two stresses providing strains are small. This linear superposition may be used since linear viscoelasticity is being considered.

Consider now a system of two perpendicular stresses $\sigma_{x}$ and $\sigma_{y}$ for two types of material.

## Maxwell distortion

Due to $\sigma_{x}, \varepsilon_{x}=\left(\frac{1}{E}+\frac{t}{3 \eta}\right) \sigma_{x}$ if $\sigma_{x}$ is constant

Due to $\sigma_{y}$ for an elastic material $\varepsilon_{x}=\frac{\nu}{E} \sigma_{y}$
The Laplace transform of the viscoelastic solution is then obtained using the correspondence rule

$$
\bar{\varepsilon}_{x}=\frac{s+\frac{3 K}{3 K-2 G} \gamma}{s} \bar{\sigma}_{y}
$$

and since $\sigma_{y}$ is constant

$$
\varepsilon_{x}=-\left\{\left(\frac{1}{2 G}-\frac{1}{E}\right)+\frac{t}{6 \eta}\right\} \sigma_{y}
$$

Hence the net strain in this direction is

$$
\begin{equation*}
\varepsilon_{x}=\left(\frac{1}{E}+\frac{t}{3 n}\right) \sigma_{x}-\left\{\left(\frac{1}{2 G}-\frac{1}{E}\right)+\frac{t}{6 \eta}\right\} \sigma_{y} \tag{3.4.9}
\end{equation*}
$$

The corresponding expression for $\varepsilon_{y}$ is obtained by interchanging $\sigma_{x}$ and $\sigma_{y}$.

3-parameter distortion

Again $E$ and $\frac{V}{E}$ are replaced by their appropriate equivalents and the strains due to the two stresses are added.

$$
\bar{\varepsilon}_{x}=\frac{(3 K+G) s+3 K y+G \zeta}{9 K G(\zeta+s)} \bar{\sigma}_{x}+\frac{3 K-2 G}{18 K G}\left\{1+\frac{3 K y-3 K \zeta}{3 K-2 G} \frac{1}{\zeta+s}\right\} \bar{\sigma}_{y}
$$

and since $\sigma_{x}$ and $\sigma_{y}$ are constants

$$
\varepsilon_{x}=\left\{\frac{1}{E}+\frac{1}{3 G}\left(\frac{\gamma}{\zeta}-1\right)\left(1-e^{-\zeta t}\right)\right\} \sigma_{x}-\left\{\left(\frac{1}{2 G}-\frac{1}{E}\right)+\frac{1}{6 G}\left(\frac{\gamma}{\zeta}-1\right)\left(1-e^{-\zeta t}\right\}\right\} \sigma_{y}
$$

Again $\varepsilon_{y}$ may be found by interchanging $\sigma_{x}$ and $\sigma_{y}$

It will be seen that providing the stresses remain constant exact values of the strains may be found by using time-dependent values of $E$ and $\frac{V}{E}$ which are respectively the reciprocals of the coefficient of $\sigma_{x}$ and the coefficient of $\sigma_{y}$ above. It should be noted that $E$ and $G$ are initial or elastic values and since $K$ has been assumed constant, the usual relations between the elastic constants may be used. Denoting a time-dependent "constant" by $-(t)$ and using the expressions for $E(t)$ and $\frac{\nu}{E}(t)=\frac{v(t)}{E(t)}$ it may also be confirmed that these time-dependent values are subject to the same connections.

Then for the 3-parameter solid

$$
\begin{equation*}
E(t)=1 /\left\{\frac{1}{E}+C\left(1-e^{-\zeta t}\right)\right\} \tag{3.4.11}
\end{equation*}
$$

If the initial value of Poisson's ratio is known the value of $K$ may be calculated and so the value of $v(t)$ may be found from the time dependent form of $E=3 K(1-2 v)$ giving

$$
\begin{equation*}
v(t)=\frac{1}{2}\left(1-\frac{E(t)}{3 K}\right) \tag{3.4.12}
\end{equation*}
$$

The expression for $E(t)$ in 3.4 .11 is in fact the reciprocal of the creep compliance defined as $\frac{\text { Strain(varying) }}{\text { Stress(constant) }}$.

It should be noted that $E(t)$ is not the relaxation modulus which is $\frac{\text { Stress (varying) }}{\text { Strain(constant) }}$ which will differ from the reciprocal of the creep compliance owing to the differing behaviour of the material when stress and strain are varied separately.

Using the parameters of 4.1 for Perspex these two quantities were compared in Table 3.1. It was found that:-

$$
\begin{align*}
& \frac{1}{\text { Creep compliance }}=\frac{E}{1+E C\left(1-e^{-\zeta t}\right)}  \tag{3.4.13}\\
& \text { Relaxation modulus }=E\left[1-E C\left(1-e^{-(E C+1) \zeta t}\right)\right]
\end{align*}
$$

## Values for Perspex

| Time <br> hours | $\frac{1}{\text { ExCreep compliance }}=A$ | $\frac{\text { Relaxation modulus }}{E}=B$ | $\frac{B-A}{A} \times 100$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 0 |
| 1 | 0.9266 | 0.9108 | -1.7 |
| 2 | 0.8900 | 0.8658 | -2.7 |
| 3 | 0.8708 | 0.8431 | -3.2 |
| 4 | 0.8604 | 0.8317 | -3.4 |
| 5 | 0.8546 | 0.8259 | -3.4 |
| 6 | 0.8515 | 0.8230 | -3.4 |
| 8 | 0.8487 | 0.8208 | -3.3 |

TABLE 3.1

It will be seen that the relaxation modulus has a maximum difference of $3.4 \%$ from $E(t)$ at about 5 hours. This error then diminishes to $-2.7 \%$ as $t \rightarrow \infty$.

Similarly using the result of 4.2 .1 for a stress which increases uniformly from zero (ramp) it may be shown that in this case

$$
\begin{equation*}
\frac{\sigma}{\varepsilon}=\frac{E}{(1+E C)-\frac{E C}{\zeta t}\left(1-e^{-\zeta t}\right)} \tag{3.4.14}
\end{equation*}
$$

This gave a maximum difference of $+4.8 \%$ from the value of $E(t)$ for a constant stress. This occurs at about 3 hours, and for longer times the difference diminishes and approaches zero for large values of $t$.

## CHAPTER 4

## SOLUTION OF PROBLEMS IN LINEAR VISCOELASTICITY

In Section 3.4 various theoretical viscoelastic models were studied, but no reference was made to any particular material. Before proceeding with any further theoretical investigations it was decided to obtain some experimental results for a particular material and then to choose a suitable theoretical model to fit these results. The material chosen was Perspex, as for moderate stresses its behaviour is approximately linear [6]; it is also readily availab.le and is easily machined. Its mechanical properties are also little affected by small temperature changes and by contact with water or oil.

Since theoretical solutions had already been obtained for a constant uni-axial stress creep test for both Maxwell and 3-parameter distortion models (and elastic dilatation) in 3.4.7 and 3.4.8 and because this was a relatively straightforward test to carry out, a number of creep tests were carried out on Perspex test pieces for a number of different stresses. It was then possible, from the type of results obtained, to choose a suitable theoretical model and to find the values of the parameters necessary to fit the experimental results to the behaviour of this model. Because of the practical impossibility of applying the stress instantaneously the effect of applying the stress as a ramp was investigated theoretically. It was found that no correction was needed to allow for the manner in which the stress was applied in the tests.

Theoretical solutions were then obtained for two more difficult problems, initially using simple viscoelastic models because of the increased difficulty of the problems, but finally solutions were found using the theoretical model which was found to fit the results for Perspex. These results could then have been applied to Perspex. The second of these problems, the viscoelastic cylinder of 4.4, was capable of experimental investigation, and a more general theoretical solution obtained by using a finite element method was compared with experimental results in 7.2 .

### 4.1 Creep tests on Perspex

A number of creep tests were carried out on specimens cut from a Perspex sheet of $1 / 4$ in nominal thickness, the actual crosssectional dimensions of the specimens being $12.6 \mathrm{~mm} \times 6.0 \mathrm{~mm}$. A Denison creep testing machine was used to apply a constant axial pull, and the extension was measured with a Philips Type PR 9312 extensometer using a gauge length of 50 mm .

Fig. 4.1 shows how the strain varies with time for different values of the constant stress, and it is obvious that the straintime relation is far from linear for the period considered, and accordingly the assumption of Maxwell distortion will fit the experimental data very imperfectly. The shape of the curves does, however, suggest that 3 -parameter distortion may give a much better fit. Since a linear stress-strain relation was to be assumed the values of the 3 parameters must be independent of stress, and it was found that a reasonable representation of the experimental results

could be obtained with :-

$$
\begin{align*}
\mathrm{E} & =3000 \mathrm{MN} / \mathrm{m}^{2} \\
C & =\frac{1}{3 G}\left(\frac{\gamma}{\zeta}-1\right)=0.06 \times 10^{-3} \mathrm{~m}^{2} / \mathrm{MN} \\
\zeta & =0.58 \mathrm{~h}^{-1} \\
\text { or } \quad \varepsilon & =\left\{\frac{1}{3000}+0.06 \times 10^{-3}\left(1-\mathrm{e}^{-0.58 \mathrm{t}}\right)\right\} \sigma
\end{align*}
$$

where $t$ is the time in hours and $\sigma$ is the stress in $M N / \mathrm{m}^{2}$.

It will be seen that the assumption of linearity gives quite good results for stresses up to about $20 \mathrm{MN} / \mathrm{m}^{2}$, but at higher stresses (the results for $25 \mathrm{MN} / \mathrm{m}^{2}$ only are shown) this assumption is hardly justifiable.

These results were used below in 7.1 and 7.2.

### 4.2 The effect of loading rate in a creep test

In the creep tests of 4.1 it was not possible to apply the stress as a true step function as several seconds were required to increase the stress from zero to its final value. In order to determine if this finite loading time had any effect on the strains, a theoretical solution was obtained for a uniformly increasing stress giving the ramp function shown in Fig. 4A.


Fig. 4A
$t \leqslant T$
The solution of the elastic problem is $\varepsilon=\frac{\sigma}{E}=\frac{r t}{E}$
$\therefore \quad \bar{\varepsilon}=\frac{r}{E} \frac{1}{s^{2}}$ since $r$ and $E$ are constants.
For the viscoelastic problem considering 3-parameter distortion

$$
\bar{\varepsilon}=\frac{(3 K+G) s+3 K \gamma+G \zeta}{9 K G(\zeta+s)} \frac{r}{s^{2}}
$$

Hence $\quad \varepsilon=\left(\frac{1}{E}+C\right) r t-C \frac{r}{\zeta}\left(1-e^{-\zeta t}\right)$
$t \geqslant T$

Now. a ramp may be obtained by superimposing on the original stress $r t$ a negative stress of $-r(t-T)$ when $t \geqslant T$.


Fig. 4B.

Then for values of $t \geqslant T$ the strain due to a stress applied as a ramp is the sum of the strains due to stresses $r t$ and $-r(t-T)$ i.e. $\varepsilon=\left(\frac{1}{E}+C\right) r t-C \frac{r}{\zeta}\left(1-e^{-\zeta t}\right)+\left(\frac{1}{E}+C\right)\{-r(t-T)\}-C \frac{(-r)}{\zeta}\left(1-e^{-\zeta(t-T)}\right)$
and since $\hat{\theta}=r T$

$$
\begin{equation*}
\varepsilon=\left[\frac{1}{E}+C\left\{1-\frac{1}{\zeta T} e^{-\zeta t}\left(e^{\zeta T}-1\right)\right\}\right] \hat{\sigma} \tag{4.2.2}
\end{equation*}
$$

For a step function as shown in 3.4.8. $\quad \varepsilon=\left[\frac{1}{E}+C\left(1-e^{-\zeta t}\right)\right] \hat{\theta}$

The strains will therefore vary in the manner shown in Fig. 4C.


Fig. 4C

If the step stress is applied at $t=0$, and the ramp stress begins to be applied at $t=0$, there will obviously be considerable differences between the resulting strains for $t<T$. However when $t \geqslant T$ the results may not differ so much.
Thus $\Delta \varepsilon=\varepsilon_{\text {step }}-\varepsilon_{\text {ramp }}=C e^{-\zeta t}\left[\frac{1}{\zeta T}\left(e^{\zeta T}-1\right)-1\right] \hat{\sigma}$

It is fairly obvious that $\Delta \varepsilon=0$ when $T=0$ (i.e. the ramp then becomes a step) and when $T=\infty$. Inspection of the expression for $\Delta \varepsilon$ will also show that its value decreases as $t$ increases, for a given value of $T$. The maximum value of $\Delta \varepsilon$ will therefore occur at the least value of $t$ i.e. when $t=T$.

$$
\begin{equation*}
\text { Then } \Delta \varepsilon_{\text {max }}=C\left[\frac{1}{\zeta T}-\left(\frac{1}{\zeta T}+1\right) e^{-\zeta t}\right] \hat{o} \tag{4.2.4}
\end{equation*}
$$

It is found that the maximum value of $\Delta \varepsilon_{\max }$ is approximately $0.3 C o ̂$ at $\zeta \mathrm{T} \Omega 2$.

This result was confirmed by calculating values of $\Delta \varepsilon_{\text {max }}$ for various values of $T$ using the parameters previously found for Perspex. These results are shown in Table 4.2.

$$
\begin{gathered}
\text { Perspex } E=3 \times 10^{3} \mathrm{MN} / \mathrm{m}^{2} \quad C=0.06 \times 10^{-3} \mathrm{~m}^{2} / \mathrm{MN} \quad \zeta=0.58 \mathrm{~h}^{-1} \\
\varepsilon_{0}=\frac{\hat{\sigma}}{\mathrm{E}}
\end{gathered}
$$

| $\zeta T$ | $T_{\text {approx }}$ | $\Delta \varepsilon / \varepsilon_{o}$ |
| :--- | :--- | :--- |
| 0.01 | 1 min | $0.1 \%$ |
| 0.05 | 5 min | $0.4 \%$ |
| 0.1 | 10 min | $0.85 \%$ |
| 0.5 | 1 h. | $3.2 \%$ |
| 1 | 2 h. | $4.7 \%$ |
| 1.5 | 2.5 h. | $5.3 \%$ |
| 2 | 3.5 h. | $5.34 \%$ |
| 5 | 8.5 h. | $3.5 \%$ |

It will be seen that in this case, loading times of up to 10 min will give a maximum error of less than $1 \%$ in the strain, and the few seconds actually required to apply the maximum stress will have a negligible effect on the strain. It should be noted that this maximum error will in any case occur only at the end of the loading period, and will thereafter diminish.

### 4.3 Viscoelastic beam on a flexible base

Since it was intended that later the effect of local bending stresses in a viscoelastic cylinder were to be studied, the simplest possible form of this problem was required. It is shown below that the cylinder problem may be solved by analogy with a beam on a flexible base. Timoshenko gives a solution of this problem for an elastic beam on an elastic base. [5].

Various types of beam and base were considered in the present report.
(a) Elastic base: Maxwell distortion and no dilatation for beam

Since there is no dilatation (i.e. $K=\infty$ ) only deviatoric stresses and strains need be considered.

For a single stress $\sigma$ and a single strain $\varepsilon$ equations 3.1.1
and 3.1 .2 reduce to

$$
\begin{align*}
& s_{11}=\frac{2}{3} \sigma  \tag{4.3.1}\\
& e_{11}=\frac{2}{3}(1+v) \varepsilon
\end{align*}
$$

In this first case the correspondence rule was not used, to demonstrate that although it is helpful in obtaining a solution, its use is not essential. Accordingly the stress-strain relationship for a Maxwell body is used i.e.

$$
\left(\frac{1}{2 G} \frac{\partial}{\partial t}+\frac{1}{2 \eta}\right) s_{11}=\frac{\partial}{\partial t} \varepsilon_{11} \text { [4] }
$$

When the expressions 4.3.1 are used, and noting that for bending $\sigma=\frac{M y}{I}$ and $\varepsilon=y \frac{\partial^{2} w}{\partial x^{2}}$ we find that

$$
\left(\frac{\partial}{\partial t}+\gamma\right) \frac{M y}{I}=E \frac{\partial}{\partial t}\left(y \frac{\partial^{2} w}{\partial x^{2}}\right)
$$

Differentiating twice with respect to $x$ and noting that $\frac{\partial^{2} M}{\partial x^{2}}=p$ and that for an elastic base $p=-k w$

$$
\frac{\partial}{\partial t}\left(\frac{E I}{k} \frac{\partial^{4} w}{\partial x^{4}}+w\right)=-\gamma w
$$

This partial differential equation is conveniently solved by using Laplace transforms, and using the condition of initial equilibrium

$$
\begin{equation*}
\frac{d^{4} \bar{w}}{d x^{4}}=-\frac{k}{E I} \frac{s+\gamma}{s} \bar{w} \tag{4.3.2}
\end{equation*}
$$

This is of exactly the same form as the equation for an elastic beam, except that $E$ is replaced by $\frac{E s}{s+\gamma}$.

By using the correspondence rule, the solution could therefore have been started at this point.

The solution of this differential equation is $\bar{w}=e^{-m x}(\bar{A} \cos m x+\bar{B} \operatorname{sinmx})+e^{m x}(\bar{C} \cos m x+\bar{D} \sin m x)$
where $m=\beta(1+\gamma)^{\frac{1}{4}}$ and $\beta=\left(\frac{k}{4 E I}\right)^{\frac{1}{4}}$

The values of the constants will depend on the end conditions for the beam.

Considering the case of an infinitely long beam with a single point load P at the origin, these conditions are:-

$$
\begin{array}{ll}
x=0 & \frac{d \bar{w}}{d x}=0, \\
x=\infty=-\frac{P}{2} \\
x & \bar{w}=0 .
\end{array}
$$

Hence $\bar{w}=\frac{A^{\prime}}{s}\left(1+\frac{\gamma}{s}\right)^{\frac{1}{4}} e^{-m x}(\cos m x+\sin m x)$

$$
\text { where } A^{\prime}=\frac{P}{8 E I \beta^{3}}
$$

$$
\text { By expanding }\left(1+\frac{\gamma}{s}\right)^{\frac{1}{4}}, e^{-m x} \text { and } \cos m x+\sin m x \text { as infinite series }
$$

$$
\bar{w}=\frac{A^{\prime}}{s}\left[1+\frac{1}{4} \frac{\gamma}{s}-\frac{3}{32}\left(\frac{\gamma}{s}\right)^{2}+\ldots .\right]\left[1-\left\{1+\frac{1}{2} \frac{\gamma}{s}-\frac{1}{8}\left(\frac{\gamma}{s}\right)^{2}+\ldots\right\}(\beta x)^{2} .\right.
$$

$$
+\frac{2}{3}\left\{1+\frac{3}{4} \frac{\gamma}{s}-\frac{3}{32}\left(\frac{\gamma}{s}\right)^{2}+\ldots\right\}(\beta x)^{3}
$$

$$
+\ldots . \cdot . \cdot . \cdot .]
$$

By multiplying these series together and inverting the result term by term an expression for $w$ is finally obtained

$$
\begin{aligned}
& w=\frac{P}{8 E I \beta^{3}}\left[\left\{1+\frac{1}{4} \gamma t-\frac{3}{16}(\gamma t)^{2}+\ldots\right\}\right. \\
&-\left\{1+\frac{3}{4} \gamma t-\frac{3}{64}(\gamma t)^{2}+\ldots .\right\}(\beta x)^{2} \\
&+\left\{\frac{2}{3}-\frac{1}{12} \gamma t-\frac{1}{8}(\gamma t)^{2}+\ldots .\right\}(\beta x)^{3} \\
&+\ldots . . . . . . .]
\end{aligned}
$$

In practice, the value of $\gamma t$ will usually be small and so only a few terms are needed in each $t$ series, but for large values of $x$ many $x$ terms must be used to give an accurate answer. Fortunately the area of most interest is near the load where deflection and stress change most rapidly, and values of $x$ are small here.
(b) Elastic base; Maxwell distortion, elastic dilatation for beam

This model is more likely to fit the actual behaviour of a plastic than the model of (a). Since it was seen that in (a) equation 4.3 .2 could have been obtained directly by using the correspondence rule, this method was used here.

It was seen in 3.4 above that for this model the viscoelastic equivalent of $E$ is $\frac{9 K G S}{(3 K+G) S+3 K \gamma}=1 /\left(\frac{1}{E}+\frac{1}{3 n S}\right)$.

When $E$ is replaced by this equivalent in the Laplace transform of the differential equation for an elastic beam, the corresponding equation becomes

$$
\begin{equation*}
\frac{d^{4} \bar{w}}{d x^{4}}=-\frac{k}{E I}\left(1+\frac{E}{3 n s}\right) \bar{w} \tag{4.3,5}
\end{equation*}
$$

This could have been obtained from 4.3 .2 by replacing $\gamma$ by $\frac{E}{3 \eta}$, and so the solution for this model may be found from 4.3 .4 by the same substitution.
(c) Viscoelastic beam and base, Maxwell distortion, elastic dilatation for both

This model differs from that of (b) only in the behaviour of the base. It was seen in (b) that the $1 / E$ of an elastic solution is replaced by $\frac{1}{E_{1}}\left(1+\frac{E_{1}}{3 \eta_{1} s}\right)=\frac{s}{E_{1}}\left(s+\theta_{1}\right)$ where the suffix 1 denotes a property of the beam, and $\theta_{1}=\frac{E_{1}}{3 n_{1}}$.

Similarly, for the base, since $k \propto E_{2}$.
$k$ will be replaced by $\frac{k}{s\left(s+\theta_{2}\right)}$ where $\theta_{2}=\frac{E_{2}}{3 n_{2}}$ and the suffix ${ }_{2}$ applies to the base.

Equation 4.3.5 now becomes

$$
\frac{d^{4}-\bar{w}}{d x^{4}}=-\frac{k}{E_{1} I}\left(\frac{s+\theta_{1}}{s+\theta_{2}}\right) \bar{w}
$$

or $\quad \frac{d^{4} \bar{w}}{d x^{4}}=-\frac{k}{E_{1} I}\left(1+\frac{\theta_{1}-\theta_{2}}{s+\theta_{2}}\right) \bar{w}$

This is the same as equation 4.3 .5 except that $\frac{E}{3 n s}$ is replaced by $\frac{\theta_{1}-\theta_{2}}{s+\theta_{2}}$.

The solution may still be obtained from equation 4.3 .3 providing $m=\beta\left(1+\frac{\theta_{1}-\theta_{2}}{s+\theta_{2}}\right)^{\frac{1}{4}}$. By expanding this as a series and inverting each term separately, a solution may be obtained as in (a). Only the first few terms were derived giving:-

$$
\begin{array}{rlr}
w=\frac{P}{8 E I \beta^{3}} & {\left[\left\{1+\left(\frac{1}{4} \theta_{1}+\frac{3}{4} \theta_{2}\right) t-\left(\frac{3}{64} \theta_{1}^{2}-\frac{3}{32} \theta_{1} \theta_{2}+\frac{3}{64} \theta_{2}^{2}\right) t^{2}+\ldots\right\}\right.} \\
& +\left\{1+\left(\frac{3}{4} \theta_{1}+\frac{3}{4} \theta_{2}\right) t+\ldots\right. \\
& +\{ & \}(\beta x)^{2} \\
& +\{ & \}
\end{array}
$$

There will also be terms of the type $\frac{t}{\theta_{2}}\left(1-e^{-\theta_{2} t}\right)$ which will normally be small.

It will therefore be seen that the general solution requires the evaluation of a large number of terms, which would be a tedious process.

There is however a special case of this solution. When the beam and base are of the same material, as they are for the viscoelastic cylinder of 4.4 where in effect the cylinder is both beam and base, $\theta_{1}=\theta_{2}$. Equation 4.3 .7 then gives an exact solution

$$
w=\frac{P}{8 E I \beta^{3}} e^{-\beta x}(\cos \beta x+\sin \beta x)\left(1+\frac{E}{3 n} t\right)
$$

or $\quad w=\left(1+\frac{E}{3 n} t\right) w$ elastic
(d) Viscoelastic beam on viscoelastic base of the same material, 3-parameter distortion, elastic dilatation

It has been shown in 4.1 that this model describes the actual behaviour of Perspex quite we?l. The solution in this case therefore may be used when the results for a viscoelastic cylinder derived in 4.4 below are applied to Perspex.

Since $\beta \propto \frac{k}{E}$ and here, as in (c) $k$ and $E$ vary in exactly the same way, the value of $\beta$ is constant. The variation in $w$ therefore depends solely on the variation of $E$ and may be found from

$$
\begin{equation*}
w=\frac{P}{8 E(t) I \beta^{3}} e^{-\beta x}(\cos \beta x+\sin \beta x) \tag{4.3.9}
\end{equation*}
$$

where $\quad \frac{1}{E(t)}=\frac{1}{E}+C\left(1-e^{-\zeta t}\right)$ from 3.4.11.

### 4.4 Thin viscoelastic cylinder with internal pressure

This problem may be conveniently solved by considering two separate effects. At points remote from any ring loads or couples, the cylinder will be subjected to the usual hoop and longitudinal membrane stresses which will be uniform in the case of a thin cylinder. Any local effects (e.g. a ring load and couple at a rigid end) will cause a longitudinal slice of the cylinder to bend, and so produces bending stresses which vary across the thickness of the shell and must be added to the membrane stresses. This local bending effect is analogous to a beam on an elastic base since the radial movement at any point on a longitudinal slice is opposed by the adjacent parts of the cylinder. Since the same material is involved whether its behaviour as a beam or as a base is under consideration, the local deflections may be derived from 4.3 .9 which applies only if the properties of the beam and base are the same.

Consider, first, the membrane stresses

$$
\begin{aligned}
& \text { Hoop stress } \sigma_{y}=\frac{p r}{h} \\
& \text { Longitudinal stress } \sigma_{x}=\frac{p r}{2 h}
\end{aligned}
$$

Then assuming 3 -parameter distortion and elastic dilatation equation 3.4.10 gives

Hoop strain $\varepsilon_{y}=\frac{p r}{h}\left[\frac{1}{E}\left(1-\frac{\nu}{2}\right)-\frac{3}{4} C\left(1-e^{-\zeta t}\right)\right]$
and Increase of radius $=r \varepsilon_{y}$

$$
\begin{equation*}
\therefore \quad \Delta r=\frac{p r^{2}}{h}\left[\frac{1}{E}\left(1-\frac{\nu}{2}\right)-\frac{3}{4} C\left(1-e^{-\zeta t}\right)\right] \tag{4.4.1}
\end{equation*}
$$

It is interesting to note that the longitudinal strain found by interchanging $\sigma_{x}$ and $\sigma_{y}$ gives
$\varepsilon_{x}=\frac{p r}{h}\left(\frac{3}{2 E}-\frac{1}{2 G}\right)$ which is constant.


Fig. 4.D.

Assume now that the end of the cylinder is perfectily rigid. The slope and displacement at this end will then be zero.

These end conditions may be imposed by first assuming that the end of the cylinder is allowed to expand freely in a radial direction due to the internal pressure, and that a ring load $P_{0}$ and moment $M_{0}$ are then applied to return the end of the cylinder to its original position and to make the slope zero. The cylinder
is then equivalent to a beam on a flexible base where the unloaded position of the beam corresponds to the "free" expanded position of the cylinder (i.e. at a considerable distance from the end).

Because any bending of the wall of a cylinder produces two perpendicular stresses the usual flexural rigidity $E I$ of a beam must be replaced by
$D=E(t) h^{3} /\left[12\left(1-\{v(t)\}^{2}\right)\right]$ per unit width;
and $k=E(t) h / r^{2}$

Then $\beta=\left[\frac{3\left(1-\{\nu(t)\}^{2}\right)}{r^{2} h^{2}}\right]^{\frac{1}{4}}$

It may be shown that the reduction of radius due to $P_{0}$ and $M_{0}$ is given by

$$
\begin{equation*}
w=\frac{1}{2 \beta^{3} D} e^{-\beta x}\left[P_{0} \cos \beta x-\beta M_{0}(\cos \beta x-\sin \beta x)\right] \tag{5}
\end{equation*}
$$

If $\Delta r$ is the "free" expansion (outwards) as found from 4.4.1, then applying the end conditions $x=0, w=\Delta r(i n w a r d s)$ and $\frac{\partial w}{\partial x}=0$. gives $P_{0}=4 B^{3} D \Delta r$ and $M_{0}=2 \beta^{2} D \Delta r$ and hence $\quad \mathbf{w}=\Delta r \mathrm{e}^{-\beta x}(\cos \beta x+\sin \beta x)$.

Now the variation of $\Delta r$ with time as given by (4.4.1) presents no problem, but unlike the beam on a flexible base of 4.3 (d) where $\beta$ is constant, $\beta$ is now a function of $v(t)$ which will also vary with time. To determine whether this effect is important the parameters found for Perspex in 4.1 were used to calculate the changes in $E(t)$ and $v(t)$. It was found that in a period of 6 hours the value of
$E(t)$ decreases by $20 \%$, and taking an initial value for $\nu$ of 0.35 , the value of $v(t)$ increases by $8 \%$ during the same interval. The value of $\beta$, which is proportional to $\left(1-\{\nu(t)\}^{2}\right)^{\frac{1}{4}}$ changes by only $-0.5 \%$, and it was thought that with a change of this magnitude a constant value could be assumed for $\beta$ as this gave a much simpler solution. (It may be noted that the finite element solution of 7.2 below was obtained without making this assumption, and gave almost identical results.)

A further possible difficulty arose because 4.4.1 strictly only applies if stresses are constant, although in. 3.4 it is shown that small variations of stress will have little effect on the value of $E(t)$. However, to determine whether there is an appreciable stress variation with time in the cylindrical shell, the position and magnitude of the maximum bending moment were investigated. The maximum bending stress is proportional to this moment and is thus easily found.

Now $M \propto D \frac{\partial^{2} w}{\partial x^{2}}$, so from 4.4.3

$$
M \propto D_{\beta^{2}} e^{-\beta x}\left(\cos _{\beta} x-\sin _{\beta} x\right)
$$

This expression has a maximum value at $x=\pi / 2 \beta$, and since $\beta \propto\left(1-\{\dot{v}(t)\}^{2}\right)^{\frac{1}{4}}$ the variation in $x$ for a given change of $\beta$, is easily found. As noted above, when the value of $v(t)$ increases by $8 \%, \quad \beta$ changes by $-0.5 \%$ and therefore $x$ changes by $+0.5 \%$.

Also $\hat{M}$ may be shown to be proportional to $D \beta^{2}$
$\therefore \hat{M} \propto\left(1-\{\nu(t)\}^{2}\right)^{-\frac{1}{2}}$
and for the $48 \%$ change in $\nu$ previously calculated the change in $\hat{M}$, and therefore in the maximum bending stress is only $+1.2 \%$. Since this bending stress is added to a constant longitudinal membrane stress the \%change in the net stress must be less than $1.2 \%$, and may be much less if the bending stress is appreciably smaller than the membrane stress.

There will be a further maximum bending moment of opposite sign to that found above at $x=0$. There will this time be no variation in $x$, but as before $\hat{M} \propto D \beta^{2}$ resulting in the same $1.2 \%$ change in stress as before.

A constant value of $\beta$ is therefore assumed and the increase in radius is the difference between the "free" expansion and the inward deflection given by 4.4.3.

$$
\begin{equation*}
\text { i.e. } u=\Delta r\left[1-e^{-\beta x}(\cos \beta x+\sin \beta x)\right] \tag{4.4.4}
\end{equation*}
$$

where the value of $\Delta r$ is found from 4.4.1 at any time $t$.,

The local hoop stress due to bending effects may be found separately and added to the membrane stress, but the net hoop stress is easily found from the hoop strain.

Since $\varepsilon_{y}=\frac{1}{E(t)}\left(\sigma_{y}-v(t) \sigma_{x}\right)$ and also $\varepsilon_{y}=\frac{u}{r}$ where $u$ is given by 4.4.4, the hoop stress is given by $\sigma_{y}=E(t) \varepsilon_{y}+v(t) \sigma_{x}$ where $\sigma_{x}$ is the net longitudinal stress.

The expression 4.4 .4 is easily evaluated for various values of $x$ and $t$, and so, using values $p=1.5 \mathrm{MN} / \mathrm{m}^{2}, r=75 \mathrm{~mm}, \mathrm{~h}=6.25 \mathrm{~mm}$ together with the previous values of $E, C$ and $\zeta$ for Perspex and taking $\nu$ as 0.35 , Prog. ${ }^{*}$ was written to find the changes of radius in a Perspex cylinder.

The theoretical results are shown in Fig. 4.4.1 where each column shows the change of radius in mm at a distance of $X \mathrm{~mm}$ from the fixed end of the cylinder at $T$ hours after the application of the pressure. It will be seen that at any time the cylinder takes up the shape of a damped sine wave which dies out at about 150 mm or one diameter from the end. There is also a steady increase in the deflections with increasing time, and it will be found that in a given time interval there is the same fractional increase in deflection for all values of $X$. This latter results from the assumption that $\beta$ is constant, and will be referred to later in 7.2 where a finite element solution is obtained.
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## CHAPTER 5

## NUMERICAL SOLUTION OF ENGINEERING PROBLEMS

In Section 4, theoretical solutions were obtained for several viscoelastic problems. In the last of these (the viscoelastic cylinder), a solution was obtained by assuming that the parameter $\beta$ was constant. While it was shown that this assumption was reasonable in the case mentioned, simplifications of this sort may not always be justifiable. For example, if the wall thickness of the cylinder is not constant, then the value of $\beta$ may vary very considerably. In cases of this type it is not easy to invert the Laplace transform which is introduced by the use of the correspondence rule.

It was therefore decided that for more difficult examples of the type encountered in 4.4 , the use of some form of numerical solution would enable a solution to be obtained more directly than by using an exact method. It is shown in Chapters 6 and 7 that numerical solutions of both elastic and viscoelastic problems are readily obtained.

Some of the possible numerical methods are considered below together with typical applications for elastic materials. The further application of a numerical method to linear viscoelastic materials is described in Chapter 7.

### 5.1 Methods of Solution

An exact solution to a problem will normally consist of two main steps:-
(i) the derivation of the governing partial differential equation (except in very simple cases),
(ii) the solution of this equation.

The use of a stress function may be helpful in some cases. An example of this approach is shown in 3.3 where the deflection at the end of a loaded wedge is obtained, but even when a suitable stress function is known, the determination of all the constants of integration is usually a lengthy process.

In some of the more standard problems (e.g. the torsion of non-circular bars) the differential equation is the same for any section and the difficulty lies in its solution. In this case some form of numerical solution may be used, and if a digital computer is used to solve the linear equations usually obtained a large number of these equations may be used so that an accurate answer is readily obtained. Two of the possible methods are:-

## (a) Point matching

Using this method, a series solution of the partial
differential equation is obtained. The solution would be exact with an infinite number of terms, but in practice only a finite number of terms can be considered. To find the coefficients in these terms, an equal number of points on the boundary are chosen, and the truncated
series is made to satisfy the boundary conditions exactly at the chosen points. In general the boundary conditions will not be satisfied exactly elsewhere.

An algebraic equation will thus be obtained for each point considered, and the solution of these simultaneous equations will give the required coefficients.

Example. Torsion of a square bar


Here $\nabla^{2} \phi+2 \mathrm{G} \alpha=0$ within the region and $\phi=0$ on the boundary [1]

Fig. 5A.

A possible solution of the differential equation is

$$
\phi=-\frac{G \alpha r^{2}}{2}+A+B r^{4} \cos 4 \theta+C r^{8} \cos 8 \theta+\ldots \ldots
$$

By choosing three points such as $P, Q$ and $R$ on the boundary and making $\phi=0$ in each case, three simultaneous equations in $A, B$ and $C$ will be obtained, and the solution of these will give the required approximate result.

In this case $A=0.58983 \mathrm{Gaa}^{2}$

$$
\begin{aligned}
& B=-0.09237 \frac{G \alpha}{a^{2}} \\
& C=0.00254 \frac{G \alpha}{a^{6}}
\end{aligned}
$$

It will be seen that the values of the coefficients are diminishing rapidly, and that a quite accurate result is likely with only a few terms in the series.

Once the values of $A, B$ and $C$ have been found the torsional stiffness is found from $M_{t}=2 \iint \phi r d r d \theta$ and the shear stresses $\tau_{z r}=\frac{1}{r} \frac{\partial \phi}{\partial r}$ and $\tau_{z \theta}=-\frac{\partial \phi}{\partial r}$.

## (b) Finite difference method

If a mesh (usually square) is superimposed on the region under consideration, the governing partial differential equation will apply exactly at each node (i.e. point of intersection of two perpendicular lines). If, however, every partial derivative is replaced by its finite difference approximation, a separate algebraic equation, which satisfies the differential equation only approximately, will be obtained for each node. These approximate linear equations are then solved exactly.


For example at point 0 in the mesh shown $\nabla^{2} \phi \bumpeq\left(\phi_{1}+\phi_{2}+\phi_{3}+\phi_{4}-4 \phi_{0}\right) / h^{2}$ the error being of the order of $h^{2}$

## Example. Torsion of non-circular bars

$$
\begin{array}{ll}
\text { As before } \begin{array}{ll}
\nabla^{2} \phi+2 G \alpha=0 & \text { within the region } \\
\phi=0 & \text { on the boundary }
\end{array}
\end{array}
$$

The approximate equation for each node will now be of the form

$$
\phi_{1}+\phi_{2}-4 \phi_{0}+\phi_{3}+\phi_{4}=-2 G \alpha h^{2}
$$

and the unknowns will be the values of $\phi$.

Because there may be several hundred equations to solve, the use of a digital computer is almost essential. Fortunately, if the equations are written in matrix form, the matrix of coefficients of $\phi$ is banded and symmetric, thus greatly reducing the computer storage space required.

As with the point matching method, accuracy is increased by using more nodes, but alternatively a better finite difference approximation could be used by introducing more of the surrounding nodes. By using this method, errors in each equation may be reduced from the order of $h^{2}$ to say $h^{4}$, but each equation will now be more complicated and there may be difficulties near the edge.

Difficulties will also occur with irregular boundaries. Approximations for the partial derivatives may be obtained in terms of the appropriate fractions of $h$ between the central node and the boundary, but the matrix of coefficients is no longer symmetric, and so requires more computer storage space.

A third approach is:-

## (c) Energy methods

In (b) it is shown that an approximate solution is obtained for an exact differential equation. In an energy method, a deflected shape or stress pattern in terms of unknown parameters is
initially assumed. For example, the deflected shape of a beam may be assumed to be given by $\mathbf{w}={ }_{i=0}^{\infty} c_{i} \phi_{i}(x)$ where the $\phi^{\prime}$ s are known functions of $x$.

It is then possible to determine the strain energy of the solid and potential energy of the applied loads in terms of the unknown coefficients $c_{i}$, and by using the principle of stationary total potential energy (or complementary energy in the case of an assumed stress variation) the values of these coefficients may be found.

Problems on plate deflection are very satisfactorily handled by energy methods, and one example is shown below.


Fig. 5B
Consider a rectangular plate of uniform thickness which is simply supported at all edges and subjected to a uniform pressure $p$. In this case an infinite series is to be used and the chosen shape must satisfy the geometric boundary conditions, i.e. $w=0$ at $x=0$ and $a$, and at $y=0$ and $b$.

A possible shape is then:-

$$
w=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} c_{m n} \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b}
$$

For plates of polygonal form which are supported along their edges the strain energy $U=\frac{D}{2} \iint\left[\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right]^{2} d x d y$

$$
\text { where } D=\frac{E h^{3}}{12\left(1-v^{2}\right)}
$$

Hence $U=\frac{\pi^{4} D a b}{8} \sum \sum c_{m n}^{2}\left[\frac{m^{2}}{a^{2}}+\frac{n^{2}}{b^{2}}\right]^{2}$

Also the potential energy of the loads $\Omega=-\iint \mathrm{pwdx} d y$
gives $\Omega=-p \sum \sum \frac{a b}{\pi^{2}} \frac{c_{m n}}{m n}(\cos m \pi-1)(\cos n \pi-1)$ which is zero for even
values of $m$ and $n$.

The total potential energy $V=U+\Omega$
and for $\delta V$ to be zero $\frac{\partial V}{\partial c_{m n}}=0$
which gives $c_{m n}=\frac{16 \mathrm{pa}^{4}}{\pi D} \frac{1}{m n\left[m^{2}+\left(\frac{1}{r}\right)^{2}\right]^{2}} \quad$ where $r=\frac{b}{a}$

The deflection at the centre of the plate is then

$$
\begin{aligned}
w_{c} & =\sum_{m=1,3}^{\infty} \sum_{n=1,3}^{\infty} c_{m n} \sin \frac{m \pi}{2} \sin \frac{n \pi}{2} \\
& =\sum \sum(-1)^{\frac{m+n}{2}+1} c_{m n}
\end{aligned}
$$

A simple computer program was written to determine the values of $c_{m n}$ and the central deflection from their summation. It was found that the coefficients decay rapidly and only 25 were taken (i.e. $m, n=1,3 \ldots 9$ ). The results obtained for plates of various shapes are given below.

| $\mathrm{b} / \mathrm{a}$ | Central deflection |
| :---: | :--- |
| 1.0 | $0.00406 \frac{\mathrm{pa}^{4}}{\mathrm{D}}$ |
| 1.2 | 0.00565 |
| 1.4 | 0.00709 |
| 1.6 | 0.00831 |
| 1.8 | 0.00932 |
| 2.0 | 0.01013 |
| 3.0 | 0.01224 |
| 4.0 | 0.01300 |
| 5.0 | 0.01322 |

TABLE 5.1

These results are almost identical with those given by Timoshenko [5].

The results given in Table 5.1 were obtained from an exact solution containing an infinite number of terms, although, of course, only a finite number can be evaluated.

Alternatively the Rayleigh-Ritz method may be used to give a series solution which contains a finite number of terms each of which must satisfy the geometrical boundary conditions. The number of terms required is first decided, and it is then only necessary to find the coefficient of each term. For example, in the plate bending problem already considered, a deflected shape described by
$w=c_{1} \sin \frac{\pi x}{a} \sin \frac{\pi y}{b}+c_{2} \sin \frac{3 \pi x}{a} \sin \frac{3 \pi y}{b}$ could be chosen. By using the principle stationary total potential energy $\frac{\partial U}{\partial c_{1}}=0$ and $\frac{\partial U}{\partial c_{2}}=0$, and hence $c_{1}$ and $c_{2}$ may be found.

It is not even necessary for the series to be of the same type as the exact solution, so that in the plate bending problem, instead of a trigonometrical series the very simply described shape $w=c\left(\frac{a}{2}-x\right)^{2}\left(\frac{b}{2}-y\right)^{2}$ could be assumed. Then, as before, $c$ is found from $\frac{\partial U}{\partial C}=0$.

Similarly the deflected shape of a beam could be assumed to be given by the 4 -term polynomial series $w=c_{i} x^{i} \quad(i=0,1,2,3)$ and again the values of $c_{i}$ are found from $\frac{\partial U}{\partial c_{i}}=0$.

With a good choice of shape function, the Rayleigh-Ritz method can give extremely accurate results, and this is the basis of the finite element methods described below and used extensively in Chapter 6.
(d) The finite element method

Instead of choosing a particular deflection shape for the whole solid, the region may be considered to consist of a number (usually large) of separate finite elements, for each of which the shape function is of the same type. For example, in a plane stress situation an assumed deflection pattern $u=a_{1}+a_{2} x+a_{3} y$, and $v=a_{4}+a_{5} x+a_{6} y$ could be assumed. This will apply to each element
but the values of $a_{1}, a_{2}$ and $a_{3}$ will, in general, be different for each element, and their values are found by using the principle of stationary total potential energy.

In addition to considering the deflection within each element it is also necessary to ensure compatibility between that element and surrounding elements. Also, by using the principle of stationary total potential energy, equilibrium is satisfied on the average so that it is violated across a typical boundary.

## CHAPTER 6

## SOLUTION OF ELASTIC PROBLEMS USING FINITE ELEMENT METHODS

A solution of the cylinder problem of 4.4 was obtained in terms of the parameter $\beta$. While $\beta$ is constant for a uniform elastic cylinder, its value varies slightly for a viscoelastic material, and an "exact" solution was only obtained by neglecting this change in $\beta$. For both elastic and viscoelastic materials any change in the wall thickness will affect the value of $\beta$, and the use of a constant value can no longer be justified. An exact solution will then be much more difficult, but as the membrane stresses are easily found even when the wall thickness varies, a solution is possible if the problem of a non-uniform beam on a non-uniform flexible base can be solved. Because of the nature of this problem, it was thought that a finite element method using beam-type elements offered the best method of approach.

To obtain experience in finite element methods, uniform beams were first considered, and later the same methods were applied to a tapered beam.
6.1 Finite element of a uniform beam

Consider an element of length $\&$ of a beam of uniform flexural rigidity EI.


Fig. 6A.

$$
\text { As } M=-M_{1}+F_{1 X} X
$$

The complementary strain energy of the element $U^{*}=\int_{0}^{\ell} \frac{\left(-M_{1}+F_{1} x\right)^{2}}{2 E I} d x$
The total complementary energy $V^{*}=U^{*}+\Omega^{*}$ or $V^{*}=\frac{1}{2 E I}\left(M_{1}^{2} \ell-M_{1} F_{1} l^{2}+\frac{1}{3} F_{1}^{2} \ell^{3}\right)-F_{1} w_{1}-F_{2} w_{2}-M_{1} \theta_{1}-M_{2} \theta_{2}$

For equilibrium $F_{2}=-F_{1}$ and $M_{2}=-M_{1}+F_{1} \ell$
Hence $V^{*}$ may be expressed in terms of $F_{1}$ and $M_{1}$.
For. stationary total complementary energy $\frac{\partial V^{*}}{\partial F_{1}}=0$ and $\frac{\partial V^{*}}{\partial M_{1}}=0$
Hence equations are obtained giving $F_{1}$ and $M_{1}$ in terms of the nodal displacements.

Similar expressions are obtained for $F_{2}$ and $M_{2}$.
These equations are best expressed in matrix form

$$
\left\{\begin{array}{l}
F_{1}  \tag{6.1.1}\\
M_{1} \\
F_{2} \\
M_{2}
\end{array}\right\}=E I\left[\begin{array}{cccc}
\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} & -\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} \\
\frac{6}{\ell^{2}} & \frac{4}{\ell} & -\frac{6}{\ell^{2}} & \frac{2}{\ell} \\
-\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} & \frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} \\
\frac{6}{\ell^{2}} & \frac{2}{\ell} & -\frac{6}{\ell^{2}} & \frac{4}{\ell}
\end{array}\right] \quad\left\{\begin{array}{l}
w_{1} \\
\theta_{1} \\
w_{2} \\
\theta_{2}
\end{array}\right\}
$$

or $\{F\}=[K]\{u\}$

The same stiffness matrix is obtained by the principle of stationary total potential energy as a special case of the stiffness matrix of a tapered element of 6.4 below.

If the beam is adequately supported it will be possible to invert the stiffness matrix $[K]$ to give the inverse matrix $[K]^{-1}$

Then $\{u\}=[K]^{-1}$
and if the nodal forces are known the nodal displacements may be calculated. [9]

It will be seen that the stiffness matrix of 6.1 .1 is symmetric. If a beam is divided into several elements joined at the nodes, then at each node common to two elements the conditions of equilibrium and compatibility must apply. This means that the nodal forces for the two elements must be added, and the nodal displacements must be the same for the two elements (otherwise there will be a discontinuity in the beam). The separate stiffness matrices for the two elements may therefore be combined by adding appropriate rows and columns, thus forming the combined stiffness. matrix which is still symmetric. The formation of this combined matrix is more fully described below in 6.3 and in the Appendix.

### 6.2 Elastic structures

A structure may be regarded as an assemblage of separate members, each of which will in general have flexural and extensional deformations due to applied forces. Each of these members may be treated as a separate finite element joined to other elements at
the nodes. Equilibrium and compatibility conditions will apply at each node, so that a combined stiffness matrix for the whole structure may be formed as noted in 6.1. [10]

With certain types of structure, changes of length of the elements are small in comparison with the displacements due to bending, and under these conditions only bending effects need be considered.

## Example

A typical example of this type of structure is the Portal frame shown in Fig. 6B, where each member has a length $\ell$ and $a$ flexural rigidity EI. It is required to find the slopes and deflections at $B$ and $C$ due to a horizontal force applied at $C$.


Fig. 6B.

The structure may be regarded as an assemblage of 3 separate elements joined at $B$ and $C$ as shown in Fig. $6 C$, and changes of length of these elements will be neglected.


Fig. 6C.

For element $A B \quad u_{2}=\theta_{2}=0, \quad u_{1}=u_{b}, \quad \theta_{1}=\theta_{b}$
Then from 6.1.1 $\quad F_{1}=\frac{12 E I}{\ell^{3}} u_{b}+\frac{6 E I}{l^{2}} \theta_{b}$
and $\quad M_{1}=\frac{6 E I}{\ell^{2}} u_{b}+\frac{4 E I}{\ell} \theta_{b}$

Hence at a distance $x$ from $B$, the bending moment

$$
M=M_{1}-F_{1} x=\frac{6 E I}{\ell^{2}} u_{b}+\frac{4 E I}{\ell} \theta_{b}-\left(\frac{12 E I}{\ell^{3}} u_{b}+\frac{6 E I}{\ell^{2}} \theta_{b}\right) x
$$

Then the strain energy of $A B, U_{A B}=\int_{0}^{\ell} \frac{M^{2}}{2 E I} d x$ may be expressed in terms of $u_{b}$ and $\theta_{b}$.

For element $C D \quad u_{2}=\theta_{2}=0, \quad u_{1}=u_{C}, \quad \theta_{1}=\theta_{C}$

Since the change of length of $B C$ is assumed to be negligible $u_{c}=u_{b}$ and hence the strain energy of $C D$ is found from an identical expression to that for $U_{A B}$, except that $\theta_{b}$ is replaced by $\theta_{c}$.

For element $B C \quad v_{1}=v_{2}=0$ (since changes of length of $A B$ and $C D$ are neglected) $\theta_{1}=\theta_{b}, \theta_{2}=\theta_{c}$ (compatibility conditions for rigid joints at $B$ and $C$ ).

Then $F_{1}=\frac{6 E I}{\ell^{2}} \theta_{b}+\frac{6 E I}{\ell^{2}} \theta_{c}$
and $M_{1}=\frac{4 E . I}{\ell} \theta_{b}+\frac{2 E I}{\ell} \theta_{c}$
$M=M_{1}-F_{1} x$ may then be used to find the strain energy of $B C$, ${ }^{U}{ }_{B C}$

Then the total potential energy of the system is given by $V=\Omega+U$

$$
=-F_{c} u_{c}-M_{b} \theta_{b}-M_{c} \theta_{c}+U_{A B}+U_{B C}+U_{C D}
$$

where $F_{C}$ is the horizontal force applied at $C$, and $M_{b}$ and $M_{c}$ are the couples applied at $B$ and $C$.

Then by using the principle of stationary total potential
energy

$$
\frac{\partial V}{\partial F_{c}}=0 \text { gives } F_{c}=\frac{24 E I}{\ell^{3}} u_{c}+\frac{6 E I}{\ell^{2}} \theta_{b}+\frac{6 E I}{\ell^{2}} \theta_{c}
$$

and similar expressions may be obtained for $M_{b}$ and $M_{c}$ from

$$
\frac{\partial V}{\partial \theta_{b}}=0 \text { and } \frac{\partial V}{\partial \theta_{c}}=0
$$

Expressed in matrix form the three equations give
$\left\{\begin{array}{l}M_{b} \\ F_{c} \\ M_{c}\end{array}\right\}=E I \quad\left[\begin{array}{ccc}\frac{8}{l} & \frac{6}{l^{2}} & \frac{2}{l} \\ \frac{6}{\ell^{2}} & \frac{24}{l^{3}} & \frac{6}{l^{2}} \\ \frac{2}{\ell} & \frac{6}{l^{2}} & \frac{8}{l}\end{array}\right]\left\{\begin{array}{l}\theta_{b} \\ u_{c} \\ \theta_{c}\end{array}\right\}$

Since, in the case considered, $M_{b}=M_{c}=0$ these equations are easily solved giving

$$
\begin{align*}
& u_{c}=\frac{5}{84} \frac{F_{c} l^{3}}{E I} \\
& \theta_{b}=\theta_{c}=-\frac{F_{c} l^{2}}{28 E I} \tag{6.2.1}
\end{align*}
$$

Once the values of $u_{c}, \theta_{b}$ and $\theta_{c}$ have been found 6.1 .1 may be used to calculate the values of $M_{a}$ and $M_{b}$ (which by symmetry are respectively equal equal to $M_{d}$ and $M_{c}$ ).

$$
\begin{aligned}
& M_{a}=\frac{6 E I}{\ell^{2}} u_{b}+\frac{2 E I}{\ell} \quad \theta_{b}=\frac{2}{7} F_{c} \ell \\
& M_{b}=\frac{4 E I}{\ell} \theta_{b}+\frac{2 E I}{\ell} \quad \theta_{c}=-\frac{3}{14} F_{c}^{\ell}
\end{aligned}
$$

These results were checked by using conventional beam deflection methods, by treating $A B$ and $C D$ as cantilevers subjected to end forces and couples and joined by a third beam $B C$. The conditions of equilibrium and compatibility must again be used for $B$ and $C$. The results obtained were identical with those found by the finite element method.

### 6.3 Elastic beams

So far, each beam considered has been treated as a single finite element. In order to obtain more experience in the use of the finite element method, types of beam which are divided into several elements were next considered and the examples in this section show how the stiffness matrices for the whole beam are assembled, and check the accuracy of this method

As noted in 6.1, the stiffness matrix for an element of a uniform beam derived there may also be obtained by using the principle of stationary total potential energy. This method is used below in 6.4, and begins with an assumed deflection shape described by $w=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3}$. Now if a uniform beam is subjected to end forces and couples only, conventional beam theory shows that
the deflected shape is represented exactly by this equation, and, given the values of the forces and couples aid the end conditions, the values of the coefficients $a_{i}$ may be determined. Since the stiffness matrix for one element is derived from an assumed (correct) shape which applies to the whole beam, the beam may be considered as a single finite element. This method was in fact used for the frame of 6.2.

If, however, point loads or couples are applied at points other than the ends to use previous results the beam must be divided into separate elements so that these forces may act at nodes which are common to adjacent elements. The stiffness matrix for the whole beam is then obtained by adding the stiffness matrices of the separate elements correctly and since the matrix for each element contains only 4 rows and columns, the resultant matrix will be banded with a band width of 7 elements. Again there will be no difference between the results obtained by this method and beam theory.

Distributed loads can, however, be only approximately represented by a system of point loads at the nodes. In the case of a uniformly distributed load the force on each element will be proportional to the length of the element, and could be equally divided between its ends.

This is simple "static" lumping of the distributed load. More accurate results should be obtained by sharing out the load
from work consideration, i.e. the work done by the approximate lumped system must be equal to the work done by the distributed load.

If, however, a sufficient number of elements are used the simpler "static" lumping should give sufficiently accurate results.

## Example 1



Consider a uniform cantilever of length $L(=2 \ell)$. If this beam is divided into two elements of length $\ell, A B$ and $B C$, their stiffness matrices will be identical. For equilibrium at node B, $\Sigma F_{b}=0$ and $\Sigma M_{b}=0$ and for compatibility of adjacent elements $\left(w_{b}\right)_{A B}$ and $\left(\theta_{b}\right)_{A B}$ must be equal to $\left(w_{b}\right)_{B C}$ and $\left(\theta_{b}\right)_{B C}$ respectively. Both these sets of conditions are satisfied if the third and fourth rows and columns of $[K]_{A B}$ are added to the first and second rows and columns respectively of $[K]_{B C}$.

Using the stiffness matrix of 6.1.1 for each element, the combined stiffness matrix is:-

$$
\left[\begin{array}{cccccc}
\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} & -\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} & 0 & 0 \\
\frac{6}{\ell^{2}} & \frac{4}{\ell} & -\frac{6}{\ell^{2}} & \frac{2}{\ell} & 0 & 0 \\
-\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} & \frac{24}{\ell^{3}} & 0 & -\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} \\
\frac{6}{\ell^{2}} & \frac{2}{\ell} & 0 & \frac{8}{\ell} & -\frac{6}{\ell^{2}} & \frac{2}{\ell} \\
0 & 0 & -\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} & \frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} \\
0 & 0 & \frac{6}{\ell^{2}} & \frac{2}{\ell} & -\frac{6}{\ell^{2}} & \frac{4}{\ell}
\end{array}\right]
$$

which is still symmetric, as noted in 6.1.

Since in this case $C$ is a fixed end, $w_{c}=\theta_{C}=0$, so that the last two rows and columns of the stiffness matrix may be deleted giving the equations:-

$$
\left\{\begin{array}{c}
F_{a}  \tag{6.3.1}\\
M_{a} \\
F_{b} \\
M_{b}
\end{array}\right\}=E\left[\begin{array}{cccc}
\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} & -\frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} \\
\frac{6}{\ell^{2}} & \frac{4}{\ell} & -\frac{6}{\ell^{2}} & \frac{2}{\ell} \\
-\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} & \frac{24}{\ell^{3}} & 0 \\
\frac{6}{\ell^{2}} & \frac{2}{\ell} & 0 & \frac{8}{\ell}
\end{array}\right]\left\{\begin{array}{l}
w_{a} \\
\theta_{a} \\
\theta_{b}
\end{array}\right\}
$$

If an end load $-F$ is applied at $A$, then the nodal forces are $F_{a}=-F, M_{a}=F_{b}=M_{b}=0$. Solution of the four equations above then gives $w_{a}=-\frac{F L^{3}}{3 E I}, \quad \theta_{a}=\frac{F L^{2}}{2 E I}, \quad w_{b}=-\frac{5}{84} \frac{F L^{3}}{E I^{3}} \quad \theta_{b}=\frac{3}{8} \frac{F L^{2}}{E I}$
which agree exactly with conventional beam theory. For this particular example, as only end forces are applied, one finite element would have given exactly the same end deflection and slope, so there is no increase in accuracy due to increasing the number of elements.

## Example 2

If the beam of Example 1 carries a uniformly distributed load of $p$ per unit length along its whole length, by using "static" lumping a single finite element would approximate the distributed load by a force of $-\frac{\mathrm{pL}}{2}$ at each end. This gives an end deflection of $-\frac{\mathrm{pL}^{4}}{6 E I}$ which is $33 \%$ high compared with the result from beam theory, and an end slope of $-\frac{\mathrm{pL}^{3}}{4 E I}$ which is $50 \%$ high.

However, using two equal elements in Example 1, the nodal forces and moments at $A$ and $B$ are now $\left\{-\frac{p L}{4}, 0,-\frac{p L}{4}, 0\right\}$ and the end deflection and slope by solving equations 6.3 .1 are $-\frac{13}{96} \frac{\mathrm{pL}^{4}}{\mathrm{EI}}$ high) and $\frac{3}{16} \frac{\mathrm{pL}^{3}}{\mathrm{EI}}(12.5 \%$ high $)$. By doubling the number of elements, the errors have therefore been reduced to about a quarter of their previous values. This is because the finite element method cannot exactly represent the deflected shape of a beam carrying a distributed load, but by increasing the number of elements the difference in any one element between the actual shape of the beam and the shape given by the finite element method is drastically reduced.

To obtain an even higher degree of accuracy the cantilever was divided into 5 equal elements, and since there are 2 constraints only

10 displacements and forces need be considered giving a $10 \times 10$ stiffness matrix. For simplicity EI is taken as unity, the length of each element $\ell$ and the total load on the beam are also taken as unity. A uniformly distributed load is replaced by the nodal forces shown


Note $F_{1} F_{3} \ldots \ldots F_{9}$ are forces
$F_{2} F_{4} \ldots . . F_{10}$ are moments (all zero here)
$u_{1} u_{3} \ldots . u_{y}$ are deflections
$u_{2} u_{4} \ldots \ldots u_{10}$ are slopes

$$
\left\{\begin{array}{c}
0.1 \\
0 \\
0.2 \\
0 \\
0.2 \\
0 \\
0.2 \\
0 \\
0.2 \\
0
\end{array}\right\}=\left[\begin{array}{rrrrrrrrr}
12 & 6 & -12 & 6 & & & & & \\
6 & 4 & -6 & 2 & 0 & & & & \\
-12 & -6 & 24 & 0 & -12 & 6 & & & \\
6 & 2 & 0 & 8 & -6 & 2 & 0 & 1 & \\
& 0 & -12 & -6 & 24 & 0 & -12 & 6 & \\
& & 6 & 2 & 0 & 8 & -6 & 2 & 0 \\
& & & 0 & -12 & -6 & 24 & 0 & -12 \\
\\
& & & & 6 & 2 & 0 & 8 & -6 \\
\\
& & & & & 0 & -12 & -6 & 24 \\
\\
& & & & & & 6 & 2 & 0
\end{array}\right]\left\{\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4} \\
u_{5} \\
u_{6} \\
u_{7} \\
u_{8} \\
u_{9} \\
u_{10}
\end{array}\right\}
$$

A computer program [Prog. 2] was written to read in the forces and the non-zero elements of the stiffness matrix given above (all other elements were zero) and to solve the equations by the Gaussian elimination method, finding $u_{10}$ first and then substituting back to find the other displacements in turn [7]. The factors E, I, \& and F may then be re-introduced.

The results obtained from the computer program were:-

| Node | 1 | 2 | 3 | 4 | 5 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Deflection | 15.83 | 11.60 | 7.50 | 3.83 | $1.10 \times \frac{\mathrm{Fl}^{3}}{\mathrm{EI}}$ |
| Slope | -4.25 | -4.20 | -3.95 | -3.30 | $-2.05 \times \frac{\mathrm{Fl}^{2}}{\mathrm{EI}}$ |

where $F$ is the total load on the beam and $\ell$ is the length of each element.

The end deflection and slope are easily found from beam theory being $\frac{F(5 \ell)^{3}}{8 E I}=15.625 \frac{F \ell^{3}}{E I}$ and $-\frac{F(5 \ell)^{2}}{6 E I}=-4.167 \frac{F \ell^{2}}{E I}$ respectively. The end deflection is therefore $1.3 \%$ high and the end slope $1.6 \%$ high. These figures are acceptable for most purposes, but even more accurate values could be obtained by using more elements.

The computer program used to solve this problem is limited to cases where the beam has a uniform cross-section and all elements are of the same length. In 6.4 a finite element method is developed to allow for variation in both the depth and length of the element.

### 6.4 Finite element method applied to a tapered beam

Consider a beam of rectangular cross-section of uniform width $b$, but varying depth d. Let $w_{1} \theta_{1}$ and $w_{2} \theta_{2}$ be the deflections and slopes at the two ends of an element of length $\ell$ and let $x=0$ at the left hand end of this element.


Fig. 6D.

Assume that at a distance $x$ from this end the deflection $w$ is given by:-

$$
\begin{equation*}
w=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3} \tag{6.4.1}
\end{equation*}
$$

Then $\theta=\frac{d w}{d x}=a_{2}+2 a_{3} x+3 a_{4} x^{2}$

Then by substituting $x=0$ and $x=\ell$ in these two equations, expressions for $w_{1} \quad \theta_{1} \quad w_{2}$ and $\theta_{2}$ are obtained.

These may be written as

$$
\{u\}=[L]\{a\}
$$

where [L] is a $4 \times 4$ matrix, the elements of which are functions of the length of the element $\ell$.

Hence $\{a\}=[A]\{u\}$ where $[A]=[L]^{-1}$
The deflection at any point in the element is

$$
\begin{aligned}
w & =\left[\begin{array}{llll}
1 & x & x^{2} & x^{3}
\end{array}\right]\{a\} \\
& =\left[\begin{array}{llll}
1 & x & x^{2} & x^{3}
\end{array}\right][A]\{u\}
\end{aligned}
$$

Also the curvature of the neutral surface $\frac{1}{R}=\frac{d^{2} w}{d x^{2}}$ and the strain at a distance $y$ from the neutral surface $\varepsilon=\frac{-y}{R}$ it follows that

$$
\varepsilon=-y\left[\left(-\frac{6}{\ell^{2}}+\frac{12 x}{\ell^{3}}\right) w_{1}+\left(-\frac{4}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{1}+\left(\frac{6}{\ell^{2}}-\frac{12 x}{\ell^{3}}\right) w_{2}+\left(-\frac{2}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{2}\right]
$$

For a linear elastic material $\sigma=E \varepsilon$ and the strain energy of the element $U=\frac{1}{2} \int\{\sigma\}^{t}\{\varepsilon\} d($ vol $)$.

Hence $U=\frac{E b}{2} \iint y^{2}\left[\left(-\frac{6}{\ell^{2}}+\frac{12 x}{\ell^{3}}\right) w_{1}+\left(-\frac{4}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{1}+\left(\frac{6}{\ell^{2}}-\frac{12 x}{\ell^{3}}\right) w_{2}\right.$
$\left.+\left(-\frac{2}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{2}\right]^{2} d x d y$
or $U=\frac{E b}{2} \iint y^{2}[G(x, u)]^{2} d x d y$

Now consider the element of Fig. 6E tapering uniformly in depth from $d_{1}$ to $d_{2}$. Then $d=d_{1}-m x$ where $m=\left(d_{1}-d_{2}\right) / \ell$


Fig. 6 E .

Hence in 6.4.2 the limits for $y$ are $\pm\left(d_{1}-m x\right) / 2$ and for $x, 0$ and $\ell$

$$
\begin{aligned}
\text { Then } U & =\frac{E b}{24} \int_{0}^{\ell}\left(d_{1}-m x\right)^{3}[G(x, u)]^{2} d x \\
\text { or } U & =7\left(u_{i}\right)
\end{aligned}
$$

Also the potential energy of the nodal forces and couples

$$
\begin{equation*}
\Omega=-F_{1} w_{1}-M_{1} \theta_{1}-F_{2} w_{2}-M_{2} \theta_{2} \tag{6.4.4}
\end{equation*}
$$

and the total potential energy of the element $V=U+\Omega$ or

$$
\begin{equation*}
V=-F_{i} u_{i}+\mathcal{H}\left(u_{i}\right) \quad i=1,2,3,4 \tag{6.4.5}
\end{equation*}
$$

Then using the principle of stationary total potential energy

$$
\begin{equation*}
\delta V=0 \tag{6.4.6}
\end{equation*}
$$

and hence $F_{i}=\frac{\partial}{\partial u_{i}}\left\{\mathcal{F}\left(u_{i}\right)\right\}$

Initially, because of the complicated expressions obtained when the two terms in 6.4 . 3 are multiplied together, it was thought that, for small tapers, the $\mathrm{m}^{2}$ and $\mathrm{m}^{3}$ terms could be neglected. After multiplying other terms (i.e. terms containing $d_{1}$ and $m$ ) together and integrating 6.4.3 gives an expression in terms of $u_{i} u_{j}(i, j=1,2,3,4)$. The partial differentiation of 6.4.6. then results in an expression for each nodal force (or moment) in turn, each being a function of the $u_{i}$ 's. The 4 coefficients so obtained are the elements of one row of the stiffness matrix. Since there are 4 partial differentiations, all 4 rows of the stiffness matrix are obtained.

In matrix form this stiffness matrix is:-

$$
[K]=\frac{E b}{12}\left[\begin{array}{cccc}
\frac{d_{1}^{2}}{\ell^{3}}\left(18 d_{2}-6 d_{1}\right) & \frac{6 d_{1}^{2} d_{2}}{\ell^{2}} & -\frac{d_{1}^{2}}{\ell^{3}}\left(18 d_{2}-6 d_{1}\right) & \frac{d_{1}^{2}}{\ell^{2}}\left(12 d_{2}-6 d_{1}\right) \\
& \frac{d_{1}^{2}}{\ell}\left(d_{1}+3 d_{2}\right) & -\frac{6 d_{1}^{2} d_{2}}{\ell^{2}} & \frac{d_{1}^{2}}{\ell}\left(3 d_{2}-d_{1}\right) \\
& & \frac{d_{1}^{2}}{\ell^{3}}\left(18 d_{2}-6 d_{1}\right) & -\frac{d_{1}^{2}}{\ell^{2}}\left(12 d_{2}-6 d_{1}\right) \\
\text { Symmetric } & & \frac{d_{1}^{2}}{\ell}\left(9 d_{2}-5 d_{1}\right)
\end{array}\right]
$$

As far as the author is aware, such a stiffness matrix has not previously been presented.

## Example 1

As an initial check on the stiffness matrix of 6.4 .7 a tapered cantilever with an end load was considered


Since $w_{1}=\theta_{1}=0$

$$
\begin{aligned}
F_{2}=k_{33} W_{2}+k_{34} \theta_{2} \quad \text { where } k_{33} & =\frac{E D}{12} \cdot 10.2 \frac{d_{1}^{3}}{\ell^{3}} \\
k_{34} & =\frac{E D}{12} \cdot\left(-4.8 \frac{d_{1}^{3}}{\ell^{2}}\right) \\
M_{2}=k_{43} W_{2}+k_{44} \theta_{2} \quad \text { where } \quad k_{43} & =k_{34} \\
k_{44} & =\frac{E D}{12} 3.1 \frac{d_{1}^{3}}{\ell}
\end{aligned}
$$

Since in this case $M_{2}=0, \quad \theta_{2}=-\frac{k_{43}}{k_{44}} w_{2}$
and hence $w_{2}=\frac{0.360 F_{2} \ell^{3}}{E I_{1}} \quad$ where $\quad I_{1}=\frac{1}{12} b d_{1}^{3}$

In this case, conventional beam theory gives the solution

$$
w_{2}=\frac{12 F_{2}}{E b} \frac{l^{3}}{d_{1}^{3}}\left[\left(\frac{d_{1}}{d_{1}-d_{2}}\right)^{3} \text { en } \frac{d_{1}}{d_{2}}-\left(\frac{d_{1}}{d_{1}-d_{2}}\right)^{2}-\frac{1}{2} \frac{d_{1}}{d_{1}-d_{2}}\right]
$$

and when $\mathrm{d}_{2}=0.9 \mathrm{~d}_{1}$

$$
w_{2}=\frac{0.3605 F_{2} \ell^{3}}{E I_{1}}
$$

The finite element result is therefore about $0.1 \%$ low which seems very satisfactory.

## Example 2

As a further check it was decided to apply this method to a cantilever of parabolic profile so that by varying the lengths of the individual elements different values of the ratio $d_{1} / d_{2}$ would be used.


The beam was divided into 5 elements as shown. For convenience $d_{1}$ was taken as 1 so that $L=5$, but any other pair of values having the same ratio could be used as the deflection involves the non-dimensional factor $\left(\frac{L}{d_{1}}\right)^{3}$. Similarly the end load $F_{g}$ is also taken as unity.

A computer program (Prog.3) was written to evaluate the individual elements of the stiffness matrix, to assemble the stiffnessmatrix for the beam and to calculate the values of the displacements. After reintroduction of $F, E$ and $b$ the end deflection obtained was
$\frac{12}{\mathrm{~Eb}} .101 .68 \mathrm{~F}$.

Beam theory now gives an end deflection

$$
w=\frac{12}{E b} F \int_{0}^{5} \frac{(5-x)^{2}}{\left(1-\sqrt{\frac{x}{20}}\right)^{3}} d x
$$

This integral was evaluated numerically with the aid of a digital computer. To minimise errors, 50 divisions were used and the result obtained was

$$
w=\frac{12}{E b} 101.38 F
$$

The finite element solution is therefore about $0.3 \%$ high, which again seems quite satisfactory, especially as this error could almost certainly be reduced by dividing the beam into more elements.

The position is not however quite so satisfactory if it is observed that due to neglecting the $\mathrm{m}^{2}$ and $\mathrm{m}^{3}$ terms in 6.4.3, the stiffness matrix 6.4 .7 contains terms which are unbalanced between $d_{1}$ and $d_{2}$.

For example consider the following


Fig. 6F.
(a) has already been dealt with and gives an end deflection of $0.360 \frac{\mathrm{Fl}^{3}}{\mathrm{EI}_{1}}$ (about $0.1 \%$ error). But (b) is the same beam reversed and should give the same deflection.

The equations are now

$$
\begin{aligned}
& F=k_{11} w_{1}+k_{12} \theta_{1} \\
& 0=k_{12} w_{1}+k_{22} \theta_{1}
\end{aligned}
$$

Substituting for $k_{11} k_{12}$ and $k_{13}$ gives

$$
w_{1}=0.367 \frac{\mathrm{Fl}^{3}}{E I_{1}} \quad \text { i.e. about } 2 \% \text { error. }
$$

The error in the end deflection therefore depends on the direction of the taper, the greatest error occuring when $d_{1}<d_{2}$. This is obviously unsatisfactory as actual beams may taper in either
direction. So long as there is a lack of balance between $d_{1}$ and $d_{2}$ terms in the stiffness matrix of 6.4 .7 this difference must, however, appear, and the basic cause of this unbalance was thought to be the omission of $\mathrm{m}^{2}$ and $\mathrm{m}^{3}$ terms in the expansion of 6.4.3. The full expansion of $\left(d_{1}-m x\right)^{3}$ was accordingly used in deriving a more accurate stiffness matrix below.

### 6.5 Improved stiffness matrix for a tapered element

When the complete expansion of $\left(d_{1}-m x\right)^{3}$ is given in 6.4.3

$$
U=\frac{E b}{24} \int_{0}^{\ell}\left(d_{1}^{3}-3 d_{1}^{2} m x+3 d_{1} m^{2} x^{2}-m^{3} x^{3}\right)[G(x, u)]^{2} d x
$$

where $G(x, u)=\left(-\frac{6}{\ell^{2}}+\frac{12 x}{\ell^{3}}\right) w_{1}+\left(-\frac{4}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{1}+\left(\frac{6}{\ell^{2}}-\frac{12 x}{\ell^{3}}\right) w_{2}+\left(-\frac{2}{\ell}+\frac{6 x}{\ell^{2}}\right) \theta_{2}$

If partial differentiation with respect to $u_{i}$ is carried out before integration then

$$
F_{i}=\frac{\partial U}{\partial u_{i}}=\frac{E b}{12} \int_{0}^{\ell}\left(d_{1}-m x\right)^{3} G(x, u) g_{i} d x
$$

where $g_{i}$ is the coefficient of $u_{i}$ in $G(x, u)$

Since $G(x, u)$ contains terms in $W_{1} \theta_{1} W_{2} \theta_{2}$ the expression for $\mathrm{F}_{\mathbf{i}}$ will be of the form $\mathrm{k}_{\mathbf{i}_{1}} \mathbf{w}_{1}+\mathrm{k}_{\mathbf{i}_{2}} \theta_{1}+\mathrm{k}_{\mathbf{i}_{3}} \mathbf{w}_{2}+\mathrm{k}_{\mathbf{i}_{4}} \theta_{2}$ and each of the $k_{i j}(i=1,2,3,4 ; j=1,2,3,4)$ must be found separately.

For example consider the coefficient of $\theta_{1}$ in the expression for $F_{1}$ i.e. $k_{12}$.

For convenience $\ell$ is taken as unity. Since the dimensions of each $k_{i j}$ are known $\ell, \ell^{2}$ or $\ell^{3}$ is easily inserted as appropriate at a later stage.

$$
k_{12}=\frac{E b}{12} \int_{0}^{1}\left(d_{1}^{3}-3 d_{1}^{2} m x+3 d_{1} m^{2} x^{2}-m^{3} x^{3}\right)(-4+6 x)(-6+12 x) d x
$$

After multiplication and integration the substitution $m=\left(d_{1}-d_{2}\right) / \ell$ is made $\left(m=d_{1}-d_{2}\right.$ in this case where $\ell$ is taken as unity)
and re-introducing the $\ell$

$$
\mathrm{k}_{12}=\frac{E b}{12} \cdot \frac{1}{\ell^{2}}\left(3 \mathrm{~d}_{1}^{3}+1.2 \mathrm{~d}_{1}^{2} \mathrm{~d}_{2}+0.6 \mathrm{~d}_{1} \mathrm{~d}_{2}^{2}+1.2 \mathrm{~d}_{2}^{3}\right)
$$

The other 15 elements of the stiffness matrix are found in the same way. The complete matrix is


While these expressions are more complicated than those obtained using only a partial expansion of $\left(d_{1}-m x\right)^{3}$, the discrepancy between right- and left-hand versions of the same beam now disappears and it is found that bigger differences between $d_{1}$ and $d_{2}$ compared with the
values used in 6.4 can be used without increasing the errors in the displacements.

It will also be seen in 6.5 .1 above, that when the taper is zero $d_{1}=d_{2}$ and the stiffness matrix here and the less accurate version of $6,4.7$ reduce to exactly the same form as the stiffness matrix derived for a uniform beam in 6.1.1 since $\frac{b d_{1}^{3}}{12}=I$.

As a check of this improved stiffness matrix, a cantilever was considered as a single element acted on by an end force and an end couple separately.

An expression for the end deflection of a cantilever subjected to an end force has already been found

$$
w=\frac{12 F}{E b} \frac{l^{3}}{d_{1}^{3}}\left[\frac{d_{1}^{3}}{\left(d_{1}-d_{2}\right)^{3}} \ln \left(\frac{d_{1}}{d_{2}}\right)-\frac{d_{1}^{2}}{\left(d_{1}-d_{2}\right)^{-}}-\frac{d_{1}}{2\left(d_{1}-d_{2}\right)}\right]
$$

Similarly if an end couple $M$ is applied, the end deflection may be shown to be
$w=\frac{6 M \ell^{2}}{E b d_{1}^{2} d_{2}} \quad$ where $d_{2}$ is the depth of the beam at its free end.

For various values of $d_{2} / d_{1}$ the end deflections were calculated for an end force and an end couple acting separately using these expressions. Values of end deflections were also found for a single finite element using the stiffness matrix of 6.5.1 and the
error in the value obtained by the finite element method was found in each case. The results are shown in Table 6.1.

| Ratio of depths <br> $d_{2} / d_{1}$ | Percentage error in end deflection |  |
| :---: | :---: | :---: |
| End force | End couple |  |
| 0.1 | -9.5 | -30.2 |
| 0.2 | -1.4 | -2.4 |
| 0.5 | -1.9 | +3.4 |
| 0.8 | -0.5 | +0.2 |
| 1.0 | 0 | 0 |
| 1.25 | -1.0 | -0.2 |
| 1.5 | -3.6 | -1.5 |
| 2.0 | -12.3 | -7.3 |
| 5.0 | -61.3 | -54.1 |

## TABLE 6.1

While these results will not necessarily apply to beams with other types of loading, the similarity between the errors for a force and a couple suggest that they may at least be used as a guide. It will be seen that within the range $0.8<d_{2} / d_{1}<1.25$ errors do not exceed $1 \%$ and it is suggested that values within this range should be used.

It is interesting to note that errors for both forces and couples increase rapidly at values of $\mathrm{d}_{2} / \mathrm{d}_{1}$ of about 0.2 and 1.5 . It will be noted that 1.5 is not the reciprocal of 0.2 and the errors at
$d_{2} / d_{1}=\frac{1}{0.2}=5$ are very different from the errors at $d_{2} / d_{1}=0.2$. This lack of symmetry between the two ends of the beam was thought worthy of further investigation.

### 6.6 Further investigation of the errors in the end deflection of a finite element of varying taper

As shown in Table 6.1 above, for values of $d_{2} / d_{1}$ outside the range 0.8 to 1.25 , the stiffness matrix of 6.5 .1 gives increasingly inaccurate results for the end deflection of a cantilever using only one element. To investigate this effect, the cantilever of Fig. 6G. with an end couple was considered.


Fig. 6G

From the usual expression for the curvature of a beam
EI $\frac{d^{2} w}{d x^{2}}=M$, and noting that $I=\frac{b}{12}\left(d_{1}-m x\right)^{3}$ it may be shown that the deflection w is given by

$$
\begin{equation*}
\text { w } \frac{E b}{12 M}=\frac{1}{2 m^{2}\left(d_{1}-m x\right)}-\frac{x}{2 m d_{1}^{2}}-\frac{1}{2 m^{2} d_{1}} \tag{6.6.1}
\end{equation*}
$$

If $-1<\left(1-\frac{d_{2}}{d_{1}}\right) \frac{x}{\ell}<1$, the first term may be expanded as a series giving

$$
\begin{equation*}
w \cdot \frac{E b}{12 M}=\frac{1}{2 d_{1}^{3}} x^{2}+\frac{1-r}{2 d_{1}^{3} l^{3}} x^{3}+\frac{(1-r)^{2}}{2 d_{1}^{3} l^{2}} x^{4} \ldots+\frac{1}{2 d_{1}^{3}}\left(\frac{1-r}{l}\right)^{p-2} x^{p}+\ldots \tag{6.6.2}
\end{equation*}
$$

where $r=d_{2} / d_{1}$.

It may be noted that if $r=1$ (i.e. a uniform beam) all terms except the first are zero, so that an exact value of $w$ is obtained with a single term.

Now for a single finite element, the assumed shape is given by

$$
\begin{equation*}
w=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3} \tag{6.6.3}
\end{equation*}
$$

From the known end conditions $\mathbf{w}_{1}=\theta_{1}=0$ and the known nodal forces $F_{2}=0, \quad M_{2}=M$ the end deflection $W_{2}$ and the end slope $\theta_{2}$ may be found by using the stiffness matrix 6.5.1. Then since $w_{1}=\theta_{1}=0$, obviously in 6.6 .3 above $a_{1}=a_{2}=0$ and from the values of $w_{2}$ and $\theta_{2}, a_{3}$ and $a_{4}$ may be found.

These are

$$
\begin{aligned}
& a_{3}=\frac{12 M}{E b} \frac{2.5\left(8 r^{2}+3 r-1\right)}{d_{1}^{3}\left(r^{6}+4 r^{5}+10 r^{4}+20 r^{3}+10 r^{2}+4 r+1\right)} \\
& a_{4}=\frac{12 M}{E b} \quad \frac{2.5\left(-3 r^{3}-r^{2}+r+3\right)}{d_{1}^{3} \ell\left(r^{6}+4 r^{5}+10 r^{4}+20 r^{3}+10 r^{2}+4 r+1\right)}
\end{aligned}
$$

By comparing the coefficients of 6.6 .2 and 6.6 .3 it will be seen that although the two expansions agree in that the constant and the coefficient of $x$ are both zero, the coefficients of $x^{2}$ and $x^{3}$ are different. The assumed series 6.6 .3 does not merely truncate 6.6 .2 but modifies the first two coefficients.

It is therefore not possible to find the error in the finite element solution by summing terms containing $\mathrm{x}^{4}$ and higher powers in 6.6.2 but since 6.6 .1 is exact, the difference between 6.6 .3 and 6.6 .1
will give the error. Hence by substituting $x=\ell$ in these two equations the error in the end deflection is found.

This is $\left[\frac{5 r\left(5 r^{3}+2 r^{2}+r+2\right)}{r^{6}+4 r^{5}+10 r^{4}+20 r^{3}+10 r^{2}+4 r+1}-1\right] \times 100 \%$

Substitution of a particular value of $r$ in 6.6 .4 is found to give the same value as that obtained by direct comparison and previously recorded in Table 6.1.

Since with this particular type of loading $a_{1}=a_{2}=0$
6.6.3 reduces to $w=a_{3} x^{2}+a_{4} x^{3}$

$$
\text { and } \frac{d^{2} w}{d x^{2}}=2 a_{3}+6 a_{4} x
$$

There will therefore be a point of contraflexure when $2 a_{3}-6 a_{4} x=0$ i.e. when $x=-a_{3} / 3 a_{4}$.

Now if $a_{3}$ and $a_{4}$ have opposite signs this will give a positive value of $x$.
$r<1 \quad a_{4}$ is positive for all values of $r$
$a_{3}$ is negative if $8 r^{2}+3 r-1<0$ i.e. when $r<0.21$ (the only positive value of $r$ )
$r>1 \quad a_{3}$ is positive for all values of $r$ $a_{4}$ is negative for all values of $r$

Hence $-a_{3} / 3 a_{4}$ is always positive but if $\frac{-\left(8 r^{2}+3 r-1\right) \ell}{3\left(-3 r^{3}-r^{2}+r+3\right)}<\ell$
the point of contraflexure will lie within the length of
the beam. This occurs if $r>1.5$ approx.

If therefore $r<0.21$ or $r>1.5$ the point of contraflexure will lie within the length of the beam and will move towards the fixed end as $r$ becomes smaller or greater respectively. The difference between the actual and assumed shapes of the beam will then increase rapidly


It is gratifying to observe that these two values of $r$ are in complete agreement with values of 0.2 and 1.5 already noted from Table 6.1 at which errors begin to increase rapidly.

It should perhaps be repeated that while these exact results will not necessarily apply to other types of loading there is evidence to suggest that similar values of $r$ will be obtained, so on no account should $r$ be less than 0.2 or greater than 1.5

It is probably safer to use a more restricted range $0.8<r<1.25$ to obtain a higher degree of accuracy, while if the stiffness matrix of 6.5 .1 is applied to a uniform beam the error in the end deflection is zero.

In view of the results obtained here, the stiffness matrix of 6.5.1 was used in subsequent work, the above limits on the ratio of depths being observed.

### 6.7 End deflection of a uniform wedge

In 6.6 the behaviour of a single tapered element of a beam was investigated. In cases where a distributed load is applied, the beam must be divided into a number of elements so that equivalent "lumped" loads may be applied at the nodes. It was thought that the wedge shown in Fig.6.H a problem for which an exact solution has been obtained in 3.3 would be a suitable test for the finite element method using the improved stiffness matrix of 6.5.1. For comparison the end deflection given by eilementary beam theory was also calculated.


The three methods used to find the end deflection were:-
(a) Exact solution using the methods of the theory of elasticity. The result found in 3.3 .6 above is repeated here

$$
w=\frac{p l}{E(\tan \alpha-\alpha)}\left[(1+v)+(1-v) \frac{\alpha}{\tan \alpha}+2 \ell n(\sec \alpha)\right]
$$

(b) Elementary beam theory

$$
\begin{equation*}
\text { This gave } w=\frac{6 p \ell}{E \tan ^{3} \alpha} \tag{6.7.1}
\end{equation*}
$$

(c) Finite element solution using the improved stiffness matrix for a tapered beam-type element of 6.5.1. In this case 20 elements were used, for the first 19 of which a ratio $d_{2} / d_{1}=0.8$ was used. The lengths of the elements will therefore decrease as the free end of the beam is approached, but these 19 elements will account for $98.6 \%$ of the length of the beam.

The length of the twentieth element will then be the remaining $1.4 \%$ of the length of the beam and $d_{2}$ will be zero. This value of $d_{2}$ may give rise to considerable error for this particular element, but since it represents such a small part of the whole the effect on the beam as a whole should be negligible. The stiffness matrix for the beam was assembled and the displacements calculated by means of a computer program (Prog.4.).

The results obtained for the end deflection using the three methods are shown in Table 6.2.

| Angle <br> $\alpha$ degrees | End deflection $\div \mathrm{pl} / \mathrm{Eb}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | (a)Exact solution | (b) Beam theory | (c) Finite element <br> (20 elements) |
| 5 | 9027.2 | 8959.8 | 8954.3 |
| 10 | 1127.9 | 1094.5 | 1093.8 |
| 15 | 333.9 | 311.9 | 311.7 |
| 20 | 140.6 | 124.4 | 124.4 |
| 25 | 71.8 | 59.2 | 59.1 |
| 30 | 41.3 | 31.2 | 31.2 |

TABLE 6.2

It will be seen that (b) and (c) give almost identical results for all values of $\alpha$, thus providing another check on the use of the finite element method. It is interesting to note that both these methods will give inaccurate results since they both neglect all stresses except the longitudinal stress, while method (a) allows for all three coplanar stresses. The resulting error is however only about $0.5 \%$ when $\alpha=5^{\circ}$, but this increases to about $25 \%$ when $\alpha=30^{\circ}$. This confirms that the simple beam theory will give satisfactory results providing the depth of a beam is small in comparison with its length, but as these two dimensions become similar the beam theory will give increasingly inaccurate results.
6.8 Effect of shear stress on the stiffness matrix of an element of a beam

Table 6.2 shows that the finite element method gives rather
poor results for the end deflection of a wedge as the angle of taper increases. This is almost completely due to the neglect of shear stresses which will affect the beam deflection appreciably for large tapers. Severn shows [11] how the effect of shear stress may be allowed for in the stiffness matrix of a parallel beam. This method assumes that stresses vary in a particular way, and to obtain experience in the use of this method the stiffness matrix for a uniform beam was first derived, and the same method was then applied to a tapered element.


The assumed stresses for the element shown in Fig. 6J were:Bending stress $\sigma=y\left(A_{1}+A_{2}\right) x$ Shear stress $\tau=\left(1-4 y^{2} / d^{2}\right) A_{3}$

Fig. 6J.

Also from Fig. 6 J
$\sigma=M_{1} y / I-F_{1} x y / I$
Comparison of the coefficients of 6.8 .1 and 6.8 .2 gives $A_{1}$ and $A_{2}$. Equilibrium of stresses requires that $\frac{\partial \sigma}{\partial x}+\frac{\partial \tau}{\partial y}=0$ and hence $A_{3}$ may be found.

Assume initially that the right hand end of the element is fixed Then $\left\{\begin{array}{l}\sigma \\ \tau\end{array}\right\}=\left[\begin{array}{cc}\left(-12 / b d^{3}\right) x y & \left(12 / b d^{3}\right) y \\ f & 0\end{array}\right] \cdot\left\{\begin{array}{l}F_{1} \\ M_{1}\end{array}\right\}$ where $f=(-3 / 2 b d)\left(1-4 y^{2} / d^{2}\right)$
and hence

$$
\left\{\begin{array}{l}
\varepsilon \\
\gamma
\end{array}\right\}=\frac{1}{E}\left[\begin{array}{cc}
\left(-12 / b d^{3}\right) x y & \left(12 / b d^{3}\right) y \\
2(1+\nu) f & 0
\end{array}\right]\left\{\begin{array}{l}
F_{1} \\
M_{1}
\end{array}\right\}
$$

For a linear elastic material the complementary strain energy is equal to the strain energy

Hence $\quad U^{*}=b \int_{0}^{\ell} d x \int_{0}^{\frac{d}{2}}\{\sigma\}^{t}\{\varepsilon\} d y$

$$
\begin{equation*}
=\frac{1}{E b} \int_{0}^{\ell}\left(\frac{6}{d^{3}} x^{2} F_{1}^{2}+\frac{6}{5} \frac{(l+v)}{d} F_{1}^{2}-\frac{12}{d^{3}} x F_{1} M_{1}+\frac{6}{d^{3}} M_{1}^{2}\right) d x \tag{6.8.3}
\end{equation*}
$$

(a) Uniform element

Since $d$ is constant 6.8 .3 is easily integrated giving
$U^{*}=\frac{1}{E b}\left[\frac{2}{d^{3}} \ell^{3} F_{1}^{2}+\frac{6}{5}(1+v) \frac{\ell}{d} F_{1}^{2}-\frac{6}{d^{3}} \ell^{2} F_{1} M_{1}+\frac{6}{d^{3}} \ell M_{1}^{2}\right]$

Also the complementary energy of the nodal forces is

$$
\Omega^{*}=-F_{1} w_{1}-M_{1} \theta_{1}
$$

and the total complementary energy

$$
V^{*}=U^{*}+\Omega^{*}
$$

Using the principle of stationary total complementary energy

$$
\delta V^{*}=0 \quad \therefore W_{1}=\frac{\partial U^{*}}{\partial F_{1}} \text { and } \theta_{1}=\frac{\partial U^{*}}{\partial M_{1}}
$$

Hence from 6.8.4

$$
\left\{\begin{aligned}
w_{1} \\
\theta_{1}
\end{aligned}\right\}=\frac{1}{E}\left[\begin{array}{ll}
r_{1} & r_{2} \\
r_{2} & r_{3}
\end{array}\right]\left\{\begin{array}{l}
F_{1} \\
M_{1}
\end{array}\right\} \quad \begin{aligned}
\text { where } r_{1} & =\frac{4 l^{3}}{b d^{3}}+\frac{12}{5}(1+\nu) \frac{l}{b d} \\
r_{2} & =-\frac{6 l^{2}}{b d^{3}} \\
r_{3} & =\frac{12 \ell}{b d^{3}}
\end{aligned}
$$

The flexibility matrix may be inverted, and substituting for $r_{1}, r_{2}$ and $r_{3}$

$$
\left\{\begin{array}{l}
F_{1} \\
M_{1}
\end{array}\right\}=\frac{12}{l^{2}+12 g} \quad \frac{E I}{\ell}\left[\begin{array}{cc}
1 & \frac{\ell}{2} \\
\frac{\ell}{2} & \frac{l^{2}}{3}+g
\end{array}\right]\left\{\begin{array}{l}
w_{1} \\
\theta_{1}
\end{array}\right\} \text { where } g=(1+v) d^{2} / 5
$$

This gives only one quarter of the stiffness matrix for the element, but using $i t s$ symmetry $k_{i j}=k_{j i}$.

> Also equilibrium conditions required that $F_{2}=-F_{1}$ so that $k_{3 j}=-k_{1 j}$, and $M_{2}=F_{1} \ell-M_{1}$ giving $k_{4 j}=\ell k_{1 j}-k_{2 j}$.

The complete stiffness matrix is then found to be

$$
\frac{12}{\ell^{2}+12 g} \frac{E I}{\ell}\left[\begin{array}{cccc}
1 & \frac{\ell}{2} & -1 & \frac{\ell}{2}  \tag{6.8.5}\\
& \frac{\ell^{2}}{3}+g & -\frac{\ell}{2} & \frac{\ell^{2}}{6}-g \\
& & 1 & -\frac{\ell}{2} \\
\text { Symmetric } & & \frac{\ell^{2}}{3}+g
\end{array}\right]
$$

which agrees with the result obtained by Severn.
(b) Tapered element

If $d_{1}$ and $d_{2}$ are the depths at the ends. of the beam (see Fig. $6 E$ of 6.4$)$, then, assuming uniform taper $d=d_{1}-m x$ where $m=\left(d_{1}-d_{2}\right) / l$.

Hence from 6.8.3
$U^{*}=\frac{1}{E b}\left[\left\{\frac{3}{m} \frac{l^{2}}{d_{2}^{2}}-\frac{6}{m^{2}} \frac{l}{d_{2}}+\frac{6}{m^{3}} \ln \left(\frac{d_{1}}{d_{2}}\right)+\frac{6}{5}(1+\nu) \frac{1}{m} \ln \left(\frac{d_{1}}{d_{2}}\right)\right\} F_{1}^{2}\right.$

$$
\left.-\left\{\frac{6}{m} \frac{\ell}{d_{2}^{2}}-\frac{6}{m^{2}}\left(\frac{1}{d_{2}}-\frac{1}{d_{1}}\right)\right\} F_{1} M_{1}+\frac{3}{m}\left\{\frac{1}{d_{2}^{2}}-\frac{1}{d_{1}^{2}}\right\} M_{1}^{2}\right]
$$

Again $w_{1}=\frac{\partial U^{*}}{\partial F_{1}}$ and $\theta_{1}=\frac{\partial U^{*}}{\partial M_{1}}$

Hence $\left\{\begin{array}{l}w_{1} \\ \theta_{1}\end{array}\right\}=\frac{1}{E} \quad\left[\begin{array}{ll}r_{1} & r_{2} \\ r_{2} & r_{3}\end{array}\right] \quad\left\{\begin{array}{l}F_{1} \\ M_{1}\end{array}\right\}$
where $\quad r_{1}=\frac{6}{m} \frac{l^{2}}{d_{2}^{2}}-\frac{12}{m^{2}} \frac{l}{d_{2}}+\left\{\frac{12}{m^{3}}+\frac{12}{5} \frac{(1+v)}{m}\right\} \ln \left(\frac{d_{1}}{d_{2}}\right)$

$$
\begin{align*}
& r_{2}=-\left\{\frac{6}{m} \frac{l}{d_{2}^{2}}-\frac{6}{m^{2}}\left(\frac{1}{d_{2}}-\frac{1}{d_{1}}\right)\right\}  \tag{6.8.6}\\
& r_{3}=\frac{6}{m}\left(\frac{1}{d_{2}^{2}}-\frac{1}{d_{1}^{2}}\right)
\end{align*}
$$

As in (a), the flexibility matrix may be inverted to give one quarter of the stiffness matrix for the element and the same methods as in (a) may be used to find the other elements of the matrix.

$$
\text { Hence }[K]=\frac{E b}{r_{1}-r_{4}}\left[\begin{array}{cccc}
1 & \frac{\ell d_{1}}{d_{1}+d_{2}} & -1 & \frac{\ell d_{2}}{d_{1}+d_{2}} \\
& \frac{r_{1}}{r_{3}} & -\frac{\ell d_{1}}{d_{1}+d_{2}} & \frac{\ell^{2} d_{1}}{d_{1}+d_{2}}-\frac{r_{1}}{r_{3}} \\
& & 1 & \frac{\ell d_{2}}{d_{1}+d_{2}}  \tag{6.8.7}\\
\text { Symmetric } & & \frac{r_{1}}{r_{3}}-\frac{\ell^{2}\left(d_{1}-d_{2}\right)}{d_{1}+d_{2}}
\end{array}\right]
$$

```
where \(\quad r_{1}, r_{2}, r_{3}\) are as given in 6.8.6
    and \(\quad r_{4}=r_{2}^{2} / r_{3}\)
```

It may be shown that when $d_{1}=d_{2}$ the stiffness matrix of 6.8.7 reduces to exactly the same form as the matrix of 6.8 .5 derived for a uniform element.

It was initially found that the stiffness matrix of 6.8 .7 was giving very inaccurate values for the end deflection of a tapered cantilever. Further investigations showed that the error appeared to be in the calculated value of $r_{1}$. It was further found that the first two terms in the expression for $r_{1}$ in 6.8 .6 almost exactly cancelled $\frac{12}{m^{3}} \ln \left(\frac{d_{1}}{d_{2}}\right)$ in the last term, so that a small error in any one of these terms could result in a very large error in the value of $r_{1}$.

This difficulty was avoided by writing $\frac{d_{1}}{d_{2}}$ as $1-\left(\frac{d_{1}}{d_{2}}-1\right)$ and so expanding $\ln \left(\frac{d_{1}}{d_{2}}\right)$ as a series. This is only possible if $-1<\frac{d_{1}}{d_{2}}-1<1$ or $0<\frac{d_{1}}{d_{2}}<2$. It is then found that the first two terms of $r_{1}$ cancel with the first two terms of the expansion after multiplication by $-\frac{12}{m^{2}}$ so that

$$
\begin{align*}
r_{1}= & 12 \frac{l^{3}}{d_{2}^{3}}\left\{\frac{1}{3}-\frac{1}{4}\left(\frac{d_{1}}{d_{2}}-1\right)+\frac{1}{5}\left(\frac{d_{1}}{d_{2}}-1\right)^{2}-\frac{1}{6}\left(\frac{d_{1}}{d_{2}}-1\right)^{3}+\ldots\right\} \\
& +\frac{12}{5}(1+v) \frac{\ell}{d_{1}-d_{2}} \ln \left(\frac{d_{1}}{d_{2}}\right) \tag{6.8.8}
\end{align*}
$$

A computer will easily sum this series to any required degree of accuracy. It was found that inclusion of terms greater than $10^{-4}$ gave satisfactory results and this required the evaluation of 8 terms when $d_{1} / d_{2}=1.25$, but note that the series will converge increasingly slowly as $d_{1} / d_{2}$ approaches 2 or 0 . In the case of the upper limit this difficulty can be avoided by increasing the number of elements, but there appears to be no way of overcoming the difficulty as $d_{1} / d_{2}$ approaches 0 .

Reference to 6.8 .6 shows that when $d_{1}\left(\right.$ or $\left.d_{2}\right)=0$ then $r_{1}, r_{2}$ and $r_{3}$ all become infinite and it is therefore impossible to evaluate the elements of the stiffness matrix of 6.8.7. This difficulty appears to arise from the physical nature of the problem of a beam of zero depth carrying a shear force and therefore subjected to an infinite shear stress. In the case of the uniform wedge tapering to a point discussed later in this section, a satisfactory result was obtained by using a small but finite depth at the pointed end. This may introduce a small error, but does enable a solution to be obtained.

The uniform wedge previously considered in 3.3 and 6.7 gave solutions which were in good agreement for small values of $\alpha$, but the finite element method of 6.7 gave increasingly poor results as $\alpha$ increased, due to the total neglect of the effects of shear stress. This problem was re-examined using the stiffness matrix of 6.8.7. Unfortunately, as noted above, $r_{1}, r_{2}$ and $r_{3}$ all became infinite for the last element where $d_{2}=0$. To avoid this difficulty a common ratio $d_{2} / d_{1}=0.9$ was used for 85 elements which accounted for
$99.99 \%$ of the beam. The remaining $0.01 \%$ was neglected. It was also thought possible that replacing a distributed load by a number of point loads might affect the shear deflection as a constant shear force is assumed in each element whereas it actually varies. (The same problem is not encountered with moments as the finite element method allows for variation of bending moment within the element). A second solution was therefore obtained for 100 elements of equal length and assuming an arbitrary ratio $d_{2} / d_{1}=0.5$ for the last element The results obtained by these two methods were almost identical, thus confirming that the neglect of the last element and the arbitrary ratio chosen for $d_{2} / d_{1}$ have negligible effect on the end deflection.

Taking the solution from the stress function of 3.3 as exact and taking $\nu=0.3$, Fig.6.8.1 shows how the errors for the two finite element solutions, i.e. (a) neglecting and (b) allowing for shear stress, vary with the angle of taper. It will be seen that both methods give reasonable results up to about $10^{\circ}$, and the solution using shear stress gives acceptable results up to perhaps $20^{\circ}$. For larger angles the errors increase rapidly, and the allowance for shear stress appears almost exactly to halve the error obtained when shear stress is neglected. Unfortunately the assumed stress pattern of 6.8 .1 differs increasingly from the actual stress distribution, sothat even 6.8 .7 gives poor results for large angles.

The assumed stresses are easily calculated from 6.8.1 and the exact expressions for the stresses $\sigma_{r}$ etc. in a uniform wedge have already been derived in 3.3.5. By the usual method of transformation

of coordinates it is then possible to find the stresses $\sigma_{x}$ and $\tau_{x y}$ corresponding to the assumed bending and shear stresses.

Fig. 6.8.2 shows that for angle of taper of $10^{\circ}$ it is not possible to show any difference between the exact and assumed values of $\sigma_{x}$, and while the exact and assumed shear stresses differ considerably their values are small in comparison with $\sigma_{x}$. At $50^{\circ}$ exact and assumed values of $\sigma_{x}$ are still in reasonable agreement, but because of the much larger relative values of $\tau_{x y}$ compared with the $10^{\circ}$ taper the great differences between exact and assumed values are now of considerable importance. As Fig. 6.8 .2 shows, at $50^{\circ}$ the error in the end deflection is about $27 \%$ and becomes even greater at larger angles.

### 6.9 General solution for a tapered beam

So far, only cantilevers had been considered, and because the same two displacements were always zero, a particular type of stiffness matrix was obtained. In this section a solution was obtained for a beam with any number of supports (rigid or elastic) which could be at any point on the beam. A computer program (Prog.5) was written to compile the stiffness matrix and to determine the displacements in the usual way. The improved stiffness matrix of 6.5 .1 was used, so that the effect of shear stress was neglected, but this will have negligible effect in most beam problems. If, however, it is desired to include shear effects, the stiffness matrix 6.8 .7 could be used instead of 6.5 .1 giving increased accuracy (slight in most cases) at the expense of increased computation time.


In order to allow a support at any node, if the beam is divided into $N$ elements, the stiffness matrix must contain $2 N+2$ rows. The appropriate row and column are then deleted for each rigid support since the displacement is then zero. This procedure is described in more detail in the Appendix.

Once the displacements have been calculated it is then a simple matter to substitute back to find the nodal forces and couples, and so to calculate the maximum bending stress at each node. Prog 5 was written so that all these values could be determined.

The values of the forces at all supports were also required, and care was necessary in allowing for any force applied at a node.

For example consider two adjacent elements with a prop and an applied force $P$ at their common node as shown in Fig. 6 K .


It is required to find the prop reaction force $R$.

Fig. 6K.

When the displacements at the 3 nodes shown have been calculated, multiplication by the appropriate element of the stiffness matrix will give $\left(F_{2}\right)_{A}+\left(F_{1}\right)_{B}$. Since the node is in equilibrium

$$
R+\left(F_{2}\right)_{A}+\left(F_{1}\right)_{B}+P=0
$$

and since $P$ is known $R$ is easily calculated.

In the case of an elastic support of known stiffness the method described below was used.


Consider an elastic support at a node where the deflection is $u_{i}$. Then the nodal force $F_{i}=-k_{s} u_{i}$ where $k_{s}$ is the stiffness of the support.

Fig. 6L.

Also $\mathrm{F}_{\mathbf{i}}=\mathrm{k}_{\mathbf{i j}} \mathrm{u}_{\mathbf{j}} \quad \mathbf{j}=\mathbf{i}-2, \mathbf{i - 1}, \ldots \ldots \ldots \mathbf{i}+3$

Equating these two expressions for $F_{i}$ gives
$-k_{s} u_{i}=k_{i, i-2} u_{i-2}+\ldots .+k_{i, i} u_{i}+\ldots .+k_{i, i+3} u_{i+3}$
or $0=k_{i, i-2} u_{i-2}+\ldots \ldots+\left(k_{i, i}+k_{s}\right) u_{i}+\ldots \ldots$
i.e. an elastic support is treated by adding its stiffness to the element on the leading diagonal of the stiffness matrix at that node and taking the nodal force as zero.

The program was checked in the following examples.

Example 1


This was a cantilever with a rigid prop carrying a uniformly distributed load. This load was replaced by nodal forces using the static lumping method and 10 elements were used. The results obtained from Prog. 5 were:-

```
Prop load 3.76 units ( 3.75 exact value)
Maximum bending moment \(-7.05(-7.03)\)
Maximum deflection - 0.0179 at 6 units from A (-0.0180 at 5.7)
```

It will be seen that there is very good agreement between the two sets of results

## Example 2



Example 1 was modified by introducing the three flexibilities shown in the supports.

The finite element method using Prog. 5 gave results:-

| Prop load at B | 4.27 units ( 4.266 exact value) |
| :--- | :--- |
| Deflection at B | 0.1187 units ( 0.1185 exact value) |

Prog. 5 therefore has been shown to give satisfactory values for prop forces, maximum deflections etc. for beams with either rigid or flexible supports

Further checks were made with several rigid supports, and with a mixture of rigid and flexible supports. These results are not given here, but in all cases it was found that errors in the finite element results were very small, and these could be reduced to negligible proportions by increasing the number of elements.

### 6.10 Use of the general program for a tapered beam (Prog.5)

This program may be used for any linear elastic beam of rectangular section of constant width with any number of supports, either rigid or elastic, and with any type of loading. The solution gives the deflection, bending moment and maximum bending stress at each node, and the force and/or moment at each support.

The following information is presented on data cards:-

1. The value of $E$ in $M N / \mathrm{m}^{2}$.
2. The width of the beam in mm .
3. The number of elements into which the beam is to be divided.
4. Corresponding values of distance from the left hand end of the beam and its depth at that point starting at the end of the beam. All dimensions to be in mm.

For the remaining sections the following notation is used. Each node is associated with two coordinates, the first (odd) of which denotes a vertical displacement or force (upwards positive) and the second (even) applies to the slope or moment (anticlockwise positive)

5. Number of rigid supports. (0 if no rigid supports and omit card 6).
6. Position of rigid supports (i.e. give the numbers of the coordinates for which the displacements are zero).
7. Number of elastic supports (0 if no elastic supports and omit card 8).
8. Corresponding values of position (see 6) and stiffness in $\mathrm{N} / \mathrm{mm}$ ( $=\mathrm{kN} / \mathrm{m}$ ) of the elastic supports.
9. Number of applied forces and couples taken together.
10. Corresponding values of position (see 6) and magnitude of any applied force or couple. Values to be in $N$ (forces) $\mathrm{Nm} \times 10^{3}$ (couples).

Values will then be printed for the distance from the left-hand end of the beam in mm , the deflection in mm , the bending moment in Nm , the stress in $M N / \mathrm{m}^{2}$, each reaction in N , and each fixing moment in Nm .

## Example



The beam shown has a constant width of 18 mm , is rigidly clamped at its left-hand end and there are two elastic supports. Three forces and a couple are applied. $E=5000 \mathrm{MN} / \mathrm{m}^{2}$. The following data cards are required:-

1. 5000
2. 18
3. 5
4. $\begin{array}{llllllllllll}0 & 40 & 50 & 35 & 80 & 32 & 120 & 28 & 150 & 25 & 200 & 20\end{array}$
5. 2
6. 12
7. 2
8. $5 \quad 800 \quad 9 \quad 500$
9. 4
10. $\begin{array}{lllllllll}5 & -190 & 7 & -110 & 11 & 75 & 12 & 25000\end{array}$

The results of this program are printed in Fig. 6.10.1.

### 6.11 Finite element method applied to a plane stress problem

In the case of a beam-type finite element, there are only four degrees of freedom per element, and since these elements are joined end to end the assembly of the stiffness matrix is relatively simple. It was thought that more would be learned about the complexities of the finite element method by considering a place stress problem, using triangular elements, for each of which there are six degrees of freedom. In addition, since the assemblage of elements may be arranged in a variety of ways, the assembly of the stiffness matrix will now be considerably more complicated.

## fixINg MT <br> 13.123


$\sim$
$\underset{\sim}{w}$
$\infty$
$\infty$
$\infty$

| $M$ | 0 |  | $M$ | $m$ |
| :--- | :--- | :--- | :--- | :--- |
| $\sim$ | $\div$ | $n$ | $\infty$ |  |
| $i$ | $\vdots$ | $n$ | 0 |  |
| $i$ | $i$ |  |  |  |



$$
\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sim & n & 0
\end{array}
$$

Since beam-type elements have been shown to give very satisfactory results for bending problems, it was thought that it would be interesting to see how triangular elements could be used in beams [12].

The first requirement was an arrangement of elements which will exactly fit the shape of the beam, and the simplest possible arrangement is a pair of right- and left-hand right-angled $45^{\circ}$ triangles, called for convenience $A$ and $B$ triangles, as shown in Fig. 6M.


These may be fitted together to extend either horizontally or vertically. The stiffness matrix for each of these triangles is then required, and since it was envisaged that the global nodes would be numbered as shown in Fig. 6 N , the element nodes were numbered in a similar order, i.e. nodal numbers increase upwards and to the left.

Fig. $6 N$.



Fig. 6P

Now for triangle A assume that the horizontal and vertical components of the displacement of any point within the element are:-
$u=\alpha_{1}+\alpha_{2} x+\alpha_{3} y$
$v=\alpha_{4}+\alpha_{5} x+\alpha_{6} y$
where the values of the parameters $\alpha$ are adjustable.

This displacement pattern is the simplest possible for a plane triangle and implies that each of the three stresses $\sigma_{x}, \sigma_{y},{ }^{\tau} x y$ is uniform within any one element.

Now the displacement components $u$ and $v$ anywhere within the element may be expressed in terms of the nodal displacements $u_{1}, v_{1} \ldots . . v_{3}$ (or more conveniently as $u_{i}, i=1,2 \ldots 6$ ). The strains can then be found in terms of the $u_{i}$ 's, and from the usual linear stress-strain relationships the stresses may be similarly found. Then the strain energy of the element

$$
U=\frac{b}{2} \iint\{\sigma\}^{t}\{\varepsilon\} d x d y \text { where } \mathrm{b} \text { is the thickness } \begin{aligned}
& \text { of the element. }
\end{aligned}
$$

The potential energy of the nodal forces is

$$
\Omega=-F_{i} u_{i} \quad i=1,2 \ldots \ldots 6
$$

Hence, by using the principle of stationary total potential energy it may be shown that the stiffness matrix for the element is given by:-

$$
[K]=b \iint[B]^{t}[D][B] d x d y
$$

where $[B]=\frac{1}{2 \Delta}\left[\begin{array}{llllll}b_{1} & 0 & b_{2} & 0 & b_{3} & 0 \\ 0 & c_{1} & 0 & c_{2} & 0 & c_{3} \\ c_{1} & b_{1} & c_{2} & b_{2} & c_{3} & b_{3}\end{array}\right]$
and $[D]=\frac{E}{1-v^{2}}\left[\begin{array}{ccc}1 & \nu & 0 \\ \nu & 1 & 0 \\ 0 & 0 & (1-\nu) / 2\end{array}\right]$
in [B]

$$
\begin{aligned}
& b_{1}=y_{2}-y_{3} \\
& c_{1}=x_{3}-x_{2} \quad \text { etc. }
\end{aligned}
$$

It may also be shown that the stresses in an element are given by

$$
\{\sigma\}=[D][B]\left\{u_{i}\right\}
$$

so that once the nodal displacements have been determined the calculation of stresses is fairly straightforward.

In the case of the present "A" triangle $b_{1}=1, c_{1}=-1, b_{2}=0$, $c_{2}=1, b_{3}=-1, c_{3}=0$.

It is then found that:

$$
[K]_{A}=\frac{E b}{2\left(1-\nu^{2}\right)}\left[\begin{array}{rrrrc}
\frac{3-v}{2}-\frac{(1+v)}{2} & -\frac{(1-v)}{2} & \nu & -1 & \frac{(1-v)}{2} \\
\frac{3-v}{2} & \frac{1-v}{2} & -1 & \nu & -\frac{(1-v)}{2} \\
& \frac{1-v}{2} & 0 & 0 & -\frac{(1-v)}{2} \\
\text { Symmetric } & & 1 & -v & 0 \\
& & 1 & 0
\end{array}\right]
$$



Fig. 6Q.

Similarly for triangle B.
This is numbered in accordance with the chosen scheme. Again let the perpendicular sides be of unit length.

$$
\text { Then } \begin{array}{rll}
b_{1} & =-1, b_{2}=0, & b_{3}=1 \\
c_{1} & =0 \quad c_{2}=1, & c_{3}=-1
\end{array}
$$

$$
[K]_{B}=\frac{E b}{2\left(1-\nu^{2}\right)}\left[\begin{array}{cccccc}
1 & 0 & 0 & -\nu & -1 & \nu \\
& \frac{1-\nu}{2} & -\frac{(1-\nu)}{2} & 0 & \frac{1-\nu}{2} & -\frac{(1-\nu)}{2} \\
& & \frac{1-\nu}{2} & 0 & -\frac{(1-\nu)}{2} & \frac{1-\nu}{2} \\
\text { Symmetric } & & 1 & \nu & -1 \\
& & & & \frac{3-\nu}{2} & -\frac{(1-\nu)}{2} \\
& & & & & \frac{3-\nu}{2}
\end{array}\right]
$$

The procedure for assembling the stiffness matrix for an assemblage of $A$ and $B$ elements, according to the rules previously established based on compatibility and equilibrium, is explained in the Appendix.

## Examples on beams treated as plane stress problems

A simple arrangement of 10 triangular elements was first used to form a beam 1 unit deep and 5 units long. This is shown in Fig. 6.11.1. Constraints are applied so that the top left-hand corner of the beam is not allowed to move in any direction, and the bottom left hand corner is not allowed to move horizontally. A vertically downward unit force is then applied at the top righthand corner $\left(F_{4}=-1\right)$. The stiffness matrix is then assembled and the nodal displacements are found as for a beam type element. Fig. 6.11.1 shows the nodal displacements (factor $\mathrm{F} / \mathrm{Eb}$ omitted), the upper line giving the vertical displacements (positive upwards) and the second line the horizontal displacements (positive to the

right). It will be seen that horizontal displacements at the top and bottom of the beam are nearly equal and opposite at the same distance from the end of the beam, and that vertical displacements at the top and bottom are nearly equal, both useful checks on the results. When one considers numerical results, however, a very different picture emerges. Treating the beam as a cantilever and neglecting the effect of shear stress, the vertical end deflection should be $-\frac{F \ell^{3}}{3 E T}$ and since $\ell=5 d$, and $I=\frac{1}{12} b d^{3}$ this reduces to - $600 \frac{\mathrm{~F}}{\mathrm{~Eb}}$.

The finite element method gives an end deflection of approximately $-130 \frac{\mathrm{~F}}{\mathrm{~Eb}}$, i.e. less than a quarter of the correct answer. This poor result is due to the fact that stresses vary rapidly and change sign between the top and bottom of a beam, while this finite element method assumes a constant stress within each element. The chosen model is thus a poor one.

To achieve greater accuracy more elements were added, keeping the proportions of the beam unchanged (i.e. $\ell=5 \mathrm{~d}$ ). The computer program was modified to allow for these additions and the results are shown in Figs. 6.11.2 to 6.11.4. In each case horizontal and vertical displacements are shown at intervals of $\ell / 5$ at the top and bottom surfaces of the beam, the factor F/Eb being omitted.

It will be seen that although with increasing numbers of elements the end deflection increases, even using 250 elements (Fig. 6.11.4) there is still more than a $20 \%$ error. Attempts to

increase the number of elements further were unsuccessful as the storage capacity of the computer was exceeded.

By using the symmetry of the beam and assuming that horizontal displacements on the neutral axis were zero the resultsof Fig. 6.11.5 were obtained using the top half of the beam only carrying half the total load. Results should be the same as those of Fig. 6.11.3 and there is in fact only about $1 \%$ difference. The same method was then applied to give the results of Fig. 6.11.6 using 320 elements (i.e. equivalent to 640 elements for the whole beam), and even this gave an end deflection which was about $7 \%$ low. The graph of Fig. 6.11 .7 shows how the accuracy varies with the number of elements, and although a very dramatic increase in accuracy is shown, it appears that several thousand elements will be necessary to give any further significant improvement. This will probably be beyond the scope of any existing computer, as increasing the number of elements also increases the band-width of the stiffness matrix so that the number of elements of the stiffness matrix to be stored is approximately proportional to (Number of elements) 1.5

It will be noted that if only two types of element (i.e. A and B triangles) are used, an arrangement which is unsymmetrical about the centre line of the beam must be obtained. To achieve symmetry another pair of triangles must be introduced, and these are as follows:-



Again, taking unit perpendicular sides $b_{1}=0, \quad b_{2}=1, \quad b_{3}=-1$ $c_{1}=-1, \quad c_{2}=1, \quad c_{3}=0$

Fig. 6R.


Fig. 6S.

$$
[K]_{D} \pm \frac{E b}{2\left(1-\nu^{2}\right)}\left[\begin{array}{cccccc}
1 & 0 & -1 & -v & 0 & \nu \\
& \frac{1-v}{2} & -\left(\frac{1-v}{2}\right) & -\left(\frac{1-v}{2}\right) & \frac{1-v}{2} & 0 \\
& & \frac{3-v}{2} & \frac{1+v}{2} & -\left(\frac{1-v}{2}\right) & -\nu \\
& & \frac{3-v}{2} & \left.-\frac{(1-v}{2}\right) & -1 \\
& & & \frac{1-v}{2} & 0
\end{array}\right]
$$

Using the four different triangles, the stiffness matrix was compiled for two different symmetrical arrangements of the same beam. Displacements for these two cases are shown in Figs. 6.11.8 and 6.11.9.

If these results are compared with those of Fig. 6.11.3, which is an unsymmetrical arrangement of the same number of elements, it will be seen that the improvement for the symmetrical arrangement is small.

Once the displacements have been found, the stresses are fairly easily found and Prog. 6 calculates values of stresses for the beam arrangement of Fig. 6.11.9. Since there is no variation of stress within an element, stresses at the nodes are found by taking an average of the stresses in the surrounding elements. It is found that transverse and shear stresses are small in comparison with longitudinal stresses and Fig. 6.11.10 compares the nodal stresses at a distance of $\ell / 5$ from the fixed end of the beam with the "exact" values as calculated from $\sigma=\frac{M y}{I}$.

It will be seen that, as for displacements, the finite element method results for stresses are too low. In the case considered the end deflection is about $21 \%$ low and the stresses $14 \%$ low.

It is therefore concluded that because of the high stress gradients in a beam, treatment as a plane-stress problem by the finite element method will give serious errors in both displacements and stresses, even when using a large number of elements. Much more accurate results will be obtained more easily by using beam-type

elements, especially if allowance is made for the shear stress as shown in 6.8.

Alternatively a more elaborate plane stress program could have been developed using more than three nodes for each triangular element and so allowing for stress variation within the element, [22] [23]. In view of the excellent results obtained using beamtype elements this was not however thought to be necessary.

## CHAPTER 7

## SOLUTION OF LINEAR VISCOELASTIC PROBLEMS <br> USING FINITE ELEMENT METHODS

In the previous chapter, finite element methods were applied to linear elastic materials. Also in 3.4 it was shown that if the solution of an elastic problem is known then the use of the correspondence rule should enable the corresponding viscoelastic problem to be solved. In particular it was seen that if stresses remain constant, or nearly so, a solution may be obtained by using time-dependent values of Young's modulus and Poisson's ratio $E(t)$ and $v(t)$ respectively. It is then oniy necessary to use the values of $E(t)$ and $\nu(t)$ for a particular value of $t$ to solve a particular problem for a viscoelastic material instead of using the constant values $E$ and $\nu$ for an elastic material.

In this chapter, three viscoelastic problems were considered. In each case any variation of stress was small so that the use of time-dependent "constants" could be justified. Theoretical solutions of these three problems were obtained by using finite element methods, and the results obtained were compared with experimental results. Since each of the problems was self-contained theoretical and experimental results are given consecutively for each case so that comparison of the results is easily made.

In each case it is assumed that the viscoelastic behaviour of the material is described by elastic dilatation and 3-parameter distortion models as this fits the experimental creep test results of 4.1 for Perspex very well. This means that $E(t)$ and $v(t)$ will vary according to equations 3.4.11 and 3.4.12.

### 7.1 Perspex frame

The Portal frame shown in Fig. 7.1.1 was the subject of this investigation. An elastic structure of this type has already, been investigated in 6.2, and an expression for the deflection in the direction of the load is given in 6.2.1.

Now for an elastic structure, the relation between the nodal forces $\{F\}^{e}$ and the nodal displacements $\{u\}^{e}$ is $\{F\}^{e}=[K]\{u\}^{e}$, where [K] is the stiffness matrix. Since each element in the stiffness matrix has a common factor $E$, which is constant for an elastic material, this relation may be written as $\{F\}^{e}=E\left[K_{1}\right]\{u\}^{e}$ where the elements of $\left[K_{1}\right]$ are functions of $I$ and $\ell$ only and are therefore constants.

The Laplace transform with respect to time is

$$
\{\bar{F}\}^{e}=E\left[K_{1}\right]\{\bar{u}\}^{e}
$$

and using the correspondence rule to obtain the result for a viscoelastic material, E is replaced by

$$
\begin{equation*}
\frac{9 K G(\zeta+s)}{(3 K+G) s+3 K \gamma+G \zeta} \tag{see3.4.6}
\end{equation*}
$$



Now to find displacements

$$
\{\bar{u}\}=\frac{(3 K+G) s+3 K \gamma+G \zeta}{9 K G(\zeta+s)} \quad[K]^{-1}\{\bar{F}\} e
$$

and for a system of constant forces, this reduces to

$$
\begin{equation*}
\{u\}=\left[1+E C\left(1-e^{-\zeta t}\right)\right]\{u\}^{e} \tag{7.1.1}
\end{equation*}
$$

since $\quad\{u\}^{e}=\frac{\{F\}}{E[K]^{-1}}$

Using the values of $E, C$ and $\zeta$ from 4.1.1 for Perspex the values of the nodal displacements $\{u\}$ could then be calculated from the elastic displacements $\{u\}^{e}$. In this case only the deflection in the direction of the force was calculated. Using the dimensions of the frame in Fig. 7.1.1 together with the initial value of $E$ of $3000 \mathrm{MN} / \mathrm{m}^{2}$ from 4.1.1., it was calculated that a load of 45 N would give a maximum stress of approximately $20 \mathrm{MN} / \mathrm{m}^{2}$ which was about the limiting stress beyond which non-linear effects became significant previously found for Perspex in 4.1. Equation 6.2.1 then gave an elastic deflection of 4.24 mm , and the viscoelastic deflection found from 7.1.1 was then given by

$$
\begin{equation*}
u=4.24\left[1+0.18\left(1-e^{-0.58 t}\right)\right] \mathrm{mm} \tag{7.1.2}
\end{equation*}
$$

where $t$ is the time in hours.
These results are shown in Fig. 7.1.2


To confirm these results a Perspex frame was made to the dimensions of Fig. 7.1.1, a load of 45 N was applied and the deflection was measured with a dial gauge for 0 to 6 hours. These experimental results are also shown in Fig. 7.1.2.

It is seen that the theoretical and experimental results are in very close agreement, thus justifying the use of (a) the finite element method of 6.2 as applied to elastic frames, and (b) the timedependent value of $E(t)$ which gave equation 7.1.1

### 7.2 Cylinder of varying wall thickness subjected to an internal pressure

A solution for a uniform cylinder has been obtained without the use of numerical methods in 4.4. It may be recalled that an "exact" solution for the change of radius of a cylinder of uniform thickness subjected to an internal pressure was obtained by assuming that the parameter $\beta$ remained constant, and that this assumption was justified. An "exact" solution for a cylinder of varying wall thickness presents much more difficulty, although Hetenyi [13] obtains a solution for an elastic cylinder in terms of Bessel functions, the result being expressed as an infinite series.

By using the stiffness matrixfor a tapered element the finite element method is used now to obtain a solution for a viscoelastic cylinder of varying thickness.

It will again be shown that variations of stress are small and accordingly the use of time-dependent values of $E(t)$ and $v(t)$ may be justified.

As previously noted in 4.4 any local bending of a longitudinal slice of the cylinder wall will be opposed by adjacent parts of the cylinder, and the problem is therefore analagous to that of a beam on a flexible base. It was first necessary therefore to see how this base would modify the stiffness matrix for a longitudinal beam type element. Again in 4.4, it was seen that the radial stiffness per unit length $k=E h / r^{2}$, and if this stiffness is multiplied by the length of the element and then "lumped" at the nodes, the resulting stiffness at each end of the element $k^{\prime}=k \ell / 2$ where $\ell$ is the length of the element.


Fig. 7A
Consider first, a uniform elastic element as shown in Fig. 7A, and for convenience let the right-hand end be fixed.

Then $M=M_{1}-F_{1} x+k^{\prime} w_{1} x$ since the stiffness $k^{\prime}$ will introduce a downward force of $k^{\prime} w_{1}$.

The total complementary energy

$$
\begin{aligned}
V^{*} & =U^{*}+\Omega^{\star} \\
& =\int_{0}^{\ell} \frac{M^{2}}{2 E I} d x-F_{1} W_{1}-M_{1} \theta_{1}
\end{aligned}
$$

For stationary total complementary energy $\frac{\partial V^{*}}{\partial F_{1}}=0$ and $\frac{\partial V^{*}}{\partial M_{1}}=0$

Two equations are thus obtained which may be arranged to give one quarter of the stiffness matrix for the element

$$
\left\{\begin{array}{l}
F_{1} \\
M_{2}
\end{array}\right\}=\left[\begin{array}{lc}
\frac{12 E I}{\ell^{3}}+k^{\prime} & \frac{6 E I}{\ell^{2}} \\
\frac{6 E I}{\ell^{2}} & \frac{4 E I}{\ell}
\end{array}\right]\left\{\begin{array}{l}
w_{1} \\
\theta_{1}
\end{array}\right\}
$$

By comparison with the stiffness matrix of 6.1 .1 it will be seen that $\mathrm{k}^{\prime}$ has been added to $\mathrm{k}_{1_{1}}$. Similarly if the left-hand end of the element is fixed the last quarter of the stiffness matrix may be obtained, and it is found that $k^{\prime}$ is added to $k_{33}$. Since the original parts of the stiffness matrix of 6.1.1 are in no way altered by the stiffness of the base, this same method may be applied to a tapered element, i.e. the stiffness matrix of 6.5 .1 was modified by adding $\mathrm{k}^{\prime}$ to $\mathrm{k}_{11}$ and to $\mathrm{k}_{13}$.

In addition, due to the effect of adjacent parts of the cylinder, the simple modulus E must be replaced by the modified form $\mathrm{E} /\left(1-v^{2}\right)$ in the stiffness matrix.

Finally, to obtain a solution for a viscoelastic cylinder, the constants $E$ and $v$ must be replaced by their time-dependent forms so
that in the stiffness matrix of 6.5.1 $E$ is replaced by $E(t) /\left\{1-[\nu(t)]^{2}\right\}$ where values of $E(t)$ and $\nu(t)$ are found from 3.4.11 and 3.4.12.

Also, since $k^{\prime}$ is a function of $E$ the time-dependent value $k^{\prime}(t)$ must be found by replacing $E$ by $E(t)$. i.e. $k^{\prime}(t)=E(t) h / r^{2}$.

It was shown in 4.4 that the deflected shape of the cylinder could be regarded as being the deflection due to a ring load and couple superimposed on the "free" expansion of the cylinder. In calculating this "free" expansion time-dependent values of $E(t)$ and $\nu(t)$ must be used and this value is now given by:-

$$
\Delta r=\frac{p r^{2}}{E(t) h}\left(1-\frac{v(t)}{2}\right)
$$

If the first element of the slice of the cylinder as shown in Fig. 7 B is now considered, displacements are prescribed at end (1)

i.e. $w_{1}=-\Delta r$ and $\theta_{1}=0$

The equations for the right-hand end of the element then become:-

Fig. 7B

$$
\begin{aligned}
& F_{2}=k_{31}(-\Delta r)+k_{32}(0)+k_{33 N_{2}}+k_{34} \theta_{2} \\
& M_{2}=k_{41}(-\Delta r)+k_{42}(0)+k_{43 N_{2}}+k_{44} \theta_{2}
\end{aligned}
$$

where $k_{i j}$ is one of the elements of the stiffness matrix of 6.1.1 modified as noted above. These equations are most easily fitted to the remainder if they are rewritten as:-

$$
\begin{aligned}
& F_{2}+k_{31} \Delta r=k_{33 W_{2}}+k_{34} \theta_{2} \\
& M_{2}+k_{4,1} \Delta r=k_{43} w_{2}+k_{44} \theta_{2}
\end{aligned}
$$

That is $k_{3_{1}} \Delta r$ and $k_{4} \Delta r$ are added to $F_{2}$ and $M_{2}$ (the applied nodal force and moment) for the first element only, and the first two elements are omitted from the corresponding rows of the stiffness matrix.

The force and stiffness matrices are then assembled in the usual way and the deflections $\{w\}$ are found with the aid of a digital computer. Finally the net increase of radius at any node $j$ is $w_{j}-\Delta r$.

Since a solution for a uniform cylinder was obtained in 4.4, this result was checked by the present finite element method. 20 elements were used, each 10 mm long.

The results are shown in Fig. 7.2.1. and to check for possible errors due to the use of too few elements the calculations were repeated using 80 elements of 2.5 mm length. Differences were less than $0.1 \%$ so this source of error is not important.

It is interesting to compare the results of Fig. 7.2.1 with those previously obtained by the "exact" method shown in Fig. 4.4.1. It will be seen that the results are identical for $t=0$, a further check on the accuracy of the finite element method. In the region where local effects are important ( $0-40 \mathrm{~mm}$ ) there is a small but increasing difference between the two sets of results. For example

$$
\begin{aligned}
& \begin{array}{c}
6 \\
0.0977 \\
0.2543 \\
0.3694 \\
0.4276 \\
0.4459 \\
0.4449 \\
0.4383 \\
0.4324 \\
0.4281 \\
0.4291 \\
0.4278 \\
0.427 \\
0.428 \\
0.42
\end{array} \\
& \begin{array}{l}
5 \\
0.0973 \\
0.2539 \\
0.3675 \\
0.4254 \\
0.4437 \\
0.4426 \\
0.4361 \\
0.4302 \\
0.4269 \\
0.4262 \\
0.4256 \\
0.425 \\
0.426
\end{array}
\end{aligned}
$$

at $x=20 \mathrm{~mm}$, the finite element method gives a value about $1 / 4 \%$ less than the "exact"value at $t=1$ hour, and this difference increases to about $1 / 2 \%$ at 6 hours. This difference is probably due to the assumed constant value of $\beta$ in the "exact" method, an assumption which is not necessary in the finite element solution. It would therefore seem that the finite element solution may be more accurate here.

The results predicted by this finite element method were also checked experimentally. The dimensions taken from the Perspex cylinder used in the test which were required for the theoretical solution were:- Radius $r=74.6 \mathrm{~mm}$, wall thickness $\mathrm{h}=3.18 \mathrm{~mm}$, Pressure $p=0.1 \mathrm{MN} / \mathrm{m}^{2}$. As noted below in the description of the experimental procedure the values of the viscoelastic parameters previously found for a stress of $5 \mathrm{MN} / \mathrm{m}^{2}$ were used in equation 3.4.11 i.e. $E=3100 \mathrm{MN} / \mathrm{m}^{2}, C=0.06 \times 10^{-3} \mathrm{~m}^{2} / \mathrm{MN}$ and $\zeta=0.58 \mathrm{~h}^{-1}$. Also an initial value was taken for Poisson's ratio $\nu=0.35$ [14].

Details of the computer calculations are shown in Prog.7, which may be used for either a constant or varying wall thickness. Theoretical values of deflection, bending moment and longitudinal and hoop stresses were calculated, some of the results being shown in Fig. 7.2.2 for various distances from the fixed end of the cylinder at different times. It should be noted that the value of stress given is for either the inside or the outside of the shell, the greater value being given. In Fig. 7.2.3 the variation of stress with distance at both surfaces is plotted for $t=0$.
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It will be seen that the maximum stress is the longitudinal stress at the inside surface at the fixed end. This stress decreases rapidly as the distance from the fixed end increases, and at about 9 mm from the end the greatest stress becomes the longitudinal stress at the outside surface. At about 14 mm from the end the hoop stress at the outside surface becomes the largest stress, and from about 50 mm the two hoop stresses are almost equal and are twice as large as the longitudinal stresses which are also almost equal. These latter are of course the membrane stresses.

Although stresses for times other than $t=0$ are not plotted it is shown in Fig. 7.2.2 that the stress which changes most rapidly with time is the hoop stress at the fixed end of the cylinder. This is entirely due to the increase of Poisson's ratio with time. This local effect dies out very rapidly at increasing distance from the fixed end; in 6 hours the hoop stress at the fixed end increases by about $6 \%$, while at 10 mm from the end the increase is only about $1 \%$ in the same time.

Theoretical values of the variation of radius with distance are plotted in Fig. 7.2.4 for three values of time. This figure shows that theoretically there is a rapid increase of radius to a maximum value at about 40 mm from the fixed end. There is then a gradual decrease for about another 40 mm after which the radius remains almost constant for any distance from the end. The surface of the cylinder therefore takes the form of a damped cosine wave which is almost completely damped out after one cycle. This pattern is the


$$
\begin{aligned}
& \text { Theoretical Values } \\
& \text { at } t=0
\end{aligned}
$$


same for all times, but the radius increases with time at all distances. No change in the position of the point of maximum displacement is apparent, although there may be some movement which is too small to be shown. Reference to 4.4 above shows that the point of maximum deflection should move slightly away from the fixed end with increasing time, but that the distance changes by only about $1 / 2 \%$ in 6 hours. A change of this order would not be seen on the graph.

To verify these theoretical results it was decided to measure the change of radius of a Perspex cylinder subjected to an internal pressure. The nominal dimensions of the cylinder were 6 in external diameter and $1 / 8$ in wall thickness. The cylinder was accurately measured and the values obtained and used in the finite element program above were :- Mean radius 74.6 mm , wall thickness 3.18 mm .

The cylinder was 18 in long and was fitted with 1 in thick Perspex and plugs which were cemented in position as shown in Fig. 7.2.5. Calculations showed that the local effects of these ends would decay in a distance of about 50 mm , so that there would be a central portion of the cylinder over 300 mm in length over which conditions would be almost exactly uniform. In the centre of this portion a rigidly held end was simulated by a well-fitting sharp-edged steel ring which could be considered rigid in comparison with the cylinder. The change of radius was therefore negligible at this position, and due to symmetry, the slope would also be zero.


Phan Smonenge Porntions of Expcassonerek

FIG.7.2.5

The cylinder was filled with oil, and an internal pressure applied by means of a hand-operated pump. To ensure that the pressure remained constant, a dead-weight pressure gauge tester was connected in the oil-line. As the cylinder expanded the piston in the gauge tester slowly fell and an occasional stroke of the pump was required to raise the piston clear off its seat to ensure constant pressure in the cylinder.

The Philips extensometer previously used for creep tests was fitted to the cylinder in such a way that it measured the change in length of a chord of 50 mm original length. Simple proportion would then give the change of radius.

A series of readings were taken with the extensometer attached at various distances from the simulated end and while a constant pressure of $1 \operatorname{bar}\left(=0.1 \mathrm{MN} / \mathrm{m}^{2}\right)$ was maintained, extensometer readings were taken for a period of 6 hours. Pressures higher than 1 bar were initially attempted, but caused fracture of the cylinder at stresses much lower than those previously applied in the creep tests of 4.1. With the pressure actually used, stresses did not exceed about $5 \mathrm{MN} / \mathrm{m}^{2}$, so that in obtaining theoretical values for the change of radius, values of $E, C$ and $\zeta$ previously found for $5 \mathrm{MN} / \mathrm{m}^{2}$ were used rather than the average values for stresses up to $20 \mathrm{MN} / \mathrm{m}^{2}$ as used for the frame of 7.1.

These experimental values of increase of radius are shown in
Fig. 7.2.4 so that a direct comparison may be made with the theoretical
results previously obtained by the finite element method. There is, in general, quite good agreement between the two sets of results, the maximum difference being about $6 \%$ which may be regarded as satisfactory for most engineering purposes. Possible sources of error are:-

1. Difficulties in obtaining accurate creep test results at low stresses which require small loads so that friction effects may become important.
2. Two sets of extensometer readings were involved (creep tests and cylinder test), and it is estimated that there are errors of up to $2 \%$ in each case.
3. There is some doubt about the value for Poisson's ratio. A figure of 0.35 seems to be generally accepted for Perspex [14], but the value was not measured for the material used.
4. Possible variations in the thickness of the cylinder, but these are likely to be small.
5. Difficulties in maintaining a constant temperature. Although the maximum variation during any one test was $1.5^{\circ} \mathrm{C}$, the variation between sets of results was up to $3^{\circ} \mathrm{C}$. Temperature changes of this order should however produce little change in the properties of Perspex [6] and this was verified by repeating some of the creep tests at different temperatures within the range $\pm 2^{\circ} \mathrm{C}$ of the average temperature.

It was not found possible to compare the theoretical results for a tapered cylinder with experimental values, but it has been
shown that the finite element method used gives satisfactory results for a uniform cylinder. Since the method employed is basically the finite element method applied to tapered beams which has been checked by other theoretical methods ( 6.4 and 6.7 above) and experimentally ( 9.3 below), it seems reasonable to believe that equally satisfactory results will be obtained for a tapered cylinder.

This investigation was therefore concluded by considering theoretically the effect of a small taper near the end of the cylinder.

Since the maximum (longitudinal) stress exceeds the membrane hoop stress for only about 5 mm from the fixed end it is obviously wasteful of material to use a uniform wall thickness and design the cylinder to withstand this purely local stress. By using a $5 \%$ taper for 45 mm from the end, stresses at and near the end are reduced and Fig. 7.2.6 shows that the effect of this taper is to reduce the longitudinal stress at the fixed end to almost exactly the same value as the hoop stress at 45 mm from the end, thus making more efficient use of the quantity of material used. This could be of interest where weight and cost are important considerations.

### 7.3 Application of the finite element method to a plane stress viscoelastic problem

Although bending problems are not handled particularly well as plane stress problems because of the number of elements needed,

the finite element method gives much better results when stress gradients are smaller. An application to this type of problem is reported by Webber [14] using a 9 in $\times 9$ in $\times 1 / 4$ in* sheet of Perspex which was stressed by compressive forces applied to two opposite edges while the other edges and the two faces were left free as shown in Fig. 7C. Buckling was prevented so that there were stresses only in the plane of the sheet, and these stresses were assumed uniform throughout its thickness.


Fig. 7C.

The force $F$ was such that there was nominally a uniform stress of $4000 \mathrm{lbf} / \mathrm{in}^{2}$ applied to a horizontal cross-section, and displacements were measured at several points. but the only ones of interest here are the downward displacement of the loading bar $v_{1}$ (average of 2 readings) and the horizontal displacement at the centre of a vertical face $u_{2}$. Because of friction at the top and bottom edges transverse movements were almost absent here, and the horizontal

[^1]friction forces involved converted what would otherwise have been a uniform stress system into one in which stresses varied in both directions.

Experimental values of $v_{1}$ and $u_{2}$ were obtained by Webber and also his finite element solution gave theoretical values. In order to obtain the latter, creep tests were carried out and parameters evaluated assuming Maxwell distortion and elastic dilatation.

A comparison of Webber's experimental and theoretical results shows that although good agreement is obtained for times of 2 to 5 h approximately, differences are greater for earlier and later times. The present author thought that by assuming 3-parameter distortion and elastic dilatation better agreement might be obtained over the whole period.

Using the results of Webber's creep tests the three parameters were first evaluated and the values giving the best average fit with experimental results in the range $0-4000 \mathrm{lbf} / \mathrm{in}^{2}$ were:-

$$
\begin{align*}
E & =420 \times 10^{3} 1 \mathrm{bf} / \mathrm{in}^{2}, \quad C=0.5 \times 10^{-6} \mathrm{in}^{2} / 1 \mathrm{bf}, \quad \zeta=0.3 \mathrm{~h}^{-1} \\
\text { i.e. } \varepsilon & =\left\{\frac{1}{420 \times 10^{3}}+0.5 \times 10^{-6}\left(1-e^{-0.3 t}\right)\right\} \sigma \tag{7.3.1}
\end{align*}
$$

Due to the symmetry of the system only one-quarter of the Perspex sheet need be considered, so the stiffness matrix assembly of Prog. 6 was modified to give the square assemblage of Fig. 7D.


Fig. 7D

Horizontal and vertical displacements were set to zero on the vertical and horizontal centre lines respectively and also no horizontal movement was allowed at the top edge.

An axial force $F$ was applied so as to give a nominal uniform compressive stress of $4000 \mathrm{lbf} / \mathrm{in}^{2}$ - the value used by Webber.

This force was first shared between the nodes to give a uniform pressure on the top edge of the plate, and initial (elastic) values of $E\left(420 \times 10^{3} \mathrm{lbf} / \mathrm{in}^{2}\right)$ and $\nu(0.35)$ were then used to evaluate the elements of the stiffness matrix.

The initial elastic displacements were then obtained from the computer program, and the stresses calculated in the usual way from these displacements. It was immediately clear that the vertical displacements at the upper nodes were not equal. In other words Webber's assumption that a rigid loading bar (which must give equal displacements) applies a uniform pressure is incorrect due to
the effect of the horizontal friction force. A uniform pressure does in fact give maximum deflection near the centre line i.e. at $C$ of Fig. 7D with (in this case) about a $20 \%$ smaller value at the edge at E .

The computer program was then further modified to equate the vertical displacements at these upper nodes. This was achieved by adding first the rows and then the columns of the stiffness matrix which apply to these vertical displacements. Similarly the sum of the forces is taken and for convenience was assumed to act on the vertical centre line so that all vertical displacements were also referred to this point. This method gave a vertical displacement which was the average of the values obtained by assuming uniform pressure. Rather surprisingly the value of the horizontal displacement $u_{2}$ was reduced by about $10 \%$ compared with the value obtained with uniform pressure. This appears to result from the tendency of the edges of the plate to be deflected less than the centre when a uniform pressure is applied as noted above. To achieve equal deflections the pressure must therefore be increased near the edges of the plate. This will cause increased horizontal friction forces to act inwards on the top and bottom edges of the plate, and the resulting horizontal compressive stress will tend to reduce the horizontal displacement $u_{2}$.

Having obtained the elastic solution, the viscoelastic problem was solved by using a time-dependent value of $E$ as given in 3.4.11. Since the initial value of $E$ is known, and taking an initial value of
$\nu$ as. 0.35 , the value of $K$, which is constant, is then found.
Finally using this value of $K$ together with $E(t)$ the value of $\nu(t)$ the time-dependent value of $v$ is found. For a given value of $t$ the elements of the stiffness matrix are then evaluated from calculated values of $E(t)$ and $\nu(t)$ and the displacements and stresses are then found in the usual way.

The results of these calculations are shown in Fig. 7.3.1 which compares the experimental and theoretical (Maxwell) results of Webber and the theoretical values for 3-parameter distortion of the present author. It will be seen that this latter gives improved results for $\mathrm{v}_{1}$ over most of the period, but that agreement is not so good for $u_{2}$. Since the theoretical (Maxwell) results here were obtained from the incorrect assumption of uniform pressure, Webber's values for $u_{2}$ should probably be reduced by about $10 \%$ so that there is then little difference between the Maxwell (Webber's) and the 3-parameter (present author's) theoretical values for $u_{2}$.

It should be noted that the values of $E(t)$ used here strictly apply only if the stresses are constant. Since the value of $E(t)$ depends on the stress history only, when non-linear effects are neglected, each stress will be associated with its own value of $E(t)$. It would appear that for the 3 values of stress there will be 3 values of $E(t)$, and therefore of $v(t)$ for each element, and calculations would then become extremely complicated.

To attempt to find the errors due to the use of only one value of $E(t)$ \{for a given value of $t$ \} for the whole solid, the maximum variation of stress was first found from the previous results, and this was found to be about $10 \%$ in 10 h . It was then assumed that the stress varied linearly with time, and by combining the strains due to constant and ramp stresses as given in 3.4.8 and 4.2.1, a modified expression for $E(t)$ was obtained

$$
\begin{equation*}
E(t)=\frac{E}{1+E C\left\{1-\left[\left(\sigma_{0}-\frac{r}{\zeta}\right) e^{-\zeta t}-\frac{r}{\zeta}\right] /\left[\sigma_{0}+r t\right]\right\}} \tag{7.3.2}
\end{equation*}
$$

where $r=\frac{d \sigma}{d t}$ and $\sigma_{0}$ is the initial stress

Using the observed rate of change of stress with respect to time the approximate value of $r$ is $0.01 \sigma_{0}$ (Stress units) $/ \mathrm{h}$, and using 7.3.2 it is found that $E(t)$ differs very slightly from the value obtained when the stress is constant. Even using a value of $r=0.1 \sigma_{0}$ i.e. 10 times the observed rate of change, the maximum change in the value of $E(t)$ is only about $1 \frac{1}{2} \%$. (An increase in the stress slightly raises the value of $E(t)$.$) Since this is such a$ small difference, it seems that a value of $E(t)$ found when the stress is constant should introduce only small errors. Since also the use of one value of $E(t)$ for all stresses and all elements drastically simplifies the calculations, it is considered that this approximation is well justified.

Further consideration of the method used to calculate displacements in this problem suggested that the re-calculation of the value
of each element in the stiffness matrix for each value of $t$, due to the variation of $v(t)$ is very wasteful of computer time.

Using the method of Zienkiewicz et al [15] the strain in a twodimensional constant stress system is given in 3.4.10

$$
\begin{aligned}
\varepsilon_{x} & =\left\{\frac{1}{E}+C\left(1-e^{-\zeta t}\right)\right\} \sigma_{x}-\left\{\left(\frac{1}{2 G}-\frac{1}{E}\right)+\frac{C}{2}\left(1-e^{-\zeta t}\right)\right\} \sigma_{y} \\
& =\frac{1}{E}\left(\sigma_{x}-v \sigma_{y}\right)+C\left(1-e^{-\zeta t}\right)\left(\sigma_{x}-0.5 \sigma_{y}\right) \\
o r \varepsilon_{x} & =\frac{1}{E}\left(\sigma_{x}-v \sigma_{y}\right)+\frac{1}{\varepsilon}\left(\sigma_{x}-N \sigma_{y}\right) \\
\varepsilon & =\frac{1}{C\left(1-e^{-\zeta t}\right)} \text { and } N=0.5
\end{aligned}
$$

If the stresses vary, only the value of $\mathcal{\varepsilon}$ will be affected, but its value is likely to be little different from that obtained when the stress is constant since $\mathcal{E}$ is the time-dependent part of $E(t)$, which has been shown to vary little with variation of stress.

Consideration of equation 7.3 .3 shows that the strains and therefore the displacements in a viscoelastic solid acted on by constant forces will have two components, (a) elastic displacements $\left\{u_{e}\right\}$ found by using the initial (elastic) values of $E$ and $v$ and (b) viscous displacements $\left\{u_{v}\right\}$ found by using $\mathcal{E}$ which is timedependent and $N$ which has a constant value of 0.5 .

The relative values of the displacements in each case will depend on the values of Young's modulus and Poisson's ratio, while their absolute magnitudes depend on the value of Young's modulus. The net displacements may therefore be regarded as the sum of two different displacement patterns, one of which $\left\{u_{e}\right\}$ is of constant magnitude while the magnitude of the other $\left\{u_{v}\right\}$ varies with time. The proportions of the net displacements $\{u\}=\{u\}+\left\{u_{v}\right\}$ will therefore vary with time due to the change in $\left\{u_{v}\right\}$.

As only two displacement patterns are required, the stiffness matrix need be evaluated twice only, once using $E$ and $\nu$ to find $u_{c}$ and again using $\mathcal{E}\left(t_{1}\right)$ and $N=0.5$ to find $\left\{u_{v_{1}}\right\}$ at time $t_{1}$. The values of $\left\{u_{e}\right\}$ are stored and the values of $\left\{u_{v_{2}}\right\}$ at time $t_{2}$ are found by proportion i.e. $\left\{u_{v_{2}}\right\}=\frac{\varepsilon\left(t_{1}\right)}{\varepsilon\left(t_{2}\right)}\left\{u_{v_{1}}\right\}$

Having found the net displacements the stresses are calculated using ${ }^{1} / E(t)=1 / E+1 / E(t)$.

This method was applied to the problem under consideration, and it was found that displacements and stresses were almost identical to those previously found by using $E(t)$ and $v(t)$ to evaluate the stiffness matrix. Using the present method it was found that for seven values of $t$, the computer time was almost halved, and the saving would be even greater with more values of $t$, since further values of $\left\{u_{v}\right\}$ are very quickly obtained by proportion. The method used is shown in Prog. 8.

The same method could also be applied if the forces vary. In this case a step-by-step approach would be used, calculating the values of $\left\{u_{e}\right\}$ and $\left\{u_{v}\right\}$ for each increment of load, and finally obtaining the sums of all the separate displacements. Even here only two evaluations of the stiffness matrix would be required, since each displacement would now be proportional to the force.

In this chapter, finite element solutions have been obtained for three different types of linear viscoelastic problem, the first two using beam-type elements and the third using constant strain triangles. In all three cases good agreement was obtained between theoretical and experimental results.

However, to be able to use linear viscoelastic theory for the test material, Perspex, all stresses had to be kept fairly small (say less than $20 \mathrm{MN} / \mathrm{m}^{2}$ ). If higher stresses are to be used some form of non-linear theory is required, and this is investigated in the next two chapters, first using a non-linear elastic material and then a non-linear viscoelastic material.

## CHAPTER 8

## BENDING OF NON-LINEAR ELASTIC BEAMS

The finite element method using beam-type elements has been applied successfully to a variety of elastic and viscoelastic problems. In all cases previously considered, however, a linear relation between stress and strain has been assumed. While this condition may be satisfied almost exactly by metals stressed up to the elastic limit, the behaviour of most plastics is markedly non-linear.

In this section the easier case of a non-linear elastic material is considered before applying a similar method to the more difficult case of a viscoelastic material in 9.3. below.

### 8.1 Strains in a non-linear beam

If the effect of shear stress is neglected, plane transverse sections of a beam will remain plane during bending for any type of stress strain relation. The strain will therefore always be proportional to the distance from the neutral axis, but the stress will vary in a manner which depends on its relation to strain, i.e. the constitutive relation for the material.

If the maximum strain is $\hat{\varepsilon}$ at a distance $\frac{d}{2}$ from the neutral axis, then the radius of curvature is

$$
R=-\frac{d}{2 \hat{\varepsilon}}
$$

and hence $\frac{d^{2} w}{d x^{2}}=-\frac{2 \hat{\varepsilon}}{d}$

If then, for a particular beam, the relation between $\hat{\varepsilon}$ and $x$ is known, the usual double integration will give the deflection at any point. Since the curvature of a beam will depend, in some way, on the bending moment, it is first necessary to be able to determine the maximum strain for a given moment.

Also, to use a finite element solution, since $E$ appears in the stiffness matrix for a linear material, an equivalent quantity will be required for a non-linear material.
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Consider the cross-section of a beam with the stress variation shown, and assume that the same stress-strain relation applies in both tension and compression.

At a distance $y$ from the neutral axis the stress is $\sigma$, and the longitudinal force on an element of thickness dy is ot dy. This force has a moment about NA of obdy.y. Hence for the whole cross-section the bending moment

$$
M=2 \int_{0}^{\hat{y}} \sigma b d d y
$$

But since plane transverse sections still remain plane

$$
y=\frac{\varepsilon}{\hat{\varepsilon}} \hat{y} \quad \text { and } d y=\frac{\hat{y}}{\hat{\varepsilon}} d \varepsilon
$$

where $\varepsilon$ is the strain at a distance $y$ from NA
and $\hat{\varepsilon}$ is the maximum strain at $y=\hat{y}$

Then

$$
M=2 \int_{0}^{\hat{\varepsilon}} \sigma \mathrm{b} \frac{\varepsilon}{\hat{\varepsilon}} \hat{y} \cdot \frac{\hat{y}}{\hat{\varepsilon}} \mathrm{~d} \varepsilon
$$

and since $\quad \hat{y}=\frac{d}{2}$

$$
\begin{equation*}
M=\frac{b d^{2}}{2} \frac{1}{\hat{\varepsilon}^{2}} \int_{0}^{\hat{\varepsilon}} \sigma \varepsilon d \varepsilon \tag{8.1.2}
\end{equation*}
$$

Hence if the bending moment at a particular section is known and values of $\frac{1}{\hat{\varepsilon}^{2}} \int_{0}^{\hat{\varepsilon}} \sigma \varepsilon d \varepsilon$ have been calculated for different values of $\hat{\varepsilon}$ it is then possible (by interpolation if necessary) to find the value of $\hat{\varepsilon}$ at that section.

Now for a linear elastic material

$$
M=\frac{E I}{R} \quad \text { and } R=\frac{\hat{y}}{\hat{\varepsilon}}=\frac{d}{2 \hat{\varepsilon}} \quad \text { for any material }
$$

Hence

$$
E=\frac{6 M}{b d^{2} \hat{\varepsilon}}
$$

If the expression found for $M$ is now substituted, the equivalent value of $E$ for a non-linear material will be found to be

$$
\begin{equation*}
\mathrm{E}_{\mathrm{e}}=\frac{3}{\hat{\varepsilon}^{3}} \int_{0}^{\hat{\varepsilon}} \sigma \varepsilon \mathrm{d} \varepsilon \tag{8.1.3}
\end{equation*}
$$

This expression also applies to a linear material, as if the substitution $\sigma=\mathrm{E} \varepsilon$ is made it reduces to E .

Having found the value of $\hat{\varepsilon}$ from the known value of $M$, the corresponding value of $\mathrm{E}_{\mathrm{e}}$ may then be calculated and this will then be used in the finite element program instead of the value of $E$ used previously. Note that $E_{e}$ is not a constant but will vary with the value of $M$.
8.2 Finite element solution using a non-linear stress-strain law

It should be noted that if there is a non-linear relation between stress and strain, beam deflections will not be directly proportional to forces or couples.

This may be shown by reference to a single uniform finite element of a beam as shown in Fig. 8B.
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Since the strain energy per unit volume is $\int_{0}^{\varepsilon} \sigma d \varepsilon$ the strain energy of an $\in$ lement of beam $d x x d y$ is given by $d U=b d x d y \int_{0}^{\varepsilon} \sigma d \varepsilon$

$$
\therefore \text { Also } \quad \varepsilon=-\mathrm{y} / \mathrm{R}
$$

and using the same method as that applied to a tapered element in 6.4 it may be shown that
$\varepsilon=-y[G(x, u)]$ where $G(x, u)$ is a function of $x$ and the nodal displacements as given in 6.4.2.

If now a non-linear stress-strain relationship $\sigma=a \varepsilon^{n}$ is assumed, the total strain energy of the element is given by

$$
U=\frac{-2 b a}{(n+1)(n+2)}\left(-\frac{d}{2}\right)^{n+2} \int_{0}^{\ell}[G(x, u)]^{n+1} d x
$$

Again, using the methods of 6.4 any nodal force $F_{i}$ may be found from $F_{i}=\frac{\partial U}{\partial u_{i}}$
so that $F_{1}=\frac{\partial U}{\partial W_{1}}$ which gives

$$
\begin{equation*}
F_{1}=-\frac{2 b a}{n+2}\left(-\frac{d}{2}\right)^{n+2} \int_{0}^{\ell}[G(x, u)]^{n}\left(-\frac{6}{\ell^{2}}+\frac{12 x}{\ell^{3}}\right) d x \tag{8.2.1}
\end{equation*}
$$

Now if $n=1$ (i.e. a linear elastic material) this expression is easily integrated, but for a non-linear material $n$ will not have the value 1 and even if integration is possible, because of the presence of the $[G(x, u)]^{n}$ term there will be a non-linear relation between the nodal forces and nodal displacements.

In a similar way $M_{1}=\frac{\partial U}{\partial \theta_{1}}$ will give a non-linear relation between the end moment and the displacements.

Now if the usual finite element method of the form $\{F\}=[K]\{u\}$ is used, a linear relationship between forces and displacements is assumed within any one element. The only way in which the non-linearity can be allowed for is by using a different value of $E_{e}$ for each element. Although the relation between forces and displacements is then only approximate for a single element, it was thought that if enough elements were used a reasonably accurate result would be obtained for the whole beam. To check if this was so the following example was examined.

## Example 1



Consider the cantilever of rectangular section $b \times d$ carrying an end load -P. A non-linear stress-strain relation $\sigma= \pm a \varepsilon^{2}$ was assumed. [To allow for + and - stresses the + sign is used for $a+s t r a i n$ and the - sign for a - strain].

For convenience, in the finite element method, $a, b, d, P$ and $\ell$ were all taken as unity.

The number of elements was first decided, and then, to find the bending moments at the nodes, a value of E was assumed. This value was arbitrary and was taken as unity. The nodal displacements were then calculated by using the computer program previously developed for linear beams (Prog. 5). The bending moment $M$ at each node was then easily calculated. Then substituting $\sigma=+a \varepsilon^{2}$ (the + sign is used here since all values of $M$ are positive, and $\varepsilon$ is positive for positive values of $y$ ) in equation 8.1.2 it may be shown that $\hat{\varepsilon}=\sqrt{\frac{8 M}{b d^{2} a}}$ so that the value of $\hat{\varepsilon}$ may be calculated at each node. Again using $\sigma=+a \varepsilon^{2}$ in 8.1 .3 it is found that $E_{e}=3 / 4 a \hat{\varepsilon}$ so that from the known values of $\hat{\varepsilon}$, values of $E_{e}$ were calculated at each node. Average values of $E_{e}$ were thencalculated for each element by taking the arithmetic mean of the values at the ends of the element. These values of $\mathrm{E}_{\mathrm{e}}$ were then used for each element in compiling the stiffness matrix for Prog. 5 instead of the constant value of $E$ used for elastic materials.

Finally, using this modified stiffness matrix and the known nodal forces., the nodal displacements were calculated. The precise
form of the relationship between the end deflection and the other parameters is found below, so $a, b, d, P$ and $\ell$ are now re-introduced.

Using various numbers of elements the finite element method described above gave the results shown in Table 8.1.


TABLE 8.1

It appears that as the number of elements increases the values obtained for the end deflection are converging on the exact value. It is possible to verify that this is so in this case.

so that from 8.1.2. $\hat{\varepsilon}= \pm \sqrt{\frac{8 M}{b d^{2} \cdot a}}$

$$
\text { Also } M=P x \text { and } \frac{d^{2} w}{d x^{2}}=-\frac{2 \hat{\varepsilon}}{d}
$$

Hence $\frac{d^{2} w}{d x^{2}}=-\frac{2}{d} \sqrt{\frac{8 P x}{b d^{2} a}}$

Integrating twice and inserting the end conditions gives

$$
w=\sqrt{\frac{32 P}{b d^{4} a}}\left(-\frac{4}{15} x^{5 / 2}+\frac{2}{3} e^{3 / 2} x-\frac{2}{5} e^{\frac{5}{2}}\right)
$$

so that when $x=0$

$$
w=-2.263 \sqrt{\frac{P \ell^{5}}{b d^{4} a}}
$$

If this result is compared with the previous values obtained by the finite element method it will be seen that the finite element values converge on this exact result as the number of elements is increased. and that when 20 elements are used the finite element result is only $0.1 \%$ higher than the correct value.

It does therefore appear that this modified finite element method will give satisfactory results for non-linear materials.

In the previous example the stress-strain relation chosen $\sigma=a \varepsilon^{2}$ was such that if it is written $\sigma=E \varepsilon$, the value of $E$ increases with increasing stress. It is much more likely with engineering materials that the value of E will fall as the stress increases. A further example using this type of relationship was investigated.

## Example 2

The cantilever of Example 1 was again used, but a stress-strain relationship $\sigma=a \varepsilon-c \varepsilon^{2}$ was assumed. This is the type of result obtained from many plastics. To simplify the working, values $\mathrm{a}=1$ and $c=0.04$ were used. Accordingly $\sigma=\varepsilon-0.04 \varepsilon^{2}$.

The finite element method described in Example 1 was again used, the only difference being in the expressions for $\hat{\varepsilon}$ and $E_{e}$. In this case equation 8.1 .2 gives

$$
M=\frac{b d^{2}}{2}\left(\hat{\varepsilon} / 3-0.01 \hat{\varepsilon}^{2}\right)
$$

A quadratic equation must now be solved for $\hat{\varepsilon}$ giving

$$
\hat{\varepsilon}=50 / 3-\sqrt{2500 / 9-200 \mathrm{M} / \mathrm{bd}{ }^{2}}
$$

[There is a second root, but this gives a strain which is increasing as the stress falls and is not likely to apply to a real material].

This value of strain is now used in 8.1 .3 giving

$$
E_{e}=1-0.03 \hat{\varepsilon}
$$

For convenience, b, d, P and \& were again taken as unity.
Values of $E_{e}$ were found at each node and average values were calculated for each element as above. The displacements were then found using various numbers of elements. The values obtained for the end deflection are shown in Table 8.2.

| Number of elements | 1 | 2 | 5 | 10 | 20 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| End deflection | -4.534 | -4.732 | -4.793 | -4.801 | -4.803 |

## TABLE 8.2

By considering the curvature of the beam an exact solution is again possible

$$
\frac{d^{2} w}{d x^{2}}=-\frac{2 \hat{\varepsilon}}{d}=-\frac{2}{d}\left(\frac{50}{3}-\sqrt{\frac{2500}{9}-200 \frac{P x}{b d^{2}}}\right)
$$

Integrating twice, inserting the end conditions and taking $b, d, P$ and $\ell$ as unity as above gives an end deflection of -4.804 . Comparison with the finite element results given in Table 8.2 shows that the finite element solution converges very rapidly on the correct solution, and even using only 2 elements the error is only 1.5\%.

Using 2 elements, the relative values of $E_{e}$ at the nodes are:at the free end 1.0 , at the centre of the beam 0.90 and at the fixed end 0.77. There is thus a variation in $E_{e}$ of the order of $10 \%$ in each element. As a guide to the use of this finite element method for non-linear materials it is suggested that sufficient elements should be used to limit changes of $\mathrm{E}_{\mathrm{e}}$ to about $10 \%$ in any one element. The figures above then suggest that errors are not likely to exceed about $1 \%$.

### 8.3 Finite element solution using numerical values of stress and strain

In 8.2 non-linear bending problems were solved by using a stressstrain law of the type $\sigma=a \varepsilon^{n}$. Here, instead of trying to find a mathematical relationship of this type between stress and strain, only corresponding values of stress and strain (which would normally be obtained direct from a tensile test) were used.

It was first necessary to find the maximum strain at a given section of the beam for a known bending moment. This corresponds to equation 8.1.2 in the previous section.


Fig. 8C.
Consider the case where $N$ values of stress and corresponding equally-spaced values of strain are known. For convenience the values of $\varepsilon$ are multiplied by a factor $f$ so that values of $f \varepsilon$ are $1,2,3 \ldots N$. Assume that the stress-strain graph is a straight line between each pair of points. (Enough points must be used to justify this assumption.)

Then between $f \varepsilon=j-1$ and $f \varepsilon=j$

$$
\begin{aligned}
\sigma=\sigma_{j-1} & +\left(\sigma_{j}-\sigma_{j-1}\right)(f \varepsilon-[j-1]) \\
\int_{j-1}^{j} \sigma f \varepsilon d(f \varepsilon) & =\int_{j-1}^{j}\left\{\sigma_{j-1}(f \varepsilon)+\left(\sigma_{j}-\sigma_{j-1}\right)\left[(f \varepsilon)^{2}-(j-1)(f \varepsilon)\right]\right\} d(f \varepsilon)
\end{aligned}
$$

Hence

$$
\begin{gather*}
\int_{0}^{i} \sigma f_{\varepsilon} d(f \varepsilon)=\sum_{j=1}^{i}\left[\frac{1}{2} \sigma_{j-1}\left\{j^{2}-(j-1)^{2}\right\}+\left(\sigma_{j}-\sigma_{j-1}\right)\left\{\frac{1}{3} j^{3}-\frac{1}{2}(j-1) j^{2}\right.\right. \\
 \tag{8.3.1}\\
\left.\left.+\frac{d}{6}(j-1)^{3}\right\}\right]
\end{gather*}
$$

Now $\frac{1}{\varepsilon_{i}^{2}} \int \sigma \varepsilon d \varepsilon=\left(\frac{f}{i}\right)^{2} \int \frac{\sigma f \varepsilon d(f \varepsilon)}{f^{2}}=\frac{1}{i^{2}} \int \sigma f \varepsilon d(f \varepsilon)$

Now let $m_{i}=\frac{1}{\varepsilon_{i}^{2}} \int_{0}^{i} \sigma \varepsilon d \varepsilon$

Values of $m_{i}$ may then be found for $i=1,2 \ldots \ldots N$ by dividing the right hand side of equation 8.3 .1 by $i^{2}$.

Since the bending moment $M=\frac{b d^{2}}{2} \frac{1}{\hat{\varepsilon}^{2}} \int_{0}^{\hat{\varepsilon}} \sigma \varepsilon d \varepsilon$ (equation 8.1.2) by comparing values of $\frac{2 M}{b d^{2}}$ with $m_{i}$ two adjacent values of $i$ will be found such that one value of $m_{i}$ is lower and the other higher than $2 M / b d^{2}$. A good approximation for the value of $\hat{\varepsilon}$ is then found by linear interpolation between these two values of $m_{i}$.

Also from 8.1.3 the equivalent value of $E$ is $\frac{3}{\hat{\varepsilon}^{3}} \int_{0}^{\hat{\varepsilon}} \sigma \varepsilon d \varepsilon$ so that $E_{i}=3\left(\frac{f}{i}\right)^{3} \int_{0}^{i} \frac{\sigma f \varepsilon d(f \varepsilon)}{f^{2}}$
or $\quad E_{i}=3 \frac{m_{i}}{i g}$
where $g=\frac{1}{f}=$ Increment of strain for unit increase of $i$.

Values of $E_{i}$ may thus be calculated for each value of $i$, and the value of $E_{e}$ may be found by linear interpolation between adjacent values of $E_{i}$ for a known value of $\hat{\varepsilon}$.

This numerical method was checked by assuming a relation $\sigma=a_{1} \varepsilon+\partial_{2} \varepsilon^{2}+a_{3} \varepsilon^{3}$ so that exact values of $m_{i}$ and $E_{i}$ could be obtained by integration. Curves of the type shown below in Fig. 8D were obtained.
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The numerical method gave values of $m_{i}$ and $E_{i}$ which in all cases differed by considerably less than $1 \%$ from the exact values obtained by integration, and almost any degree of accuracy could be obtained by increasing the number of points used from the stress-strain graph, although this would increase computation time. In the case considered a total of 12 points was found to be satisfactory.

The program for a tapered beam (Prog.5) was then modified to apply to non-linear beams (Prog.9). After calculating the $N$ values of $m_{i}$ and $E_{i}$ from given values of stress and strain, as detailed above, a value of $E$ was assumed to determine the displacements. If there are no redundant supports the bending moments will be independent of the elastic properties of the material and so any assumed value of $E$ may be used to find displacements which are then used to calculate the exact values of the bending moments. For a beam with redundant supports, however, the reactions at the supports, and therefore the bending moments, do depend on the properties of the material, and the bending moments found from the assumed value of E will be approximate. In this case an iterative process as described below is required to give satisfactory values of bending moments and displacements.

From the bending moments found above, values of $E_{e}$ may be found at the nodes. Consideration was given to the possibility of forming a new stiffness matrix by assuming a linear variation of $\mathrm{E}_{\mathrm{e}}$ along the beam element, but although this is not difficult in the case of a parallel beam (e.g. $\left.\mathrm{k}_{12}=\left(4 \mathrm{E}_{1}+2 \mathrm{E}_{2}\right) \mathrm{I} / \ell^{2}\right)$ individual elements become
much more complicated with a tapered beam. Since the variation of $\mathrm{E}_{\mathrm{e}}$ within each beam element is likely to be small it was decided that the extra complexity would have little effect on the accuracy of the calculations and accordingly a mean value $\left(E_{1}+E_{2}\right) / 2$ was used for each element, and this appears to be satisfactory, from calculated results.

Having found these values of $\mathrm{E}_{\mathrm{e}}$ the elements of the stiffness matrix are then re-computed and new values of the displacements are determined. If there are no redundant supports these are the required values, otherwise iteration must continue until a satisfactory degree of convergence is obtained. The criterion for this was taken as a change of less than $0.2 \%$ of $\Sigma$ abs $\left(u_{i}\right)$. Other criteria could be applied, but this was found to be satisfactory giving convergence in about 4 iterations in the cases considered.

The finite element method has so far been checked and found to give satisfactory results in the following cases (i) Linear-elastic tapered beam with no redundant supports (ii) Linear-elastic parallel beam with both rigid and elastic redundant supports (iii) Non-linear elastic parallel beam with no redundant supports, for various stressstrain laws.

It was finally decided to combine these variations and to check the method for a non-linear elastic tapered beam with a redundant support, using only numerical values of stress and strain.

Considerable difficulty was found in formulating a problem which could be readily checked, but results were calculated for the following propped tapered cantilever.

## Example

For checking only it was

assumed that:
$\left.\begin{array}{l}\sigma=a \varepsilon^{\frac{1}{3}} \\ d=c x^{\frac{3}{7}}\end{array}\right\}$

Note that these relationships are not used in the finite element method; instead numerical values of $\sigma$ and $d$ are calculated for chosen values of $\varepsilon$ and $x$, and only these numerical values are used.

It is perhaps unfortunate that in choosing a simple stress strain relationship which would allow the necessary double integration, the form chosen results in a value $E=\infty$ at $\varepsilon=0$. This is of course an impossibility with any practical material as it would require that there should be no initial rate of strain with a gradually applied stress. Since however this pecularity is unfavourable to obtaining a good finite element result owing to the large variation of $E$, it was decided to proceed and to see if a satisfactory result was still possible.

A finite element solution was obtained using 20 elements in Prog. 9 and reading in the required values of the beam width (1m) the
rate of loading $\mathrm{p}(1 \mathrm{MN} / \mathrm{m})$ the length of beam $\ell(10 \mathrm{~m})$ and values of $\sigma, \varepsilon$ and $d$ calculated from 8.3.4 and using $a=300$ and $c=0.5$. Results are given in Table 8.3 below.

Because of the form of the relationships chosen in 8.3 .4 an exact solution is possible here.

$$
\begin{aligned}
& \text { Let } \sigma=a \varepsilon^{n} \text { where } n=1 / 3 \\
& \text { Then from 8.1.2 } \quad M=\frac{b d^{2}}{2} \frac{a}{n+2} \hat{\varepsilon}^{n} \\
& \text { giving } \hat{\varepsilon}=\left[\frac{2(n+2)}{b d^{2} a} M\right] \frac{1}{n}
\end{aligned}
$$

Also $M=\frac{1}{2} p x^{2}-Q x$ where $Q$ is the prop reaction and $\frac{d^{2} w}{d x^{2}}=-\frac{2 \hat{\varepsilon}}{d}$
where $d=c x^{m} \quad m=3 / 7$.

Hence by integrating twice, inserting the end conditions and substituting the known values of $n, m, b, p, \ell, a$ and $c$ from above, the following equation results:-

$$
Q^{3}-10 Q^{2}+37.5 Q-50=0
$$

from which $Q=3.11 \mathrm{MN}$.

It is then found that at the point of maximum deflection

$$
\frac{1}{32} x^{4}-0.778 x^{3}+7.26 x^{2}-30.1 x+40=0
$$

giving a value of $x=2.40 \mathrm{~m}$.

The maximum deflection is then found to be -0.0354 m .

These results are compared with those from the finite element solution in Table 8.3.

|  | Exact solution | Finite element |
| :--- | :---: | :---: |
| Prop load | 3.11 MN | 2.97 MN |
| Maximum deflection | -0.0354 m. at $\mathrm{x}=2.4 \mathrm{~m}$. | -0.0362 m |

TABLE 8.3

Remembering that the chosen stress-strain relation must cause difficulties in the finite element solution where stresses are small the agreement between the two sets of results is reasonably satisfactory. This example does at least show that it is not necessary to assume a stress-strain law to use the non-linear finite element program, but by using Prog. 9 only corresponding values of stress and strain are required. In this present example 24 pairs of values were used, but in many cases a smaller number will be sufficient since the value of E will change less rapidly than in this case.

The information required to use this non-linear finite element program is detailed below.

It may be noted here that this program was successfully used for a non-linear viscoelastic material in 9.3.
8.4 General computer solution for non-linear materials (Prog.9)

Much of this program is the same as Prog.5, but the first 6 cards lb to 6 b as detailed below are to be used in place of cards 1,2 and 3 of Prog. 5 .

1b Number of elements
2 b Number of points from the stress-strain graph excluding the origin
$3 b$ Assumed value of $E$ to determine moments
4b Scale of strain axis i.e. strain represented by $i=1$.
5b Values of stress in order for equal strain increments
6b Width of beam
Followed by cards 4 to 10 of Prog. 5.

Example
The following values of stress $\left(M N / \mathrm{m}^{2}\right)$ and strain are known

| Point number $i$ | 1 | 2 | 3 | 4 | 5 | 6 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Strain | $\varepsilon$ | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 |
| Stress | $\sigma$ | 10 | 19 | 27 | 33 | 38 | 42 |

The following data cards would be used:

```
lb N
2b 6
3b 800 (An approximate average value of E from above data)
4b 0.01
5b
6b B
    + cards }4\mathrm{ to }10\mathrm{ of Prog.5.
```


## CHAPTER 9

## NON-LINEAR VISCOELASTICITY

### 9.1 Non-linear behaviour of plastics

The behaviour of any plastic may be considered linear only within a limited stress range. Even Perspex, which probably behaves more linearly than most other plastics, shows considerable non-linear effects at stresses greater than about $20 \mathrm{MN} / \mathrm{m}^{2}$ as shown in 4.1.

In the absence of any easily used non-linear viscoelastic theory, various suggestions have been made for a stress-strain-time relationship, but none has proved completely satisfactory. For example, one possible relation suggested by Marin \& Pao [16] is

$$
\begin{equation*}
\varepsilon=\sigma / E+D \sigma^{m}\left(1-P e^{-p t}\right) \tag{9.1.1}
\end{equation*}
$$

where

$$
E, D, m, P \text { and } p \text { are constants. }
$$

In this form the behaviour of Perspex in a creep test is described quite well by:-

$$
\varepsilon=\sigma / 3500+35 \times 10^{-6} \sigma^{1.5}\left(1-0.997 \mathrm{e}^{-0.58 t}\right)
$$

There is of course no particular virtue in an equation of the type of 9.1.1 per se, since it can only represent the results of experiments in a convenient form, and the problems of non-linear viscoelasticity go much deeper than finding a suitable form of equation to describe material behaviour.

For example consider the application of a tensile stress $\sigma_{1}$ which is then removed at time $T$ as shown in Fig. 9A.


Fig. 9A


Fig. 9B

The results of 2 creep test for a constant stress $\sigma_{1}$ may be found from a curve of the type shown in Fig. 9B, or alternatively these results could be embodied in an equation as in 9.1.1. For times $t>T$ the stress history of the material may be regarded as a stress $\sigma_{1}$ applied at $t=0$ with an additional stress $-\sigma_{1}$ applied at $t=T$. According to the principle of linear superposition the recovery strain at time $t(t>T)$ should then be given by

$$
\begin{equation*}
\varepsilon_{r}(t)=\varepsilon_{1}(t)-\varepsilon_{1}(t-T) \tag{9.1.2}
\end{equation*}
$$

where $\varepsilon_{1}(t)$ is the strain due to a stress $\sigma_{1}$ acting for time $t$.

Turner shows [17] however that for propylene homopolymer there are considerable differences between the predictions of 9.1 .2 and experimental results, due apparently to the breakdown of the superposition principle for non-linear behaviour. In view of the more linear behaviour of Perspex, the present author thought that equation 9.1.2 might give better results for this material, but preliminary tests gave unsatisfactory results due mainly to the difficulty of repeating
results either with the same specimen or with other specimens cut from the same sheet of material. Investigations by Lockett \& Turner [21] show that the behaviour of propylene homopolymer is affected by previous stressing even when it shows no residual strain. Although this effect may not be large, it may considerably influence the small strains to be measured during recovery. While the recovery strain due to a single application and removal of stress may be difficult to predict, it is shown [21] that a much more orderly state of affairs is found when the stress is repeatedly applied and removed. As this is much more likely in practice than the single application and removal of a stress the present author decided that the strains due to intermittent loading should be investigated rather than the predictions of 9.1.2.

### 9.2 Intermittent loading of a tensile test piece

In spite of the failure of the method of superposition of strains shown in [17], Turner shows [18] that although the results of a single stress application and removal may be unpredictable, if several stress cycles are considered linear superposition of strains may be used. The residual strain at the end of $N$ cycles $\left(\varepsilon_{r}\right)_{N}$ is shown to be

$$
\begin{equation*}
\left(\varepsilon_{r}\right)_{N}=\varepsilon_{c}(T) \sum_{x=1}^{N}\left[\left(\frac{t^{\prime} x}{T}\right)^{n}-\left(\frac{t^{\prime} x}{T}-1\right)^{n}\right] \tag{9.2.1}
\end{equation*}
$$

where $T$ is the duration of the creep period in each cycle $t^{\prime}$ is the total duration of each cycle
$\varepsilon_{c}(T)$ is the creep strain at the end of the first creep period
n is the slope of the $\log$ (strain)-log(time) graph for a constant stress i.e. creep test.

Also the creep strain after $N$ creep periods is given by

$$
\begin{equation*}
\left(\varepsilon_{C}\right)_{N}=\left(\varepsilon_{r}\right)_{N-1}+\varepsilon_{c}(T) \tag{9.2.2.}
\end{equation*}
$$

Turner also shows that if $\left(\varepsilon_{r}\right)_{N}$ and $\left(\varepsilon_{C}\right)_{N}$ are plotted against $\log$ (time), the results are almost two straight lines. (i) It seems unlikely that this method may be used only for the material tested by Turner (polypropylene), so using the results for Perspex from the creep tests of 4.1 the results for a constant stress of $15 \mathrm{MN} / \mathrm{m}^{2}$ were found to be $\varepsilon_{c}(T)=5.3 \times 10^{-3}$ after 6 min and the slope of the $\log (s t r a i n)-\log$ (time) graph $n=0.015$. Taking $T=6 \mathrm{~min}$ and $\mathrm{t}^{\prime}=12 \mathrm{~min}$ (i.e. equal loading and recovery preiods) the series of 9.2 .1 and 9.2.2 were easily evaluated for various values of $x$ by using a digital computer. The results are shown in Fig. 9.2.1.
(ii) Since linear viscoelastic theory is much more convenient to use, it is reasonable to enquire how well the predictions of linear viscoelastic theory agree with those of 9.2.1 and 9.2.2.

Hence, by assuming 3-parameter linear viscoelasticity
i.e. $\varepsilon(t)=\sigma\left[\frac{1}{E}+C\left(1-e^{-\zeta t}\right]\right.$ and so calculating $\varepsilon(t)$ for any value of $t$, the following series were obtained by superposition of strains:-

$$
\begin{align*}
& \left(\varepsilon_{r}\right)_{N}=\sum_{x=1}^{N} \varepsilon_{c}\left(x t^{\prime}\right)-\sum_{x=1}^{N} \varepsilon_{c}\left(x t^{\prime}-T\right)  \tag{9.2.3}\\
& \left(\varepsilon_{c}\right)_{N}=\sum_{x=0}^{N-1} \varepsilon_{c}\left(x t^{\prime}+T\right)-\sum_{x=0}^{N-1} \varepsilon_{c}\left(x t^{\prime}\right) \tag{9.2.4}
\end{align*}
$$



These series were again evaluated by means of a computer, using the parameters of 4.1 to calculate $\varepsilon_{c}(t)$.
(iii) Finally using a Denison creep testing machine and Philips extensometer experimental values for $\left(\varepsilon_{r}\right)_{N}$ and $\left(\varepsilon_{C}\right)_{N}$ were obtained for the same cycle i.e. a stress of $15 \mathrm{MN} / \mathrm{m}^{2}$ applied for 6 min and then removed for 6 min .

The results of (i), (ii) and (iii) are shown in Fig. 9.2.1 and it will be seen that while there is very good agreement between the predictions of equations 9.2 .1 and 9.2 .2 and experimental results, linear viscoelasticity gives rather poorer results, even though the parameters used fit the experimental creep results for $15 \mathrm{MN} / \mathrm{m}^{2}$ very well. It would seem that even at this comparatively low stress the basic non-linear behaviour of the material is more apparent when the stress varies than when it remains constant. It is possible, of course, that a more complicated viscoelastic model, while still fitting the creep test results, would give better results in the intermittent loading test, but in view of the accuracy of equations 9.2.1 and 9.2.2 this was not investigated at this stage, but it might be worth further investigation.

It should be noted that in Figs. 9.2.1, 9.2.2 and 9.2.3 the time scale shows the time for which the stress is applied and not the total elapsed time. i.e. $t=x T$, where $x$ is the cycle number and $T$ is the time for which the stress is applied in each cycle.

Using the same values of $T$ and $t^{\prime}$ ( 6 and 12 mins respectively) (i) and (iii) were repeated using a stress of $30 \mathrm{MN} / \mathrm{m}^{2}$ which is well beyond the linear range of Perspex, and so the results of (ii) were not evaluated. In this case $\varepsilon_{c}(T)=11.4 \times 10^{-3}$ and $n=0.035$.

Fig. 9.2.2 shows theoretical and experimental results, and also compares the strain due to a constant stress with that due to the same stress applied intermittently. It is obvious that an intermittent stress results in a smaller strain than a constant stress. The numbers 1, 2, 4 etc. on the graph are the cyc!e numbers, i.e. values of $x$.

It will again be seen that the results of equations9.2.1 and 9.2.2 agree extremely well with experimental results.

Turner does state that this behaviour pattern has been established for several different polymers, and here it has also been shown to apply to Perspex.

It was finally decided to apply the same method to a stress cycle which varies between two stresses, neither of which is zero. The resultant strains are now predicted from equations 9.2.1 and 9.2.2 for a stress $\sigma_{1}$ and adding a second series for a stress $\sigma_{2}$ which is first applied at $t=T$ for a period $t^{\prime}-T$, where $t^{\prime}$ is the cycle time for both stresses giving:-


$$
\begin{align*}
\left(\varepsilon_{r}\right)_{N} & =\varepsilon_{c}(T) \sum_{x=1}^{N}\left[\left(\frac{t^{\prime} x}{T}\right)^{n_{1}}-\left(\frac{t^{\prime} x}{T}-1\right)^{n_{1}}\right] \\
& +\varepsilon_{c_{2}}\left(t^{\prime}-T\right) \sum_{x=1}^{N-1}\left[\left(\frac{t^{\prime} x}{t^{\prime}-T}\right)^{n_{2}}-\left(\frac{t^{\prime} x}{t^{\prime}-T}-1\right)^{n_{2}}\right]+\varepsilon_{c_{2}}\left(T-t^{\prime}\right)  \tag{9.2.5}\\
\left(\varepsilon_{c}\right)_{N} & =\varepsilon_{c_{1}}(T) \sum_{x=1}^{N-1}\left[\left(\frac{t^{\prime} x}{T}\right)^{n_{1}}-\left(\frac{t^{\prime} x}{T}-1\right)^{n_{1}}\right]+\varepsilon_{c_{1}}(T) \\
& +\varepsilon_{c_{2}}\left(t^{\prime}-T\right) \sum_{x=1}^{N-1}\left[\left(\frac{t^{\prime} x}{t^{\prime}-T}\right)^{n_{2}}-\left(\frac{t^{\prime} x}{t^{\prime}-T}-1\right)^{n_{2}}\right] \tag{9.2.6}
\end{align*}
$$

where $\varepsilon_{c_{1}}(T)$ and $\varepsilon_{c_{2}}\left(t^{\prime}-T\right)$ are the creep strains due to constant stresses of $\sigma_{1}$ and $\sigma_{2}$ at times $T$ and $t^{\prime}-T$ respectively.

A comparison of theoretical and experimental results was obtained for Perspex stressed for periods of 6 min each at $30 \mathrm{MN} / \mathrm{m}^{2}$ and $15 \mathrm{MN} / \mathrm{m}^{2}$. The values used in equations 9.2 .5 and 9.2 .6 were as before i.e. $\varepsilon_{c_{1}}(T)=11.4 \times 10^{-3}, \quad n_{1}=0.035$ and $\varepsilon_{c_{2}}\left(t^{\prime}-T\right)=5.3 \times 10^{-3}, n_{2}=0.015$.

The results are shown in Fig. 9.2.3 and it will be seen that agreement between the two sets of values is not as good as was the case with a single stress. Since, however, the maximum difference is about $2 \%$ the theoretical results obtained by using this method should be accurate enough for most engineering purposes.


Turner argues [18] that when $\sigma_{2}=0$ linear superposition may be used because the residual strains are small. In the case just considered where $\sigma_{2} \neq 0$ residual strains are not small and linear superposition no longer gives accurate results as also noted by Turner [17].

Fig. 9.2.3 also shows that the maximum strain $\left(\varepsilon_{c}\right)_{N}$ is not greatly affected by the value of the lower stress. In this case $\left(\varepsilon_{c}\right)_{N}$ is only about $5 \%$ greater when the stress is reduced to $15 \mathrm{MN} / \mathrm{m}^{2}$ than when it is removed completely. On the other hand the minimum strain $\left(\varepsilon_{r}\right)_{N}$ is considerably increased by the higher stress, and here it is about $15 \%$ greater than the strain due to a constant stress of $15 \mathrm{MN} / \mathrm{m}^{2}$. This pattern of behaviour is to be expected as the greater residual strains due to the higher stress will affect the lower strains much more than the strains caused by the lower stress will affect the maximum strain.

It would therefore seem that equations 9.2 .1 and 9.2 .2 will predict extremely accurately the strains due to the intermittent application of a single stress in a cycle which is repeated at regular intervals. Linear viscoelastic theory is, on the other hand, likely to give fairly poor results for this type of loading. In the case of Perspex the results of the test shown in Fig.9.2.1 show that while the strains predicted by linear viscoelastic theory may be up to $5 \%$ low at the end of a creep period, the strain at the end of a recovery period may be overestimated by as much as $50 \%$. Since this latter strain is, however, very small the absolute error
in the strain is not large, and these linear viscoelastic calculations :vould probably be accurate enough for most design purposes.

It also appears that equations 9.2 .5 and 9.2 .6 may be used to extend this method to apply to a stress variation between two constant stress levels. The results here are not quite as good as those for a single stress, but are still quite adequate for design calculations.

Since all the experimental data required for this method is obtained from a simple creep test, and the series are easily summed by a computer, very little extra work will give a great deal of useful information in cases where the stress varies in a known manner.
9.3 The deflection of a tapered non-linear viscoelastic beam

Beam deflections obtained using the finite element method have been found to agree well, in those cases where they could be checked, with results of other theoretical methods. While this is encouraging it was thought that experimental verification was required.

A symmetrical tapered Perspex beam having the dimensions shown in Fig. 9.3.1 was simply supported at its ends and loaded at mid-span. Although the extension of the bottom face of the beam will tend to be partly taken up by the required increase in length of the beam due to its curvature, calculations suggested that the span might increase by up to about 0.5 mm . To allow the span to change by this amount, one end of the beam was supported on a roller, while the other rested
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on a knife-edge, and some slight increase in span was indeed noticed when the largest forces were applied. A change of span of this order would increase the deflection by less than $1 \%$ and this effect was accordingly neglected.

Central loads of up to 180 N (giving a maximum stress of about $30 \mathrm{MN} / \mathrm{m}^{2}$ ) were applied, and for each load the central deflection was measured over a period of 6 hours. With the shape of beam used, maximum stress occurs at mid span, but was only about $10 \%$ less than the maximum at a quarter span (the exact figure varying with the load on the beam). The non-linearity shown at the higher stresses will therefore affect about half the length of the beam, and should show clearly in the central deflection.

To obtain a finite element solution Prog. 9 was used. It was assumed that the stress did not vary with time at a given point, and accordingly that the behaviour of a small element of beam would be exactly the same as for the creep tests of 4.1 . This assumption was found to be reasonable, as the finite element solution showed a maximum change of stress at the outer layers of the beam of about $2 \%$. The stress at the outside of the beam does in fact decrease slightly with increasing time, while the stress increases nearer the neutral axis.

Using values of stress and strain from 4.1, values of $m_{i}$ and $E_{i}$ were calculated from 8.3.2 and 8.3.3. A strain increment $g(8.3 .3)$ of 0.002 was used, and values of $m_{i}$ and $E_{i}$ were calculated for 0.1 ,
$0.5,2,4$ and 6 hours. Using 20 elements each 10 mm long and supplying beain dimensions, positions of constraints and details of loading (one central force), Prog. 9 was used and the deflections and stresses found for several different loads. The variation of central deflection with time for various loads is shown in Fig. 9.3.2, both experimental and finite element results being given. It will be seen that there is very good agreement between the two sets of results for all loads and times, the maximum difference being about $2 \%$, and an error of this magnitude could well be accounted for by errors in measuring strains in the creep tests. Calculations showed that if the initial (elastic) value of $E$ had been used throughout errors of over $10 \%$ would have appeared, so the non-linear method used gives a considerable improvement in accuracy.

It may therefore be concluded that the finite element method developed for non-linear elastic materials will also give good results for non-linear viscoelastic materials, providing that the stress at a particular point in the beam remains almost constant. In cases where the stress does vary appreciably with time (e.g. if there is a redundant support), the strain at any point will depend on the previous stress history. It is however shown in 7.3 that, for a linear viscoelastic material, considerable variations of stress have little effect on the value of $E(t)$. With a non-linear viscoelastic material the ratio stress/strain is now a function of stress as well as of time, but even so it seems likely that the values of $E_{i}$ will be fairly insensitive to variations in stresses.


Providing then that the final stresses are used to determine the values of $E_{i}$ (and this is done automatically by using the iterative method of 8.3 which is incorporated in Prog.9) errors due to stress variation are likely to be fairly small.

### 9.4 Design in plastics

Design problems for plastics are much more complicated than for metals. These complications are due to (a) the time-dependence of the mechanical properties of plastics and (b) the non-linear relation between stress and strain for most plastics, except for very moderate stresses.

## Linear viscoelasticity

If linear viscoelasticity is assumed, the initial problem is to obtain a relationship between stress, strain and time which will fit the observed behaviour of the material used. The mathematics of this approach has been well developed, and a combination of Maxwell and/or Kelvin elements will usually be found to agree with experimental results for certain materials [2] [19].

The assumption of linearity implies that if the behaviour of the material in one type of test is known, then its behaviour in any other type of test may be predicted. Since the tensile creep test is probably the simplest type of test, this is normally used to obtain the parameters for the viscoelastic model. It is then necessary to make one further assumption concerning the dilatation of the material and then the results of torsion and other tests may be predicted.

The further assumption mentioned above concerns the elastic bulk modulus K. The possible assumptions are:-
(i) $K$ is infinite and hence $v$ has a constant value of 0.5
(ii) $\nu$ is constant and $K$ will then vary in some unprescribed manner.
(iii) $K$ is constant but finite and $\nu$ will vary
(iv) K varies in a way which can be described by Maxwell and Kelvin elements, and again $\nu$ will vary.

Of these assumptions (i) and (ii) do not appear to agree with observations [17], while (iii) seems to agree approximately with experimental results [19]. A more accurate expression would probably be given by (iv), but in view of the doubtful nature of the assumed linearity the extra complication seems to be unjustified. Assumption (iii) therefore seems to be a good compromise between accuracy and simplicity.

The results of the creep tests on Perspex in 4.1 were adequately represented for stresses up to about $20 \mathrm{MN} / \mathrm{mi}^{2}$ by linear viscoelastic theory based on a 3-parameter distortion model and assumption (iii) above for dilatation. The mathematics of this linear theory then shows that calculations for a viscoelastic material are similar to those for an elastic material except that the elastic constants of the elastic theory are replaced by time-dependent variables. As calculations for an elastic material are usually based on the constants $E$ and $v$, a similar approach is convenient for viscoelastic materials.

The use of a time-dependent modulus $E(t)$ is demonstrated in calculating the deflection of the Perspex frame in 7.1. This is a
uni-axial stress problem, for any one member, in which the bending stress varies with position but not with time. The use of a timedependent $E(t)$, the value of which could be found from the earlier creep tests could then be expected to predict the deflection of the frame extremely accurately, and this was found to be the case. Also, as both tensile and compression bending stresses occur, the results of 7.1 demonstrate that there cannot be much difference between the behaviour of Perspex in tension and compression, at least up to a stress of $20 \mathrm{MN} / \mathrm{m}^{2}$.

By using linear viscoelastic theory, the strains in a particular direction due to several stresses may be superimposed, and 3.4 shows how this linear theory may be applied to a twodimensional stress system. It is also demonstrated that the constants $E$ and $\nu$ of an elastic material are replaced by variables $E(t)$ and $v(t)$ for a viscoelastic material.

Hence, having obtained a stress-strain-time relationship, the designer is then confronted with a time-dependent modulus $E(t)$ and a time-dependent Poisson's ratio $\nu(t)$, the appropriate values of which must be used at a particular time. This may not present any particular problems in some cases; for example, in a long internallypressurized cylinder, the longitudinal and hoop stresses are not time-dependent being statically determinate, and the increase of diameter is easily obtained in the usual way using the appropriate values of $E(t)$ and $v(t)$.

While the assumption of constant stresses is exactly true for the membrane stresses in a cylinder (providing the pressure remains constant), any local bending stresses may vary slightly with time. This is so in the case of the Perspex cylinder investigated in 7.2, but the variation of the net longitudinal and hoop stresses is small and it is shown theoretically that, at least for Perspex, the actual variation of stresses with time has little effect on the value of $E(t)$. It also follows that the value of $v(t)$ will be little different to the value obtained when the stresses remain constant. In 7.2 therefore values of $E(t)$ and $\nu(t)$ are calculated for constant stresses and it is shown that the measured increase of radius of the cylinder agrees quite well with the calculated values.

Similarly, good agreement is obtained between theoretical and calculated values of the deflections of a square of Perspex subjected to a compressive stress described in 7.3. Here also stresses vary somewhat with time but it is found that the values of $E(t)$ and $v(t)$ calculated for constant stresses give satisfactory results.

Even when a solution is obtained for a particular problem, the designer's work is not finished as he must then decide what criteria to use to determine maximum permissible loads etc. Turner suggests [19] that for plastics, strain is probably a more suitable limit than stress, and that accordingly the strain should not exceed some prescribed limit during the life of the part.

This criterion does, however, cast considerable doubt on this linear design approach, as with most plastics at strains well below a suitable upper limit, the behaviour of the material will be very markedly non-linear.

## Non-linear viscoelasticity

If linear viscoelasticity is not to be assumed, the stress-straintime equation may be replaced by sets of curves plotted from experimental results. These are perhaps best visualised as sections through a 3 -dimensional surface in which the 3 perpendicular axes are stress, strain and time (usually on a logarithmic scale). Sections perpendicular to any axis give the usual creep (constant stress), isometric (constant strain), and isochronous (constant time) curves.[17]. Curves for many common plastics have been published [6].

The limiting strain criterion is now easily applied, resulting in either a maximum stress or a limit on the life of the part, but this approach is only reliable if all stresses remain constant, and since the way in which Poisson's ratio varies is extremely uncertain, twoand three-dimensional problems now present great difficulties.

Even uniaxial stress problems now become very complicated unless the stress remains constant. The basic difficulty in non-linear viscoelasticity is that strains cannot be obtained by simple superposition and while methods have been suggested for predicting the results of stress variations [20] the amount of experimental work necessary to obtain the required functions appears to be impracticable. [21].

Lockett and Turner [21] also show that when a uniaxial stress is removed, although no residual strain may be shown after a certain time, the response to a further stress application will be affected. A much simplified strain-time relation is also obtained for several creep-recovery cycles, the stress being constant for each creep period, and it is then removed completely during recovery.

Turner [18] shows how the strain during creep-recovery cycles may be predicted from creep tests only. As expected the strains due to an intermittently applied stress are less than those due to the same stress applied continuously, so that if the maximum strain criterion is applied here, a higher stress may be used when the loading is intermittent, than when the load is continuous.

One set of results for a square wave stress is given in 9.2 and it also seems that the same method may be applied to this type of variation between two stresses, neither of which is zero.

A second type of non-linear viscoelastic problem is discussed in 9.3. This is the problem of the loading of a non-linear tapered Perspex beam. It is shown that, since this is a uniaxial stress system and the stresses vary only slightly with time, the deflection may be calculated extremely accurately by using only the results of the earlier creep tests in conjunction with the non-linear elastic bending theory described in 8.3.

While the methods indicated extend the scope of non-linear viscoelastic design for a uniaxial system, further progress appears uncertain until
(i) the response to a single arbitrary stress input can be predicted from the previous stress history, and the theory then extended to 2 and 3 -dimensional systems.
(ii)a satisfactory criterion corresponding to the von Mises yield criterion is available for a viscoelastic material.

At the moment, neither of these objectives seems to be in sight, so some sort of approximation to (i) above is necessary. One possibility with small stress variations is to neglect the change, and 9.3 shows how this gives good results with a beam. A second line of approach might be to superimpose strains when the variations of stress are small, but remembering that this may cause some inaccuracy.

## CHAPTER 10

## GENERAL DISCUSSION

Quite simple theoretical solutions are possible for some engineering problems in which it is possible to make certain simplifying assumptions. A good example of this approach is the use of simple bending theory for elastic materials in which all stresses except those acting along the length of the beam are ignored. This method gives extremely good results providing its limitations are known and it is not used for cases in which the simplifying assumptions cannot be justified, for example in the case of a short deep beam where shear stresses are important.

In cases where a simplified solution gives poor results, the theory of linear elasticity may be used to obtain an exact result, but this usually involves a great deal of algebraic manipulation, and the solution may become so complex that this method of approach may not be practicable for everyday design work. One case in which this method does work is given in 3.3 where elasticity theory gives an exact value for the end deflection of a loaded wedge. It is also shown that for small angles of taper the simple beam theory gives quite good results (6.7).

The viscoelastic behaviour of plastics differs from that of
elastic materials in being time dependent but it was seen that the actual behaviour of Perspex could be adequately represented by suitable mathematical models which assumed a linear relationship between stress and strain for stresses not exceeding about $20 \mathrm{MN} / \mathrm{m}^{2}$. It was further seen that if the solution of a linear problem is known, by using a correspondence rule the solution of the viscoelastic problem is (at least in theory) possible. In all except the simplest cases, however, the inversion of the Laplace transform, which is a necessary part of the solution, may present considerable difficulties. For simple one- and two-dimensional constant stress systems solutions are possible and it was demonstrated that the form of the viscoelastic solution is similar to the elastic solution with the elastic constants replaced by corresponding time-dependent variables. These variables are readily calculated from the known parameters evaluated from (say) a set of creep tests. It was also shown, that small variations of stress have little effect on the values of these timedependent variables for Perspex.

If, then, the solution is known for an elastic problem in which the stresses remain constant or nearly so, the solution of the corresponding viscoelastic problem may be obtained without difficulty.

As was noted above, however, exact solutions for elastic materials may be very complex, so various numerical methods were investigated and it was decided that the most promising of these, for the types of problems to be solved, was the finite element method, using beam type elements. It was seen that the bending of uniform beams could
be treated in this way and that frame deflection problems could be similarly solved.

The stiffness matrix was then derived for a tapered element and the accuracy of this finite element method was then further improved by modifying the stiffness matrix to allow for the effect of shear stresses in both uniform and tapered elements. The accuracy of the finite element method was considerably improved by this allowance for shear effects in the case of the loaded wedge for which an exact solution had been previously obtained.

To complete this part of the work, a computer program was written to solve, using this finite element method, beam problems for uniform or tapered beams for any type of loading and with any number of either rigid or elastic supports.

An alternative finite element method using constant strain triangles was applied to beams which were treated as plane-stress problems. This was found to give very inaccurate values for both deflections and stresses due to the large variations of stress across the depth of the beam. The accuracy was improved by increasing the number of elements, but even with a large number of elements the results were much inferior to those obtained by using beam-type elements.

Finite element methods were then applied to three linear viscoelastic problems. These were (i) a frame (ii) a pressurized cylinder
and (iii) a square plate subjected to compressive stresses. In the first of these, stresses were independent of time and nearly so in (ii) and (iii). In all three cases the finite element solution obtained by using the time-dependent variables $E(t)$ and $\nu(t)$ calculated from expressions which are strictly true only for constant stresses was found to agree well with experimental results.

Finally, the problems of non-linear viscoelasticity were considered. A method of predicting strains due to the alternation of two stresses was shown to agree fairly well with measured values. A theoretical solution was also obtained for the deflection of a non-linear tapered Perspex beam. The theoretical values of deflection agreed extremely well withexperimental results even when stresses considerably exceeded the linear range of the material. The method used here could in fact be applied to any non-linear bending problem and requires only corresponding values of stress and strain such as could be easily obtained from creep tests.

## CHAPTER 11

## CONCLUSIONS

The following conclusions may be deduced from the work recorded here.

1. A finite element method using beam type elements will satisfactorily solve bending problems for linear elastic, linear viscoelastic and non-linear viscoelastic uniform and tapered beams.
2. Bending problems are not well suited to solution as planestress problems using constant strain triangles due to the variation in stress across the beam, but this approach is satisfactory in cases where stress gradients are smaller than in beams.
3. The linear viscoelastic behaviour of plastics may be described in terms of mathematical models which may then be used to predict the behaviour of the material under a variety of conditions.
4. If the solution of a particular problem for an elastic material is known the use of the correspondence rule will give the solution for a linear viscoelastic material. The solution may, however, be complex and the use of a numerical method may be preferable.
5. Linear viscoelastic problems are readily solved by a finite element method using time-dependent values of $E(t)$ and $v(t)$. These results are not strictly accurate in cases where the stresses vary with time, but errors will be small if the variations of stress are not large.
6. Non-linear viscoelastic problems are much more difficult to solve than linear ones. Relatively simple solutions are possible for some problems (e.g. the strains due to alternating stresses).

The non-linear bending problem of Chapter 8 was solved so readily by the numerical method of 8.3 that it might be rewarding to see if the same method can be used for beams of other than rectangular cross-section.

Regarding the behaviour of plastics, it would be interesting to investigate the effect of using more complicated mathematical models of material behaviour than the three-parameter model mainly used by the present author. It would also be of interest to investigate theoretically and experimentally how the value of $E(t)$ is affected for different types of stress variation, possibly using several different materials.

Since the behaviour of all plastics is to some extent non-linear it would be extremely useful if the method of 8.3 for a uniaxial
stress system could be extended to two - and three-dimensional systems. This would, however, need much more information about how the value of Poisson's ratio varies with stress and time than appears to be available at present.

A satisfactory criterion for the failure of plastics is still awaited, but in view of the number of parameters involved a very great deal of experimental work will probably be necessary to obtain any useful results.

The intermittent loading tests of 9.2 show that the strain continues to increase with time. A vibratory force producing alternate tensile and compressive stresses in the material may produce the same type of result. Further investigation of this possibility may be worth while.
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## APPENDIX

## COMPUTER PROGRAMS

The programs detailed below were written for an I.C.L. 1905 computer, and the language used was ALGOL. Initially, to gain experience in writing computer programs, problems such as the plate bending problem of 5.1 (c) were solved by using the computer for the evaluation of a number of terms and the summation of the resulting series. Since there are no particular points of interest in this or similar programs they are not shown here.

The first program involving any real difficulty was Prog. 1 required to calculate the change of radius of a viscoelastic cylinder. The expression of 4.4.4

$$
\frac{\operatorname{pr}^{2}}{h}\left\{\frac{1}{E}\left(1-\frac{\nu}{2}\right)-\frac{3}{4} C\left(1-e^{-\zeta t}\right)\right\}\left\{1-e^{-\beta x}(\cos \beta x+\sin \beta x)\right\}
$$

was to be evaluated for various values of $x$ and $t$. This was achieved by using a double loop, first keeping the value of $t$ constant in the outer loop and then using all the different välues of $x$ in the inner loop. To save computer time the value of $e^{-\zeta}$ was initially computed and then values of $e^{-\zeta t}(t=2,3, \ldots)$ were readily found by multiplications such as $e^{-2 \zeta}=e^{-\zeta} \cdot e^{-\zeta}$ at the end of the $t$ loop. Values of $e^{-\beta x}$ were found in the same way. For convenience in printing out the results the required deflections were all calculated and stored in a two-dimensional array $W[I, T]$ before being printed.

Prog. 2 was used to solve the 10 simultaneous equations obtained by using a finite element method to solve a beam problem. In this case the values of the elements of the stiffness matrix were read in from cards and the equations then solved by Gaussian elimination (It is perhaps worth recording that the Gauss-Seidel iterative method was first tried, but gave very inaccurate results and used a great deal of computer time. The failure of this method here is probably due to the very small value of F compared with those of the other terms in each equation [8].

Gaussian elimination, on the other hand worked extremely well. This method requires that starting with the first row some multiple of each pivot row ( $P=1,2 \ldots N-1$ ) is subtracted from each row below $(I=P-1, \ldots N)$ so that the elements to the left of the leading diagonal are made equal to zero. Prog. 2 does in fact save unnecessary calculations by omitting this subtraction when an element is already zero. The form of the modified equations is then as shown below.

$\mathrm{u}_{10}$ can then be found immediately, and by substitution of this value in the row above $u_{9}$ is calculated and so on until $u_{1}$ is found.

With only a few elements, the method of reading in values used above is satisfactory, but with many elements it is almost essential to use the computer to evaluate individual elements of the stiffness matrix. This is easily achieved by supplying the values of E, I and $\ell$ for a uniform beam, or of $E, b, d_{1}, d_{2}$ and $\ell$ for the tapered beam element of 6.5 . If the elements of the stiffness matrix of this one element are represented by $c_{i}(i, j=1,2,3,4)$, the last 4 of these välues $c_{i j}(i, j=3,4)$ must be temporarily stored for addition to the first 4 values of $c_{i j}(i, j=1,2)$ of the next element since two elements are joined at the common node. The required additions for adjacent elements $r, r+1$, are:-

$$
\begin{array}{ll}
\left(c_{33}\right)_{r}+\left(c_{11}\right)_{r+1}, & \left(c_{34}\right)_{r}+\left(c_{12}\right)_{r+1} \\
\left(c_{43}\right)_{r}+\left(c_{21}\right)_{r+1}, & \left(c_{44}\right)_{r}+\left(c_{22}\right)_{r+1}
\end{array}
$$

This is perhaps more obvious in the diagram below where the additions above occupy the shaded area common to elements $r$ and $r+1$. Similar additions will be required for elements $r+1$ and $r+2$ etc. until the last element is reached.


Prog. 3 is a program written to find the deflection of the tapered beam of 6.5 so that the dimensions of each element are required. In this example the beam profile is given by the equation $x=20(1-d)^{2}$, so that by specifying values of $d_{1}$ and $d_{2}$ the length of each element $\ell$ is easily calculated, and the stiffness matrix is then assembled as specified above.

Because all the non-zero elements of this matrix lie in a band of width 7 elements, only these values are stored, and to reduce the storage space required the elements are stored as a vertical band. Thus if the displacements at $n$ nodes are required, the stiffness matrix will contain $2 n$ rows, but instead of storing a square $2 n \times 2 n$ matrix it may be stored as $2 \mathrm{n} \times 7$. Although there is little difference here where $2 n=10$ there will be an enormous difference for large values of $n$.

The actual matrix has the form:-
$\left[\begin{array}{llllllll}k_{11} & k_{12} & k_{13} & k_{14} & & & & \\ k_{21} & k_{22} & k_{23} & k_{24} & & & & \\ k_{31} & x & x & x & x & k_{36} & & \\ k_{41} & x & x & x & x & k_{46} & & \\ & & k_{33} & x & x & x & x & k_{58} \\ & & k_{63} & x & x & x & x & k_{68} \\ & & & & k_{75} & x & x & x\end{array}\right]$
where $x$ denotes a non-zero element. All elements not shown are zero.

By moving every element of the $i^{\text {th }}$ row $i-1$ spaces to the left all the non-zero elements may be stored in the form:-
$\left[\begin{array}{lllllll}0 & 0 & 0 & k_{11} & k_{12} & k_{13} & k_{14} \\ 0 & 0 & k_{21} & k_{22} & k_{23} & k_{24} & 0 \\ 0 & k_{31} & x & k_{33} & x & x & k_{36} \\ k_{41} & x & x & k_{44} & x & k_{46} & 0 \\ 0 & k_{53} & x & k_{55} & x & x & k_{58} \\ k_{63} & x & x & k_{66} & x & k_{68} & 0 \\ 0 & k_{75} & x & k_{77} & x & x & x \\ k_{85} & x & x & x & x & x & 0\end{array}\right]$

The Gaussian elimination method is again used to find the displacements, with due account being taken of the distorted form of the storage arrangement.

Prog. 4 is a program written to find the deflection at the end of the wedge of 6.8. In addition to the finite element solution obtained in the same way as in Prog.3, values are also obtained using simple beam theory and using the methods of the theory of elasticity.

Prog. 5 is a more general program which may be used for a tapered beam with any number of rigid or elastic supports. Prog. 4 makes use of the banded nature of the stiffness matrix, but as it is also symmetrical about the leading diagonal only this diagonal and the elements on one side of it need be stored. This method of storage
is used in Prog. 5 as shown below and because of the distorted form of the matrix care is again necessary in using the Gaussian elimination method to find the displacements.


Note that rows are still horizontal, but columns of the true stiffness matrix are now stored on diagonal lines. The first element of each row stored is the leading diagonal element of the true matrix, and the band width is now reduced to only 4 elements.

If a constraint is applied so that a particular displacement is zero, the elements of the appropriate rows and columns of the stiffness matrix are now all zero.
e.g. if $u_{4}=0$, the stiffness matrix becomes:-


During the elimination process all such rows and columns are missed since all the elements are already zero and therefore no further action is needed.

The plane stress problem of 6.11 was solved by using Prog. 6 . The assembly of the stiffness matrix is now more complicated because not only does each shape of triangle have a different stiffness matrix but since the triangles may be fitted together in a variety of ways (unlike beam elements which can only fit end to end) the summation of stiffnesses must take account of the relative position of the triangles.

In Prog.6, four different triangles are used, and the elements of their different stiffness matrices are first evaluated from the expressions of 6.11. Using the symmetry of the matrices, only the elements of the upper half of each matrix are in fact used. The nodes of each triangular element must then be related to the global nodes, and since there is a regular pattern in the arrangement of
elements, this is not difficult. For example, consider an "A" triangle in the arrangement of Fig. 6.11.9.


The element nodes $1,2,3$ correspond to global nodes $m, m+1, m+5$ where $m=1,2,3$ etc. depending on the position of the element. The generalized coordinate numbersat these global nodes are p, $p+1, p+2, p+3, p+10$ and $p+11$.

The contribution of an A triangle to the $p^{\text {th }}$ row of the combined stiffness matrix will therefore be of the form:$\left.p\right|^{\text {th }}$ column


Other rows are obtained in the same way and Prog. 6 first takes the contribution of all the A triangles making $k_{p 1}=a_{11}$ etc. B triangles are treated in the same way adding stiffnesses where necessary. For example the upper right-hand corner (element node 2) of an A triangle is always joined to node 1 of a B triangle.


The $p+2^{\text {th }}$ row of the stiffness matrix for combined $A$ and $B$ triangles is therefore:-

| $a_{31}$ | $a_{32}$ | $a_{33}$ | $a_{34}$ | 0 | 0 | 0 | 0 | 0 | 0 | $a_{35}$ | $a_{36}$ | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| + | + | + | + |  |  |  |  |  |  | + | + | + | + |
| 0 | 0 | $b_{11}$ | $b_{12}$ | 0 | 0 | 0 | 0 | 0 | 0 | $b_{13}$ | $b_{14}$ | $b_{15}$ | $b_{16}$ |

( $2+$ pith column

Since, for example $k_{p+2, p+2}$ has already been made equal to $a_{3}$ this second sweep will merely add $b_{11}$ so that the new value of $k_{p+2, p+2}$ is $a_{33}+b_{11}$. As this is a diagonal element, the two elements to its left are not stored. In the same way contributions of $C$ and $D$ triangles are included in the stiffness matrix. The final results may be illustrated by showing the $13^{\text {th }}$ and $14^{\text {th }}$ rows (Node 7) of the stiffness matrix in its distorted storage form.

$\begin{array}{cccccccccccccc}a_{22} & a_{23} & a_{24} & 0 & 0 & 0 & 0 & 0 & 0 & a_{25} & a_{26} & 0 & 0 & 0 \\ + & + & & & & & & & + & + & & \\ c_{44} & c_{45} & + & & & & & & & c_{45} & c_{46} & & \\ ++ & + & & & & & & & & & & \\ d_{44} & d_{45} & d_{40} & & & & & & & & & & & \end{array}$

Once the combined stiffness matrix has been assembled, displacements are found using the same method as in Prog.5.

Stresses may then be calculated from the nodal displacements \{ $\left.u_{i}\right\}$ using

$$
\begin{equation*}
\{\sigma\}=[D][B]\left\{u_{i}\right\} \tag{24}
\end{equation*}
$$

where [D] and [B] are as given in 6.11.
[D] will be the same for all elements since it is a function of $E$ and $v$ only, and $[B]$ will be the same for each triangle of a particular shape. It was therefore convenient to evaluate the [B] matrix for an "A" triangle, to pre-multiply this by [D] and so obtain

$$
\{\sigma\}=[M]\left\{u_{i}\right\}
$$

where [M] is a function of $E, \nu$ and the lengths of the perpendicular sides of an A triangle. Stresses in each A triangle were then determined from the values of $u_{i}$ for a particular triangle.

In the same way stresses in the B, C and D triangles were calculated.

The change of radius of a cylinder of varying wall thickness may be found by using Prog.7. This is similar in many ways to Prog. 5 as far as the assembly and storage of the stiffness matrix is concerned. As explained in 7.1 any longitudinal slice of the cylinder will behave as a beam on a flexible base, and the same section also shows how the stiffness and force matrices are modified by this "flexible base".

The stiffness elements for a tapered beam are used, and since the "free" change of radius and the stiffnesses depend on timedependent values of $E$ and $v$ a time loop is added to calculate these values from equations 3.4 .11 and 3.4.12 for each time value. Each element of the stiffness matrix is then evaluated in the usual way.

When the deflections due to the local end effects have been found by the same methods as in previous programs, the addition of the "free" expansion will give the net change of radius. Bending moments may be found by using the usual relation between nodal moments and displacements, and local bending stresses at the inside and outside surfaces of the cylinder are then easily determined by the usual bending equation. The net longitudinal stress is the sum of this bending stress and the usual membrane stress $\frac{\mathrm{pr}}{2 \mathrm{~h}}$.

The hoop stresses at the two surfaces are then found from

$$
\sigma_{h}=E \frac{W}{r}+v \sigma_{\ell}
$$

where $w$ is the change of radius and $\sigma_{\ell}$ is the longitudinal stress [5].

In addition to the printed values of change of radius, bending moment and stress, graphs of change of radius and stresses at the innner and outer surfaces were drawn by the graph plotter using the cubic curve-fitting sub-routine HGPSCURVE. For each graph, the coordinates of all points were stored, and after drawing each curve the pen was raised and moved to the starting coordinates of the next curve.

Since theoretical values were used there were no discontinuities in any of the curves for the uniform cylinder, and smooth curves were obtained (see Figs. 7.2.3 and 7.2.4). Fig. 7.2.6 however shows the variation of stress in a cylinder which is tapered near its end. While there is no discontinuity of stress at the end of the tapered portion ( $x=45 \mathrm{~mm}$ ) there is a discontinuity in the rate of change of stress and HGPSCURVE tries to smooth out this sudden change of slope. To avoid this, each curve is drawn in two separate parts, i.e. from 0 to 45 mm and from 45 mm to 100 mm .

The plane stress viscoelastic problem of 7.3 was solved by using a finite element method. The stiffness matrix is assembled by modifying Prog. 6 so that the assembled triangular elements now form a square, which is a simple matter of shortening the list at the start of each 'DO' loop during compilation. Since only a quarter of the Perspex square was considered due to its double symmetry, vertical constraints were applied to all nodes on the horizontal centre line, and horizontal constraints on the vertical centre line.

Using these modifications Prog. 8 was written. A further difference from Prog. 6 is that in Prog. 8 allowance is made for the fact that vertical displacements at all nodes on the top edge of the square are to be equal. Since the columns in the stiffness matrix corresponding to the generalized coordinates of these nodes will now correspond to equal displacements they may be added, and to satisfy equilibrium the corresponding rows must also be added, and so must the appropriate nodal forces. This may be shown by a
simple example.

$$
\left\{\begin{array}{l}
F_{1} \\
F_{2} \\
F_{3}
\end{array}\right\}=\left[\begin{array}{lll}
a & b & c \\
b & d & e \\
c & e & f
\end{array}\right]\left\{\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right\}
$$

If $u_{1}=u_{2}$ this may be rewritten as

$$
\left\{\begin{array}{c}
F_{1}+F_{2}^{\prime} \\
0 \\
F_{3}
\end{array}\right\}=\left[\begin{array}{ccc}
a+2 b+d & 0 & c+e \\
0 & 0 & 0 \\
c+e & 0 & f
\end{array}\right]\left\{\begin{array}{l}
u_{1} \\
0 \\
u_{3}
\end{array}\right\}
$$

Values of $u_{1}$ and $u_{2}$ may then be found by inverting the stiffness matrix and are automatically equal.

This summation of stiffness elements is used in Prog.8. As described in 7.3, the variation of displacements with time is allowed for by calculating two sets of displacements from two stiffness matrices, the first evaluated from initial values of $E$ and $\nu$, and the second using $\mathcal{E}$ and $N$ as given in equation 7.3.3 The net displacements are then the sums of these two sets of values, and the stresses are then found from the displacements by using the time-dependent values of $E$ and $\nu, E(t)$ and $\nu(t)$ as given in 3.4.11 3.4.12.

Prog. 9 used for non-linear bending problems does not differ greatly from Prog.5, the main difference being that instead of a known value of $E$ an equivalent quantity which depends on the maximum
stress must now be used. This requires that values of $m_{i}$ and $E_{i}$ as given in 8.3 .2 and 8.3 .3 shall be evaluated for all values of $i$. An iterative method of solution is used, and an additional loop is therefore included in Prog.9, at the end of which the sum of all the displacements is compared with the previous sum. Calculations are concluded when the difference between successive values is less than $0.2 \%$.

## PROG. 1

21/01/71

## COMPILED BY XALE MK. $4 B$

'SENDTO' (EN, ICLA-DEFAULT( 0 ), , PROGRAM)
'BEGIN' 'RFAL' P,R,H,E,NU,B,C,D,BX,VC,Z,CT,DT,RE,NF,VT,A;
'Integer' i, X, t;
'real' 'array' w[0:20,0:61:
$P:=1,5$;
$R:=75 ; \quad H:=6.25$;
$E:=3000 ; \mathrm{NU}:=0.35$; VC: $=0.068-3 ; \quad 7:=0,47$;
$A:=P * R * R / H ; C T:=1 / E X P(Z)$; $D T:=1 ; R E:=1 / E ; N F:=1-0.5 * N U$;
$B:=(3 *(1-N U * N U) /(R * R * H * H)) \uparrow 0.25 ; \quad C:=E X P(10 * B)$;
'FOR' $T:=0$ 'STEP' 1 'UNTIL' 6 'DO'
'BEGIN' D $:=1$; VT $:=V C *(1-D T)$;
'FOR' I: =0 'STEP' 1 'UNTIL' 20 'DO'
-BEGIN' $X:=10 * I ; \quad B X:=B * X$;
$W[I, T]:=A *(N F * R E+0,75 * V T) *(1-(\operatorname{Cos}(B X)+S I N(B X)) / D) ;$

- $D:=D * C$;
'END':
DT: = DT*CT;
'END':
SPACE(12); WRITETEXT('('T=\%0\%\%')'):
'FOR' T: = 1,2,3,4,5,6 'DO'
PRINT(T,9,0); NEWLINE(2):
'FOR' 1:=0 'STEP' 1 'UNTIL' 20 'DO'
'BEGIN' $X:=10 * 1$; WRITETEXT('('X=')'); PRINT $(x, 3,0)$ :
'FOR' T:=0 'STEP' 1 IUNTIL' 6 'DO' PRINT(W[I,T],4,4): NEWLINE(2):
'END': 'END':


## PROG. 2

```
30/06/70 COMPILED BY XALE MK. 4B
'TRACEI?
'BEGINI'REAL'SUM;
    IINTEGER'N,I,J,P,FIN,FIRST,LAST,PREM;
        N:=READ;
    'BEGIN''REAL'IARRAYIU[Y:N],F[1:N],A[I:N,9:N]:
            'FOR'I:=1'STEP'|UNTIL'N'DO' F[I]:=READ:
            'FOR'I:=\'STEPI'IUNTIL'N'DOI
            IBEGINIF!RST:='IF!IILEIG'THENITIELSEII-3;
                    LAST:=1IFIDLE'GTTHEN'I*3'ELSE'N:
                    IFOR'J:=FIRST'STEP'\'UNTIL'LAST'DO'
                    A[!,J]:=READ:
    'END'|
    'FOR'P:=\'STEPI\IUNTIL'N-1'DOI
    IBEGINIFIN:=IIFIPILE'GITHENIP+3IELSEIN;
                            'FOR'I:=P+1'SPEP'\'UNTIL'FIN'DO'
            IBEG\N'F[I]:=F[I]लF[P]*A[!,P]/A[P,P];
                    'KOR'J:=P&1'STEPI\'UNFIL'FIN'DO'
                            A[I,J]:=A[{,J]=A[{,P]*A[P,J]/A[P,P]
                            'END';
    'END';
        U[N]:FF[N]/A[N,N];
    IFORII:=N-1'STEPI=1IUNTIL'I'DOI
    'BEGIN! SUM:=F[IJ;
                            PREM:='IF'I'GEIN-3'THEN'N'ELSEII*3;
                            'FOR'J:=PREMISTEPI-1'UNTIL'!&1'DO'
                            'bEGIN'SUM:=SUM*A[I,J]*U[J]:
                                    U[!]:=SUM/A[{,!]
                            'END':
    'END';
    'FORII;=1'STEPIGUUNTIL'N'DOI
    IBEGINIWRITETEXY('('U')')IPRINT(I,2,0):
                        WRITETEXT(I(1\approx!)'):PPRNT(U[!],4,4);
                        NEWLINE(2):
            'END'I
            'END':
    'ENDI'
```


## PROG. 3

27/07170 COMPILED BY XALE MK. $4 B$
'BEGINI'REAL' D1,D2,X1,X2,FAC,SUM,L;
'INTEGER' $n, K, Q, T, A L, A C, P, I, J, L A S T, F I N$;
$N:=R E A D:$
'BFGINI'REAL'IARRAY' $C[1: 4,1: 4], C P[3: 4,1: 4], U, F[1: N], A[1: N, 1: 7]$; 'FOR'I: = ' 'STED' 1 'UNTIL'N'DO' F[I]: =READ:
'FOR'I: = ''SYEP' ' 'UNTIL'N'DO'
'FOR'J: =1'STED' 'U'UNTIL'7'DO' $^{\prime}$
$A[1, J]:=0 ; 01 ;=1 ; \times 1:=0$;
'FOR'K: = 'STEP' 2'UNTII.'N+2'DO'
1BEGINID2:=01-0.1: $\mathrm{C} 2:=20 *(1-02) *(1-02)$;
$\mathrm{L}:=\mathrm{X}, 2-\mathrm{X} 9$ :
$C[1,1]:=D 1 * D 9 *(18 * 02-6 * 01) /(L * L * L)$;
$C[1,2]:=6 * D 1 * D 1 * D 2 /(\mathrm{L} * \mathrm{~L})$;
$C[1,3]:=-C[1,1]$;
$C[1,1]:=D 1 * D 1 *(12 * D 2-6 * D 1) /(L * L):$
$C[2,1]:=C[9,2]:$
$C[2,2]:=D 1 * D 1 *(D 1+3 * D 2) / L$;
$C[2,3]:=-C[1,2\} ;$
$C(2,4):=D 1 * D 1 *(3 * D 2-D 1) / L ;$
IFOR'J: = ' 'STEPI'IUNTIL' '' DO' $^{\prime}$
$C[3, J]:=-C[1, J]$;
$C[4,9]:=C[1,4]$;
$C[4,2]:=C[2,4]$;
$C[4,3]:=C[3,4]$;
$C[4 ; 4]:=01 * D 1 *(9 * D 2-5 * D 1) / L ;$
01: = D2: $\times 1:=\times 2$;
IIF'K=2'THEN''GOTO'SKIP:
I: $=\mathrm{K}-3$;
IIF'I= ''THENI'GOTO'JUMP:
' I ' ${ }^{\prime} K=N+$ ' ' $^{\prime}$ THEN'
1BEGIH'C[1,1]:=0;C[1,2]:=0;C[2,1]:=0;C[2,2]:=0;
'END':
$A[1,2]:=C P[3,1\} ; A[1,3]:=C P[3,2] ;$
$A[I+1,1]:=C P[4,1] ; A[I+1,2]:=C P[4,2] ;$
JUMP:
$A[1,4]:=C P[3,3]+C[1,1] ; A[1,5]:=C P[3,4]+C[1,2] ;$
$A[1+1,3]:=C P[4,3]+C[2,1]: A[1+1,4]:=C P[4,4]+C[2,2] ;$
IIF' $K=N+2$ 'THEN''GOTO'COMP:
$A[!, 6]:=C[1,3] ; A[1,7]:=C[1,4] ;$
$A[1+1,5]:=C[2,3] ; A[I+1,6]:=C[2,4] ;$
SKIP:
' $F O R^{\prime} Q:=3,4^{\prime} D O^{\prime}$
'FORIT: $=1^{\prime}$ STEPI'IUNTIL'4'DOI $C P[Q, T]:=C[Q, T] ;$
COMP:
'END':
'FOR'I:=1'STEP'ף'UNTIL'N'DO'
'BEGIN' 'FOR'J:=1'STEP'ๆ'UNTIL'T'DD' PRINT(A[1,J],6,4):

NE゙WLINE(2):
'ENDI:

## PAPERTHROW:

'FOR'P: $=$ ' 'STEP' $^{\prime}$ 'UNTIL'N-1'DO'
'BEGINILAST: = 'IF'P+3'LE'N'THEN'P+3'ELSE'N:
'FUR'I $i^{\prime}=P+1^{\prime}$ STEP' $1^{\prime}$ UNTIL'LAST'DO'
IBEGIN'IIF'A[I,P+4-I]=0ITHEN'IGOTOIELIM
'ELSE'FAC; $=A[I, P+4-I] / A[P, 4]$;
$F[I]:=F[I]-F[P] * F A C:$

ELIM: 'END':
'END';
$U[N]:=F[N] / A[N, 4]$;
'FQR'I; =N-1'STEP'-1'UNTIL'1'DO'
'BEGINISUM: $=F\{I\}$;
FIN: ='IF'I'LE'N-3'THEN'7'ELSE'N-I+4;
'FOR'J:=5'STED' ''UNTIL'FIN'DO'
$S U M:=S U M-A[I, J] * U[I+J=4]$;
U[I]: $=$ SUM/A[1,4]:

## IEND:

NEWLINE (4):
'FOK'I: =1'STEPI 'UNTIL'N'DOI
1BEGINIWRITETEXT ('('U')') ; PRINT(I, 2,0);
WRITETEXT(1 (1=1)'):PRINT(U[I],4;4);
NEWLINE(?) !
IENDI:
'END':

|  | 0.0000 | $0,0000.1308 .7500$ | -109.2000 | -33.7500 | 9.4500 |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.0000 | 0.0000 | $-109,2000$ | 19.9550 | -10.8000 | 2.0250 | 0.0000 |  |
| 0.0000 | 0.0000 | -33.7500 | -10.8000 | 38.7420 | -5.7620 | -4.9920 | 2.3040 |
| 0.4500 | 2.0250 | $-6,7620$ | 5.5010 | -2.6880 | 0.8320 | 0.0000 |  |
| 0.0000 | -4.9920 | -2.6880 | 6.1706 | -1.4040 | -1.1786 | 0.7500 |  |
| 2.3040 | 0.8320 | -1.4040 | 2.3470 | -0.9000 | 0.3850 | 0.0000 |  |
| 0.0000 | -1.1786 | -0.9000 | 1.5119 | -0.4167 | -0.3333 | 0.2667 |  |
| 0.7500 | 0.3850 | -0.4167 | 1.0850 | -0.3333 | 0.1800 | 0.0000 |  |
| 0.0000 | -0.3333 | -0.3333 | 0.3333 | -0.2667 | 0.0000 | 0.0000 |  |
| 0.2667 | 0.1800 | -0.2667 | 0.3000 | 0.0000 | 0.0000 | 0.0000 |  |

Storage arrangement for the stiffness matrix of PROG. 3
(Eb/12 omittod).

## PROG. 4

10/02/72 COMPILED BY XALE MK. 5C
'SEND TO' ( ED,ASTD-DEFAULT(O),. PROGRAM)
'WORK' (ED,WORK FILE (O))
'BEGIN' 'REAL' D1,D2,FAC,SUM,L,LP,AR,TANA,V1,V2,V3:
'INTEGER' N,K,Q,T,P,I,J,LAST,FIN,AN,M:
N:=READ; M:=READ:
'BEGIN' 'REAL' 'ARRAY' C[1:4,1:4],CP[3:4,1:4],U,F[1:N], A[1:N,1:7], FD[1:4]:
WRITETEXT('('FINITEKELEMENT'('30S')'POLAR\%COORDS
('(30S')'BEAM\%THEORY')');
NEWLINE(2);
'FOR' AN: $=5$ 'STEP' 5 'UNTIL' M 'DO'
'BEGIN' PRINT(AN,2,0); WRITETEXT('(DEGREES')'); NEWLINE(2);
AR:=AN*3.14159/180; TANA:=SIN(AR)/COS(AR);
'FOR' I:=1 'STEP' 1 'UNTIL' N 'DO'
'FOR' J:=9 'STEP' 1 'UNTIL' 7 'DO'
A[I,J]:=0: D1:=TANA:
'FOR' K:=2 'STEP' 2 'UNTIL' $N+2$ 'DO'
'begin' 'If' $K=N+2$ 'then'
'BEGIN' C[1,1]:=0;C[1;2]:=0:C[2,1]:=0; C(2,2]:=0;L:=0; 'GOTO' TIP;
'END';
D2: $=0.8 * D 1: L:=(D 1-D 2) / T A N A ;$
FD[1]:=D1*D1*D1; FD[2]:=D1*D1*D2;
FD[3]:=D1*D2*D2; FD[4]:=D2*D2*D2;
'IF' K=N 'THEN' 'bEGIN'
D2:=0; L:=D1/TANA: 'END';
$\mathrm{C}[1,1]:=(4.2 * F D[1]+1.8 * F D[2]+1.8 * F D[3]$ +4.2*FD(4])/(L*L*L):
$C[1,2]:=(3 * F D[1]+1.2 * F D[2]+0.6 * F D[3]$ +1.2*FD(4])/(L*L):
$C(1,3):=-C[1,1] ;$
$C(1,4]:=(1,2 * F D[1]+0.6 * F D[2]+1.2 * F D[3]$ +3*FD[4])/(L*L);
$C[2,1]:=C[1,2]$ :
$C[2,2]:=(2,2 * F D[1]+F D[2]+0.4 * F D[3]$
+0.4*FD(4])/L;
$C[2,3):=-C(1,2) ;$
$C[2,4]:=(0.8 * F D[1]+0.2 * F D[2]+0.2 * F D[3]$ +0.8*FD(4))/L;
'FOR' J:=1 'STEP' 1 IUNTIL' 4 'DO' $C[3, J]:=-C[1, J]$; $C[4,1]:=C(1,4)$; $C(4,2]:=c[2,4]$; $C[4,3]:=C[3,4]$ : $C[4,4]:=(0,4 * F D[1]+0.4 * F D[2]+F D[3]$ +2.2*FD(4])/L:

TIP:

JUMP:
'IF' K=2 'THEN' 'GOTO' SKIP:
$1:=K-3 ; F[1]:=0.5 *(L P+L): F[I+1]:=0$;
'IF' I=1 'THEN' 'GOTO' JUMP:
A[1,2]: $=C P[3,1] ; A[1,3]:=C P[3,2] ;$ $A[1+1,1]:=C P[4,1]: A[1+1,2]:=C P[4,2]$; $A[1,4]:=C P[3,3]+C[1,1]:$ $A[1,5]:=C P[3,4]+C[1,2] ;$ $A[1+1,3]:=C P[4,3]+C[2,1] ;$ $A[1+1,4]:=C P[4,4]+C[2,2] ;$
'IF' K=N+2 'THEN' 'GOTO' COMP;

```
                                    A[1,6]:=C[1,3]; A[1,7]:=C[1,4];
                                    A[1+1,5]:=C[2,3]:}\quadA[1+1,6]:=C[2,4]
```

SKIP
'FOR' $Q:=3.4{ }^{\prime} D O^{\prime}$
'FOR' T: $=1,2,3,4$ 'DO'
$C P[Q, T]:=C[Q, T] ; \quad D 1:=D 2 ; \quad L P:=L ;$
COMP: 'END':
'FOR' $P:=1$ 'STEP' 1 'UNTIL' N=1 'DO'
'BEGIN' LAST: $=$ 'IF' $P \nleftarrow 3^{\prime}$ 'LE' N 'THEN'P +3 'ELSE'N;
'FOR' I: $=P+1$ 'STEP' 1 UUNTIL' LAST 'DO'
'BEGIN' 'IF' $A[I, P+4=I]=0$ 'THEN' 'GOTO'ELIM
'ELSE' FAC: =A[I, P $44-1] / A[P, 4]$;
$F[I]:=F[I]-F[P] * F A C$ :
${ }^{\prime} F O R^{\prime} \quad J:=P+5-1, P+6-1, P+7-1$ ' $D O^{\prime}$
$A[I, J]:=A[I, J]-A[P, I-P \psi J] * F A C$;
ELIM: 'END';
'END':
- U[N]:=F[N]/A[N,4];
'FOR' I: $=N-1$ 'STEP' - 1 IUNTIL' 1 'DO'
'BEGIN' SUM: $=F[I]$ :
FIN:='IF' I 'LE' N-3 'THEN: J'ELSE'N-I 4 ;
'FOR' J: $=5$ 'STEP' 1 'UNTIL' FIN 'DO'
SUM: $=S U M-A[I, J] * U[I+J-4]$;
$U[I]:=S U M / A[1,4]:$
'END':
V1: $=12 * \cup[N-1]$;
$V 2:=(1+N U+(1-N U) * A R / T A N A+2 * \operatorname{LN}(1 / \operatorname{COS}(A R)))$
/ (TANA-AR);
$V_{3}:=6 /($ TANA*TANA*TANA) :
$\operatorname{PRINT}(V 1,6,1): \operatorname{PRINT}\left(V_{2}, 36,1\right) ; \operatorname{PRINT}(V 3,36,1)$;
NEWLINE(4):
'END';
'END';
'END';

## PROG. 5

```
13/04/72
COMPILED bY XALE MK. SC
'SEND TO' ( ED,ASTD-DEFAULT(0),.PROGRAM)
'WORK' (ED,WORK FILE (0))
'BEGIN' 'REAL' Xף,XZ,D1, DZ,E,B,FAC,SUM,L,MT,AA;
    'INTEGER' EN,N,BW,EL,I;J,I.1,JJ,FIRST, LAST,SA,Z,P,M,NC,NL,R,S;
        E:=READ; B:=READ;
        EN:=READ; N:=2*EN+2; BN:=4;
    'BEGIN' 'REAL' 'ARRAY' C[1:4,1:4],CP[3:4,3:4],U,F,KS[1:N],
            K,KM,Q[1:N,1:4],G,X,D,V[1:N],FD[1:4];
        X2:=READ; DZ:=READ;
        CP[3,3]:=CP[3,4]:=CP[4,4]:=0;
    'FOR' I:=1 'STEP' }1\mathrm{ 'UNTIL' N 'DO'
    'BEGIN' F[I]:=G[I]:=0; V[I]:=1;
        'FOR'J:=1 'STEP' }1\mathrm{ 'UNTIL' BW 'DO'
            K[I,J]:=0;
    'END';
    'FOR' EL:=1 'STEP' 1 'UNTIL' EN 'DO'
    'BEGIN' X1:=X2; D1:=D2;
    - I:=2*EL-1;
        X[I]:=X1; D[I]:=D1;
        X2:=READ; D2;=READ; L:=X2-X1;
        FD[1]:=D1*D1*D1; FD[2]:=D1*D1*D2; FD[3]:=D1*D2*D2;
        FD[4]:=D2*D2*D2;
        C[1,1]:=(4.2*FD[1]+1.8*FD[2]+1.8*FD[3]+4.2*FD[4])/(L*L*L);
        C[1,2]:=(3*FD[1]+1,2*FD[2]+0.6*FD[3]+1.2*FD[4])/(L*L);
        C[1,3):=-C[1,1];
        C[1,4]:=(1.2*FD[1]+0.6*FD[2]+1,2*FD[3]+3*FD[4])/(L*L);
        C[2,2]:=(2.2*FD[1]+FD[2]+0.4*FD[3]+0.4*FD[4])/L;
        C[2,3]:=-C[1,2];
        C[2,4]:=(0,8*FD[1]+0.2*FD[2]+0.2*FD[3]+0.8*FD[4])/L;
        C[3,3]:=-C[1,3]; C[3,4]:=-C[1,4];
        C[4,4]:=(0.4*FD[1]+0.4*FD[2]+FD[3]+2.2*FD(4])/L;
        KM[I,1]:=C[1,2]; KM[1,2]:=C[2,2];
        KM[1,3]:=C[2,3]; KM[1,4]:=C[2,4];
        K[1,1]:=C[1,1]+CP[3,3]; K[1,2]:=C[1,2]+CP[3,4];
        K[1,3]:=C[1,3]; K[1,4]:=C[1,4];
        K[I+1,1]:=C[2,2]+CP[4,4]; K[I+1,2]:=C[2,3];
        K[I+1,3]:=C[2,4];
        CP[3,3]:=C[3,3]; CP[3,4]:=C[3,4]; CP[4,4]:=C[4,4];
    'END';
        X[N-1]:=X2; D[N-1]:=02;
        K[N-1,1]:=CP[3,3]; K[N-1,2]:=CP[3,4]; K[N,1]:=CP[4,4];
    'FOR' I:=1 'STEP' 1 'UNTIL'N 'DO'
    'FOR'J:=1 'STEP' }1\mathrm{ 'UNTIL' BW 'DO'
        Q[I,J]:=K[I,J];
        NC:=READ;
    'IF' NC=O 'THEN' 'GOTO' NOCO;
    'FOR' R:=1 'STEP' }1\mathrm{ 'UNTIL' NC 'DO'
    'BEGIN' Z:=READ; U[Z]:=0; V[Z]:=0;
            'FUR' J:=1 'STEP' }1\mathrm{ 'UNTIL' BW 'DO'
                    K[Z,J]:=0;
                    FIRST:= 'IF' Z>BW ITHEN' Z-BW+1 'ELSE' 1;
                    'FOR' I:=Z-1 'STEPI-1 'UNTIL' FIRST 'DO'
                    K[I,Z-I+1]:=0;
    'END';
NOCO: EL:=READ;
    'IF' EL=O 'THEN' 'GOTO' ZEK;
    'FOR' P:=1 'STEP' 1 'UNTIL' EL 'DO'
```

'BEGIN' I: $=$ READ; KS[I]: =READ;
$K[1,1]:=K[I, 1]+K S[I] * 12 /(E * B) ; V[I]:=2 ;$
'END';
ZEK:

FINI:
FINP: 'END';
SUBS: 'FOR' I:=N 'STEP' - 1 'UNTIL' 1 'DO'
'REGIN' 'IF' K[I, 1]=0 'THEN' 'GOTO' ZU: SUM: $=F[1]$;
'IF' I =N 'THEN' 'GOTO' VAL; SA: = 'IF' I>N-BW+1 'THEN' $N-I+1$ 'ELSE' BW;
'FOR' J: $=2$ 'STEP' 1 'UNTIL' SA 'DO' SUM: $=S \cup M-K[1, J] * U[I+J-1]$;
VAL:
ZU:
'END';
'FOR' I: $=1$ 'STEP' 1 'UNTIL' N 'DO'
'BEGIN' F[I]:=0;
FIRST: $=$ 'IF' I>BW 'THEN' I-BW+1 'ELSE' 1;
LAST: = 'IF' I $\angle N-B W+1$ 'THEN' I $+8 W=1$ 'ELSE' N;
'FOR' J: =FIRST 'STEP' 1 'UNTIL' LAST' 'DO'
'BEGIN' $P:=$ 'IF' J $\angle I$ 'THEN' J 'ELSE' I; $Z:=$ 'IF' $J<I$ 'THEN' $I-J+1$ 'ELSE' J-I +1; $F[I]:=F[I]+Q[P, Z] * U[J]$;
'END':
$F[I]:=F[I] * E * B / 12$;
'IF' V[I]=0 'THEN' F[I]: $=F[I]-G[I]$ :
'IF' V[I]=2 'THEN' F[I]; =-KS[I]*U[I];
'END';
NEWLINE(2);
 STRESS'('14S')'REACTION'('11S')'FIXING\%MT')'): NEWLINE(4); 'FOR' I: $=1$ 'STEP' 2 'UNTIL' $N-1$ 'DO'
'BEGIN' 'IF' I =N-1 'THEN'
'BEGIN' KM[I,1]:=C[1,4]; KM[I,2]:=C[2,4];
$\operatorname{KM}[1,3]:=C[3,4] ; \operatorname{KM}[1,4]:=C[4,4] ;$
$M T:=-(K M[1,1] * U[I-2]+K M[1,2] * U[I-1]+K M[I, 3] * U[I]$
$+K M[I, 4] * U(I+1]) * E * B / 12$;
'GOTO' STRE;
'END';
MT: $=(K M[I, 1] * U[I]+K M[I, 2] * U[I+1]+K M[1,3] * U[I+2]$
*KM[I, 4]*U[I + 3])*E*B/12;
STRE: $A A:=6 * M T /(B * D[I] * D[I]):$
$\operatorname{PRINT}(X[I], 3,2) ; \operatorname{PRINT}(U[I], 10,2) ; \operatorname{PRINT}(M T / 1000,13,3)$; PRINT(AA,15,2):
'IF' V[I]=2 'THEN' 'BEGIN' PRINT(F[I],13,2):
'GOTO' FLE:
'END';
'IF' V[İ]=0 'THEN' PRINT(F[I],14,2) 'ELSE' SPACE(20);
FLE: $\begin{aligned} & \text { IF' } V[I+1]=0 \text { 'THEN' PRINT }(F[I+1] / 1000,12,3) ; \\ & \text { 'IF'V[I+1]=2 'THEN' PRINT(F[I+1]/1000,12,3); } \\ & \text { NEWLINE(2); }\end{aligned}$
'END';
'END';
'END';

## PROG． 6

```
'SEND TO' (ED,ASTD-DEFAULT(U),.PRUGRAM)
'WORK' (ED,WORK FILE (O))
    'aEgTM'
    -GEAL. NU,FAC,SUM, AB,B1,B2,B3,C1,C2,C3,NF;
    'IMTEGER' I,N,N,IT,JJ,R,Z,FIRST,LAST,P,SA,BW,NB;
                R:=么;
                BW:=2*R*4; N:=10*R*(R+1)*BW-2;
                NB:=RW+C:
            CBEG!N'
            PREAL, ARRAY, A,B,C,D[1:0,1:6],U,F[1:N],K[1:N,1:NB],
                N[1:3,1:6],SIG[1:N:1:3], X[1:6]:
                NO:=0.3;
                HF:=({-NU)/で;
                A[1,{]:=(3-NU)/2; A[1,2]:=-(1+NU)/2: A[1,3]:=-(1-NU)/2;
                A[1,i,]:=NU; A[1,5]:=-1; A[1,6]:=(1-NU)/2;
                A(2,2;:=A(1,1); A[2,3]:=A[1,6]; A(2,4]:=-1; A (2,5):=NU;
                A[2,6]:=A[{,3]; A[3,3]:=A[2,3]; A[3,4]:=A[3,5]:=0;
                A[3,6]:=A[1,3]; A[4,4]:=1; A[4,5]:=-NU; A[4,6]:=A[5,6]:=0;
                A [5,5):=1; }A[0,6]:=A(1,6]
                B[1,1]:=1; B[1,2]:=B[1,3]:=0; B[1,4]:=-NU; B[1,5]:=-1;
                R[{,6]:=NU; BL2,2]:=AL1,6]; E[2,3]:=A[1,3];
                B[2,4]:=8[3,4]:=0; B[2,5]:=B[2,2]; B[2,6]:=A[1,3]:
                B[3,3]:=B[2,2]; B[3,5]:=A[1,3]; B[3,6]:=B[2,2];
                B[4,4]:=1; }\quad[{4,5]:=NU; B[4,6]:=-1
                A[5,5]:=A[1,1]: B[5,6]:=A[1,2]; B[6,6]:=A[1,1];
                C[1,1]:=C[1,6]:=C[6,6]:=A[1,6];
                C[1,2]:=C[1,5]:=C[2,6]:=C[5,6]:=0;
                C[1,3):=C[1,4]:=C[3,6):=C[(4,6):=A(1,3];
                C{2,2}:=C(5,5):=1; C[2,4]:=C[3,5):=-1;
                C[2,3):=C(4,5):=-NU; C[2,5]:=NU;
                        C[3,3]:=C[4,4]:=A[1,1]; C[3,4]:=-A[1,2];
                        D[1,1]:=D[6,6]:=1; D[1,2]:=D[1,5]:=D[2,6]:=D[5,6]:=0;
                        D[1,3]:=D[4,6]:=-1; D[1,4]:=D[3,6):=-NU; D[1,6]:=NU:
                        D[2,2]:=D[2,5]:=- [5,5]:=A[1,6];
    D[2,3):=D[2,4]:=D[3,5]:=D[4,5]:=A{1,3];
    D [3,3]:=D[4,4]:=A[1,1); D[3,4]:=-A[1,2];
    IGOR' I:=1 'STEP' { UNTIL' N 'DO'
    -BEGIN' F[I]:=0; U[I]:=0;
                    FOR, J:=1 ISTEP, q UNTIL, NB 'DOI
                        K[{,J]:=0;
    'FND';
    MFOR' z:=1,15,21,33,41,53,61,73,81,93,101,113,121,133,141,153,
        161,175,131,193 c000
    'BEGIN' 'FOR' I1:=2, 2+4 'DO'
            'BEGIN' 'FOR' I:= 11,11 $1,11*2,11* 3,11+BW-2,
                                    IT*BW-? 'DO'
                            'BEGIN' P:= 'IF' I 'LE' I\+3 'THEN' I-I1+1
                                    'ELSE' 1-11-8W+7;
                                    'FOR'J:=2-P ISTEP' 1 VUNTIL' S-P,
                                    I1-I+BW-1,I1-I*BW 100'
                                    'BEGTN' 'IF' J<1 'THEN' 'GOTO' FIR;
J:='IFI JULE, SOD OTHEN: I-IT+J EELSE: I-I隹㫙+6;
                                    K[\eta,J]:=K[I,J]+A[P,JJ];
FIR: 'END'; 'END';' 'END'; 'FND';
        MORD z:=3,15,23,35,43,55,63,75,83,95,103,115,123,135,143,155,
        ,63,175,183,195 '00'
        'BEGIN' 'FOR' IT:=z,Z+4 100'
```

'BEGIN' 'FOR' I: $=11,11+1,19+B W-4$ 'STEP' 1
'UNTIL' 11+BW-1 'DO'
'BEGIN' $D:=$ 'IF' I 'LE' I $1+1$ 'THEN' I-I1+1
'ELSE' I-11-EN+7:
'FOR' J: $=2-\mathrm{P}, 3-\mathrm{P}, \quad 11=1+8 \mathrm{~W}-3$ 'STEP'?
'UNTIL' 11-I*BW'DO'
-BECIN' 'IF' J<Y THEN' GOTO' SEC;
$J,=$ IF' JOLE, $3-P$ THEN: I-I $1+J$ IELSE, I-I $1+j-B W+6$;
$K[I, J]:=K[I, J]+B[P, j J] ;$
SEC: 'END'; 'END'; 'END': 'END';
${ }^{\prime}$ FOR' $2:=3,11,25,31,43,51,63,71,83,91,103,111,123,131,143$, 151,165,179,185,191 100'
'BEGIN' 'FOR' 11: $=2,2+4 \cdot 001$
'EEGIN' 'FOR' I: $=11,11+1, I 1+2, I 1+3,11+N B-2, I 1+N B-1$ 'DO'
'BEGIN' $\mathcal{B}=$ 'IF' I 'LE' 【1 +3 'THEN' I-I $1+1$
'ELSE' I-11-NB+7;
'FOR' $J:=2-P$ 'STEP' 1 UNTIL' 5-P,
$11-I+N B-1, I 1-I+N B \quad 100^{\prime}$
'BEGIN' 'IF' J $\angle 1$ 'THEN' 'GOYO' THR:
$J J:=$ 'IF' J'LE' 5.-PITHEN'I-IT*J
'ELSE' $I-I 1+J-N B+6$;
$K[I, J]:=K[I, J]+C[P, J J] ;-$

THR:

FUR:
PDO':
'DO', 'BEGIN' $P:=$ IF' I 'LE' I $1+1$ 'THEN' I-I $1+$ ?
'ENO':
'FOR' I: $=11,11+1, I 9+N B-4$ 'STEP' 1 'UNTIL'I $1+N B-1$
'ELSF' I-11-NB+7;
' $F O R$ ' $J:=2-P, 3-P, I 1-1+N B-3$ 'STEP' 1
'UNTIL' 11-1+NB 'DO'
'BEGIN' 'IF' J<1 'THEN' 'GOTO' FUR; $J J:=$ 'IF' J'LE' 3~P'THEN'I-IT+J
'ELSE' $I-11+\mathrm{J}=\mathrm{NB}+6$;
$K[I, J]:=K[I, J]+D[P, J J]:$
'END';
'END';
INV:

FINI:
'END';
FINP: 'END':
SUBS: 'FOR' I: $=N$ 'STEP' -1 'UNTIL' 1 'DO'
'EEGIN' 'IF' K[I, I]=0 'THEN' 'GOTO' ZU;
SUM: =F[I]*2*(1-NU*NU);
'IF' I=N 'THEN' 'GOTO' VAL;
$S A:=11 F \prime$ I $>N-B W+1$ 'THEN' $N-I+1$ 'ELSE' BW;
'FOR' $J:=2$ 'STEP' 1 'UNTII' SA 'DO'
SUM: $=S U M-K[1, J] * U[I * J-1]$;
VAL:
U[I]:=SUM/K[1, १]:
ZU: 'END':
SPACE(56); WRITETEXT('('DISPLACEMENTS')'): NEWLINE(4);
'FOR' I $1:=1$ 'STEPI iO 'UNTIL' $20.1^{\prime}$ 'DO'
'BFGIN' 'FOR' J: =I1 'STEP' 2 'UNTIL' I $1+8$ 'DO' PRINT (ULI), 16,4);
'FOR' $I:=I 1+1$ 'STEP' 2 'UNTIL' I $1+9$ 'DO' PRINT(ULI],16,4): NFWLINE(3);
'END';
PAPERTHROW:

```
B1:=C2:=1; B2:=C3:=0; B3:=C1:=-1:.
    M[1,1]:=81; M[1,2]:=NU*C1; M[1;3]:=B2; M[1,4]:=NU*C2;
    M[1,5]:=R3; M[1,6]:=NU*C3; M[2,1]:=NU*R1: M[2,2]:=C1;
    N[2,3]:=NU*B2; M{2,4]:=C2; M{ [2,5]:=NU*B3;.M[2,6]:=C3;
    M[3,1]:=NF*C1; M[3,2]:=NF*B1; M[3,3]:=NF*C2;
    N[3;4]:=NF*B2; M[3,5]:=NF*C3; M[3,6]:=NF*B3;
    'COR' IT:=1 'STEP' 20 'UNTIL' 191 'DO'
    'BEGIN' 'FOF' I:=11,I1+4,I1+12,I1+16 'DO'
    '&EGIN: X[1]:=U[I]; X[2]:=U[I+1]; X[3]:=U[I+2]: X[4]:=U[I+3];
        X[5]:=U[I+10]; X[6]:=U[I+11];
                'FOR' J:=?,2,3 'DO'
                'BEGIN' SUM:=0;
                'FOR' P:=1,2,3,4,5,6 'DO'
                SUM:=SUM+M[J,P]*X[P];
                SIG[I,J]:=SUM/(1-NU*NU);
    'END'; 'END'; 'END';
    B1:=C3:=-1; F2:=C1:=0; B3:=C2:=1;
    M[1,1]:=B1; M[1,2]:=NU*C1; M[1,3]:=82; M[1,41:=NU*C2;
    M[1,5]:=B3; M[1,6]:=NU*C3; M[2,1]:=NU*B1; M[2,2]:=C1;
    M[2,3]:=NU*B2; M[2,4]:=C2; M[2,5]:=NU*B3; M[2,6]:=C3;
    M[3,1]:=NF*C1; M[3,2]:=NF*E1; M[3,3]:=NF*C2;
    M[3,4]:=NF*B2; M[3,5]:=NF*C3;M[3,6]:=NF*B3;
    'OOR' 11:=1 'STEP' 20 UNTIL'. 191 'DO'
    'BEGIN' 'KOR' I:=11+1,I1*5,I1+13,I1+17 'DO'
    'BEGIN' X[1]:=U[I+1]; X[2]:=U[I+2]; X[3]:=U[I+9];
                X[4]:=U[I+10]:X[5]:=U[I+11];X[6]:=U[I+12];
                'FOR' J:=1,2,3 'DO'
                'BEGIN' SUPK:=0;
                'FOR' P:=1,2,3,4,5,6 'DO'
                SUM:=SUNimN[J,P]*X[P];
                SIG[I,N]:=SUM/(I-NU*NU);
    'END'; 'END'; 'END';
        B1:=C3:=-1; BZZ:=C2:=1; B3:=C1:=0;
        M[1,1]:=&1; M[1,2]:=NU*C1; M[7,3]:=82; M[1,4]:=N:{*C2;
        (4)[1,5]:=83;M[1,6]:=NU*Cマ; M[2,1]:=NU*B1; M[2,2]:=C1;
        M[2,3]:=NU*B2; M[2,4]:=C?; M [2,5]:=NU*B3;M[2,6]:=C3;
        A[3,1]:=NF*C1; M{3,2]:=NF*B1; M[3,3]:=NF*C2;
        M[3,4]:=NF*B2;M[3,5]:=NF*C3;M[3,6]:=NF*B3;
    'FOR' I1:=1 'STEP' 20 'UNTIL' 191 'DO'
    'REGIN' 'FOR' I: =11+2,I1+6,I1+10,11+14 'DO'
    'REGIN' X[1]:=U[;]; X[2]:=U[I+1]; X[3]:=U[I+10]; X[4]:=U[I+11];
                X[5]:=U[I+12]; X[6]:=U[1+13];
                'FOR' J:=1,2,3 'DO'
                'BFGIN' SUM:=0;
                'FOR' P:={,2,3,4,5,6 'DO'
```

SUM: $=S \cup M-M[J, P\} * X[P] ;$
SIG[I,J]:=SUM/(1-NU*NU):
'END'; 'END'; 'END';
B1: $=C 3:=0 ; B 2:=C 2:=1 ; B 3:=C 1:=-1$;
$M[1,1]:=A 1 ; N[1,2]:=N U * C\{; M[1,3]:=B 2 ; M[1,4]:=N: 1 * C 2$;
$M[1,5]:=B 3 ; M[1,6]:=N U * C 3 ; M[2,1]:=N U * B 1: M[2,2]:=C 1 ;$
$M[2,3]:=N[* B 2 ; M[2,4]:=C ? ; M[2,5]:=N U * B 3 ; M[2,6]:=C 3$;
$M[3,1]:=N F * C 1 ; M[3,2]:=N F * B 1 ; M[3,3]:=N F * C 2 ;$
$M[3,4]:=N F * B 2 ; M[3,5]:=N F * C 3 ; M[3,6]:=N F * B 3$;
'FOR' I1: $=1$ 'STEP' 20 'UNTIL' 191 'DO'
'REGIN' 'FOR' I: $=11+3,11+7, I 1+11, I 1+15{ }^{\prime} 19 O^{\prime}$
'BEGIN' X[1]:=U[I-1]; $X[2]:=U[\uparrow] ; X[3]:=U[I+1] ; X[4]:=U[I+2] ;$
$X[5]:=U[1+11] ; \times[6]:=U[1+12] ;$
'FOR' J: $=1,2,3$ 'DO'
'BEGIN' SUM: $=0$;
'FOR' $P:=1,2,3,4,5,6{ }^{\prime} D 0$ ' $S U M:=S U M+M[J, P] * X[P]$;
SIG[I, JJ: =SUM/(1-WU*NU):
'END': 'END'; 'END';
SDACE(56); WRITETEXT('('STRESSES')'): NEWLINE(4);
'FOR' I1: $=1$ 'STEP' 10 UNTIL' 991 'DO'
'BEGIN' 'FOR' $P:=1,2,3$ 'DO'
'FOR' I: =I 'STEP' 1 'UNTIL' I 1+7 'DO' PRINT(SIG[I,P],7,4):
NEWLINE(3):
'END';
'END':
'END';

## PROG. 7

```
'BEGIN' 'REAL' L,R,PR,E,RE,NU,KB,VC,Z,DE,KS,CT,DT,D1,DZ,
            FAC,SUM,X,TAP;
    IINTEGER' N,T,I,J,LAST,FIN,P;
        N:=98: L:=2.2;
'BEGIN' 'REAI,' 'ARRAY: C[1:41{:4],CP[3:4,3:4],DR[-1:N-1],F[1:N],
        U[-1:N],K[1:N,1:4],FD[1:4],W,M,S,HS[-1:N,0:6],A,B[-1:N]:
        R:=74.6: D1:=3.18: TAP:=0;
        PR:=0,1;
        E:=3100; NU:=0.35;VC:=0.06& - %; Z:=0.58; RE:=1/E;
        CT:=1/EXP(Z); DT:=1: KB:=E/(3*(1-2*NU));
    'FOR' T:=0 'STEP' 1 'UNTI!.' 6 'DO'
    'BEGIN: E:=1/(RE+VC*(9-DT));
        NU:=0.5-E/(6*KB):
                DE:=E/(12*(1-NU*NU));
            'FOR' I:=1 'STEP' 1 'UNTIL'N 'DO'
            'FOR' J:=' 'STEP' 1 'UNTIL' 4 'DO'
                K[!1,d]:=0;
            'FOR' I:=-1 'STEP' 2 'UNTIL'N-1 'DO'
    'BEGIN' DR:=D{-TAD*L;
        KS:=E*D1/(R*R): DR[I]:=PR*R*R*(1-NU/2)/(E*D1);
        FD[1]:=D1*D1*D1; FD[2]:=D1*D1*D2;
        FD[3]:=D1*D2*D2; FD[4]:=D2*D2*D2;
        C[1,1]:=DE*(4,2*FD[1]*1.8*FD[2]*1.8*FD[3]*4.2*FD[4])
        /(I,*L,*I.);
        C(1,2]:=DE*(3*FD[1]*1.2*FD[2]*0.6*FD[3]*1.2*FD[4])
        /(L*L):
        C[1,5]:=-C[1,1];
        C[1,4]:=DE*(1,2*FD[1]*0.6*FD[2]*1.2*FD[3]*3*FD[4])
        l(L*L):
        C!2,2]:=DE*(2,2*FD[1]*FD[2]*0.4*FD[3]*0.4*FD[4])/L;
        C[2,3]:=-C[1,2];
        C[2,4]:=DE*(0.8*FD[1]*0.2*FD[2]*0.2*FD[3]*0.8*FD[4])/L;
        C[3,3]:=C[1,1);
        C[3,4]:=mC[1,4];
        C[4,4]:=DE*(0.4*FD[1]*0.4*FD[2]*FD[3]+2.2*FD[4])/L;
        A[I]:=CL1,2]; A[I+1]:=C[2,2]; B[I]:=C[2,4];
        'IF' I=-1 'THFN'
        'BEGIN' F[1]:=C[1,3]*DR[1]:
                        F[2]:=C[1,4]*DR[I]:
                    'GOTO' ENDEL;
        'END';
                K[1,1]:=C[1,1]*CD[3,3]*KS*L;
                K[1,2]:=C[1,2]*CP[3,4];
                K[1,3]:=c[1,3]:
                K[I,4]:=C[1,4];
                K[I+1,1]:=C[2,2]+CP[4,4]:
                K[1*1,2]:=C[2,3]:
                K[I+1,5]:=C[2,4];
            'IF' I=? 'THEN' 'GOTO' ENDEL;
                F[I]:=F[IT+1]:=0;
ENDEL: CP[ S,3]:=C[3,3];
                                CP[3,4]:=C[3,4];
                                CP[4,4]:=C[4,4];
        D1:=D2;
    'END';
```

```
'FOR' P:=1 'STEP' 1 'UNTIL' N-1 'DO'
'BEGIN' LAST:= 'IF'P 'LE' N-3 'THEN' P&3 'ELSE' N;
    'FOR' I: =P+1 'STEP' 1 'UNTYL' LAST 'DO'
    'BEGIN' 'IF' K[P,I-P+1]=0 'THEN' 'GOTO' FINI
                            'ELSE' FAC:=K[P,I-P+1]/KPP,1]:
                            F[I]:=F[I]=F[P]*FAC;
                            'FOR' J:=1 'STEP' { 'UNTIL' P-I*& 'DO'
                        K[I,J]:=K[I,J]=K[p,q-P+J]*FAC;
```


## 'END':

```
'END';
リ[N]:=F(N]/K[N,1];
'FOR' \(I:=N-1\) 'STEP' -1 'UNTIL' 1 'DO'
' BEGIN SUM: \(=F[I]\); FIN: = 'LF' I 'LE' N-3 'THEN' 4 'ELSE' \(N-1 \neq 1\);
            'FOR' J:=2 'STEP' & 'UNTIL' FIN 'DO'
                SUM:=SUM-K[I,J]*U[I+J-1]:
                U[I]:=SUM/K[I,1];
'END';
01:=3.18; U[-1]:=-DR[-1]; U[0]:=0;
'FOR' I: \(=-1\) 'STEP' 2 'UNTIL' \(N=3\) *DO'
\({ }^{:} B E G I N ' M[I, T]:=A[I] *(U[I]-U[I * 2]) * A[I+1] * U[I+1]+B[I] * U[I * 3] ;\) \(S[1, T]:=6 *(A B S(M[I, T])) /(D 1 * D 1)+P R * R /(2 * D 1) ;\) 01:=D1-TAP*L;
'END';
'FOR' I: \(=-1\) 'STEP: 2 WUNTYL' N-3 'DO'
- BEGIN'
\(W[i, \mathrm{f}]:=\mathrm{U}[1]+\mathrm{DR}[\mathrm{I}]\);
\(H S[], T]:=E * W[I, T] / R * N U * S[I, T]:\)
'END';
\(D T:=D T * C T:\)
'END' OF T LOOP;
SPACE(26); WRITETEXT(' \(\left.\left(1 T=\% 0 \% \%{ }^{\prime}\right) \prime\right)\);
'FOR' T: \(=1,2,3,4,5,6\) DO'
PRINT \((T, 9,0)\); NEWLINE (2):
'FOR' \(1:=-1\) 'STEP' 2 'UNTIL' N-3 'DO'
\({ }^{\prime} H E G I N^{\prime} X:=0.5 * L *(I+1)\) : WRITETEXT (' \(\left.\left(\cdots X={ }^{\prime}\right)^{\prime}\right)\); PRINT(X,3,1); WRITETEXT('('\%DEFLN\%')'); SPACE(5):
'FOR' T: = ( 'STED' 1 'UNTII' 6 'DO' PRINT(WLI,T],4,4): NEWLINE(1): SPACE(11): WRTTETEXT (' ( \(1 \%\) B \(\% M \% \% \% \% \% \% \%^{\prime}\) ')');
'FOR' T: =O 'STED' I UNTIL' 6 'OO'
PRINT(MLI, T],4,4): NEWLINE(1); SPACE(11): WRITETEXT('('LONG\%STRESS')');
'FOR' T: \(=0\) 'STEP' \(~ ' U N T I I ' ~ 6 ~ ' D O ' ~ ' ~\) PRINT(S[J,T],4,4): NEWLINE(1): SPACE(11); WRYTETFXT('('HOOP\%STRESS')'):
'FOR' T: \(=0\) 'STEP' 1 'UNTII' 6 'DO' PRINT(HS[I,T],4,4): NEWLINE(3):
'ENO':
'END':
'END';
```


## PROG. 8

```
'SEND TO' ( ED,ASTD-DEFAULT(O),.PROGRAM)
'WORK' (ED,WORK FILE )
    'BEGIN'
    'REAL' NU,FAC,SUM,AB,B1,B2,B3,C1,C2,C3,NF,KB,VC,ZE,T,VF,E,
        T1.T2.EP:
    'INTEGER' I,J,N,I\,JJ,R,Z,FIRST,LAST,P,SA,BW,NB;
        R:=4;
        BW:=2*R+4; N:=50;
        NB:=BW+C;
    'BEGIN'
    'REAL' 'ARRAY' A,B,C,D[1:6,1:6],U,F[1:N],K[1:N,1:22],V[1:N],
        M[1:3,1:6],SIG[1:N,1;3], X[1:6]:
    NU:=0.35; E:=4.2*100000; KB:=E/(3*(1-2*NU));
    VC:=0,5/1000000; 2E:=0,3;
    'FOR' I:=7 'STEP' & 'UNTIL' N 'DO' U[I]:=0;
    'FOR' T: =0 'STEP' 5/3 'UNTTL' 10 'DO'
    'BEGIN' 'IF' T 'NE' O 'THEN'
                            'BEGIN' T1:=T-5/3; T2:=T;
                                    E:={/(VC*(1/EXP(ZE*T1)-1/EXP(ZE*T2)));NU:=0.5;
            'END':
            'IF' T>2 'THEN'
            'BEGIN' 'FOR' I:=1 'STEP' 1 'UNTYL'N 'DO'
                V[I]:=V[I]*EP/E: IGOTO' XXX; 'END';
```

    \(N F:=(1-N U) / 2\);
    \(B W:=12\);
    \(A[1,1]:=(3-N U) / 2 ; \quad A[1,2]:=-(1+N U) / 2 ; \quad A[1,3]:=-(1-N U) / 2\);
    \(A[1,4]:=N U ; \quad A[1,5]:=-1 ; \quad A[1,6]:=(1-N U) / 2 ;\)
    \(A[2,2]:=A[1,1] ; \quad A[2,3]:=A[1,6] ; \quad A[2,4]:=-1 ; \quad A[2,5]:=N U\);
    \(A[2,6]:=A[1,3] ; \quad A[3,3]:=A[2,3] ; \quad A[3,4]:=A[3,5]:=0 ;\)
    \(A[3,6]:=A[1,3] ; \quad A[4,4]:=1 ; \quad A[4,5]:=-N U ; A[4,6]:=A[5,6]:=0 ;\)
    \(A[5,5):=1 ; \quad A[6,6]:=A[1,6]\);
    \(B[1,1]:=1 ; \quad B[1,2]:=B[1,3]:=0 ; \quad B[1,4]:=-N U ; \quad B[1,5]:=-1 ;\)
    \(B[1,6]:=N U ; \quad B[2,2]:=A[1,6] ; \quad B[2,3]:=A[1,3]\);
    \(B[2,4]:=B[3,4]:=0 ; \quad B[2,5]:=B[2,2] ; \quad B[2,6]:=A[1,3] ;\)
    \(B[3,3]:=B[2,2] ; B[3,5]:=A[1,3] ; \quad B[3,6]:=B[2,2]:\)
    \(B[4,4]:=1 ; \quad B[4,5]:=N 1 ; \quad B[4,6]:=-1 ;\)
    \(B[5,5]:=A[1,1] ; \quad B[5,6]:=A[1,2] ; \quad B[6,6]:=A[1,1] ;\)
    \(C[1,1]:=C[1,6]:=C[6,6]:=A[1,6] ;\)
    \(C[1,2):=C[1,5]:=C(2,6]:=C[5,6]:=0 ;\)
    \(C[1,3]:=C[1,4]:=C[3,6]:=C[4,6]:=A[1,3]:\)
    \(C[2,2]:=C[5,5]:=1 ; C[2,4]:=C[3,5]:=-1 ;\)
    \(C[2,3]:=C[4,5]:=-N U ; C[2,5]:=N U ;\)
    \(C[3,3]:=C[4,4]:=A[1,1] ; C[3,4]:=-A[1,2] ;\)
    \(D[1,1]:=D(6,6]:=1 ; \quad D[1,2]:=D[1,5]:=D[2,6]:=D[5,6]:=0 ;\)
    \(D[1,3]:=D[4,6]:=-1 ; \quad D[1,4]:=D[3,6]:=-N(1 ; D[1,6]:=N U ;\)
    \(D[2,2]:=D[2,5]:=D[5,5]:=A[1,6] ;\)
    \(D[2,3]:=D[2,4]:=D[3,5]:=D[4,5]:=A[1,3] ;\)
    \(D[3,3]:=D[4,4]:=A[1,1] ; \quad D[3,4]:=-A[1,2]:\)
    'FOR' I: \(=\uparrow\) 'STEP' 1 'UNTIL' N 'DO'
    'BEGIN' F[I]: $=0 ; V[I]:=0$;
'FOR' J: $=1$ 'STEP' 1 'UNTIL' 22 'DO'
$K[i, J]:=0$;
'END';
'FOR' Z: $=1,13,21,33{ }^{\prime} D O^{\prime}$
'BEGIN' 'FOR' I $1:=Z, Z+4$ 'DO'
'BEGIN' 'FOR' I: $=11, I 1+1, I 1+2, I 1+3, I 1+B W=2$,
$I 1+B W-1$ 'DO'

$$
\begin{aligned}
& \\
& \text { 'BEGIN' } P:= \text { 'IF' I 'LE' } 19+3 \text { THEN' } I=I \uparrow+1 \\
& \text { 'ELSE' } I-I 1-B W+7 \text {; }
\end{aligned}
$$

'FOR' J:=2-P 'STEP' 1 'UNTIL' $5 \sim P$,
I1-I + BW-1.I $1-I+B W$ 'DO'
'BEGIN' 'IF' J<1 'THEN' 'GOTO' FIR;
$J J:={ }^{\prime} I F \prime J$ 'LE' 5-P 'THEN' I-I $1+J$ 'ELSE' I-I $1+\mathrm{J}=\mathrm{BW}+6$;
$K[I, J]:=K[I, J]+A[P, J J] ;$
FIR: 'END'; 'END'; 'END'; 'END';
'FOR' Z: $=3,15,23,35{ }^{\prime} D O^{\prime}$
'BEGIN' 'FOR' I $1:=Z, Z+4$ 'DO'
'REGIN' 'FOR' $1:=11, I 1+1, I 1+B W=4$ 'STEP' 1
'UNTIL' I 1 + BW-1 'DO'
'BEGIN' P:= 'IF' I 'LE' I $1+1$ 'THEN' I-I $1 \uparrow+1$
'ELSE' I-11-BW+7;
'FOR' $J:=2-P, 3-P, \quad 11-1+B W-3$ 'STEP'1
'UNTIL' I 1 -I + BW 'DO'
'BEGIN' 'IF' Jくף 'THEN' 'GOTO' SEC;
$J J:=' I F ' J ' L E ' ~ 3-P$ 'THEN' I-I $1+J$ 'ELSE' I-I $1+J-B W+6$;
$K[I, J]:=K[I, J]+B[P, J J] ;$
SEC: 'END'; 'END'; 'END'; 'END';
'FOR' $2:=3,11,23,31$ 'DO'
'BEGIN' 'FOR' $11:=2, Z+4$ 'NO'
'REGIN' 'FOR' I: $=11, I 1+1, I 1+2, I 1+3, I 1+N B-2, I 1+N B-1$ 'DO'
'BEGIN' $P:=$ 'IF'I 'LE' $11+3$ 'THEN' I-I $1+1$
'ELSE' $\quad$ - $-19-N B+7$;
'FOR' J: $=2-P$ 'STEP' 1 'UNTIL' 5-P,
I1-I + NB- $1, I 1-I+N B$ 1 DO'
'BEGIN' 'IF' J<Q 'THEN' 'GOTO' THR;
$J J:=$ 'IF' J'LE' 5-P'THEN'I-I1 + J
'ELSE' I-I $1+\mathrm{J}-\mathrm{NB}+6$;
$K[I, J]:=K[I, J]+C[P, J J]$;

THR:

FUR:
'END':
'FOR' I: $=11, I 1+1, I 1+N B=4$ 'STEPI 1 IUNTIL'I $1+N B-1$
'DO' 'BEGIN' $P:=$ 'IF' I 'LE' $11+1$ 'THEN' I-I $1+1$
'ELSE' I-I1-NB+7;
'FOR' J: $=2-P, 3-P, 11-1+N B-3$ 'STEP' 1
'UNTIL' 11-I+NB 'DO'
'BEGIN' 'IF' $J<1$ 'THEN' 'GOTO' FUR; $J J:=$ 'IF' J 'LE' 3-P'THEN'I-I $1+J$
'ELSE' $\quad 1-11+J=N B+6$;
$K[I, J]:=K[I, J]+D[P, J J] ;$
'END';
'END';
INV:
$B W:=22$;
'FOR' $2:=2,12,22,32,41,42,43,45,47,49,4,6,8,10{ }^{\prime} D D^{\prime}$
'BEGIN' V[Z]:=0;
'FOR' J:=1 'STEP' 1 'UNTIL' BW 'DO' $K[7, J]:=0$; FIRST: = 'IF' $Z>B W$ 'THEN' Z-BW+1 'ELSE' 1 ; 'FOR' I: $=2-1$ 'STEP'-1 'UNTIL' FIRST 'DO' $K[I, Z-I+1]:=0$;
'END';
$K[1,1]:=K[1,1]+K[3,1]+K[5,1]+K[7,1]+K[9,1]+2 *(K[1,3]+K[1,5]+K[1,71$
$+K[1,9]+K[3,3]+K[3,5]+K[3,7]+K(5,3]+K[5,5]+K[7,3]):$
$K[1,2] ;=K[1,2]+K[2,2]+K[2,4]+K[2,6]+K[2,8] ;$
$K[1,4]:=K[1,4]+K[3,2]+K[4,2]+K[4,4]+K[4,6] ;$
$K[1,6]:=K[1,6]+K[3,4]+K[5,2]+K[6,2]+K[6,4] ;$

```
K[1,8]:=K[1,8]+K[3,6]+K[5,4]+K[7,2]+K[8,2];
'FOR' J:=`0 'STEP' }1\mathrm{ 'UNTIL' 22 'DO'
K[1,J]:=K[1,J]+K[3,J-2]+K[5,J-4]+K[7,J-6]+K[9,J-8];
            'FOR' 2:=3,5,7,9 'DO' 'BEGIN'
            'FOR' J:=1 'STEP' }1\mathrm{ 'UNTIL' BW 'DO'
                K[Z,J]:=0;
                FIRST:= 'IF' Z>BW 'THEN' Z-BW+1 'ELSE' 1;
                'FOR'I:=Z-1 'STEPI-1 'UNTIL' FIRST 'DO'
                KLI,Z-I+1]:=0;
            'END';
            F[1]:=-10000;
            'FOR' P:#1 'STEP' 1 'UNTIL' N=1 'DO'
            'BEGIN' 'IF' K[P,1]=0 'IHEN' 'GOTO' FINP;
                LAST:= 'IF' P 'LE' 29 'THEN' P+21 'ELSE' 50;
                'FOR' I: =P+1 'STEP' 1 'UNTIL' LAST 'DO'
                'BEGIN' 'IFI K[P,I-P+1]=0 'THEN' 'GOTO' FINI;
                    FAC:=K[P,I-P+1]/K[P,1];
                        F[I]:=F[I]-F[P]*FAC;
                                    'FOR' J:=1 ISTEP' { 'UNTIL' P=I+22 IDO'
                                    K[I,J]:=K[1,J]-K[D,I-P+J]*FAC;
```

FINI:
FINP:
SUBS:

VAL:
ZU:
$x \times x$ :

```
                'END';
    'END';
    'FOR' I:=N 'STED' -1 'UNTIL' 1 'DO'
    'BEGIN' 'IF' K[I,1]=0 'THEN' 'GOYO' ZU;
        SUM:=F[I]*2*(1-NU*NU)/E;
    'IF' I=N 'THEN' 'GOTO' VAL;
        SA:= 'IF' I>29 'THEN' 51-I 'ELSE' 22;
    'FOR' J:=2 'STEP' 1 UNTIL'SA 'DO'
                                    SUM:=SUM-K[I,J]*V[I+J-1];
    'END';
    'FOR' Z:=3,5,7,9 'DO' V[Z]:=V[1]:
    'FOR' I:=1 'STEP' }1\mathrm{ 'UNTIL' N 'DO' U[I]:=U[I]+V[I]; EP:=E;
        WRITETEXT('('T=')'); PRINT(T,2,2);
        SPACE(44); WRITETEXT('('DISPLACEMENTS')'); NEWLINE(4);
        'FOR' I1:=1 'STEP' 10 'UNTIL' 41 'DO'
        'BEGIN' 'FOR' I:=I\ 'STEP' 2 'UNTIL' I\+8 'DO'
        PRINT(U[I],16,4):
            'FOR' I:= 11+1 'STEP' 2 IUNTIL' I'+9 'DO'
                PRINT(U[I],16,4);
                NEWLINE(3);
    'END';
    NEWLINE(10);
        VF:=VC*(1-1/EXP(7.E*T));
        E:=1/(1/420000+VF); NU:=0.5-E/(6*KB);
        B1:=C2:=1; B2:=C3:=0; B3:=C1:=-1:
        M[1,1]:=61; M[1,2]:=NU*C1; M[1,3]:=B2; M[1,4]:=NU*C2;
        M[1,5]:=B3; M[1,6]:=NU*C3; M[2,1]:=NU*R1; M[2,2]:=C1;
        M[2,3]:=NU*B2; M[2,4]:=C2; M[2,5]:=NU*B3; M[2,6]:=C3;
        M[3,1]:=NF*C1;.M[3,2):=NF*B1; M[3,3]:=NF*C2;
        M[3,4]:=NF*B2;M[3,5]:=NF*C3;M[3,6]:=NF*B3;
    'FOR' I1:=1 'STEP' 10 'UNTIL' 21 '00'
    'BEGIN' 'FOR' I:= 11,I1+4,I1+12,I1+16 'DO'
    'BEGIN: X[1]:=U[I]; X[2]:=U[I+1]; X[3]:=U[I+2]; X[4]:=U[I+3];
        X[5]:=U[I+10]; X[6]:=U[I+11];
            'F\capR' J:=1,2,3 'DO'
            'BEGINN SUM:=0;
            'FOR' P:=1,2,3,4,5,6 'DO'
                SUM:=SUM+M[J,P]*X[P];
                SIG[I,J]:=SUM*E/(1-NU*NU);
```

```
    'END'; 'END'; 'END';
    B1:=C3:=-1; B2:=C1:=0; B3:=C2:=1;
    M[1,i]:=R1; M[1,2]:=NU*C1; M[1,3]:=B2: M[1,4]:=NU*C2;
    M[1,5]:=B3; M[1,6]:=NU*C3; M[2,1]:=NU*B1: M[2,2]:=C1;
    M[2,3]:=NU*[B2; M[2,4]:=C2; M[2,5]:=NU*B3; M[2,6]:=C3;
    M[3,1]:=NF*C1; M[3,2]:=NF*B1; M[3,3]:=NF*C2;
    M[3,4]:=NF*B2; M[3,5]:=NF*C3; M[3,6]:=NF*B3;
    'FOR' I1:=1 'STEP' 10 'UNTIL' 21 'DO'
```



```
'BEGIN' X[1]:=U[I+1]; X[2]:=U[I+2]; X[3]:=U[I+9];
        X[4]:=U[I+10]; X[5]:=U[I+11]; X[6]:=U[I+12];
        'FOR' J:=1,2,3 'DO'
        'REGIN' SUM:=0:
        'FOR' P:=1,2,3,4,5,6 'DO'
        SUM:=SUM-M[J,P]*X[P];
        SIG[I,.J];=SUM*E/(1-NU*NU):
    'END'; 'END';'END';
    B1:=C3:=-1; B2:=C2:=1; B3:=C1:=0;
    M[1,1]:=81; M[1,2]:=NU*C1; M[1,3]:=B2; M[1,4]:=NU*C2;
    M[1,5]:=B3; M[1,6]:=NU*C3; M[2,1]:=NU*B1; M[2,2]:=C1;
    M[2,3):=NU*B2; M[2,4]:=C2; M (2,5]:=NU*B3; M[2,6]:=C3;
    M[3,1]:=NF*C1; M[3,2]:=NF*B1; M[3,3]:=NF*C2;
    M[3,4]:=NF*B2;M[3,5]:=NF*C3; M[3,6]:=NF*B3;
    'FOR' I{:={ 'STEP' 10 'UNTIL' 21 'DO'
    'BEGIN' 'FOR' I:=I1+2,I1+6,I1+10,I1+14 'DO'
'BEGIN: X[1]:=U[I]; X[2]:=U[I+1]; X[3]:=U[I+10]; X[4]:=U[I+11];
                X[5]:=U[I+12]; X[6]:=U[I+13];
        'FOR' J:=1,2,3 'DO'
        'BEGIN' SUM:=0;
        'FOR' P:=1,2,3,4,5,6 'DO'
                SUM:=SUM-M[J,P]*X[P];
                SIG[I,J]:=SUM*E/(1-NU*NU);
'END'; 'END'; 'END';
    B1:=C3:=0; B2:=C2:=1; B3:=C1:=-1;
    M[1,1]:=81; M[1,2]:=NU*C1: M[1,3]:=B2; M[1,4]:=NU*C2;
    M[1,5]:=R3; M[1,6]:=NU*C3; M[2,1]:=NU*E1; M[2,2]:=C1;
    M[2,3]:=NU*B2: M[2,4]:=C2: M[2,5]:=NU*R3: M[2,6]:=C3;
    M[3,1]:=NF*C1; M[3,2]:=NF*B1; M[3,3]:=NF*C2;
    M[3,4]:=NF*B2; 14[3,5]:=NF*C3; M[3,6];=NF*B3;
'FOR' I1:=1 'STEP' 10 'UNTIL' 21 'DO'
'REGIN' 'FOR' I:=11+3,I1+7,I1+11,I1+15 'DO'
'BEGIN' X[1]:=U[I-1]; X[2]:=U[I]; X[3]:=U[I+1]; X[4]:=U[I+2];
        X[S]:=U[I+11];X[6]:=U[I+12];
        'FOR' J:=1,2,3 \DO'
        'BFGIN' SUM:=0;
        'FOR' P:=1,2,3,4,5,6 'DO'
        SUM:=SUM*M[J,P]*X[P];
        SIG[I,J]:=SUM*E/(1-NU*NU):
    'END'; 'END'; 'END';
    SPACE(56); WRITETEXT('('STRESSES')'); NEWLINE(4);
    'FOR' I1:= ' 'STEP' 10 'UNTIL' 31 'DO'
'BEGIN' 'FOR' P: =1,2,3 'DO'
            'FOR' I:=I\ 'STEP' 1 'UNTIL'II+7 'DO'
                PRINT(SIG[I,P],10,1);
                NEWLINE(3);
'END';
                PAPERTHROW:
'END';
    'END':
```


## PROG. 9

$10 / 02172$ COMPILED BY XALE MK. 5 C
'SEND TO' ( ED,ASTD-DEFAULT(O),. PROGRAM)
'WORK' (ED,WORK FILE (O))
'BEGIN' 'REAL' X1,X2,D1,D2,B,FAC,SUM,L,SUMSIG,INT,AM,MT,SC,PSUM,NSUM;
'INTEGER' EN,N,BW,EL,I,J,FIRST,LAST,SA,Z,P,NC,NL,R,S,NS,NI;
EN:=READ; NS:=READ; $N:=2 * E N+2 ; \quad B W:=4 ;$
'BEGIN' 'REAL' 'ARRAY' C[1:4,1:41,CP[3:4,3:4],K,KM,Q[1:N,1:4], U,F,KS,A,M,E ,G,X,D[1:N],FD[1:4],SIG,MM,EE[O:NS]:

IINTEGERI IARRAYI V[1:N]:
E[2]:=READ; SC:=READ: SIG[0]:=SUM:=INT:=SUMSIG:=0;
'FOR' I:=1 'STEP' 1 'UNTIL' NS 'DO'
'BEGIN' SIG[I]:=READ;
SUM: $=$ SUM $+0.5 * S I G[I-1] *(1 * I-(I-1) *(I-1)) *(S I G[I]-S I G[I-1]$
$) *(I * I * I / 3-(1-1) * I * I / 2+(1-1) *(I-1) *(I-1) / 6)$;
MM[I]:=SUM/(I*I);
EE[I]:=MM[I]*3/(SC*I);
'END';
$B:=R E A D ;$
'GOR' I:= ' STEP' 2 'UNTIL' N-1 'DO'
'BEGINI X[I]:=READ: D[I]:=READ: E[I]:=E[2]:
'END';
'FOR' I:=1 'STEP' 1 'UNTIL' N 'DO'
'bEGIN' G[I]:=0; V[I]:=1;
'END'; NC: =READ;
'IF' NC=O 'THEN' 'GOTO' NOCO;
'FOR' R:= 1 'STEP' 1 'UNTIL' NC 'DO'
'BEGIN' $2:=R E A D ; V[Z]:=0$ :
'END';
NOCO: EL:=READ;
'IF' EL=O 'THEN' 'GOTO' ZEK;
'FOR' P:=1 'STEP' 1 'UNTIL' EL 'DO'
'BEGIN' I:=READ; KS[I]:=READ: V[I]:=2;
'END';
ZEK: NL:=READ;
'FOR' S:=1 'STEP' 1 'UNTIL' NL 'DO'
'BEGIN' Z:=READ: G[Z]:=READ;
'END'; NT:=1; PSUM: =NSUM: $=0$ :
MAT: $\quad C P[3,3]:=C P[3,4]:=C P[4,4]:=0$;
'FOR' I:=1 'STEP' 1 UUNTIL' N 'DO'
'bEGIN' U[I]:=0;
'FOR' $j:=1$ 'STEP' 1 'UNTIL' BW 'DO'
$K[1, J]:=0$;
'END';
'FOR' EL:=1 'STEP' 1 'UNTIL' EN 'DO'
'BEGINI I: =2*EL-1; X1:=X[I]; X2:=X[I+2]; D1:=D[I]: D2:=D[I+2];
L: =X2-×1;
FD[1]:=D1*D1*D1; FD[2]:=D1*D1*D2; FD[31:=D1*D2*D2:
FD[4]:=D2*D2*D2;
$C[1,1]:=(4.2 * F D[1]+1.8 * F D[2]+1.8 * F D[3]+4.2 * F D[4]) /(L * L * L) ;$
$C[1,2]:=(3 * F D[1]+1.2 * F D[2] * 0.6 * F D[3]+1.2 * F D[4]) /(L * L)$;
$C[1,3]:=-C[1,1]$;
$C[1,4]:=(1,2 * F D[1]+0.6 * F D[2] * 1.2 * F D[3]+3 * F D[4]) /(L * L)$;
$C[2,2]:=(2,2 * F D[1]+F D[2]+0.4 * F D[3]+0.4 * F D(4]) / L ;$
$C(2,3]:=-C[1,2] ;$
$C[2,4]:=(0,8 * F D[1] * 0.2 * F D[2] * 0,2 * F D[3] * 0.8 * F D[4]) / L ;$

```
    C[3,3]:=mC[1,3]; C[3,4]:=-C[1,4];
    C[4,4]:=(0.4*FD[1]+0.4*FD[2]+FD[3]+2.2*FD[4])/L;
    'FOR' P:=1 'STEP' 1 'UNTIL' 4 'DO'
    'FOR' J:=P 'STEP' { 'UNTIL' 4 'DO'
        C[P,J]:=C[P,J]*(E[I]+E[I+2])/2;
        KM[1,1]:=C[1,2]; KM[1,2]:=C[2,2];
        KM[1,3]:=C[2,3]; KM[1,4]:=C[2,4]:
        K[1,1]:=C[1,1]&CP[3,3]: K[1,2]:=C[1,2]+CP[3,4]:
        K[{,3]:=C[1,3): K[1,4]:=C[1,4];
        K[i+1,1]:=C[2,2]+CP[4,4]; K[I+1,2]:=C[2,3];
        K[1+1,3]:=C[2,4];
        CP[3,3]:=C[3,3]; CP[3,4]:=C[3,4]; CP[4,4]:=C[4,4]:
    'END';
    K[N-1,1]:=CP[3,3]: K[N-1,2]:=CP[3,4]; K[N,1]:=CP[4,4]:
'FOR.' I:={ 'STEP' 1 'UNTIL'N 'DO'
'FOR' J:=1 'STEP' { 'UNTIL' BW 'DO'
    Q[I,J]:=K[I,J];
'FOR' Z:={ 'STEP' }1\mathrm{ 'UNTIL'N 'DO'
'BEGIN' 'IF'V[Z]=0 'THEN'
    'BEGIN'
    'FOR' J:=1 'STEP' 1 'UNTIL' BW 'DO'
            K[Z,J]:=0;
            FI-RST:= 'IF' Z>BW ITHEN' Z-BW+1 'ELSE' 1;
            'FOR' I:=Z-1 'STEP'=1 'UNTIL' FIRST 'DO'
            K[I,Z-I+1]:=0;
            'END':
            'IF' V[Z]=2 'THEN' K[Z,1]:=K[Z,1]*KS[Z]*12/B:
            F[Z]:=G[Z]*12/B;
'END';
'FOR' P:={ 'STEP' 1 'UNTIL' N-1 'DO'
'BEGIN' 'IF' K[P,ף]=0 'THEN' 'GOYOI FINP;
            LAST:= 'IF' P 'LE' N-BW*1 'THEN' P&BW-1 'ELSE' N:
            'FOR' I:=P+1 'STEP' }1\mathrm{ 'UNTIL' LAST 'DO'
            'BEGIN' 'IF' K[P,I-P+1]=0 'THEN' 'GOTO' FINI:
                        FAC:=K[P,I-P+1]/K[P,1];
                        F[I]:=F[I]-F[P]*FAC:
                                    'FOR' J:={ 'STEP' }1\mathrm{ 'UNTIL' P=I+BW 'DO'
                                    K[I,J]:=K[I,J]-K[P,I-P+J]*FAC;
                    'END';
SUBS: 'FOR' I:=N 'STEP' -1 IUNTIL' 1 'DO'
'BEGIN' 'IF' K[I,ף]=0 'THEN' 'GOTO' ZU;
        SUM:=F[I]:
        'IF' I=N 'THEN' 'GOTO' VAL;
        SA:= 'IF' I>N-BW+1 'THEN' N-I*1 'ELSE' BW:
            'FOR' J:=2 'STEP' { 'UNTIL' SA 'DO'
                SUM:=SUM-K[I,J]*U[I*J-1]:
                U[I]:=SUM/K[I,1];
                NSUM:=NSUM+ABS(U[!]);
            'IF' ABS(NSUM-PSUM)<0.002*NSUM
            'THEN' 'GOTO' EXT;
            PSUM:=NSUM; NSUM:=0;
            'FOR' I:=1 'STEP' 2 'UNTIL' N-1 'DO'
            'REGIN' 'IF' I=N-1 ITHEN'
            'BEGIN' KM[I,1]:=C[1,4]; KM[1,2]:=C[2,4]:
                KM[1,3]:=C[3,4]; KM[1,4]:=C[4,4]:
                    M[I]:=-(KM[1,1]*U[I-2]+KM[q,2]*U[I-1]*KM[I,3]*U[I]
                *KM[I,4]*U[I*1])*B/12;
                    'GOTO' STRE;
```

FINI:
FINP: 'END';
VAL:
ZU: 'END';

```
            'END':
            M[I]:=\langleKM[I,1]*U[1]*KM[1,2]*U[1*1]*KM[1,3]*U[1*2]
                            *KM[1,4]*U(I+3])*B/12;
STRE:
'END':
'IF' AM<MM[1] 'THEN'
'BEGIN' E[I]:=EE[1]; A[I]:=SIG[1]*AM/MM[1];
'GOTO' ABT:
'END';
'FOR' P:=2 'STEP' 1 'UNTIL' NS 'DO'
'IF' AM<MM[P] 'THEN'
'BEGIN' E[I]:=EE[P-1]*(EE[P]-EE[P-1])*(AM-MM[P-1])
                                    /(MM[P]-MM[P-1]);
                                    A[I]:=SIG[P-1]*(SIG[P]-SIG[P-1])*(AM-MM[P-1])
                                    /(MM[P]-MM[P-1]);
                                    'GOTO' ABT;
                            'END';
ABT: 'END';
    NI:=NI+1;
                            'GOTO' MAT:
EXT: 'FOR' I:=1 'STEP' }1\mathrm{ 'UNTIL'N 'DO'
    'bEGIN' F[I]:=0;
        FIRST:= 'IF' I>BW 'THEN' I-BW+1 'ELSE' 1;
        LAST:= 'IF' I<N-BN+1 'THEN' I+BW-1 'ELSE' N;
            'FOR' J:=FIRST 'STEP' q 'UNTIL' LAST 'DO'
            'BEGIN' P:= 'IF' J<I 'THEN' J 'ELSE' I:
                Z:= 'IF' J<I 'THEN' I-J+1 'ELSE' J-I+1;
                F[I]:=F[I]+Q[P,Z]*U[J];
            'END';
                F[I]:=F[I]*B/12;
    'END';
    NEWLINE(2):
    WRITETEXT('(''(14S')'X'('14S')'DEFLN'('14S')'B%M'('16S')'
    STRESS'('14S')'REACTION'('11S')'FIXING%MT')'): NEWLINE(4);
'FOR' I:={ 'STEP' 2 'UNTIL'N-1 'DO'
'bEGIN'
            PRINT(X[I],3,2); PRINT(U[I],9,4); PRINT(M[I],12,4):
            PRINT(A[I],12,4);
            'IF'V[I]=2 'THEN' 'BEGIN' PRINT(F[I],12,4);
                                    'GOTO' FLE:
                            'END';
                            'IF' V[I]=0 'THEN' PRINT(F[I],12,4) 'ELSE' SPACE(20);
```

FLE:

ENU: 'END';
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[^0]:    * Details of all computer programs are given in the Appendix.

[^1]:    * Imperial units are used throughout in this section so that direct comparisons may be made with Webber's results.

