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This thesis is an exploration of the oscillatory changes occurring in the visual cortex as
measured by a functional imaging technique known as Synthetic Aperture
Magnetometry (SAM), and how these compare to the BOLD response, across a number
of different experimental paradigms.

In chapter one the anatomy and physiology of the visual pathways and cortex are
outlined, introducing the reader to structures and terms used throughout the thesis whilst
chapter two introduces both the technology and analysis techniques required to record
MEG and fMRI and also outlines the theory behind SAM. In chapter three the temporal
frequency tuning of both striate and extrastriate cortex is investigated, showing
fundamental differences in both tuning characteristics and oscillatory power changes
between the two areas. Chapter four introduces the concept of implied-motion and
investigates the role of area V5 / MT in the perception of such stimuli and shows, for
the first time, the temporal evolution of the response in this area. Similarly a close link
is shown between the early evoked potential, produced by the stimulus, and previous
BOLD responses. Chapter five investigates the modulation of cortical oscillations to
both shifts in attention and varying stimulus contrast. It shows that there are both
induced and evoked modulation changes with attention, consistent with areas previously
known to show BOLD responses. Chapter six involves a direct comparison of cortical
oscillatory changes with those of the BOLD response in relation to the parametric
variation of a motion coherence stimulus. It is shown that various cortical areas show a
linear BOLD response to motion coherence and, for the first time, that both induced
oscillatory and evoked activity also vary linearly in areas coincidental with the BOLD
response. The final chapter is a summary of the main conclusions and suggests further
work.

Keywords: Synthetic Aperture Magnetometry (SAM); visual cortex; BOLD; temporal
frequency tuning; implied-motion; motion coherence; attentional modulation
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FIGURES

Chapter 1

Figure 1-1. The histology of the retina. A). Schematic representation of the cellular
structure and connectivity within the retina. B). A transverse section through the
retina showing the laminated structure. The dashed black line indicates the
direction of light through the retina when it first enters the eye. The black arrows
from A) to B) indicate the layers in which the particular retinal cells are found.
Adapted from Martin 2000, .........ccooiiiiiiieicce e 24

Figure 1-2. Overleaf. Schematic drawings of midget and parasol ganglion cells in the
primate retina. Numbers indicate the distance from the fovea. It can be seen that
there is an eccentricity dependence on the morphology of ganglion cells. Dendritic
diameter of both cell classes increases with distance from the fovea. Madified
from Ghoshi €1 al. 1996). ....ooiiiiiiiiiiic e e 29

Figure 1-3. A). Top: schematic representation of the response of a colour-opponent
retinal ganglion cell to the onset of small spots of light of different wavelengths,
The peak excitation by light in the centre of the field, and the peak inhibition by
light in the surround, occur at different wavelengths. Bottom: response of the same
cell to light filling the receptive field. Excitation occurs at some wavelengths and
inhibition at others. B). The respanse of cat ganglion cells to spois of light. Top:
A centre-on cell responds with a burst of impulses to the onset of a spof of light in
the centre of its field or to the offset of a spot of light in the surround area.

Bottom: a centre-off cell responds in the opposite fashion. Adapted from Bruce et
AL 2003, e e s e s e en 30

Figure 1-4. A). The parvocellular and magnocellular layers of the lateral geniculate
nucleus. The nerve fibres from each eye terminate at different layers. From
Merigan and Maunsell 1990. B). A schematic diagram of the LGN showing how
the right and left visual fields are represented on the contralateral side. Note how
the ipsilateral and the contralateral terminations in each LGN occur in different
LAYETS. v ettt bbb e 35

Figure 1-5. A). Illustration showing the different Brodmann areas of the cerebral
cortex. The areas are coloured in relation to their function. B). Illustration
showing the relative position of the calcarine sulcus. The lower part of the field of
view is represented in the upper calcarine cortex and the upper part of the visual
field is represented in the lower calcarine sulcus. Central vision is represenied at
the occipital pole. Adapted from Zeki 1993.......ccoviviininninii, R

Figure 1-6. Overleaf. A two-dimensional, unfolded map of cerebral cortex in the right
hemisphere of the macaque monkey. The coloured regions on the map and on the
lateral and medial brain views include 32 visual areas, 25 of which are
predominantly or exclusively visual in function while the other 7 are involved in
other functions such as polysensory or visuomotor functions. They occupy an
estimated 54% of the cerebral neocortex. Taken from Van Essen ef al. 1990.......42

Figure 1-7. Overleaf. Visual arcas related to motion processing. The grey rectangles
correspond to areas with high proportions of direction-gelective neurons, The
spotted rectangles are areas mostly associated with form and colour vision. Black,
thick lines show the commonly accepted motion pathwaya. Noie that the arrows
imply the direction of information in one direction only. The feedback cannections
hetween areas are not shown. SC, superior calliculus; PUL, pulvinar; MT, middle
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temporal; PO, parieto-occipital area; MST, middle superior temporal; FST, floor of
superior temporal; VIP, ventral intraparielals .. .iiiiinmeimmimmreoie: 98

Chapter 2

Figure 2-1. A schematic representation of a cortical neuron and its synapse. Adapted
from image on Society for Neuroscience website
(hitp://web.sfn.org/Template.cfm?Section=PublicResources& Template=PublicRes

ources/SubCategory.clim&cat _1d=6). Accessed 1/7/04. .....cccoovvviviirinverireerineennes 62
Figure 2-2. A schematic diagram of the currents produced by an action potential in a
cortical neuron. Adapted from Lewine and Orrison 1995 ... 64

Figure 2-3. A schematic diagram illustrating the current flow during the propogation of
an action potential. Bidirectional currents are produced leading to opposing
dipoles which cancel each other out. Af the post synaptic membrane current flows
in only one direction which produces a dipole which is not cancelled. The MEG
signals recorded at the scalp are therefore the result of primary currents produced

by post synaptic potentials. ... OO |
Figure 2-4. A schematic diagram of a synapse illusirating the currem flow reaultmg
from the post syNaptic POLENTIAl ... 68

Figure 2-5. A schematic representation of current ﬂc)w along a n@umna] axon and ihe
resulting magnetic field that is produced. Note that according to the right hand mia
the magnetic field is perpendicular to the current flow and rotates anticlockwise
ArounNd the NEUTON........ceiiiiieerieiee ettt reen e sa s st re s s 66

Figure 2-6. Two sources in the cortex; one is oriented tangentially to the skull, and the
other is oriented radially. Each is represented as a current dipole, shown as a heavy
arrow. Because sources in the cortex are generally oriented perpendicularly to the
cortical surface, tangential sources are located in the sulci while radial sources are
in the gyri. Although the EEG sees both sources, it is dominated by the radial
sources in the gyri ( Adapted from Cohen and Halgren 2003). ......ccccooovvvrvnnicnnnns 67

Figure 2-7. Computed theoretical MEG and EEG maps, shown as contour maps, due to
a tangential dipole source in a spherical model of the head (Cohen and Cuffin
1983). They are shown on a spherical “cap”, which has x and y coordinates with
ticks at each cm. The EEG map is of the surface potential with contour lines every
20% while the MEG map is of the component of magnetic field vector normal to
the scalp, also with 20% lines. The neural source generating the MEG and EEG is
approximated as a tangential dipole at a depth of 2.7 cm. It is seen that the MEG
pattern is oriented at 900 to that of the EEG, and is samewhat tighier.... B

Figure 2-8. Comparison of magnetic field strengths produced by both phy&slﬁ]oglgai
and environmental sources. Note that the magnetic field produced by the brain is
several orders of magnitude smaller than the Earth’s magnetic field. Similarly, the
brain’s magnetic field is smaller than other physiological magnetic fields produced
in the body. These sources of “noise” have to be removed for clear MEG signala
10 BE TECOTAB. oo Cererere ey coernenre: 9

Figure 2-9. A schematic representation of a SQUID. A consfant biasing current it
maintained within the device such that any change in phase at the two Josephson
junctions is proportional to the change in magnetic flux measured by the deviee.
The SQUID is an extremely sensitive measuring device capable of recording



magnetic field changes as small as one flux quantum in magnitude: Adapted from
http://hyperphysics.phy-astr.gsu.edu/hbase/solids/squid.htmi#c] accessed 25/5/04
........................................................................................ PR ) |
Figure 2-10. The construction of various types of gradiometer, The direction of
magnetic field is shown by the large arrow. The small arrows indicate the
direction of current flow in a particular coil. The magnetic fields of distant sources
tend to have small spatial gradients thus causing current to flow in opposing coils
that cancel each other out. The greater the number of coils in the gradiometer the
greater the rejection of noise. For illustration purposes the connections between
COLIS AT NOL SHOWIL. L...iviiiiiiieccie et ce e b s e e st e s s nesees 73
Figure 2-11. Schematic diagram of the cryogemcs used in MEG. (a) The locatmn of
various MEG components within the cryogenic dewar. (b) The principles of the
dewar operation. From Vrba and Robinson 2001b. ..o, 74
Figure 2-12. Overleaf. The Aston CTF Omega 151-channel Neuromagnetometer in a
magnetically shielded room. The stimuli are projected from the outside through a
window in the shielded room and onto a mirror inside the room. ....oocvvvnviiriinin 76
Figure 2-13. A diagrammatic representation of how SAM warks. Two sources are
shown in the brain, one in the right and one in the left hemisphere. The activity
from these sources is recorded by each of the MEG sensors. Virtual electrodes of
these areas can be calculated by means of a linear weighted combination of the
activation of all of the MEG sensors. Vi is the estimated activity for the target
location in the left hemisphere, Vs the estimated activity for the target location in
the right hemisphere, M refers to the sensor number and W is the weight vecior

calculated for the target locations in each hemisphere..........cvcvienn .. 8§
Figure 2-14. Schematic explanation of evoked and induced cortical activity (adapted
from Tallon-Baudry and Bertrand 1999) ..o 90

Figure 2-15. Overleaf. An example of the co-registration process. A. The poinis
produced by using the digitising pen on the subjects head. B. The points co-
registered with the subjects head shape (red) obtained from their MRI scan. The
green points are the approximate alignment performed by the experimenter, the
blue points represent the optimum co-registration (Using Align,
www.ece.drexel.eduw/ICVC/Align/align] T.html) .....ooovveviriininininiinninin 94

Figure 2-16. A diagrammatic explanation of the BOLD response. A. The situation at
rest. B. The situation during neuronal activation with increase in oxygen perfusion
being greater than the oxygen required by the neurons (Both A and B adapted from
Raichle 1994). C. Timecourse of the change of oxyhaemoglobin concentration
upon regional neuronal activation (horizontal bar). D. The sequence of
cerebrovascular changes leading to decreased T2 and increased MR signal......... 99

Figure 2-17. Overleaf. Schematic diagram illustrating the difference between twa
forms of ER-fMRI paradigms and a more traditional blocked trial paradigm. Each
schematic shows two trial types indicated by either yellow or red arrows, In
blocked trial paradigms (labeled blocked), the trial types are clustered together in
succession so that the same trial type or condition accurs for an extended period of
time. ER-fMRI, by contrast, allows paradigms that randomly intermix different
trial types either by spacing them widely apart to allow the haemodynamic
response from one trial to decay before the next trial accurs ( apaced mixed trial);
or by presenting them rapidly ( rapid mixed trial) and using analysis methada to
account for the overlap of the hasmodynamic response across trials. Noie that for
successful separation of trial types in rapid mixed trial designs, mndcrmiaaticm or
IS1 jittering strategies must be used. (Adapted from Buckner 1998)...corive 103
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Figure 2-18. Comparison of temporal and spatial resolution between different
functional imaging techniques. From CTF Systems In¢..ccocviiiiinainimni e 107

Chapter 3

Figure 3-1. Diagrammatic outline of the experimental paradigms used in this study. (A)
Simple boxcar design used in experiment 1. A 15s passive period was followed by
a 15s active period so that 8 active periods were recorded for each stimulus
frequency. (B) Boxcar design used in experiment 2. The active and passive
phases were reduced to 5s. During the active phase the stimulus appeared in the
right lower visual field for 5s then moved to the left lower visual field for Ss.
There were 20 active phases recorded for each stimulus frequency. ... 114
Figure 3-2. Diagramatic representation of the stimulus used in this study (not to scale).
The stimulus was presented in the lower right visual quadrant to avoid cancellation
effects that can occur with MEG due to opposing sources being present on either
side of the calcaring fiSSUre. .......cocovviinininnnnn, feereerenn SRURTR § §.
Figure 3-3. A plot of spectral power against frequency measured from the raw data,
averaged across occipital gradiometers and across subjecis. Data from experiment
1 is shown at stimulus frequencies of, A) 2Hz, B)4Hz, C)BHz and D)21Hz. Data
from experiment 2 is shown at stimulus frequencies of, E) 2Hz, F) 4Hz, ) 8Hz
and H) 16Hz. Note that in each case only a small frequency window of the
complete power spectrum is shown to highlight the 2f peak. The speciral power is
scaled differently in each case to allow visualisation of the peaks. Frror bars show
the standard error of the MEAN.......coccevieriiier s 118
Figure 3-4. An example of a single-subject SAM image within the 3-5Hz response
band, to a 2Hz stimulus. ERS (yellow/orange) is evident superior to the calcarine
sulcus in the contralateral hemisphere. ........ccccoovivviiiinii 119
Figure 3-5. Normalised group-averaged SAM tuning curves for the response in
contralateral medial visual cortex, elicited by a reversing checkerboard stimulus of
various temporal frequencies (Experiment 1). Each separate panel shows the
magnitude of the cortical response within a fixed frequency range; A. 3-5Hz, B. 7-
9Hz, C. 15-17Hz, D. 41-43Hz, E. 5-45Hz as used in the SAM analysis. The error
bars represent the standard error on the mean.......ccocoooveiviniin RPN o 120
Figure 3-6. Time-frequency plots, averaged across all subjects, calculated using Morlet
wavelet analysis from a voxel in the left (i.e. contralateral) medial visual cortex, o
various stimulus frequencies. The time window used spanned an interval from 14s
before the stimulus onset (passive phase) to 14s after the stimulus onset. The
cortical harmonics of the stimulus frequency can be clearly seen in the active
phase, together with an onset response shortly after the stimulus onset. The colour-
bar to the right of each figure shows the ERS/ERD scale used, expressed as a
percentage change from baseline. ..o SRR ¥ 1|
Figure 3-7. (A) A graphical reprcsentation, froma smgl@ subject in experiment 1,0f the
cortical harmonics seen in Figure 3-6 to a stimulus presentation at 2ZHz The graph
shows the mean amplitude of the temporal componenis of the active phase of the
experiment plotted as a function of frequency. (B) The FFT response of the
stimulus monitor, measured using a photodiode placed onto the soreen, duriiig
stimulus presentation at 2Hz. ..o, s § 80
Figure 3-8, Group time-frequency repreacntations showing the onset raﬁpanseﬁ pi’ﬁdu@@{
by each stimulus frequency in experiment 1. A) Grand average represeniation
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produced from the group onset responses at all of the stimulus frequencies. B)
Group onset response produced by 2Hz stimulus. C) Group onset response
produced by 4Hz stimulus. D) Group onset response produced by 8Hz stimulus.
E) Group onset response produced by 21Hz stimulus. The time window used
spanned an interval from 1s before the onset of the active phase to 1s after the
onset of the active Phase. .......coceeieeririieniiiiii e 123
Figure 3-9. (A) Mean frequency content of the onset activation measured across all
stimulus frequencies and subjects in experiment 1. (B) Mean frequency content of
the onset activation measured across all stimulus frequencies and subjects in
experiment 2. The error bars represent the standard error on the mean................ 124
Figure 3-10. Normalised group-averaged SAM tuning curves for the response in
contralateral medial visual cortex, elicited by a sinusoidally modulating
checkerboard stimulus of various temporal frequencies (Experiment 2). Each
separate panel shows the magnitude of the cortical response within a fixed
frequency range; A. 3-5Hz, B. 7-9Hz, C. 15-17Hz, D. 33-35Hz, E. 5-45Hz as used
in the SAM analysis. The error bars represent the standard error on the mean. ... 125
Figure 3-11. Group time-frequency representations calculated using Morlet wavelet
analysis from a voxel in the left (top row) and right (bottom row) medial visual
cortices in experiment 2. The time window spanned an interval from 5s before the
onset of the Active phase of the experiment (Passive phase) to 10s after the onset
of the Active phase. At the beginning of the Active phase (0 seconds), the stimulus
appeared first in the right lower visual field for five seconds and then moved to the
left lower visual field for five seconds. Moving left to right, the four columns show
the response to a checkerboard which is sinusoidally reversing at 2Hz, 4Hz, 8 Hz
and 17Hz. The colour-bar to the right of each figure shows the ERS/ERD scale
used, expressed as a percentage change from baseline. Cortical harmonics of the
stimulus frequency can be clearly seen when the stimulus is in the contralateral
visual field, together with some weaker ipsilateral responses. ..........cccocevvivieneene. 126
Figure 3-12. A graphical representation of the contralateral-ipsilateral response ratio
between medial visual cortex and V5. A ratio nearer to 1 indicates greater
similarity in response amplitude between contralateral and ipsilateral stimulation.
............................................................................................................................... 128
Figure 3-13. (A) Graph of mean strength of the fundamental harmonic versus stimulus
frequency across all subjects in experiment 2. (B) Graph of mean strength of the
onset magnitude versus stimulus frequency across all subjects in experiment 2. The
error bars represent the standard error on the mean. ..., 129
Figure 3-14. A. Group image of ERS/ERD effects in striate and extra striate cortex.
This figure shows the peak ERS/ERD in each voxel, compiled across all stimulus
frequencies and all cortical response frequencies, displayed on a template brain.
Orange/yellow colours show strong group ERS effects, and are confined to medial
visual cortex. Blue-white colours represent ERD and are most common in extra-
striate visual areas such as the lateral occipital complex (LO) and the V5/MT
complex. The axial template slice shown has a Z coordinate of +11. B. Normalised
SAM activation levels in visual area V5/MT averaged over 9 hemispheres in 6
subjects, elicited by a sinusoidally modulated reversing checkerboard stimulus of
various temporal frequencies. The error bars represent the standard error at each
POINE. 1.ttttettteitieieree ettt bbbk b e 131
Figure 3-15. Group time-frequency representations calculated using Morlet wavelet
analysis from a voxel in left and right V5/MT in experiment 2. At the beginning of
the Active phase (0 seconds), the stimulus appeared first in the right lower visual
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field for five seconds and then moved to the left lower visual field for five seconds.
The spectrograms show a broad desynchronisation in the 5-20Hz frequency band
during the active phase as compared to the passive phase. No harmonic responses
are present and no onset response is seen. There is greater desynchronisation to a
stimulus in the contralateral hemisphere. The colour-bar to the right of each figure
shows the ERS/ERD scale used, expressed as a percentage change from baseline.
............................................................................................................................... 132

Chapter 4

Figure 4-1. Diagramatic illustration of the freeze frame technique. An initial probe
picture is shown for 250ms followed by a gap of 250ms after which a second
picture is shown which may be forward in time to the probe, backward in time or
the same as the probe. After presentation of the second picture the subject has to
respond as quickly as possible as to whether the second picture is the same or
different from the probe. .......cccoooiviiiiiiiiiniiii 151

Figure 4-2. Individual mean reaction times for the forward and backward reaction time
conditions of the freeze frame experiment. A t test showed the differences in
reaction times to be significant. Error bars show the standard error of the mean.

Figure 4-3. MEG/SAM image showing voxels in which the group mean effect is
statistically significant (p. < 0.05) in the video motion versus video-static
condition, 0-2000ms following the presentation of the stimulus in the 10-20Hz
frequency band, calculated using nonparametric permutation testing (SnPM:
hitp://www.fil.ion.ucl.ac.uk/spm/snpm). The white colour indicates an ERD
response. There is clear bilateral activation of motion area V5/MT with
significant clusters present on the right (54 -66 0) and on the left (-45 -66 12).
Other areas known to be activated by motion stimuli were also seen such as
DIPSA, VIPS and DIPSL (see section 4.3.4) (Sunaert et al. 1999, and Table 4-2
for Talairach COOTAINALES). .......eevverireireieeiteie et 156

Figure 4-4. a) Time frequency plot, averaged across all subjects and calculated using
Morlet wavelet analysis, from voxels in V5/MT showing the percentage change in
activation between the video-motion and the video-static conditions. It can be seen
that following a brief initial power increase there is a broad ERD response which
lasts for the duration of the stimulus. b) A non-parametric time-frequency
analysis showing statistically significant voxels for the video-motion and video-
static conditions (p < 0.05). A red colour indicates that cortical activation to
video-motion was stronger than for video-static whilst a blue colour indicates the
converse. The timebase for this measurement has been shortened to allow direct
comparison with the implied motion data that follows. The black line indicates the
reaction time for deciding that video motion is present (see Figure 4-12), although
an active response was not required by the participant in the MEG recording..157

Figure 4-5. Time-frequency plots, averaged across all subjects (12 hemispheres) and
calculated using Morlet wavelet analysis, from voxels showing the peak activation
in left and right V5/MT (see Table 4-1 for Talairach coordinates of voxels used).
The plots show activation following presentation of a.. implied-motion pictures
and b. implied-static pictures. There is a clear difference in cortical activation
between the two conditions, with stronger early activation in the implied-motion
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condition and stronger late activation in‘the implied-static condition. ¢. A non-
parametric time-frequency analysis showing the statistically significant voxels for
implied-motion and implied-static conditions (p < 0.05). In all cases the vertical
line depicts the mean reaction time for deciding whether implicit-motion is present
(SEE SECHION 4.7.4). ..ottt sttt e b et esass e e e e saesseneaneenes 158
Figure 4-6. Top. Group MEG/SAM image showing voxels in which the group mean
effect is statistically significant (p. <0.05) in the implied-motion v implied-static
condition, 100-300ms following presentation of the stimulus in the 15-20Hz
frequency band,calculated using nonparametric permutation testing (SnPM:
http://www.fil.ion.ucl.ac.uk/spm/snpm). There is clear bilateral activation of
motion area VS/MT as well as motion areas LO, KO and V3A (see Table 4-2 for
clarification). Significant clusters were present in Right V5/MT (54 -66 3) and
Left V5/MT (-45 -75 3). Bottom. The same measurements as above but 700-
900ms following stimulus presentation. There is bilateral activation of the V5/MT
complex with no spread to other motion areas and significant clusters present in
Right V5/MT (54 -66 3) and Left V5/MT (-54 -72 12). The coordinates of the left-
sided response, although different from the early response was consistent with the
location of the actual motion response measured using video stimuli (see Figure
Bo3) bbbttt b et ea e b et s e et 160
Figure 4-7. Statistically significant activated voxels (p. < 0.05) from group data in all
three experimental conditions shown on the template brain. Eight axial slices at
Talairach coordinates 0, +2, +4, +6, +8, +10, +12 and +14 are shown. Activity
from the actual motion condition is coloured green, from the implied motion 0.1-
0.3sec condition is coloured red and from the implied motion 0.6-0.9sec condition
is coloured blue. Coincident voxels from all three coinditions are coloured black
and coincident voxels from the implied motion 0.1-0.3 and 0.6-0.9 conditions are
COLOUTEd WHILE. ...oeiiiieiieeie e e s 162
Figure 4-8. Time-frequency plots, averaged across all subjects and calculated using
Morlet wavelet analysis, from voxels in left and right V3A. The plots show
activation following presentation of a. implied-motion pictures and b. implied-
static pictures. There is a clear difference in cortical activation between the two
conditions, with stronger early activation in the implied-motion condition and
stronger late activation in the implied-static condition. ¢. A non-parametric time-
frequency analysis showing statistically significant voxels between implied-motion
and implied-static conditions (p < 0.05). ...cccocoriiiiiiii 163
Figure 4-9. A measure of evoked v induced activity in V5/MT for a single subject.
Graphs showing differences in response strength between the time averaged
response and 15-20Hz bands of the implied-motion and implied-static conditions.

............................................................................................................................ 164
Figure 4-10. Eye tracking output from three subjects in the implied motion and actual
MOLION CONAILIONS ......viviiiiertieiteeteereeeseeetaeeteeeaeesiresieeeseesbeesiaessneebe e neesaeseneesanaas 166

Figure 4-11. Mean reaction times of subjects, during a two alternative forced choice
task, viewing photographic images of implied-motion and implied-static objects
and deciding whether there was motion present in the image (implied) or not. The
subjects were significantly quicker responding when images showed implied-
motion than when they did not (p <0.016). Error bars show the standard error of
ThE INIEAI ...ttt ettt ettt ettt eraa s s saa e s r e e ae e 167

Figure 4-12. Mean reaction times of subjects, during a two alternative forced choice
task, viewing video of actual motion and video of no motion and deciding whether
motion was present or not. The subjects were significantly quicker responding
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when motion was present compared to when it was not present. Error bars show
the standard error of the MEAN. .........cc.ceviiriiiniiice e 168

Chapter 5

Figure 5-1. Average attentional modulation of response in various visual cortical areas
(Adapted from Maunsell and Cook 2002). .....c.ccoeeruirrireriieriierieeeeeceeesee e 177
Figure 5-2. Schematic of neural contrast response functions and how they may be
affected by attention. A. Contrast gain model. B. Response gain model. Adapted
from Cameron et al. 2002. .........cccoeeiiiiiieieeec e 179
Figure 5-3. Diagrammatic outline of the experimental paradigms used in this study.
The thick black dashed line indicates the boxcar design used in one of the analyses.
Sixteen 15sec blocks were recorded, 8 attend left and 8 attend right. The dashed
blue line indicates the individual triggers that were used in a separate analysis, 80
triggers in total (40 attend left and 40 attend right). .......cccceeiniiiiiiiiiiininnn 185
Figure 5-4. A diagrammatic representation of the stimulus used in the study. The
diagram shows the set up in the 1 patch condition although it can be extrapolated
for the 2 patch condition. The second patch is orientated differently to the first (in
this case anticlockwise) and the subject has to indicate the direction of orientation
CRANEE. .ottt 185
Figure 5-5. The peak group SAM image for the block analysis (attend right — attend
left). This shows the peak power increase or decrease at each voxel in the brain (0-
2.2sec), irrespective of which frequency band the power change occurred within,
for A. 1 patch and B. 2 patch conditions (threshold t = 2.0). The blue/purple colour
indicates that voxels in that location are most active in the attend-L compared to
attend-R condition whilst the yellow/orange colour indicates the converse......... 187
Figure 5-6. Group SAM activation from 6 subjects, superimposed onto a template
brain, measured in the 8-13Hz frequency band, 0-2.2sec following stimulus
appearance, in the 1-patch block analysis (attend R — attend L) thresholded at t = 2.
The yellow colour indicates that voxels at that location are more active in the
attend R compared to the attend L condition and conversely for the white colour.
............................................................................................................................... 188
Figure 5-7. Group SAM activation from 6 subjects, superimposed onto a template
brain, measured in the 8-13Hz frequency band, 0-2.2sec following stimulus
appearance, in the 2 patch block condition (attend R — attend L) thresholded at t =
1.5. The yellow colour indicates that voxels at that location are more active in the
attend R compared to the attend L condition and conversely for the white colour.
189

uency plots, from the block analysis, showing the activation

right voxels positioned in visual cortex for the 2-patch condition
attends to the right and to the left patch. Results averaged across
rast conditions. The results show that alpha power is reduced
stimuli in the contralateral visual field. ...........c.cocvvivninn 191
Time-frequency plots, in the individual trial analysis, showing the
in left and right voxels positioned in visual cortex for the 2-patch
vhien the subject attends to the right and to the left patch. Results
subjects and contrast conditions. The results show that alpha
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power is reduced in the voxels when attending to stimuli in the contralateral visual
FIEIA. oottt e S B S s T 1192
Figure 5-10. Modulation index ((Contralateral attend — Ipsilateral attend / Contralateral
attend + Ipsilateral attend)*100) of alpha power (8-13Hz) for voxels in left and
right visual cortex in the 2 patch stimulus condition and shown for the block
analysis. A negative number indicates that alpha power is reduced in the voxels
when the attended stimulus is in the contralateral visual field (results from the left

and right voxels are combined). .........cceveeeeeirierinieie e 193
Figure 5-11. Modulation index for the individual trial analysis. Details of graph same as
FIGUIE 5-10. 1ottt et eaa e s ae e e stesaraesseeesnasasaennes 193

Figure 5-12. Mean modulation index in visual cortex, as a function of contrast,
measured across 10 hemispheres (left and right hemispheres combined) for the
two-patch stimulus condition. The labels refer to the contrast % and the analysis
condition (block = block design data, trial = individual trial data). Error bars show
SEM . et ettt e 194

Figure 5-13. Statistically significant voxels (p. <0.05) from non-parametric permutation
testing for A. positive activations and B. negative activations in the 8-13Hz band.
............................................................................................................................... 195

Figure 5-14. Time frequency plots from a voxel in the right intraparietal sulcus in A)
contralateral-attend and B) ipsilateral-attend conditions. It can be seen that similar
to visual cortex, activation occurs mainly in the alpha band and there is modulation
of alpha power between ipsilateral- and contralateral-attend conditions.............. 196

Figure 5-15. Modulation index ((Contralateral attend — Ipsilateral attend / Contralateral
attend + Ipsilateral attend)*100) of alpha power (8-13Hz) for voxels in right
intraparietal sulcus in the 2- patch stimulus condition and shown for the block
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1. THE ANATOMY AND PHYSIOLOGY OF THE VISUAL SYSTEM

1.1  Overview

Chapter one is a basic introduction to the human visual system. It begins with a
description of the anatomy and physiology of the visual structures that are initially
encountered by signals as they enter the visual system on route to the visual cortex; the
retina and lateral geniculate nucleus (LGN) and explains how the light received by the
eye is converted to electrical signals and conducted to the brain. The anatomy and
physiology of the primary visual cortex and extrastriate visual areas is then described,
including details of their cellular arrangements, psychophysical properties and
projections to other areas. The chapter continues with an introduction to the
magnocellular and parvocellular pathways and ends with an overview of the visual

motion system.

The aim of this chapter is to provide an overview of the structure of the human visual

system and introduce the reader to terms used in the experimental chapters.

1.2 Introduction

Vision is the dominant sense in humans and other primates, with approximately 30% of
the cortical surface representing information that is predominantly visual. The human
visual system is designed to take information from the environment in the form of light
and then analyse and interpret it so that we see a three-dimensional, moving, colour
panorama within our field of view. What is remarkable about this feat is how
seemingly simple the brain makes this incredibly complex task appear. This process of
visual perception involves the complex interaction of many structures that are organised

into hierarchical and parallel systems.
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1.3 The Retina

The retina is a thin layer (100 to 250um) of neurons and glial cells on the posterior inner
surface of the eyeball. Although lying in the periphery of the body the retina is classed
as a part of the central nervous system, developing as an extension of the diencepalon
during early maturation of the nervous system. It is a highly organised structure
consisting of multiple layers of cell bodies and synaptic interactions. The retina is not
simply a passive receiver of information, in the form of light, but selectively processes
the visual signals before the information is sent to the brain where it is further analysed

as part of the process of conscious perception.

1.3.1 The histological structure of the Retina

The synaptic organisation of the retina contains five major classes of neurones (see
Figure 1-1A); photoreceptors (rods and cones), bipolar cells, horizontal cells, amacrine
cells and ganglion cells. As with many components of the visual system the retina has a
laminated structure with neurons of a particular type and function being located together
(see Figure 1-1B). The structural layout of the retina is not immediately intuitive as the
light sensitive photoreceptors are located in the outer layers (located deep in the retina
itself) meaning that light has to pass through the retinal layers that contain the
projection neurons and interneurons before reaching the rods and cones (see Figure
1-1B). However, at the fovea the interneurons and ganglion cells are displaced
exposing the photoreceptors directly to visual stimulation and thus optimising the visual

image obtained.
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Figure 1-1. The histology of the retina. A). Schematic representation of the cellular structure and
connectivity within the retina. B). A transverse section through the retina showing the laminated
structure. The dashed black line indicates the direction of light through the retina when it first enters
the eye. The black arrows from A) to B) indicate the layers in which the particular retinal cells are
JSound. Adapted from Martin 2000.

1.3.2  The laminations of the retina

The retina contains five principle layers (see Figure 1-1) with cell bodies being found in
three layers and synapses in two. The outer nuclear layer contains the cell bodies of the
photoreceptors whilst the connections between the photoreceptors and the retinal
interneurons are made in the outer synaptic layer. Similarly the inner nuclear layer
contains the cell bodies of the retinal interneurons; bipolar, horizontal and amacrine
cells and the inner synaptic layer is where synapses occur between the bipolar cells and
the ganglion cells. Finally the cells that produce the retinal output are found in the
ganglion cell layer where the ganglion cell axons collect along the inner retinal surface.
These axons are initially unmyelinated thus increasing the transparency of the retina to
light passing through to the deeper photoreceptors, although as they leave the eye at the

optic disk to form the optic nerve they become myelinated.
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1.3.3  The function of retinal cells

There are both vertical and lateral pathways within the retinal cell structure. The
photoreceptors, bipolar and ganglion cells provide direct vertical communication with
one another while horizontal and amacrine cells provide lateral communication across
the retina between the different cell types. Below is an outline of the function of the

various retinal cells.

1.3.3.1 Photoreceptors

There are two types of detector in the retina which enable detection of light over the full
range of environmental wavelengths and intensities. The human retina consists of an
average of 57.4 million rods and 3.3 million cones. When light strikes the
photoreceptor cells, energy is transferred from photons to photopigments. The
absorption of light by the latter causes hyperpolarisation of the cell membrane leading
to an electrical impulse that begins the chain of neural events that ends with the
perception of an image in the brain. Furthermore, unlike neurons in the central nervous
system whose action potentials occur as all-or-none phenomena, the impulses of the
retinal neurons are graded slow potentials that depend upon stimulus properties such as

luminance, colour, and shape.

1.3.3.1.1 Cones

These are densest in the fovea where they number approximately 200,000 per square
mm although this density falls off rapidly with distance from the fovea. Cones are the
photoreceptors that mediate high visual acuity and colour vision which occurs due to the

presence of trichromatic pigments. Each type of cone contains one of three different
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iodopsin molecules that absorbs light at three distinct wavelengths; short wavelength, or
S, cones absorb light in the blue spectrum (440nm), medium wavelength, or M, cones
absorb light in the green spectrum (540nm) and long wavelength, or L, cones absorb
light in the red spectrum (577nm). The cones are capable of responding rapidly to
stimulation and consequently can detect flicker changes up to 55Hz meaning that the

cone system has a far higher temporal resolution than the rod system (Dowling 1987).

1.3.3.1.2 Rods

Rods are absent in the fovea but predominate around the peripheral retina where the
maximum density is approximately 175,000 per square mm. They contain rhodopsin
and are optimally suited for detecting low level illumination although as they contain no
colour pigments they play no role in colour vision. Rods have a poor resolution of

temporal frequency being unable to resolve flicker frequencies greater than 12Hz.

1.3.3.2 Bipolar Cells

Bipolar cells link photoreceptor cells with ganglion cells. The term bipolar refers to the
fact that the cell body is situated between the dendritic end and the axon terminal end
(see Figure 1-1) . Nine types of bipolar cell have been classified in accordance with
their morphology and synaptic connectivity (Kolb et al. 1992) although only one type is
associated with the rod photoreceptor with the rest being associated with cone function.
Cone bipolar cells receive direct synaptic input from only a small number of cone cells
thus providing high visual acuity and colour vision whilst rod bipolar cells receive input
from many rod cells thus reducing acuity but increasing sensitivity. Thus, the bipolar
cells provide an array of parallel channels that conduct information from the

photoreceptors to the ganglion cells.
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1.3.3.3 Horizontal cells

Horizontal cells are the interneurons of the retina, forming a connecting layer between
neighbouring photoreceptors (Boycott and Kolb 1973). As the name suggests, unlike
bipolar cells that relay information radially through the retina, horizontal cells form a
network that integrate the activity of the photoreceptor cells horizontally. The
concentration of these cells is maximal at the fovea decreasing towards the periphery of
the retina. Their function is to transform the visual information received from the
photoreceptors. By synapsing with bipolar cells other than those directly connected to
the photoreceptors that stimulated the horizontal cell, these cells play an important role

in the complex process of visual integration (Wu 1991, Wu 1994).

1.3.3.4 Amacrine cells

The amacrine cells in the inner retina form the second of the lateral pathways. They
form complex pre and post synaptic connections with bipolar cells, ganglion cells and
other amacrine cells. They are the most diverse of all the retinal cells with up to 29
different forms of the cell being isolated, reflecting their wide variety of synaptic
connections. Due to their complex synaptic links it has been proposed that these cells
play an important role in the inhibitory feedback system of the visual pathway (Dowling
and Boycott 1966). Recent research suggests that these cells also play a role in
differentiating coherent motion across the retina as opposed to the movement of an
object against a stationary background (Olveczky et al. 2003). Thus the cells regulate

the output to the ganglion cells based on the nature of the visual input they receive.
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1.3.3.5 Ganglion cells

The neural signals produced by the photoreceptors and modified by the complex
synaptic connections of the retina finally reach the ganglion cells. These are the output
neurons of the retina and are the last stage of processing before signals are sent to the
brain. Ganglion cells receive specific synaptic connections from the bipolar cells such
that they form two major pathways, which remain segregated through to the lateral

geniculate nucleus (LGN) (Schiller and Malpeli 1977, Schiller et al. 1986).

Ganglion cells are multipolar with dendrites that extend horizontally in the retina and
radially into the inner plexiform layer. Up to 18 different types of ganglion cell have
been isolated (Boycott and Dowling 1969, Kolb et al. 1992) although the most
important are the midget (PB) and the parasol (Pa) types that dominate the primate
retina (Polyak 1941). These constitute about 80% and 10% of the total ganglion cells
respectively (Watanabe and Rodieck 1989) and differ in the size and the spread of their

dendrites (see Figure 1-2).
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Figure 1-2. Overleaf. Schematic drawings of midget and parasol ganglion cells in the primate retina.
Numbers indicate the distance from the fovea. It can be seen that there is an eccentricity dependence
on the morphology of ganglion cells. Dendritic diameter of both cell classes increases with distance
Jrom the fovea. Modified from Ghosh et al. 1996).

1.3.3.5.1 Centre-surround organisation

Both midget and parasol retinal ganglion cells have a concentric, antagonistic centre-
surround organisation (see Figure 1-3B). The receptive field (RF) of the cell is the area
of retina over which the impulse activity of that particular cell can be influenced by
stimulation. In the fovea of the retina, where visual acuity is greatest, the RF’s are
smaller with centres that are only a few minutes of arc whilst in the periphery, where

acuity is low, the RF’s are larger.

Midget cells show a property called colour-opponency (de Montaserio and Gouras
1975). That is the antagonistic centre and surround regions show peak sensitivities that
are at different wavelengths meaning that if coloured light fills the whole receptive field
the centre and surround are excited differently and the cells response will be a function
of the wavelength of the light (see Figure 1-3A). The cells firing will be excited at
some frequencies and inhibited at others. The colour-opponent cell therefore carries
information about both the wavelength of light and differences in luminance between

the centre and surround.

Parasol cells lack colour opponency as the peak sensitivities of their centre and surround
are at the same wavelength so that the cells respond weakly to isoluminant
monochromatic light but strongly to a difference in luminance between the centre and

surround across a broad band of wavelengths. Due to the differences in their responses
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to colour stimuli the two types of cells have been termed colour-opponent and broad-

band respectively.
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Figure 1-3. A). Top: schematic representation of the response of a colour-opponent retinal ganglion
cell to the onset of small spots of light of different wavelengths. The peak excitation by light in the
centre of the field, and the peak inhibition by light in the surround, occur at different wavelengths.
Bottom: response of the same cell to light filling the receptive field. Excitation occurs at some
wavelengths and inhibition at others. B). The response of cat ganglion cells to spots of light. Top: A
centre-on cell responds with a burst of impulses to the onset of a spot of light in the centre of its field or
to the offset of a spot of light in the surround area. Bottom: a centre-off cell responds in the opposite
fashion. Adapted from Bruce et al. 2003.

The centre-surround organisation of the ganglion cells means that they can exhibit two
modes of response when stimulated . ON-centre cells are excited (depolarised) when
light is directed to the centre of their receptive field, and they are inhibited when light
hits their surround. By contrast, OFF-centre cells are inhibited (hyperpolarised) when
light is directed to the centre of their receptive field, and are excited when light is
directed at their surround. Thus it would appear that the ganglion cells are organised in
such a way so as to convert the information from the photoreceptors into information
about spatial discontinuities in light patterns (see section 1.4 for a more detailed

overview of the on-off pathways).

30



Each subgroup of ganglion cells projects to a different layer of the LGN and subserves
different functional roles: parasol cells play an important role in the perception of fast
flicker and motion, whereas the midget cells are important in form and colour
perception (Schiller and Logothetis 1990, Schiller et al. 1990a, Schiller et al. 1990b).
The parasol and midget ganglion cells initiate two major channels mentioned
previously, the broadband and the colour-opponent channels respectively (Schiller and
Logothetis 1990). These pathways project to different laminae of LGN; the broadband
cells connect to the magnocellular (M) layers, whereas the colour-opponent pathway
projects to the parvocellular (P) layers. For this reason they are also referred to as
magnocellular (M) and parvocellular (P) pathways respectively. This however is
somewhat misleading as the characteristics of the two channels are influenced at the
retinal level and not at the LGN. However the channels will from now on be referred to
by their common names of M and P (see section 1.8 for an overview of the functional
differences between the M and P pathways). The retinal coverage of the two cell types
is the same. It is the lower density of the parasol cells which explains why the spatial
resolution of the M system is much lower than the P system and is the case even though
the spatial resolution of individual M and P cells are virtually identical (Crook et al.

1988).

However, not all ganglion cells fall into these two groups. Some do not have concentric
receptive fields but respond to light onset, offset or both in any part of the visual field
(de Monasterio and Gouras 1975). Others have colour opponent responses but without
a concentric field (de Monasterio 1978). These various types of ganglion cell form a
third distinct pathway to the brain known as the koniocellular (K) pathway (Hendry and

Reid 2000).
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1.3.3.6 Muller cells
Muller cells are the principle neuroglial cells with their nuclei being located in the inner
nuclear layer. They play an important role in maintaining the structure and metabolism

of the retina. The Muller cells stretch from the inner to the outer limiting membrane

(see Figure 1-1B).

1.3.3.7 Pigment Epithelium

The pigment epithelium plays an important role in photoreceptor renewal. Rod
segments that are constantly being replaced as part of the normal functional process are
removed by this layer. In addition this layer is involved in the recycling of vitamin A as
well as the transportation of nutrients and metabolites through the extraretinal-blood

barrier.

1.4 On and off pathways in the retina.

A key function in the visual system is that of feature detection. Images that are viewed
by the eye are made up of highlights and shadows and the representation of these image
features occurs not only as a result of separate sets of ganglion cells but by separate

systems of cells throughout the retina.

The photoreceptors are the first neurons to decompose the image into separate parts and
this information is differentiated further into its component elements at the synapse with
the bipolar cells. There are various bipolar cells that respond to different aspects of the

visual signal with some responding to fast fluctuations in the image and some tuned to

slower fluctuations in the signal. These kinetic differences in response allow the bipolar
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cells to respond to the temporal fluctuations in the visual signal (DeVries 2000). Some
bipolar cells are excitatory and others are inhibitory leading to off-centre and on-centre
bipolar cell responses. Thus two separate pathways for the detection of shadow and
highlights are initiated and these are the beginnings of the on- and the off-centre

pathways.

These pathways are maintained through to the ganglion cells. Pioneering work found
that there were different classes of ganglion cells; On cells that produce heightened
discharges at stimulus onset and maintain a steady stream of impulses whilst the
stimulus is present; Off cells that produce discharges at stimulus offset whilst on-off
cells produce discharges only at the beginning and end of stimulus presentation
(Hartline 1938). These different classes of ganglion cell are bundled together to form
the optic nerve which travels to the LGN (see section 1.5). The neurons of the LGN are
all on-centre or off-centre types. From here the on-off pathway travels from the LGN to
layer 4 of the visual cortex (see section 1.6.2). Here simple and complex cells are
found. Simple cells are either on-centre or off-centre types although they contain
different receptive field sizes to the ganglion cells (Hubel 1988). The complex cells are
often difficult to classify as either on or off types (Hubel 1988, Hubel and Wiesel 1959)
and therefore seem to combine signals from both pathways. Thus the on and off
emphasis remains distinct through to the early stages of visual cortical processing in the

occipital lobe.

1.5 Lateral Geniculate Nucleus (LGN)

The major retinal output exits the eye via the optic nerve and crosses over at the optic

chiasm to form the optic tract. Around 10% of retinal ganglion cell outputs enter a

33



nucleus in the midbrain known as the superior colliculus, which helps to orient the eyes
and head to salient stimuli in the environment by combining the visual information from
the retina with somatic and auditory information, thus producing a spatial map of the
external world. The remainder of the ganglion cell axons terminate in the lateral
geniculate nucleus (LGN). Virtually all the outputs from the parasol and midget
ganglion cells enter the LGN, with none going to the superior colliculus (Cowey and

Perry 1980).
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Figure 1-4. A). The parvocellular and magnocellular layers of the lateral geniculate nucleus. The
nerve fibres from each eye terminate at different layers. From Merigan and Maunsell 1990. B). A
schematic diagram of the LGN showing how the right and left visual fields are represented on the
contralateral side. Note how the ipsilateral and the contralateral terminations in each LGN occur in
different layers.

The LGN is a complex structure containing six major layers of cells (see Figure 1-4A)
which show remarkable specificity of connections with the eyes. Optic nerve fibres
coming from the ipsilateral eye (temporal retina) terminate in layers 5, 3 and 2 whilst
optic nerve fibres from the contralateral eye (nasal retina) terminate in layers 6, 4 and 1.
As information in the ipsilateral temporal retina contains information from the
contralateral visual field (see Figure 1-4B) this means that the LGN in each hemisphere

contains all the information from the opposite visual field..

The layers of the LGN are stacked in precise registration in terms of retinal
representation meaning that there is a very detailed point to point projection from the
retina. Adjacent points in the retina project to adjacent points in each layer of the LGN,

which means that if a point in layer 6 receives input from a particular point in the left
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retina the corresponding point in the layer below will receive information from the same

area of the right retina.

The upper four layers of the LGN contain cells with small cell bodies and are therefore
termed the parvocellular (P) layers. The two lower layers contain cells with large cell
bodies and are termed the magnocellular (M) layers ( see section 1.8 for an explanation
of the functional disparity between the two types of layers). In addition, the retinal K
cells project to six koniocellular layers each just below one of the magno- or parvo-

layers and containing cells smaller again than the P cells (Hendry and Reid 2000).

The receptive fields of LGN cells are similar to those of the retinal ganglion cells that
drive them (Derrington and Lennie 1984). This would suggest that little further
processing takes place in the LGN and that it simply acts as a relay between the retina
and the visual cortex. However, a more complex role for the LGN is suggested by the
fact that axons also run from the visual cortex back to the LGN. It has been found that
the response of pairs of LGN cells are more highly correlated when they are stimulated
by a drifting grating that extends over both receptive fields simultaneously than if the
receptive fields are stimulated separately by the same stimulus. This effect disappears if
feedback from V1 is blocked (Sillito et al. 1994) suggesting that feedback from V1
affects the activity of LGN cells which in turn affects the responses to V1. This

suggests a role for the LGN in sharpening and amplifying responses in V1.

1.6 The visual cortex

The neurons in all six layers of the LGN send their axons, via the optic radiations, to

terminate in the primary visual cortex (V1). The projection from the LGN to the cortex
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is in an orderly point to point fashion. Thus the segregation of the visual fields is
maintained, with the visual cortex of each hemisphere receiving information from the
contralateral eye. Similarly adjacent points in the retina are mapped at adjacent points
in the cortex just as they are in the LGN, generating a retinotopic map of visual space in

primary visual cortex.
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Figure 1-5. A). lllustration showing the different Brodmann areas of the cerebral cortex. The areas
are coloured in relation to their function. B). Illustration showing the relative position of the
calcarine sulcus. The lower part of the field of view is represented in the upper calcarine cortex and
the upper part of the visual field is represented in the lower calcarine sulcus. Central vision is
represented at the occipital pole. Adapted from Zeki 1993.

The right striate cortex receives projections (via the LGN) from the left visual hemifield
whilst the right hemifield projects to the left striate cortex. Similarly the upper retina,
which registers the lower field of view, is represented in the upper lip of the calcarine

cortex (see Figure 1-5B) whilst the lower retina, registering the upper field of view, is
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represented in the lower lip. This produces a complete topographic map of the retina

within the primary visual cortex (Hubel and Wiesel 1977).

1.6.1 Methods of differentiating cellular architecture

Several methods have been used to differentiate the anatomical and functional
characteristics of the visual cortex. Firstly, by staining with appropriate agents the
cytoarchitecture of the cortex can be revealed whilst myeloarchitecture, a method of
studying the patterns of myelination in the cortex, has proved useful in indicating the
functional boundaries between areas. Most importantly the differences in metabolic
activity can be revealed using the cytochrome oxidase method allowing discrimination

of the functional organisation of the striate cortex.

1.6.2  Architecture of primary visual cortex

Much of what is known about the architecture of the visual cortex comes from studies
of animals such as the macaque monkey. The primary visual cortex (V1) is a multi-
layered structure about 2mm thick that lies at the pole of the occipital lobe and
approximately corresponds to Brodmann area 17 (see Figure 1-5A). It has six principle
layers, with layer 4 being further subdivided into sublaminae with the cells in the
different layers being distinguished by different physiological properties, cellular
structure and connections. One of these sublamina contains the stria of Gennari, a dense
plexus of myelinated fibres, and it is due to this feature that the area is commonly
known as the striate cortex. Much of the striate cortex is buried within the medial
surface of the hemisphere in the calcarine sulcus (see Figure 1-5B) with only a small

part, located at the occipital pole, being visible from the external surface.
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The major projection from the LGN to the visual cortex is to layer 4 with neurons in the
magnocellular and parvocellular streams projecting to different sublaminae; the
magnocellular system projects primarily to layer 4Ca whilst the parvocellular system
projects mainly to layers 4A and 4Cp (Hendrickson et al. 1978, Hubel and Wiesel
1972). Interneurons in the layer 4 sublaminae connect with neurons in superficial and
deeper cortical layers which, in turn, distribute visual information to other cortical and
subcortical regions. Cells of layer 4Cp send connections to layers 2 and 3 (Hendry and
Yoshioka 1994) whilst layer 4B receives significant input from 4Cq (Felleman and Van
Essen 1991) and sends its output to extrastriate areas. Layer 5, which contains less cell
bodies compared to the other layers, sends its input back to the superior colliculus
whilst layer 6, which is densely populated with cells, sends significant output back to

the LGN (Lund 1988).

The primary visual cortex also contains columns running at right angles to the surface
(Hubel and Wiesel 1962). Ocular dominance columns receive visual input from either
the ipsilateral or contralateral eye, whilst orientation columns contain neurons that are
maximally sensitive to simple visual stimuli with similar spatial orientations (Hubel and
Wiesel 1977). In addition, there are vertically orientated aggregates of neurons in layers
2 and 3, which although columnar in shape are not thought of as columns as they are

only located in the superficial layers of the cortex.

As stated earlier (section 1.5), the LGN in each hemisphere, although receiving data
from only one hemifield, contain information from both ipsilateral and contralateral
retinas. However, these are segregated in the different layers of the LGN and this

segregation of ipsilateral and contralateral neurons is maintained through the
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connections to the visual cortex (Casagrande and Kaas 1994). Thus in layer 4, LGN
axon terminals transmitting input from one eye alternate with terminals transmitting
inputs from the other eye meaning that neurons in layer 4 are therefore monocular,
receiving visual input from only one eye. Binocular vision occurs due to the mixing of
information from both eyes in neurons located above and below layer 4 and is mediated
by the action of cortical interneurons (Freeman and Ohzawa 1990). This blending of
information from layer 4 with connections above and below layer 4 forms the
anatomical basis of the ocular dominance columns, with any given retinal location in

each eye being represented by a pair of these columns.

Distinct from the ocular dominance columns are areas of darkly staining tissue most
evident in the upper cortical areas (layers 2 and 3) which consist of cytochrome oxidase
blobs (Horton 1984). These blobs are approximately 300um in diameter separated by
lightly stained regions known as interblobs. Although much of the early work was done
on monkeys, the findings hold true for human visual cortex although the dimensions of
the blobs are different (Horton and Hedley-Whyte 1984, BurkHalter and Bernardo
1989). There is a functional disparity between the blobs and interblobs. Cells in the
blobs, unlike the majority of cells in V1, are not orientation specific. About half are
wavelength specific whilst the others are broadband, responding to light of all
wavelengths without being orientation specific. In contrast the cells of the interblobs
are orientation specific without being concerned with the colour of the stimulus

(Livingstone and Hubel 1984).
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1.6.3  Anatomy of extrastriate areas

Higher-order visual areas are collectively termed the extrastriate cortex because they
lack the stripe of Gennari that characterises the primary visual cortex. The existence of
these areas was first confirmed by Clare and Bishop 1954 and was expanded on by
Hubel and Wiesel 1962 who recorded from the cat’s visual cortex and specifically
Brodmann areas 18 and 19, which lie adjacent to V1, and found a highly complex
variety of cells similar in architecture to V1. This indicated a hierarchical organisation
for visual processing. Further studies in many species have shown that the extrastriate
cortex comprises a mosaic of visual areas that can be distinguished by several
anatomical, functional, and physiological criteria (reviewed by Zeki 1978a, Cowey
1979, Van Essen 1985). Many different visual areas have been identified over the past

two decades (Figure 1-6), below is an outline of some of the major areas.
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Figure 1-6. Overleaf. A two-dimensional, unfolded map of cerebral cortex in the right hemisphere of
the macaque monkey. The coloured regions on the map and on the lateral and medial brain views
include 32 visual areas, 25 of which are predominantly or exclusively visual in function while the other
7 are involved in other functions such as polysensory or visuomotor functions. They occupy an
estimated 54% of the cerebral neocortex. Taken from Van Essen et al. 1990.

1.6.3.1 Area V2

V2 lies within Brodmann area 18 (see Figure 1-6). Anatomically, as revealed by the
cytochrome oxidase architecture, it consists of alternate thick and thin dark stripes,
separated from each other by lightly staining, or pale interstripes that run perpendicular
to the border between V1 and V2. This structure is unique to area V2 and has important
functional implications (see section 1.7.2). The striped regions are relay points for the
three major pathways that pass through V1, projecting to different extrastriate areas
(Zeki and Shipp 1988, Van Essen ef al. 1992) and form systems that appear to process

distinct types of visual information.

Just as adjacent retinal points connect with adjacent points in V1, resulting in a detailed
point-to-point map of the visual scene in the latter, adjacent points in V2 also receive
detailed connections from adjacent points in V1, resulting in a detailed topographical
map of the visual scene in V2 (Zeki 1969, Cragg 1969). This pattern of connectivity
from V1 to V2 is such that the upper field of view, or the lower contralateral retinal
quadrant, is mapped in the lower part of V2 while the lower field of view, or the upper
contralateral retinal quadrant, is mapped in its upper part (Van Essen and Zeki 1978). In
man, much of area V2 lies on the medial surface that surrounds the striate cortex. The
part of V2 on which the upper retina (or the lower visual field) is mapped borders the
upper lip of the calcarine sulcus. Similarly, the part of V2 on which the lower retina (or

the upper visual field) is represented lies on the border of the lingual gyrus.
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1.6.3.2 Area V3

Area V3 lies on the medial side of the brain surrounding area V2 and has both a ventral
and a dorsal part (see Figure 1-6). In the macaque, V3 lies on the cuneus and the lingual
gyrus where the latter represents the upper visual field and the former representing the
lower visual field (Van Essen and Zeki 1978). Area V3A extends dorsally across the
brain and it shares certain functional characteristics with V3. It does not receive a direct
input from V1, but instead it receives strong input from V3 (See section 4.3.2 for further

details).

1.6.3.3 Area V4

In the macaque, area V4 is situated on the lateral side of the brain bordering area V3A
(see Figure 1-6). The main input into V4 arrives from V2 although it also receives direct

input from that region of V1 with foveal representation (Zeki 1978b).

1.6.3.4 Area V5/MT

Lying buried within the superior temporal sulcus on the anterior side of V4 (see Figure
1-6) and extending laterally on the side of the brain is area V5/MT (Dubner and Zeki
1971). It receives direct input from V1 and projects to a number of locations in its
immediate surrounding such as the ventral intraparietal sulcus (VIP), middle superior
temporal sulcus (MST) and the floor of the superior temporal sulcus (FST). These areas
do not have inputs from V1 and share certain physiological characteristics with V5

itself, such as specific response to certain kinds of motion (Dubner and Zeki 1971).

1.7 Physiological and functional characteristics of the visual areas.

As highlighted above the visual cortex is composed of numerous functional areas. Once

information reaches the striate cortex it is initially relayed to those cortical areas close
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by, which in turn transmit the information to additional cortical areas. These different
areas contain a more or less complete representation of the contralateral visual
hemifield. In this section the connections between the different functional areas and the

characteristics of each functional area are highlighted.

1.7.1 VI

The primary visual cortex receives most of the visual input to the brain and sends
parallel outputs to a number of specialised visual areas (Zeki 1978a, Zeki 1978c).
Confirmation of the role of V1 in segregating the various kinds of visual information
relating to colour, form, motion, and depth has come from a number of anatomical

studies (Zeki 1978a, Livingstone and Hubel 1984, Shipp and Zeki 1985a).

Highly specific connections exist between the functionally distinct groups of cells of V1
and V2. In particular, the blobs in layers 2 and 3 of V1 connect to the thin stripes of V2
while layer 4B connects with the thick stripes, and the interblobs connect with

interstripes (Livingstone and Hubel 1987a).

1.7.2 V2

V2 receives point-to-point projections from V1 (De Yoe and Van Essen 1985) and
consists of three functionally distinct areas. As with the blob cells of V1 and the cells
of area V4 to which they project, the thin stripes of V2 are primarily wavelength
selective (Shipp and Zeki 1985b). Moreover, as in layer 4B of V1, cells in the thick
stripes of V2 to which they connect are also direction as well as orientation selective,
whilst the interstripes of V2 are orientation but not wavelength selective as are the

interblobs of V1 from which they receive their input (Shipp and Zeki 1985b). Studies
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have shown that the thick stripes project to V3 and V5 where cells are predominantly
orientation and direction selective respectively (Shipp and Zeki 1985a, De Yoe and Van
Essen 1985, Livingstone and Hubel 1987a). Similarly it has been shown that the thin

stripes connect with area V4 (Shipp and Zeki 1989a, Shipp and Zeki 1989b).

As with V1, V2 can be thought of as a segregator that sends separate and distinct signals
to different specialised areas each of which attends to different attributes of the visual
scene (Zeki 1993). Furthermore, since V1 and V2 contain representations of the same
submodalities of vision, it can be logically inferred that cells processing particular types
of signals in each area are connected with each other in such a way that wavelength
selective cells of VI connect specifically with wavelength selective cells in V2 and so

on.

1.7.3 Area V3

V3 has been identified as an area whose cells respond to lines of specific orientation
regardless of both the colour of the lines and the colour of the background on which
these lines were presented (Zeki 1978c¢). It has been speculated, that since orientated
lines are important components of the form of objects, that V3 is involved in processing

of the form of visual stimuli (Zeki 1978c¢) (see section 4.3.2. for further details).

1.7.4 Area V4

The mapping of the retina in V4 occurs differently to that in all other visual areas. In
V4, only the central 40 degrees of retina is mapped which corresponds to the foveal
region where the cones required for colour vision are concentrated (Van Essen and Zeki

1978).
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Cells in area V4 of the macaque are colour selective (Zeki 1973, Zeki 1977), in that they
respond to some wavelengths better than others. V4 contains few cells that are involved
in detecting the direction of motion and further studies have confirmed that form,
colour, and wavelength selectivity are overwhelmingly emphasised within area V4
(Desimone and Schein 1987). The human homologue of V4 appears to be in the lingual

and fusiform gyri (Zeki 1993)

1.7.5 AreaVs

It has been found that a region of cortex in the superior temporal sulcus contains an
abundance of neurons that are selective for the direction of stimulus motion rather than
for colour or form (Dubner and Zeki 1971). This area was first identified in the owl
monkey and was referred to as the middle temporal visual area (MT), with its
homologue being area V5 in humans (Zeki 1993) and the macaque monkey (Zeki

1983b, Zeki 1983a).

V5/MT was the first visual area whose function was studied in some detail (Zeki 1974).
[t was found that 90% of the cells in area V5 of the rhesus monkey respond to motion in
a particular direction but not to its opposite or a null direction. In other words the
majority of cells in area V5 were directionally selective and neither the intensity nor the
colour of the spots of light seemed to alter the response of cells in this area. The cell’s
response depended solely upon the direction of movement within its receptive field

independent of other attributes.
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The receptive fields of cells in areas V4 and V5 are much larger than cells in V1 or V2
(Maunsell and Van Essen 1983) with recordings from successive cells in V4 and V5
showing that the receptive fields of most cells are in roughly the same region of visual
space. This fact, in addition to the large size of receptive fields in these areas, indicates
that the retinal maps created in them are not as clear as those in V1 or V2. The maps in
V4 and VS5 (if they are topographic maps at all) are less precise and represent particular
types of activity, namely colour and motion processing that occur in the field of view

(Zeki 1993).

1.8 Parallel visual pathways

The idea that the primate visual cortex consists of two separate functional pathways was
first suggested by Ungerleider and Mishkin (1982) who described two streams of
processing, the M and P pathways, that diverge on exit from V2 with one leading to the
temporal lobe and the other to the parietal lobe. As mentioned earlier (section 1.3.3.5),
there is now known to be a third major information stream in the primate visual system.
The K system has only recently been discovered and far less 1s known about it than the
other streams although it is thought to be involved in colour vision (Hendry and Reid
2000, White e al. 2001, Xu et al. 2001). As a consequence this review will concentrate

on the two major visual streams that have been extensively studied over many years.

The M and P pathways have different destinations in the visual cortex (see Figure 1-7
for clarification). The magnocellular pathway arrives at layer 4Ca of V1 and then
projects to layers 4B and 6 from where it leads to the thick stripes of V2 and then to V3
and V5/MT. The parvocellular system subdivides to form two distinct patterns of

connectivity. The first of these enters V1 through layer 4CB and projects to the
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interblobs of layer 2 and 3 then to the pale stripes of V2 and to V4 before finally
reaching the inferior temporal cortex (ITC). The second subdivision projects to the
blobs of layers 2 and 3 in V1, then to the thin stripes of V2, and then to area V4 and

eventually terminating within ITC (Livingstone and Hubel 1988).

Due to their cell properties it has been suggested that the major destination of the P
pathway is to the colour and form areas of the visual cortex whereas the M pathway
carries motion information (Maunsell and Newsome 1987, Livingstone and Hubel
1988). The parvocellular-interblob system is characterised by a high incidence of
orientation selectivity (De Yoe and Van Essen 1988). However, the system also
contains many cells that are wavelength selective and is seemingly specialised for the
detection of high-resolution static form and shape with the ability to see details of
stationary objects and scenes (Merigan and Maunsell 1990). The parvocellular-blob
system is characterised by cells that are predominantly wavelength selective meaning
that it is specialised for colour but not movement, stereopsis, or shape discrimination
(Livingstone and Hubel 1988). Finally, the magnocellular-thick stripe system is
characterised by cells that are direction selective but includes many cells that are
selective for orientation and disparity. This system is therefore specialised for motion
and spatial relationships and contributes to detection of stereoscopic depth. The cells in
this pathway are insensitive to colour and therefore respond poorly to borders and

contours that are only perceived based on colour contrast (Zeki 1983b).

It has been proposed that the visual system consists of the two M and P pathways with

two subdivisions of each thus creating 4 pathways: a motion pathway, a colour pathway,

and two form pathways (Zeki 1993). More specifically there exists a motion pathway
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(see section 1.9 for more detail) which originates in the parasol (Pa) ganglion cells of
the retina and is relayed to the magnocellular layers of the LGN from where it projects
to layer 4B of V1 followed by the thick stripes of V2, eventually ending in area V5/MT.
The dynamic form pathway also originates in the parasol ganglion cells and passes
through the magnocellular division of LGN, projecting to orientation selective cells of
layer 4B and from there to area V3, both directly and via the thick stripes of V2. These
are both subdivisions of the M pathway. Within this model, the two subdivisions of the
P pathway originate in the midget ganglion cells of the retina and pass through the
parvocellular layers of LGN and from layer 4C. One feeds the blobs and the other the
interblobs of layers 2 and 3 to create a colour pathway and a form pathway respectively.
They relay to area V4 both directly and via the thin stripes and interstripes of area V2.
The form subdivision of the P pathway is concerned with form in association with

colour (Zeki 1993).

The two streams have different visual capabilities: the temporal system analyses the
physical properties of a visual scene and is therefore involved in identification of
objects and is referred to as the ‘what’, or the ventral stream because it is thought to lie
more ventrally (Schneider 1969, Ungerleider and Mishkin 1982). The parietal stream is
believed to be involved in analysing the spatial relationship of objects in a visual scene
and is therefore concerned with the position of an object. It is also referred to as the
‘where’, or the dorsal stream because it is thought to lie dorsally (Schneider 1969,
Ungerleider and Mishkin 1982). The differences between the two pathways are outlined

in Table 1-1 and summarised in the following sections.
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Property P M
Clear spectral opponency / selectivity Yes No
Luminance contrast gain Low High
Receptive field size Small Large
Spatial resolution of individual cell Similar to M Similar to P
Ganglion cells/mm? (Acuity of cell group) Many (high) Few (low)
Retinal source Midget cells Parasol cells
LGN projection target Parvocellular Magnocellular
V1 projection target Layer 4Cp Layer 4Ca
Cell size Small Large
Conduction velocity of axons Low High
Response to light steps Tonic Phasic
Contrast sensitivity at scotopic luminance Poor Good
Fraction of LGN population ~80% ~10%

Table 1-1. Summary of the physiological and functional differences between the M and P pathways.

1.8.1 Colour Vision

The receptive field centres of the P pathway ganglion cells receive input from only one

cone type whereas the M ganglion cells have a receptive field that receives input from

all three cone types. The P cells have small receptive fields and have colour coding

properties whilst their colour-opponent organisation means that while the centre may be

stimulated by one colour, another activates the surround. This interaction is based on the

three types of cone inputs introduced earlier (see section 1.3.3.1.1): the S, M, and L

wavelength receptors.

In contrast, M cells have larger receptive fields and do not discriminate colour. The RF

centre region of the M cells is believed to receive input from all three types of cone



photoreceptors, whereas the P cells receive their input from only one cone type (Wiesel
and Hubel 1966, Gouras 1968). On the other hand, the RF surround of both types of
cells receives equal input from all cones (Wassle et al. 1989). The RF of M cells is
much larger than the P cells, and they are much more sensitive to slight differences in
luminance information. The response latencies of these cells also differ from each other;
whereas P cells respond in a sustained fashion to the stimulation, the response of the M

cells is transient.

The RF properties of single cells at different levels of the visual system suggest that the

P channel is involved in colour vision as well as the perception of high spatial frequency
patterns, whereas the M system is involved in the perception of motion and low contrast
stimuli (Livingstone and Hubel 1987b, Schiller and Logothetis 1990, Schiller ez al.

1990a).

1.8.2  Visual Acuity

M and P cells differ in the size of their field centres. Although receptive field size
increases with distance from the fovea in both classes, at any given eccentricity M cells

have larger receptive fields than P cells by a factor of two or three.

1.8.3 Speed

M cells respond faster and more transiently than P cells. Due to this sensitivity to the

temporal nature of a stimulus, M cells play an important role in detecting visual motion.
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1.8.4 Contrast

M cells are much more sensitive than P cells to low contrast stimuli. M cell responses
increase rapidly with increasing contrast and saturate at approximately 10% contrast. P
cells, however, respond much more slowly to the contrast of a visual input and saturate

at far higher contrasts.

1.9 The Visual motion system

Moving stimuli can be classed according to the spatial characteristics of their defining
cues (Cavanagh and Mather 1989). First-order stimuli are those that can be perceived
on the basis of their luminance contrast whilst second-order stimuli are perceived
through changes in texture, motion or disparity (Schofield 2000, Smith 1994).
Experimental work into the detection of visual motion has shown that there are specific
neural mechanisms that are tuned to the basic properties of motion such as the direction
or speed of a moving object. The most notable property of area MT is the very high

proportion of directionally selective cells (Dubner and Zeki 1971).

As mentioned previously the main projection of the LGN is into layer 4C of the striate
cortex. The P pathway connects to layer 4Cp and the M pathway to layer 4Co (Hubel
and Wiesel 1972). Layer 4Ca projects to layer 4b which projects to area MT (Shipp and
Zeki 1985a, Shipp and Zeki 1989a). There are also interconnections between layer 4Ca
and layer 6 which has connections with MT (Shipp and Zeki 1989a). Layer 4b projects

to thick stripes of area V2 which also connect with MT (see Figure 1-7).

The pulvinar is a large nuclear mass in the thalamus. It receives input from the superior

colliculus and in turn projects to area MT (Beneveto and Standage 1983). Lesions of

52



striate cortex have been shown not to completely silence area MT (Rodman ef al. 1989)

although combined lesions of striate cortex and superior colliculus do suppress activity

in MT (Rodman et al. 1990).

Area V2 contains three architecturally distinct areas that show functional differences
based on their inputs from the different layers of the striate cortex. Cells in the thick
stripes are selective for disparity, orientation or direction (Zeki 1978d). Studies on the
cells of V3 have shown that about 40% of them are selective for orientation or direction
(Felleman and Van Essen 1987). More than 90% of the cells are tuned to the speed of
the moving stimulus. Both the thick stripes of V2 and V3 project to areas MT, medial
superior temporal sulcus, the floor of the superior temporal sulcus and the ventral

intraparietal area (see section 4.3.2. for further details about V3)
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Figure 1-7. Overleaf. Visual areas related to motion processing. The grey rectangles correspond to
areas with high proportions of direction-selective neurons. The spotted rectangles are areas mostly
associated with form and colour vision. Black, thick lines show the commonly accepted motion
pathways. Note that the arrows imply the direction of information in one direction only. The feedback
connections between areas are not shown. SC, superior colliculus; PUL, pulvinar; MT, middle
temporal; PO, parieto-occipital area; MST, middle superior temporal; FST, floor of superior temporal;
VIP, ventral intraparietal.

Area V5/MT is located within the posterior bank and fundus of the superior temporal
sulcus (STS) (Dubner and Zeki 1971). Anatomically it is characterised by areas of
dense myelination and reciprocal connections with VI (Ungerleider and Mishkin 1979,
Zeki 1974). V5/MT contains a complete representation of the contralateral visual field
(Van Essen et al. 1981) but, due to its large receptive field sizes, also includes some
ipsilateral representation (Tootell et al. 1998). The receptive field sizes increase
linearly with eccentricity and are about 10 times larger than in the striate cortex at any
given eccentricity (Albright and Desimone 1987). The area is organised in a columnar
fashion with blocks of cortical tissue containing neurons of similar directional
selectivity (Albright 1984). In addition to its input from V1, V5/MT receives ascending
input from V2, V3 and the pulvinar complex (Ungerleider and Mishkin 1979, Van
Essen et al. 1981, Zeki 1974) and is connected with a wide variety of other areas in the
superior temporal sulcus, the parietal lobe and the frontal lobe (Van Essen et al. 1981,
Zeki 1974). Lesion studies of area MT have shown substantially elevated thresholds for
speed discrimination (Orban et al. 1995) and direction discrimination (Lauwers et al.
2000). Although these studies show that area MT has an important functional role in
motion related tasks, the necessity is not absolute as the results of lesion studies show
that performance can improve over time and be dependent on the type of motion being
tested (Pasternak and Merigan 1994, Rudolph and Pasternak 1999). However, where
performance after lesioning was poor, it was shown that the lesion incorporated area

MST showing that the two areas are more necessary for the normal discrimination of
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motion than V5/MT by itself (Rudolph and Pasternak 1999). See section 3.2 for an

overview of speed and temporal frequency selectivity.

1.10 Feedforward and feedback mechanisms in the visual cortex

After processing in area V1, activity is relayed to areas close by which in turn transmit
activity to additional cortical areas. Cortical neurons do not simply transfer information
to other visual areas with feedforward connections, they also process it. This is done by
means of intrinsic or horizontal connections that connect neighbouring neurons in a
cortical area and feedback connections that connect cortical areas in the direction
opposite to feedforward connections (Callaway 1998). Thus processing between areas
and processing within areas are related by the fact that any information sent by a
cortical neuron to a neighbouring visual area is transmitted by horizontal connections to

neurons within the same area.

One of the major organising principles of the visual cortex is that each area contains a
retinotopic representation of the contralateral visual field. In addition, receptive field
sizes increase greatly as one moves up the visual cortical hierarchy. As a consequence
of this there is an important degree of convergence and divergence in cortico-cortico
connections. In other words a cortical zone a few microns wide will project and receive
information from a much bigger part of a connected area. This convergence and
divergence means that feedforward connections between areas are retinotopically
organised such that the receptive field centres of the afferent neurons are included in the
receptive field centres of the recipient cell (Girard and Bullier 1989, Girard et al. 1991a,

Girard et al. 1991b). However this is not the case for feedback connections. Due to the
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much larger receptive fields in areas distant from V1 this means that neurons in V1 are

influenced by information concerning large portions of the visual field.

Inactivation or lesioning of area V1 in the macaque leads to a complete cessation of
activity in a number of visual areas (Bullier ef al. 1994). This would suggest that
feedforward connections are important for carrying the visual drive from one neuronal
population to the next. However, when similar lesions are produced in area V2 only
one third of the neurons in V1 were shown to be affected (Sandell and Schiller 1982)
showing that feedback connections have a weaker effect on their target neurons than
feedforward connections. Studies have also shown that these feedback connections are
unable to drive neurons in the absence of a feedforward drive (Girard and Bullier 1989).
The feedforward connections to area MT have been described in section 1.9. Feedback

connections from layers 3 and 6 in MT target layers 1, 4B and 6 in V1 (Orban 1997).

1.11 Conclusion

Although anatomical and physiological studies of the monkey cortex provide important
information regarding the cytoarchitecture and patterns of connectivity between the
visual areas they are nevertheless limited in what they can tell us about the precise
location and functionality of each area within the visual cortex of man. Much less is
known about the organisation of visual areas in humans compared to that of other
primates. In terms of their function, it has been shown that at least areas V1 and V2 of
man show striking similarities with other primates, particularly in cytochrome oxidase
patterns, revealing blobs and stripes, retinal projections, and visual field representations
(Van Essen et al. 1993). Post-mortem studies have also revealed similarities in the

patterns of connectivity between the visual areas of man and other primates (BurkHalter
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and Bernardo 1989). In man, the most advanced and often non-invasive technique in
distinguishing the visual areas is the use of functional imaging modalities. With the
technological advancement in functional imaging techniques such as Positron Emission
Tomography (PET), functional Magnetic Resonance Imaging (fMRI) and
Magnetoencephalography (MEG) it has become possible to estimate spatially and
temporally localised activity in the human brain given our knowledge of the functional
interconnectivity and specificity of the visual areas (Zeki et al. 1991, Wandell et al.

1996). In the following chapter the techniques of MEG and fMRI are outlined.
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2. THE ORIGIN, RECORDING AND ANALYSIS OF
MAGNETOENCEPHALOGRAPHY (MEG) AND FUNCTIONAL
MAGNETIC RESONANCE (FMRI) SIGNALS

2.1  Overview
This chapter forms an introduction to the methodologies of Magnetoencephalography

(MEG) and Functional Magnetic Resonance Imaging (fMRI) used in this thesis.

It begins by outlining the neuronal source of the magnetic fields as measured by MEG
and electroencephalography (EEG) signals. The next section introduces the hardware
required to perform MEG recording including the super conducting quantum
interference device (SQUID), the dewar required to maintain temperatures at
superconducting levels and the design of the flux transformers that detect the magnetic
fields. This leads to an overview of the technical details of MEG localisation including
details of the forward and inverse problems and outlines several possible solutions to
this inverse problem, including an introduction to synthetic aperture magnetometry
(SAM). The section on MEG concludes with details of how the MEG signals are co-

registered with the subject’s MRI scan.

The chapter ends by introducing the principles of fMRI recording. Firstly, the neuronal
origins of the fMRI signal and the BOLD response are described. This is followed by a
discussion of experimental design as related to fMRI and the chapter ends with a review

of how the fMRI signals are analysed to produce data.
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2.2 The physiological source of MEG signals

The cerebral cortex consists of up to 10'" neurons (Hamalainen ez al. 1993) and is made
up of six main layers containing principally stellate and pyramidal cells (Wikswo 1989).
These cortical neurons communicate by means of electrical signals that result in the
formation of intracellular ionic currents and lead to the production of magnetic fields
(Okada 1982), which can be measured outside of the head if sufficient numbers of
neurons are simultaneously activated (Hamalainen ef al. 1993). What follows is an

overview of how these electrical and magnetic fields are produced.

2.2.1 Action potentials

A neuron consists of the cell body (soma), which contains the nucleus, the dendrites
which receive information from other cells and the axon, a single long fibre that carries
the nerve impulse away from the soma to other cells (see Figure 2-1). Electrical charge
is unevenly distributed across the neuronal membrane with the inside of the neuron
being negative with respect to the outside. This negativity occurs due to the fact that
sodium (Na") is over ten times more concentrated on the outside than on the inside of
the neuronal membrane whilst potassium (K™) is over twenty times more concentrated
inside the neuron than outside. This yields a negative resting potential, across the cell
membrane, of approximately -70mV and this negativity is emphasised further by an
abundance of chloride (CI') ions inside the neuronal membrane. The negative resting
potential means that the neuron is able to respond rapidly to a stimulus and it is
maintained through a protein complex known as the sodium-potassium pump (Cantley

1986).
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An action potential occurs when the axon depolarises sufficiently to reach a threshold
level. When this occurs, voltage gated sodium channels open leading to a dramatic
redistribution of electrical charge across the neural membrane and an action potential is
initiated. The influx of positive charges depolarises the segment of membrane
immediately adjacent to it until it to reaches threshold and generates its own action
potential (Wikswo 1989). In this way the action potential works its way down the axon
until it reaches the axon terminal thereby initiating synaptic transmission. The speed
with which the action potential propagates down the axon depends on the characteristics
of the neuron, with many having their axons sheathed in myelin to increase conduction
velocity. The myelin does not extend continuously along the entire length of the axon
but has breaks in the insulation known as nodes of Ranvier which contain concentrated
levels of voltage gated sodium channels so allowing ions to cross the membrane in
order to generate action potentials. As a result of this, action potentials skip along the
axon, from node to node, in a process known as saltatory conduction. Action potentials
are a feature mainly of axons as the membranes of dendrites and neuronal cell bodies
are not able to generate sodium dependent action potentials because they have few

voltage gated sodium channels (Wikswo 1989).
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Figure 2-1. A schematic representation of a cortical neuron and its synapse. Adapted from image on
Society for Neuroscience website
(htp:/hveb.sfinore/Femplate.cfm ?Section=PublicResources& Template=PublicResources/SubCategory.

cfim&cat id=6). Accessed 1/7/04.

2.2.2  Post synaptic potentials

When the action potential reaches the axon terminal it causes depolarisation of the
terminal membrane which opens gated calcium channels resulting in a large inward
driving force of calcium ions into the cytoplasm of the axon terminal which causes
neurotransmitter to be released from the synaptic vesicles. Neurotransmitter released
into the synaptic cleft affects the postsynaptic neuron by binding to specific receptor

proteins that are embedded in the postsynaptic membrane. Many different
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neurotransmitter receptors are present though the most important are the transmitter-
gated ion channels. These channels do not show the same degree of ion selectivity as
do voltage-gated channels and can be permeable to both sodium and potassium ions,
although if the channels are permeable to sodium the net effect is to depolarise the
postsynaptic cell from its resting potential resulting in an excitatory post synaptic
potential (EPSP) and is common in acetylcholine and glutamate gated ion channels. If
the transmitter gated channels are permeable to chloride ions the net effect is to
hyperpolarise the postsynaptic cell from its resting potential leading to an inhibitory
post synaptic potential (IPSP) and is typical of glycine and GABA gated ion channels

(Wikswo 1989).

2.2.3  The source of MEG signals

The ionic processes described in sections 2.2.1 and 2.2.2 give rise to three types of
current. As the positively charged potassium ions enter the cell intracellular currents
(see Figure 2-2) are set up due to the repulsion of positive ions already within the cell.
This movement of positive charge gives rise to transmembrane displacement currents
(see Figure 2-2) which only make a negligible contribution to the field measured far
from the neuron, due to their radial symmetry (Okada 1982). These transmembrane
currents in turn repel positive ions, that return to the point of depolarisation, in the
extracellular space, which produces extracellular (volume) currents which close the

current loop (Swinney and Wikswo Jr 1980).
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Figure 2-2. A schematic diagram of the currents produced by an action potential in a cortical neuron.
Adapted from Lewine and Orrison 1995

When action potentials are propagated, bidirectional currents occur (see Figure 2-3)
which can be modelled as two opposing dipoles, producing a quadrupole, the magnetic
field of which falls off more rapidly than for a single dipole so producing only a small

magnetic field.
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Figure 2-3. A schematic diagram illustrating the current flow during the propogation of an action
potential. Bidirectional currents are produced leading to opposing dipoles which cancel each other
out. At the post synaptic membrane current flows in only one direction which produces a dipole which
is not cancelled. The MEG signals recorded at the scalp are therefore the result of primary currents

produced by post synaptic potentials.
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Conversely, at the post synaptic membranes current flows in only one direction thus

producing a single dipole which is not cancelled (see Figure 2-4).
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Figure 2-4. A schematic diagram of a synapse illustrating the current flow resulting from the post
synaptic potential

The magnetic field produced by a single neuron is to small to be measured outside of
the skull therefore the temporal summation of many neurons is required for a
measurable signal to be obtained. The temporal summation of post synaptic potentials
is greater than that of action potentials, given that post synaptic potentials last tens of
milliseconds compared to action potentials which last approximately 1ms (Romani
1989). Thus electrical signals within the brain occur largely as the result of post
synaptic potentials and the magnetic fields measured outside of the skull are the result

of the net primary current.

How cells contribute to the measured magnetic field is determined by their morphology.
Stellate cells consist of a central soma, from which dendrites extend radially and are
said to have a closed field morphology, the net effect being the cancellation of magnetic

fields produced by the cell (Okada 1982). Conversely pyramidal cells have dendrites
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that reach out parallel to each other so that they tend to lie perpendicular to the cortical

surface and are said to have an open field morphology thus generating magnetic fields

(Okada 1982).

All the moving electrical charges within the neurons of the brain are accompanied by
magnetic fields which, according to the right hand rule are perpendicular to the current

direction (see Figure 2-5).
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Figure 2-5. A schematic representation of current flow along a neuronal axon and the resulting
magnetic field that is produced. Note that according to the right hand rule the magnetic field is
perpendicular to the current flow and rotates anticlockwise around the neuron.

2.2.4 Source orientation

The cerebral cortex consists of a two-dimensional sheet of grey matter which is 2-4mm
thick and is the main source of the MEG signal (Wikswo 1989). The cortex has a
surface area of approximately 2500cm” and has an extremely convoluted surface
consisting of many sulci and gyri. Spatial and temporal summation is possible when
sufficient synapses (about 10 are activated in relative synchrony and with common
orientations (Nunez 1986) and this summed activity creates a change in the magnetic
field that is strong enough for detection by both EEG and MEG. It is known that in a

spherically symmetrical volume conductor, a radially orientated current source produces
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no external magnetic field (Sarvas 1987) suggesting that only the tangential component
of the current dipole produces a net magnetic field outside of the skull, meaning that
MEG is more sensitive to sources located in the sulci rather than in the gyri (see Figure
2-6). However, recent research suggests that only very small strips of neocortex at the
crest of gyri are poorly resolved by MEG and it is source depth, not orientation, that

effects the sensitivity of MEG (Hillebrand and Barnes 2002).

Matter
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TANGENTIAL DIPOLE NOT SEEN ON MEG
SEEN ON MEG SEEN ON EEG
SEEN ON EEG

Figure 2-6. Two sources in the cortex; one is oriented tangentially to the skull, and the other is
oriented radially. Each is represented as a current dipole, shown as a heavy arrow. Because sources in
the cortex are generally oriented perpendicularly to the cortical surface, tangential sources are located
in the sulci while radial sources are in the gyri. Although the EEG sees both sources, it is dominated
by the radial sources in the gyri ( Adapted from Cohen and Halgren 2003).

2.3 MEG vVvEEG

MEG and EEG field distributions are mutually orthogonal meaning that the data
produced by the two techniques compliments the other. As stated in section 2.2.4,
MEG is most sensitive to sources tangential to the skull, which differs from EEG which

is sensitive to both radial and tangential sources. However EEG has a tendency to be
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more sensitive to radial sources as these arise from the gyri which lie closer to the EEG
electrodes placed onto the scalp. Differences between the two techniques are seen if
one studies the field map patterns produced in response to a theoretical tangential source
in a spherical model (see Figure 2-7). It is evident that the field maps lie orthogonal to
one another due to the nature of the magnetic and electrical fields. As a consequence of
this MEG localises the source best in the Y direction whilst the EEG localises it best in
the X direction. Furthermore it can be seen that the field pattern is tighter in the MEG
model than the EEG model. This is due to smearing of the EEG signal by the skull and
scalp. Note that these simulated results are based on a model that assumes a spherical
conductivity profile for the head. In reality the EEG signal must leak to the surface
through a complex undetermined path, making source localisation difficult. The
magnetic field by contrast is not affected by the conductivity profile and so is not

affected by surface smearing.

Aston U niversity

ustration rem oved for copyright restrictions

“~dipole ‘o uffin 1983). They are shown on a
spherical “cap”, which has x and y coordinates with ticks at each cm. The EEG map is of the surface
potential with contour lines every 20% while the MEG map is of the component of magnetic field
vector normal to the scalp, also with 20% lines. The neural source generating the MEG and EEG is
approximated as a tangential dipole at a depth of 2.7 cm. It is seen that the ME G pattern is oriented at
90oto that of the EEG, and is somewhat tighter.
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2.4 MEG Technology

Current flow within a single neuron is to small to produce an observable magnetic field
outside of the skull which requires the simultaneous activation of approximately 10°
neurons (Nunez 1986). Even when such large numbers of neurons are activated the
magnetic field produced is only in the region of 10" Tesla (see Figure 2-8 for how this
compares to environmental and physiological noise). To overcome this problem highly
sensitive recording apparatus is required as well as the implementation of noise
reduction techniques. What follows is a description of the technical requirements

necessary for MEG recording.
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Figure 2-8. Comparison of magnetic field strengths produced by both physiological and
environmental sources. Note that the magnetic field produced by the brain is several orders of
magnitude smaller than the Earth’s magnetic field. Similarly, the brain’s magnetic field is smaller
than other physiological magnetic fields produced in the body. These sources of “noise” have to be
removed for clear MEG signals to be recorded.
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2.4.1 The SQUID

The MEG signals are so weak (see Figure 2-8) that highly sensitive detection systems
are required. The heart of the recording system is the superconducting quantum
interference device (SQUID) consisting of a superconducting ring interrupted by one or
two weak links, or Josephson junctions, which give the device its great sensitivity
enabling very small variations in the magnetic field to be detected (see Figure 2-9).
Magnetic flux from the brain is inductively coupled to the SQUID via a pickup coil (see
section 2.4.2) with the voltage across the device changing in a non linear, periodic
fashion, with changes in magnetic flux. This output voltage is used to generate a
feedback current which is coupled back into the SQUID loop to null the applied signal
flux, with the feedback current being proportional to the change in magnetic flux

applied to the SQUID (Hamalainen et al. 1993).
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Figure 2-9. A schematic representation of a SQUID. A constant biasing current is maintained within
the device such that any change in phase at the two Josephson junctions is proportional to the change
in magnetic flux measured by the device. The SQUID is an extremely sensitive measuring device
capable of recording magnetic field changes as small as one flux quantum in magnitude. Adapted from
http:/fiyperphysics.phy-astr.psu.edu/libase/solids/squid. himlte | accessed 25/5/04

2.4.2  Flux Transfomers (gradiometers)

SQUIDs are so sensitive to changes in the magnetic field that flux transforming devices,
known as gradiometers, are used to feed the flux to the SQUIDs and shield them from
unwanted noise. Gradiometers consist of two or more coils wound in opposition so that
they approximately measure the gradient of the magnetic field and not the magnetic

field itself (Vrba 1997).

Various configurations of gradiometer are available but the principle behind their

function is the same (see Figure 2-10). A first-order gradiometer consists of a detection
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coil attached to an adjacent coil, which are wound in opposition to each other, with the
distance between the coils being known as the baseline. Noise rejection occurs because
the fields of distant sources tend to appear uniform, which causes current of equal
magnitude to flow in opposing directions in each coil thus cancelling each other out.
However, as magnetic fields fall off with distance according to the inverse-square law,
fields from nearby sources, such as the brain, induce a larger signal in the detection coil,
compared to the other coils, which means that there is a net change in current flow
within the entire gradiometer. At the top end of the gradiometer a small coil is placed
adjacent to the SQUID, within a superconducting shield. This coil allows the current

within the gradiometer to be inductively coupled into the SQUID itself.

Higher order gradiometers tend to be quite large meaning that they are unsuitable for
systems containing a large number of channels. The Aston system consists of
magnetometers, 1* and 2™ order gradiometers which can be combined, using software,

to form synthetic 3™ order gradiometers.
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Figure 2-10. The construction of various types of gradiometer. The direction of magnetic field is
shown by the large arrow. The small arrows indicate the direction of current flow in a particular coil,
The magnetic fields of distant sources tend to have small spatial gradients thus causing current to flow
in opposing coils that cancel each other out. The greater the number of coils in the gradiometer the
greater the rejection of noise. For illustration purposes the connections between coils are not shown.
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2.4.3  Cryogenics

The SQUIDS, flux transformers and their interconnections are superconducting and
therefore must be maintained at very low temperatures using liquid helium (He). The
cooling of the components is achieved by means of a liquid He bath contained in a
dewar (see Figure 2-11 for a schematic diagram of a dewar). The construction of the
helium dewar is similar to that of a thermos flask. However, as the temperature
differential between the He and the environment is in the region of 300°C, in order to
reduce thermal radiation losses, the insulation required in a He dewar is much more

rigorous than that of a thermos flask. The dewar is a double walled vacuum vessel with
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multiple layers of superinsulation (mylar foil) placed onto the walls of the vacuum
space. At the neck of the dewar heat shields take energy from the evaporating He and
conduct it back into the vacuum space to reduce the thermal gradient between the liquid
He and the environment. Thus the dewar minimises heat losses by conduction,
radiation and convection by using reflectivity, insulation and energy extraction (Vrba
and Robinson 2001b). The Aston dewar has a He capacity of approximately 85L and
consumes He at the rate of approximately 10L per day meaning that the cryogenic

container needs to be refilled at least once a week.

Hustration rem oved for copyright restrictions

Figure 2-11. Schematic diagram of the cryogenics
components within the cryogenic dewar. (b) The principles of the dewar operation. From Vrba and
Robinson 2001b.

2.4.4 Shielding

Although modern day gradiometers are good enough at removing external noise to
enable MEG recordings to take place without the need of specialised recording
environments, it is common for the MEG system to be enclosed within a shielded room
(see Figure 2-12 for a photograph of the Aston room). This reduces the fluctuating

external magnetic field by being constructed of one or more layers of a high
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permeability alloy such as p-metal or aluminium. The Aston room contains two -
metal layers that shields the room from static and low frequency noise by “funnelling”
distorting fields away from the room interior, whilst an aluminium layer reduces high
frequency noise by inducing eddy currents which create magnetic fields that are of

opposite direction to the external field causing cancellation.(Cuffin and Cohen 1977).
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Figure 2-12. Overleaf. The Aston CTF Omega 151-channel Neuromagnetometer in a magnetically
shielded room. The stimuli are projected from the outside through a window in the shielded room and
onto a mirror inside the room.

2.5 MEG source reconstruction

Measured magnetic fields outside of the skull can be used to determine the electrical
sources within the brain. To achieve this the bioelectromagnetic inverse problem needs
to be solved although this has no unique solution (Helmholtz 1853). The inverse
problem can only be ‘solved’ if one solves the forward problem, the practice of
computing the output of the MEG sensors due to a given activation in the brain. Thus,
one requires knowledge of both the predicted data (forward problem) and the measured
data to produce a reconstructed source (inverse problem). In the following sections the
inverse and forward problems are outlined in more detail and several different

algorithms commonly used to solve the inverse problem are described.

2.5.1 Forward problem

As mentioned in section 2.2.3, when neurons fire both primary and volume currents are
set up which contribute to the magnetic fields and electrical potentials recorded at the
scalp using MEG and EEG respectively. MEG is most sensitive to primary currents
(Okada 1982), with the forward problem involving the computation of the external
magnetic field produced by these primary currents for a specific set of neural current

Sources.

2.5.1.1 Volume Conductor Models

In order to localise the sources of magnetic fields it is essential that accurate head
models are used that incorporate the correct geometry and electrical properties of the

head. There are many different layers between an electrical / magnetic source in the
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brain and the scalp and the effect of these on the recorded signals has to be modelled.
The head is traditionally modelled as a homogenous and isotropic volume conductor
and in the simplest case is assumed to be a sphere. As the layers of the brain and skull
affect the EEG signal more than the MEG signal, head models that consist of three
concentric spheres, representing the different layers, are used for EEG. However, it has
been shown that for MEG a head model that consists of a set of concentric spheres is
equivalent to a homogeneous sphere (Grynszpan and Gesolowitz 1973) meaning that it
is sufficient to use a single spherical model of the head which is achieved by using a
segmented image of the subject’s head from their MRI scan (de Munck 1992). In the
case of the temporal cortex the single spherical model is less accurate, meaning that
more realistic head modelling with the boundary element method or finite element
method may be required (see Gesolowitz 1970 and Hamalainen and Sarvas 1989 for
detailed descriptions of these methods). Synthetic Aperture Magnetometry (SAM) (see
section 2.6.1) uses a multisphere approach (Huang et al. 1999) in which a separate
sphere is fitted locally to the head near each sensor. This has been shown to be almost

as accurate as realistic head modelling of the conductor geometry.

2.5.2 The inverse problem

To eliminate the non-uniqueness of the inverse problem, a-priori constraints have to be
added to the mathematical calculations. These a-priori constraints may involve spatial
information (Okada 1982), temporal information (Aine et al. 1989) or information about
source strength (Scherg and Berg 1991). Several different algorithms incorporating
these constraints are available and can be divided into two general categories: those for

localisation of discrete sources and those for localisation of distributed sources. These

77



algorithms find a unique solution to the inverse problem in relation to the constraints

and/or assumptions that are made by the model.

2.5.2.1 Discrete source algorithms

2.5.2.1.1 Equivalent current dipole (ECD) fitting

For post-synaptic primary currents, both spatial and temporal summation is possible
when sufficient synapses (about 10°) are activated in relative synchrony (Nunez 1986).
This summed activity creates a change in the magnetic field that is strong enough for
detection by MEG. At a typical measurement distance, which is at least 2 cm from the
source, many current configurations seem dipolar (Hamalainen and Sarvas 1989) and
can therefore be modelled as a single current source, the ECD. The dipole model is
usually fitted to one or more peak latencies in the recorded waveform. The dipole
parameters are calculated by taking a first guess, usually based on the location in the
brain where the experimenter expects the activation to occur, and the forward problem
is then computed for this initial guess. The difference between this computed field and
the measured magnetic field is assessed using a least-squares measure and the dipole
parameters are adjusted in an iterative fashion until the least-squares difference is
minimised. The position, orientation and strength of this optimum ECD can be

superimposed on the co-registered MRI of the subject.

The stability of the dipole solution can be assessed using Monte Carlo analysis
(Medvick et al. 1989). This simulates repeating the experiment on many occasions with
the assumption that due to differing recording parameters a slightly different

localisation will be produced each time. The true parameters calculated for the original
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dipole are mixed with random noise with a Gaussian distribution and this noisy data is
then used to obtain another source localisation. This is repeated over many iterations
with the variability of the solutions giving a measure of the robustness of the original
solution. A 95% ellipsoid based on the distribution of the dipole locations can then be
displayed on the subject’s MRI (Singh ez al. 1997) along with the original dipole

solution.

The localisation of sources using the ECD is only accurate in situations where there
exists a clear evoked response to time- and phase-locked stimuli in the recorded signal
and thus a high signal to noise ratio. This methodology therefore lends itself to studies
involving the major sensory cortices where the signals are large and can be easily
evoked at the same latencies. However, there is an increasing interest in higher order
cognitive functions such as memory and language, which cannot be adequately localised
using this method. In the right situation a stable solution is often found when an
equivalent single dipole can adequately explain the recorded data. However, there are
problems in fitting more than one dipole (Liu et al. 1998). Similarly, the accuracy of
multiple dipole fitting is determined by the initial guess although this is partially
overcome by using multi-start techniques (Huang et al. 1998, Aine et al. 2000).
Furthermore if the number of dipoles modelled is wrong, this leads to large localisation

errors (Hillebrand and Barnes 2002).

2.5.2.1.2 Multiple Signal Classification (MUSIC and R-MUSIC)

In order to robustly estimate the number and parameters of multiple dipolar sources an
algorithm called multiple signal classification ( MUSIC) has been developed (Mosher et

al. 1992). In this method the MEG (or EEG) signals are formulated in an abstract
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geometrical space, which, assuming a noise model, can be partitioned into separated
signal and noise subspaces. The MUSIC algorithm computes the correlation between
the signal from a model dipole and the signal space. The areas where the correlations
are at their peak are assumed to be the locations of the dipoles. The strength of the

sources can subsequently be computed (Greenblatt 1993).

A limitation of MUSIC is that locating the largest dipole within the source space is easy
but it gets harder for the additional weaker dipoles. In addition, the dipoles have to be
linearly independent, as when the time courses of the sources are linearly dependent the
signal subspace cannot be determined accurately. These problems are solved with the
Recursive Music algorithm (Mosher and Leahy 1998). R-MUSIC locates multiple
sources within the source space by locating each source in sequence. It locates the
largest source first and then scans the grid for the next largest source and so on until all
of the sources are located. Despite the modifications of R-MUSIC several limitations of
this methodology exist. There is no clear separation between the signal and the noise
subspaces meaning that it is not possible to extract the signal subspace accurately.
Consequently, the calculated source location may not be the true one. Furthermore when
true separate sources show some linear interaction a false peak can be produced in the

source space producing spurious results.

2.5.2.2 Distributed source algorithms

The previous methods are based on the assumption that the magnetic fields being
recorded outside of the skull were being produced by discrete localised sources of
activity. Although algorithms used to detect discrete sources can be used to detect

distributed sources, errors in localisation are introduced if the sources are located in
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convoluted parts of the cortical surface. What follows is a description of algorithms

developed to enable the reconstruction of the properties of distributed brain activity.

2.5.2.2.1 Minimum-Norm Least-Squares (MNLS)

MNLS assumes that the primary current distribution can be approximated by a discrete
set of dipoles at fixed locations within a source region that is defined a-priori. The
solution to the inverse problem is taken as that which best fits the data in the least
squares sense and exhibits the minimum norm property, which is the current distribution
with the smallest overall source power that is capable of explaining the measured
signals (see Hamalainen 1991 for more detailed explanation). In other words, MNLS
looks for an inverse estimation that minimises the residual error, such that the sum of
squares of the differences between the measured field pattern and that from the
predicted field has minimum power among all least-squares solutions (See Wang et al.

1992 and Wang 1993 for a detailed discussion of the use of MNLS in neuromagnetism).

There are limitations to this method. Due to the fact that a distributed current on the
surface can give the same field pattern as a deep dipole, MNLS favours solutions that
are closest to the sensors and as a consequence solutions are biased towards the surface
of the brain. Additionally, the obtained solutions are spread out and blurred meaning
that they are difficult to interpret, although these blurred images can be used to estimate
the number of sources present. This can then be used as a constraint with the algorithms
described earlier to produce more accurate solutions. Due to the fact that the distributed
source solutions produced by MNLS are an exact fit to the data, any noise present is
also modelled with the data meaning that the method fails when there is a large amount

of external noise present (Sekihara et al. 1994).
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2.5.2.2.2 Low Resolution Electromagnetic Tomography (LORETA)

LORETA (Pasqual-Marqui et al. 1994) uses more physiological based assumptions
compared to MNLS. With this technique, a collection of voxels is used to model the
cortex, and the solution is determined by imposing the constraint that neuronal activity
at each voxel has maximum similarity (in terms of orientation and strength) with that of
adjacent voxels. It is argued that this constraint is consistent with physiology, as a high
degree of synchronization of neighbouring neurons is necessary for spatial summation
to produce extracranially measurable fields (Pasqual-Marqui ef al. 1994). The method
assumes that the current distribution is spatially smooth but does not assume that there
are a limited number of sources present. Due to the way the solution is calculated the
method has a low spatial resolution meaning that two adjacent sources may appear as

one blurred source.

2.5.2.2.3 Focal Underdetermined System Solver (FOCUSS)

FOCUSS (Gorodnitsky and Rao 1997) uses similar principles to MNLS but with an
additional spatial weighting on the solution. The algorithm uses an iterative process to
place the values of the previously obtained solution into a weighting matrix which
enhances large elements and reduces small elements. This is repeated until the output
of the computation is not significant, indicating that convergence to a solution has
occurred. It is claimed that the FOCUSS algorithm can resolve both the depth and
extent of cortical sources (Gorodnitsky et al. 1995). However, in order to converge to
the correct solution, the initial solution has to be precise (Gorodnitsky and Rao 1997)

otherwise subsequent iterations are also inaccurate. Therefore, although the algorithm
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always finds a localised solution, it is not necessarily the correct one with the final

solution being highly dependent on the initial estimate (Hillebrand 2000).

2.6 Beamforming

Until recently MEG experiments have mostly been performed using the averaged
evoked response paradigm. This assumes that the activation of the brain area of interest
is phase locked to a particular stimulus meaning that averaging across epochs increases
the SNR. However this methodology is only useful when studying the primary sensory
and motor cortices where tight phase-locking to the stimulus transient can be assumed.
Areas of cortex serving more cognitive functions are likely to have a more variable
latency distribution, such that the character of the events cannot easily be captured with

averaging.

A beamformer performs spatial filtering on data from a sensor array thus enabling the
discrimination of signals of interest from those originating in other areas. The idea was
first developed for the processing of radar and sonar signals (Van Veen and Buckley
1988) but has, over recent years, been incorporated into the processing of biomedical
signals (Van Veen et al. 1997, Robinson and Vrba 1999. In relation to functional
imaging a beamformer can be thought of as a collection of spatial filters each tuned to a
different brain region with the output of these spatial filters being used to produce a

beamformer based statistical parametric map.

2.6.1 Synthetic Aperture Magnetometry (SAM)

SAM is a novel spatial filtering technique based on the constrained minimum-variance

beamformer (Van Veen et al. 1997). Conventional linearly constrained beamformers
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(Van Veen et al. 1997) compute a spatial filter, at each point in space (target voxel), for
each orthogonal direction without regard to source orientation. Conversely non-linear
constrained beamformers, such as SAM, choose a source orientation that maximises the
total power output of the spatial filter at each target voxel and have been shown to have
better spatial resolution than conventional beamformers (Vrba and Robinson 2001a).
SAM exploits the fact that, assuming sources are dipolar and that the sources are
uncorrelated, there is a unique solution to the inverse problem. SAM minimises the
power, coming from a voxel (source) of interest, such that signals emitted from sources
outside of each specified voxel are suppressed without attenuating power from the
sources at the specified coordinates. As a consequence images derived from applying
SAM to a range of voxels are unique in three dimensions if the assumptions being made

are correct,

As SAM exploits the spatial and temporal correlation of MEG data the technique
requires the simultaneous acquisition of signals from a large array of MEG sensors
recording the constantly varying biomagnetic signals being produced by the brain and
reaching the scalp. The beamformer is calculated by [1]:

WS =(H,C"'H,))"'H,C"' (1)
where ¥, is the weights vector for the target voxel @, H, is the lead field (the

solution to the forward problem at any particular sensor location) and C is the data
covariance matrix. The source activity from any particular voxel can be calculated by
producing a weighted linear combination of all measurements (see Figure 2-13). The
weighting coefficients, which are optimised based on the statistics of the data (Van
Veen and Buckley 1988), are selected so that they emphasise the activity from the voxel

of interest and attenuate signals from other locations.
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Vi =wim; +wim; +wim; +.... wisymys;

Ve = wim; + wamy + wam;z +.... wysims;

Figure 2-13. A diagrammatic representation of how SAM works. Two sources are shown in the brain,
one in the right and one in the left hemisphere. The activity from these sources is recorded by each of
the MEG sensors. Virtual electrodes of these areas can be calculated by means of a linear weighted
combination of the activation of all of the MEG sensors. V is the estimated activity for the target
location in the left hemisphere, Vy is the estimated activity for the target location in the right
hemisphere, M refers to the sensor number and W is the weight vector calculated for the target
locations in each hemisphere.

Thus spatial filters are designed that pass brain electrical activity from a specified
location whilst attenuating activity originating at other locations. The MEG data is
projected through these spatial filters to give a measure of current density as a function
of time. As the time series of each voxel is calculated using a weighted sum of the
MEG sensors they have the same millisecond time resolution as the original MEG
signals. The output of this analysis is a synthetic depth electrode or virtual electrode
(typically 5x5x5mm in size) at each location within the pre-defined source space (the
subject’s brain) and the power output of each virtual sensor can be displayed as a colour
coded map on the subject’s Magnetic Resonance Imaging scan (MRI). The entire time
series can be divided into active and passive states and Fourier analysis can be
performed to calculate the power in each frequency band of interest in each state; Paciive

and Ppassive. In beamformer techniques such as SAM, the amount of differential
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activation between the active and passive states is usually quantified using the neural-
activity index (NAI, Van Veen et al. 1997) which is given by (Pacive - Prassive) / noise.
The spatial selectivity of the data can be further enhanced with the use of statistical

probability mapping (SPM) (Friston et al. 1995, Singh et al. 2003).

An advantage of SAM is that no a-priori assumptions about the number of active
sources are required as in dipole modelling. Similarly, there is no tendency for sources
to drift to the surface as in MNLS (Grave de Peralta-Menendez and Gonzales-Andino
1998). As the solutions depend on data covariance they can therefore be used to image
data that is not phase locked to a stimulus such as ERD and ERS (see section 2.6.2).
Furthermore group statistical maps can be produced from the SPM analysis (see section

2.6.1.1).

One disadvantage of beamformer analyses, such as SAM, is that if two or more spatially
separated sources temporally covary in synchrony then SAM will not detect them.
However it has been shown that the temporal correlation must be greater than 0.7 before
complete cancellation occurs (Van Veen et al. 1997). It is unlikely that two separate
brain sources would correlate to such a high degree particularly over longer epoch

lengths.

2.6.1.1 Group imaging of SAM data

The statistical analysis of group imaging data is well established in fMRI (Friston et al
1995) (see section 2.8 for a description of the fMRI technique). If one has an effect of
interest (EOI) then the magnitude of this effect can be pooled across subjects and a T

statistic map generated on a voxel by voxel basis. If the errors are assumed to be
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normally distributed then the T values can be transformed into probabilities against the
null hypothesis. This is commonly termed a fixed effects analysis and has the

advantage of being sensitive for small numbers of subjects although, conversely, it has
the disadvantage that the statistical significance is based purely on the intrasubject
variance, meaning that the group images produced can be dominated by the responses of
only one subject. It is therefore desirable to use a random-effects analysis which
incorporates an appropriate mix of intra and inter subject variances and has been shown

to be appropriate for the group imaging of functional data (Friston et al. 1999).

It is known that the spatial distribution of ERD/ERS as measured using SAM analysis
can be highly variable between subjects and may not be normally distributed (Burgess
and Gruzelier 1999) meaning that an assumption of a normal distribution as used in
parametric statistics may be invalid (Singh et al. 2003). One approach to overcome this
is to use a non-parametric permutation analysis (SnPM), which allows the statistical
significance of voxel effects to be established without assuming a normal distribution

(Nichols and Holmes 2002).

In the SnPM method the data itself produces the probability distribution against which
the null hypothesis is tested so that no assumptions about the probability distribution
have to be made. The method works as follows. Firstly the activation map of each
subject is spatially normalised to a template brain, following which a voxel wise T
statistic is calculated using the intersubject variances and a permutation test performed,
measuring each voxel against the null hypothesis. The significance of the unpermuted
T value is then tested against the distribution of the permutation analysis. It has been

shown that the use of the pseudo-T statistic, incorporating variance smoothing,
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increases the chance of detecting activations (Nichols and Holmes 2002) whilst the
methodology can also correct for multiple comparisons. This is achieved by finding the
largest T value in the whole volume from each permutation and producing a probability
distribution of the largest T value across all permutations. If a probability threshold of
5% is set then the probability of any T value in the volume being greater than this

threshold by chance is less than 5%.

The group imaging, as described here, does have some limitations which are not limited
to SAM analysis but also to PET and fMRI. The spatial normalisation of each subject’s
structural MRI to a template image provides a good match of gross structure such as the
outline of the brain. This may not be the case for the local structures such as sulci and
gyri which can vary by several millimetres between subjects (Steinmetz et al. 1990).
Group studies are further problematic in that they are open to a number of
interpretations regarding areas of significant activation (Singh ef al. 2003). An activated
cortical area in a group study may represent a spatial location that is consistently
activated in all subjects, but only weakly. This means there may be other areas with
more significant activation but their locations may be so spatially variable in each

individual that they are no longer significant after normalisation to template space.

2.6.1.2 Time-frequency analysis

In this thesis data is often presented in the form of time-frequency plots, which provide
a time-frequency representation of the virtual electrode data. These are computed by
means of Morlet wavelet decomposition of the neuronal power in the time and
frequency domain. This analysis represents the data at different scales (frequencies) or

resolutions using a scaled basis function known as a wavelet, which is localised both in
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the frequency and the time domains. The wavelet function is obtained by taking a
complex sine wave and localising it with a Gaussian envelope with the “scale” of the
wavelet varied by changing a width parameter. With a moving FFT, as the frequency of
interest changes, a different number of sinusoidal cycles fit within the temporal
window. In contrast, the scaling properties of the wavelet transform mean that the
same function is used at each frequency. This means that the optimum trade off is made
between time and frequency resolution. The 2-D Gaussian profile of the wavelets means
that the full-width half maximum (FWHM) of the response in the time and frequency
domains are W, and W¢ respectively. In this thesis a wavelet width of 10 is used
meaning that at each frequency f, Wy = 0.235f and W,= 3.74/f. Therefore as frequency

increases, the frequency resolution decreases whilst the temporal resolution improves.

2.6.2 Cortical oscillations as measured with SAM

Cortical neurons can exhibit different responses to both sensory and cognitive
processing. Time and phase-locked changes (see Figure 2-14), in the activation of a
population of neurons, can be evoked by an external stimulus (e.g. visual evoked
potential, auditory evoked potential). In order for these evoked potentials to be
visualised the signal to noise ratio has to be improved by means of signal averaging.
This technique assumes that the signal of interest has a consistent timing relationship
with the stimulus whilst the background EEG or MEG activity is classed as noise.
However, the evoked potential produced by this methodology cannot be considered a
true reflection of the underlying cortical processes and at best is simply an
approximation. In fact research suggests that some features of this evoked activity

occurs due to ‘phase resetting’ of ongoing rhythms in the brain (e.g. alpha rhythms in
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the visual cortex) towards a particular value in relation to the stimulus (Sayers et al.

1974, Makeig et al. 2002) meaning that information may be lost.

Evoked gamma Induced gamma
(fixed latency) (jitter in latency)

i i

Stimulus N .

Averaging

N

Averaged evoked potential

Figure 2-14. Schematic explanation of evoked and induced cortical activity (adapted from Tallon-
Baudry and Bertrand 1999)

The second type of oscillatory response that cortical neurons exhibit is an induced
change that is time-locked, but not phase-locked to a stimulus or processing activity.

This type of response represents frequency specific changes in the ongoing EEG activity
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such that increases or decreases in power can occur within given frequency bands. It has
been shown that an increase in frequency specific cortical power is due to increased
synchrony of the underlying neuronal populations and has been termed event-related
synchronisation or ERS (Pfurtscheller 1992). Similarly it has been shown that a
decrease in cortical power is due to a decrease in synchrony of the neural population
and is termed event-related desynchronisation or ERD (Pfurtscheller and Aranibar

1977).

The evoked potential occurs due to transient post synaptic potentials triggered by a
specific stimulus. ERD and ERS on the other hand occur due to the change in any one
parameter that control oscillations in neuronal networks: (i) the intrinsic properties of
the neuronal membrane, (ii) the structure of the interconnectivity between network
elements and synaptic processes related to the function of feedback and feed-forward
(thalamo-cortical and cortico-cortical) loops, and (iii) the modulating effects of the local

or general neurotransmitters (Lopes da Silva and Pfurtscheller 1999, Singer 1993).

The frequency of brain oscillations is inversely proportional to the number of
synchronously activated neurons underlying the activity with the higher the number of
synchronised neurons the slower the oscillatory frequency (Singer 1993). Thus as the
number of interconnecting neurons increases the frequency decreases and the amplitude

increases (Lopes da Silva 1998).

The ERS and ERD phenomena can occur simultaneously at different locations on the

scalp. Pfurtscheller et al. 1997 demonstrated the occurrence of simultaneous, and

contralateral, mu rhythm ERD and occipital alpha rhythm ERS when subjects
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performed a hand movement task. They also showed that voluntary hand movement
could produce ERD in the cortical hand area while the foot area produced simultaneous
ERS; the opposite pattern of activity occurred for foot movement. Furthermore,
imagination of right hand movement produced contralateral beta ERD and an ipsilateral
beta ERS. It has been shown that increased cellular excitability in thalamo-cortical
systems results in a low amplitude desynchronised EEG (Steriade and Llinas 1988).
Thus, at least for relatively low frequencies, the ERD shown above can be interpreted
as an EEG correlate of activated cortical areas involved in the processing of cognitive or
sensory information or the production of motor behaviour. Conversely a deactivated
state, without information processing and decreased excitability of cortical neurons, is

characterised by ERS (Pfurtscheller 1992).

2.7 Coregistration of MEG data with subject cortical anatomy

In order for the recorded MEG data to be of any use accurate coregistration with the
subject’s MRI scan is essential (the procedure used at Aston is described in detail in
Adjamian et al. 2004). During the MEG recording, coils are placed on the subject’s
head such that when a small current is passed through them a magnetic field is produced
which can be measured by the MEG system. As the SNR is high and the number of
coils is known then the location of the coils can easily be determined by a least squares
optimisation algorithm. In the Aston 151 channel system the mean localisation error of
the coils is less than Imm (CTF Systems Inc). The head coils serve two purposes: they
enable the location of the MEG sensors with respect to the head and by localising the
coils before and after the MEG recording the amount of movement that has taken place

can be determined.
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Co-registration is performed by aligning (using Align, Kozinska et al. 1997) two
surfaces defined in the MRI and MEG co-ordinate system. The MRI ‘head’ points are
obtained from the subject’s MRI through segmentation and boundary extraction (see Pal
and Pal 1993 and Clarke er al. 1995 for details of how this is performed). The MEG
surface co-ordinates are measured using a 3D electromagnetic digitiser (Polhemus
[sotrak). In order to minimise the error during this procedure a bite bar system is
employed (Singh et al. 1997, Adjamian ef al. 2004). The bite bar consists of a rigid
plastic holder and dental thermoplastic into which the subjects make a dental
impression. The plastic holder is placed onto a rigid wooden stand and the subject

locates themselves within their dental impression so that movement is minimised.

The plastic holder contains four holes which are localised using the digitiser. Following
this the location of each of the localisation coils on the head is obtained. The final
procedure is to define the head surface with the digitiser. It is essential that no
deformation of the skin surface occurs so the pen is not pressed too hard. During this
procedure the digitising pen is moved back and forth across the whole surface of the
scalp. However as the majority of the scalp is nearly spherical it is essential that points
around the nose and eyes are included to produce better definition of the head shape
(Wang et al. 1994). These digitised points are then surface matched to the MRI surface
points (See Wang et al. 1994 for description of how this is done) so that the location of
the sensors and the anatomical information are given in the same coordinate system. An

example of this is shown in Figure 2-15.
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Figure 2-15. Overleaf. An example of the co-registration process. A. The points produced by using the
digitising pen on the subject’s head. B. The points co-registered with the subject’s head shape (red)
obtained from their MRI scan. The green points are the approximate alignment performed by the
experimenter, the blue points represent the optimum co-registration (Using Align,
www.ece.drexel.edu/ICVC/Align/align11.html)

There are several sources of possible co-registration error that can occur during the
process. Errors can occur during the MRI scan itself with the subject movement
possibly blurring the scalp boundary. Similarly, errors can occur during determination
of the scalp itself. However, these MRI errors can usually be corrected by software
tools. Errors in the MEG digitisation process occur as a result of user error and
movement of the subject. If used correctly the error due to the 3D digitiser is
approximately 0.1mm (Polhemus 1992). Deformation of the skin by the digitising pen
can be approximately 1 to 3mm (Schwartz et al. 1996). Movement of the subject is

negligible using the Aston system due to stabilising the subject with the bite bar.

2.8 Functional magnetic resonance imaging (fMRI)

2.8.1 Indirect measurements of neuronal activity

Whereas MEG is a direct measure of neuronal activation other imaging techniques exist
that measure the activation of neurons indirectly by means of haemodynamic or

metabolic effects. Positron Emission Tomography (PET) has been used successfully as
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an imaging technique for many years (Fox and Raichle 1984, Fox et al. 1986). The
technique relies on the administration of radioactive tracers and the acquisition of
images that show the spatial distribution of the tracer within the brain during a
particular task. Quantification of the regional cerebral blood flow (rCBF) that effect the
tracer distribution results in a spatial map of the activated brain regions. The
disadvantage of the technique is its relative invasiveness. Moreover the technique has
very poor temporal resolution and relatively poor spatial resolution. Functional
magnetic resonance imaging (fMRI) (Ogawa et al. 1992, Kwong et al. 1992) is capable
of visualising the neuronal activations of the human brain in a non-invasive way by
measuring the physiological changes in oxy- and deoxyhaemoglobin concentration in

small cortical blood vessels following neuronal activation.

2.8.2 The Principles of MRI and fMRI

The magnetic resonance signal arises from the nuclei of atoms within the body which
possess a property known as ‘spin angular momentum’, the most important of these
being hydrogen nuclei which contain a single proton. The spin properties of the nucleus
cause it to act as a small magnet and the strength of the magnetic moment depends on
the type of nucleus. Due to this magnetic property a percentage of these nuclei will
align themselves with a strong external magnetic field meaning that if a subject is
placed into a very strong magnetic field (in the order of 1.5 — 7 Tesla) the spins of the
atomic nuclei align themselves with the magnetic field such that their spins are
orientated either ‘parallel’ or ‘anti-parallel” with the field. The spins precess around the
direction of the applied field at a characteristic frequency known as the Larmor
frequency (equation 2) which is proportional to the strength of the magnetic field, with

different nuclei precessing at different frequencies in the same magnetic field.
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v =yB, )

where v is the frequency in MHz, y is the gyromagnetic ratio in MHz/Tesla for the
nucleus under consideration and B, is the magnetic field strength in Tesla. This is an

important equation in MRI as it relates the frequency of the resulting signal to the static
magnetic field strength. The Larmor frequency for Hydrogen in a 3T scanner is

approximately 128MHz.

To produce a measurable signal requires the application of a brief radio frequency (RF)
electromagnetic pulse transverse to the applied magnetic field. This causes the spins of
the atomic nuclei to precess in relative phase in the transverse direction. As the spins
return to their original state (relax) they release RF energy which is detected by the
receiver coil. Two types of relaxation occur; longitudinal (T1) and transverse (T2).
Longitudinal relaxation occurs when the nuclear spins realign themselves with the
original magnetic field. The time taken for 63 % of the spins to return to their initial
state is known as T1. Furthermore, the MR signal decays because the spins in the
transverse direction start rotating out of phase. The time taken for 63 % of the recorded

signal strength to be lost is known as T2.

The RF pulse sequence is determined by two timing parameters, TE and TR, which

affect the tissues highlighted by the scan. The interval between the excitatory RF pulse
and the detection of the response of the tissues to this signal is defined as the echo time
(TE) with the time between two RF pulses being known as TR. Biological tissues have

different T1 and T2 relaxation times. The amount of signal lost at TE reflects the
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relative tissue T2 values, so long TE values allow more T2 relaxation to occur and
influence image contrast. Conversely tissues with a long T1 require a longer time for
the longitudinal magnetisation to re-align meaning that re-exciting with an RF pulse,
before the longitudinal relaxation is complete, can cause tissues with different T1 values
to have different intensities within the image. A T1 or T2 weighted image can therefore

be produced by an appropriate choice of TR and TE.

The precessional rate of protons depends on the local magnetic field, so by producing a
spatially varying magnetic field it is possible to separate signals from different locations
based on their frequency. To achieve this three mutually orthogonal sets of
electromagnetic “gradient coils” are used to encode the spatial coordinates of the MR

signal and reconstruct them into images (Harvey and Mansfield 1994).

2.8.3  Neuronal activation and BOLD response

The activation of a brain area produces an increase in the metabolism of its neuronal
population which in turn causes an increase in the rCBF (see Figure 2-16). This is only
to be expected as the area that is being activated requires increased oxygen and glucose
supplies to feed the neuronal activity. Initially there is a drop in the oxygen level of the
blood over the first fractions of a second following activation due to an increase in the
local cerebral metabolic rate and this is sometimes termed the early response (Malonek
and Grinvald 1996). However, following this there is a large increase in local oxygen
concentration due to an over-supply of oxygenated blood which exceeds the transient
need and this is sometimes termed the late response (Malonek et al. 1997). This local

increase in blood oxygenation, occuring some 3 to 9 seconds after onset of the neuronal
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activation, is the principle functional correlate measured using fMRI and is known as

the blood oxygenation level dependent (BOLD) contrast.

2.8.4 BOLD theory

The theory behind BOLD is based on the observations of Thulborn 1982 who found
that the transverse relaxation times of water protons could provide information about
blood oxygenation. The magnetic state of the oxygen carrying molecule haemoglobin
(Hb) is dependent on the amount of oxygen being carried by Hb. Hb is paramagnetic
when deoxygenated (deoxyhaemoglobin) and diamagnetic when carrying oxygen
(oxyhaemoglobin). Hb is found in the red blood cells, therefore the volume magnetic
effect caused by the flow of red blood cells is dependent on the amount of dia- or
paramagnetic Hb contained at any particular time. Thus, when the blood cells are fully
oxygenated they have the same magnetic signature as the surrounding blood plasma in
the vessels. Conversely, when the blood cells are deoxygenated they have an increased
paramagnetism compared to the surrounding plasma so intravascular magnetic gradients
occur. Similarly the paramagnetism of the deoxygenated blood differs from that of the
tissues surrounding the blood vessels and so extravascular magnetic gradients are set up.
These magnetic field inhomogeneities lead to a dephasing of the nuclear spins which

has the effect of shortening the T2 relaxation time and so leads to a darker MR image.
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Figure 2-16. A diagrammatic explanation of the BOLD response. A. The situation at rest. B. The

Neuronal Activation

Slight increase in oxygen
extraction (1)

Large increase in cerebral
perfusion (2)

Increase oxyHb / deoxyHb (3)

Increase in T2 relaxation time

Increase in MR echo signal

situation during neuronal activation with increase in oxygen perfusion being greater than the oxygen
required by the neurons (Both A and B adapted from Raichle 1994). C. Timecourse of the change of

oxyhaemoglobin concentration upon regional neuronal activation (horizontal bar). D. The sequence
of cerebrovascular changes leading to increased T2 and increased MR signal.

2.8.5 Echo-planar imaging (EPI)

In choosing an MR scanning technique for fMRI, three related factors play an important

role: spatial resolution, acquisition speed (i.e. temporal resolution) and signal-to-noise

ratio (SNR), with the optimisation of one factor being at the cost of the other two. EP-

fMRI requires the need for rapid acquisition techniques and this is achieved through

echo-planar imaging (EPI) (Mansfield and Maudsley 1977). This technique makes it

99



possible to form complete MR images in as little as 40 ms since all encoding steps
needed for image formation are achieved during the several tens of milliseconds that the
MR signal is present after an RF excitation. Both spin-echo (SE) and gradient-echo
(GE) EPI sequences have been proposed for use in fMRI (Bandettini et al. 1994). SE
sequences tend to be more sensitive to oxygenation changes in small vessels such as
capillaries whilst a GE sequence is equally sensitive to both capillaries and larger
vessels (Ogawa et al. 1993, Boxerman et al. 1995). However SE sequences are seldom
used in practice since neuronal activation induced signal changes are much smaller

compared to GE sequences.

For a gradient-echo EPI sequence, at time zero a radiofrequency (RF) excitation

90° pulse with a narrow frequency range is transmitted to the subject in the presence of
a spatial magnetic field gradient. As the magnetic resonance signal depends on the
exact match between the RF excitation pulse frequency and the proton spin frequency,
which depends, in turn, on the local magnetic field strength, this pulse will excite only
the protons over a correspondingly narrow range of locations. In-plane spatial encoding
is achieved by applying magnetic field gradients across this image slice and an echo

train is generated by a rapidly alternating this gradient.

As the switching of the gradient is extremely rapid the amplitude of the gradient is
small. Due to this phase encoding is achieved by gradient “blips”, small phase
encoding gradients that add up, in between the echoes. The phase gradient scheme is
designed such that the echo with the highest amplitude occurs at time TE and this
acquisition is sequentially repeated 100 to 120 times during the course of the fMRI

experiment. The time between repetitions of the acquisition (TR) is typically at least

100



2000 ms which leaves a lot of time in between successive acquisitions of one slice
through the brain to excite neighbouring slices, offering the possibility of multi-slice

imaging without time penalty.

Disadvantages of the technique are the relatively low spatial resolution due to the small
image matrix (typically 64x64 or 128x128, i.e. 3x3 mm” or 1.5x1.5 mm? pixel size).
Similarly the large acquisition bandwidth needed for the rapid sampling results in a low
SNR. This intrinsic low SNR of fMRI is compensated by the high temporal resolution

that allows the acquisition of more images per fMRI experiment than other techniques.

2.8.6 fMRI experimental design

Traditionally fMRI experiments have employed designs using extended periods of
“‘on’ versus ‘‘off’’ activations, the so called block design, which have been the stalwart
of functional imaging studies for many years (see Figure 2-17). However, although such
block designs are necessary when imaging the haemodynamics of tasks that can be
maintained for many seconds they are not ideal for measuring transient events where

activity is detectable within seconds of stimulus onset.

Event-related experimental designs (ER-fMRI) have become increasingly popular in
fMRI research in recent years. This design allows different trials or stimuli to be
presented in arbitrary sequences, thus eliminating potential confounds, such as
habituation, anticipation, set, or other strategy effects (Rosen et al. 1998)(See Figure
2-17). The technique was established by Dale and Buckner 1997 who showed that the
lateralisation of the haemodynamic response following a visual stimuli was the same

following both a block design and a rapidly presented random design.
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The measurement of ER-fMRI is possible due to the nature of the BOLD-contrast
haemodynamic response. For a brief sensory event the haemodynamic response is
delayed in onset, occurring about 2 sec after neuronal activity, and is prolonged in
duration (Blamire ez al. 1992). For a neural event that lasts a second, the robust positive
deflection of the BOLD contrast response will evolve over a 10—12-sec period while
certain, more subtle, components of the response will have considerably longer recovery
periods. However, these haemodynamic events do not need to be separated in time as
ER-fMRI is able to measure the separate contributions of rapidly occurring neuronal
events even when the haemodynamic responses they elicit overlap. The reason for this
is that, on first approximation, the haemodynamic response summates in a linear fashion
over time (Boynton ef al. 1996, Dale and Buckner 1997). This means that separate
sensory and higher level cognitive events can be elicited in rapid succession and their

response contributions separated and analyzed.
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Figure 2-17. Overleaf. Schematic diagram illustrating the difference between two forms of ER-fMRI
paradigms and a more traditional blocked trial paradigm. Each schematic shows two trial types
indicated by either yellow or red arrows. In blocked trial paradigms (labeled blocked), the trial types
are clustered together in succession so that the same trial type or condition occurs for an extended
period of time. ER-fMRI, by contrast, allows paradigms that randomly intermix different trial types
either by spacing them widely apart to allow the haemodynamic response from one trial to decay before
the next trial occurs ( spaced mixed trial), or by presenting them rapidly ( rapid mixed trial) and using
analysis methods to account for the overlap of the haemodynamic response across trials. Note that for
successful separation of trial types in rapid mixed trial designs, randomisation or ISI jittering
strategies must be used. (Adapted from Buckner 1998)

2.8.7 The processing of fMRI data

The processing of the fMRI data requires a number of analysis steps which, in the work

presented in this thesis, are implemented using the software package SPM99.

2.8.7.1 Motion correction

The intensity changes measured during the BOLD response are extremely small (in the
region of fractions of a percent). It is therefore vital that the data for analysis is not
contaminated by sources of artefact. The major source of artefact is that of head motion
during the acquisition process, which as well as reducing SNR can also introduce
“false” activations. Similarly movement of a lesser degree can occur due to the
pulsatile movement of cortical tissues. Large head movements are minimised by
securing the subject’s head during the recording. Post recording correction of head
movement is achieved by the rigid realignment of the consecutively acquired images in

the data series with the first image (Friston ez al. 1995).

2.8.7.2 Slice Timing Correction

Event-related fMRI is a technique that is heavily dependent upon time-locking the
stimulus to the data. To do so accurately requires one to account for the differential slice
acquisition times, especially for longer TRs. Often slices are acquired in an interleaved

manner, thus the first slice can differ in time from the second by as much as TR/2.
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Correcting this phase shift requires one to interpolate the time series for each voxel, to a

fixed reference time.

2.8.7.3 Spatial normalisation

This is the procedure by which individual brains are transformed so as to fit a “standard
brain”. During the procedure the variations in size, position and shape are corrected by
warping the brain onto the template using 3 translations, 3 rotations, 3 scaling and 3
skewing factors (Worsley and Friston 1995). By performing this procedure the
anatomical differences between individuals are reduced so allowing the production of
group data. Secondly the location of activations can be expressed with respect to a
fixed reference frame thus allowing the comparison of results between laboratories

(Talairach and Tournoux 1988).

2.8.7.4 Spatial smoothing

The fMRI images are spatially smoothed or filtered prior to statistical analysis. This
leads to an increased SNR provided that the width of the filter matches the spatial extent
of the measured signal. Furthermore, smoothing the data after spatial normalisation
removes any residual interindividual anatomical differences, thus improving the data for

group analysis.

2.8.7.5 Temporal smoothing

Unlike spatial smoothing, which works on each volume separately, temporal smoothing
(filtering) works on each voxel’s time series separately. The main point of this filtering
is to remove unwanted components of the BOLD signal without altering the signal of

interest. Components of the time series that are varying more slowly than the signal of
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interest are removed with high pass filtering whilst high ffequency noise is reduced

using low pass filtering.

2.8.7.6 Statistical analysis of fMRI data

In fMRI data the effect of a stimulus may be as little as 1% of the BOLD signal. The
detection of this small signal, in a simple fMRI design, can be done by careful
averaging of the data over time which differentiates the signal of interest from the large
amount of background noise. However more complex designs require more complex
analyses that depend on the construction of a model for the way in which BOLD
response depends on the stimulus. Such a model must include a component of random
error which explains how the observations vary even if the experiment is repeated on
the same subject under exactly the same conditions. Statistical analysis of the data is
used to best estimate the parameters in the model, including the variability of the errors.
The mathematical background behind these statistics is beyond the scope of this thesis
but the interested reader is referred to Friston et al. (1995) and Friston et al. (1998) for

further details.

2.8.8 Comparison of SAM and fMRI

MEG and fMRI have complimentary strengths and weaknesses; MEG has excellent
temporal resolution but variable spatial resolution whilst fMRI has excellent uniform
spatial resolution but poor temporal resolution. The SAM technique (see section 2.6.1),
as used in the analysis of MEG data in this thesis, allows the same experiments to be
performed using both MEG and fMRI as identical block and event related experiments
can be developed for the two modalities. The statistical analysis of the SAM data is

formulated on a voxel by voxel basis meaning that statistically thresholded group
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images can be produced similar to those produced in fMRI analysis (Singh et al. 2003).
Similarly, it has been shown that there is an excellent spatial relationship between the
haemodynamic response and ERD / ERS as measured by SAM (Singh et al. 2002). A
major advantage of the SAM technique is that not only can the spatial localisation be
determined but the temporal and oscillatory potential properties of the response to the

stimulus can be analysed in detail.
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2.9 Conclusion

Figure 2-18. Comparison of temporal and spatial resolution between different functional imaging
techniques. From CTF Systems Inc.

Magnetoencephalography has excellent temporal resolution (see Figure 2-18) and is a
direct measurement of the ongoing electrical brain activity, unlike other functional
imaging techniques such as PET, SPECT and fMRI which are based on indirect
(metabolic) measures of neuronal activity. Historically, MEG studies have relied on
dipole fitting techniques which are known to have a number of limitations (see section
2.5.2.1.1). The method chosen for the analysis of data in this thesis is SAM. The
technique uses the data covariance to obtain solutions, meaning that task-related
changes of spectral power can be obtained between active and passive states in terms of
ERD and ERS. This allows information to be obtained about both the MEG source
localisation and the frequency changes in underlying cortical activity that are taking

place.
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Recently, there have been increasing numbers of research papers using the functional
imaging technique of synthetic aperture magnetometry (SAM), studying various cortical
areas using a variety of experimental paradigms. However, our knowledge of the
oscillatory changes that underpin these various cortical functions is still limited and, in
particular, how these oscillatory changes link to changes in mean activity level and

hence the BOLD response.

The visual cortex of the brain has been extensively studied for many years using a
variety of methodologies such as psychophysics, single cell studies in animals and
functional imaging studies in humans. As a result there is a huge knowledge base
against which to compare the results of new methodologies. In the following
experimental chapters SAM is used to study the oscillatory changes taking place in the
visual cortex using a number of different experimental paradigms and comparing these
results to previous fMRI studies. In two of the chapters the oscillatory changes in
response to the parametric variation of a visual stimulus are studied and in one of these
chapters (chapter 6) there is a direct comparison between cortical oscillatory changes
and the BOLD response. Of the remaining experimental chapters, one studies the
oscillatory changes in higher level cognitive functions (attention), whilst in the other the
interesting phenomenon of implied motion is studied. Again these are both compared to

previous studies using fMRI.
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3. TEMPORAL FREQUENCY TUNING IN THE VISUAL CORTEX
INVESTIGATED USING SYNTHETIC APERTURE MAGNETOMETRY

(SAM)

3.1 Overview

This chapter uses Synthetic Aperture Magnetometry (SAM) analyses of
Magnetoencephalographic (MEG) data to investigate how cortical response magnitude
and frequency vary as a function of stimulus temporal frequency. The chapter begins by
reviewing the literature on temporal frequency tuning and follows this by describing
two separate experiments. The results highlight the variation in parametric response

characteristics between medial visual cortex and extrastriate cortex.

The work in this chapter has been published previously:

Fawecett et al., Neuroimage 2004, 21(4), p. 1542-1553

3.1.1 Aims
To investigate if evoked and induced oscillatory responses in visual cortex vary

parametrically with stimulus temporal frequency.

3.2 Introduction

How the visual cortex deals with the spatiotemporal aspects of our visual field is
fundamental to how we view the world around us, and there is converging evidence
from a variety of neuroscience research areas that temporal frequency is a fundamental
visual attribute, and has a significant neural substrate dedicated to its analysis and

representation (Krukowski e al. 2001).
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3.2.1 Single cell studies of temporal frequency tuning

The temporal frequency sensitivity of V1 and a number of other visual areas have been
investigated using single-cell studies (e.g. Foster et al. 1985; Gegenfurtner et al. 1997,
Levitt ef al. 1994; Tolhurst and Movshon 1975). These show that temporal frequency
tuning is similar across areas V1, V2 and V3, with most cells having a fairly broadly
tuned response that falls for frequencies greater than 8 Hz. This temporal frequency
response within V1 appears to be a filtered version of the signal from the lateral
geniculate nucleus (Hawken ef al. 1996). Importantly, the cells in V1 and V2 show the
same temporal frequency tuning for stimuli of different spatial frequencies, that is,
spatial and temporal frequencies are separable parameters (Foster ef al. 1985, Tolhurst
and Movshon 1975). In contrast, cells within the motion complex V5/MT are
commonly thought of as being optimally tuned for velocity, rather than temporal
frequency (Perrone and Thiele 2001, Perrone and Thiele 2002, Rodman and Albright
1987) so that, by definition, the response properties of cells are not separable in terms of

stimulus spatial and temporal frequency.

3.2.2 Psychophysical studies of temporal frequency tuning

Many psychophysical studies have also studied the temporal frequency sensitivity of
human visual cortex. Presumably, psychophysical performance depends on the
underlying temporal frequency sensitivities of all the visual areas, although how the
neuronal response properties of V1 and V5/MT, for example, are combined in
perceptual judgements is unclear. For example, there is some debate as to whether
human psychophysical performance is temporal frequency- or velocity tuned. The
optimal motion stimulus (Watson and Turano 1995) appears to be aligned along the

spatial and temporal frequency axes, rather than along an isovelocity contour, with a
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peak at 3 cycles/deg and 5 Hz, although other earlier studies suggested that temporal
channels in the human motion system respond differently to low and high spatial
frequencies (Tolhurst 1973). Several psychophysical studies have shown that the human
motion system contains both low-pass and band-pass-tuned detectors of temporal
frequency (Anderson and Burr 1985) and some models of speed perception postulate
that velocity tuning in V5/MT occurs via a synthesis of these low-pass and band-pass
channels in V1 (Perrone and Thiele 2002). In support of this, single-cell studies in
primates have revealed neurons showing both low-pass- and band-pass-tuned responses

to temporal frequency (Foster et al. 1985, Hawken et al. 1996).

3.2.3 Functional imaging studies of temporal frequency tuning

The temporal frequency tuning of human visual cortex has also been studied using
functional imaging, which can potentially bridge the gap between single-cell studies in
animals and human visual psychophysics. Using magnetoencephalography (MEG), the
transient evoked response in area V5/MT has been shown to be broadly tuned from 1 to
30 Hz (Anderson et al. 1996), whilst in V1, it is band pass tuned to 8-10 Hz (Fylan et
al. 1997). Electroencephalography studies (Morrone et al. 1996) also show that the
amplitude of the visual-evoked potential (VEP) peaks at approximately 10 Hz in adults.
Studies using positron emission tomography (PET) have shown that activation in the
visual cortex peaks at a frequency of 8 Hz (Fox and Raichle 1984) and that this tuning
characteristic is independent of the spatial characteristics of the stimulus (Fox and
Raichle 1985). Similarly, fMRI studies of the blood oxygenation level-dependent
(BOLD) response (Hagenbeek et al. 2001, Kwong et al. 1992, Kaufmann et al. 2001,
Ozus et al. 2001, Singh et al. 2000, Thomas and Menon 1998) have shown activation

peaking at 6-11 Hz. Rather surprisingly, it also seems that the temporal frequency
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tuning curves obtained using fMRI are the same in all visual areas (Singh et al. 2000).
These functional imaging studies used stimuli containing very different spatial
frequency content, ranging from flickering LED stimuli to drifting sinusoidal gratings,

yet all show very similar temporal frequency tuning curves.

3.2.4 Cortical oscillatory changes and temporal frequency tuning

In terms of EEG and MEG studies of cortical function, there has been much recent
interest in the frequency specific oscillatory power changes that take place whenever a
task is performed (see section 2.6.2). In the case of an ongoing visual stimulus
containing temporal frequency structure (such as flicker), the evoked oscillatory power
changes are equivalent to the well-known steady-state visual evoked potential (SSVEP,

Herrmann 2001, Regan 2003, Silberstein 1995).

Using a combined fMRI and MEG paradigm it has been shown that the location of
BOLD responses in cognitive studies closely match those cortical areas showing ERD
and not ERS (Singh et al. 2002). In principle, therefore, the magnitude of ERS/ERD
effects in response to visual stimuli could be a useful measure of temporal frequency
tuning within visual cortex, and may help to clarify or confirm some of the results that
have been found using indirect imaging techniques such as PET and fMRI. Although it
is known that frequency specific changes do occur in the visual cortex to visual stimuli
(Herrmann 2001, Lutzenberger ez al. 1995, Sewards and Sewards 1999), the localisation
and parametric variation of evoked oscillatory power changes and induced ERD/ERS
has not been previously investigated. This study will therefore use synthetic aperture

magnetometry (SAM) to investigate the response of the visual cortex to a low-level
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stimulus by measuring the variations in cortical oscillatory power as a function of

temporal frequency.

3.3 Methods

3.3.1 Experiment |

Six normal right-handed subjects (2M, 4F, 31 + 9yrs) gave their consent to participate in
the study. MEG data was collected using a 151 channel CTF Omega system (CTF
Systems Inc., Port Coquitlam, Canada) at a sampling rate of 312 Hz. Data was recorded
in a single un-averaged 240 second run which was divided into sixteen 15 second long
epochs (see Figure 3-1). The first, Passive, epoch consisted of 15 seconds of grey
background with a central fixation spot. The second, Active, epoch consisted of 15
seconds of stimulus presentation. This Passive-Active design was repeated eight times
to make a single 240 second run. The visual stimuli were generated by an Apple
Powerbook and presented to the subject via an Eizo Flexscan T562-T monitor with a

refresh rate of 85Hz, viewed through a window in the scanner room using a mirror.
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A)

Design For Experiment 1

ACTIVE

PASSIVE

15s
Temporal Frequencies 0, 2, 4, 8, 21Hz

8 Active phases for each stimulus frequency

B)

Design For Experiment 2

ACTIVE

R Stim L Stim R Stim I L Stim

PASSIVE
10s

5s
Temporal Frequencies 1, 2, 4, 8, 16Hz

20 Active phases for each stimulus frequency

Figure 3-1. Diagrammatic outline of the experimental paradigms used in this study. (A) Simple boxcar
design used in experiment 1. A 15s passive period was followed by a 15s active period so that 8 active
periods were recorded for each stimulus frequency. (B) Boxcar design used in experiment 2. The
active and passive phases were reduced to 5s. During the active phase the stimulus appeared in the
right lower visual field for 5s then moved to the left lower visual field for 5s. There were 20 active

phases recorded for each stimulus frequency.
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The stimulus consisted of a squarewave reversing checkerboard placed in the lower
right visual quadrant, subtending 2° x 2° of visual angle with an eccentricity of 0.5°

from both the horizontal and vertical meridians (see Figure 3-2) .

0.5°
| JaN

Figure 3-2. Diagramatic representation of the stimulus used in this study (not to scale). The stimulus
was presented in the lower right visual quadrant to avoid cancellation effects that can occur with MEG
due to opposing sources being present on either side of the calcarine fissure.

The use of a quadrant stimulus minimises the possibility of cancellation effects that can
occur with MEG, due to current sources being present on two or more opposing banks
of the calcarine sulci. Subjects were requested to fixate on a central fixation spot
throughout the experiment. Stimuli with temporal frequencies of 0, 2, 4, 8 and 21Hz
were randomly presented to each subject with only one temporal frequency presented in
each run. The accuracy and stability of the stimulus frequency was verified using a
photodiode placed on the presentation monitor. The subject rested for one minute after

each 4 minute acquisition.

After the data was collected, a 3-D digitiser (Polhemus Isotrack) was used to digitise the

shape of the subject’s head in the MEG laboratory. Using Align
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(Www.ece.drexel,edu/ICVC/Align/alignl 1.html) this surface was matched to a head
surface extracted from the subject’s own, previously acquired, anatomical MRI in order
to coregister the MEG data with the subject’s anatomy. Following this the MEG data

was analysed using Synthetic Aperture Magnetometry (see section 2.6.1).

To produce the temporal frequency tuning curves, the peak SAM value within visual
cortex for each of the stimulus frequencies and SAM analysis frequency bands was
measured. The resultant values were normalised to a maximum of 100 for each subject,
averaged across all subjects and plotted to produce the tuning curves. For those voxels
showing the largest activation values, time—frequency representations were produced

using Morlet wavelet analysis (see section 2.6.1.2).

3.3.2 Experiment 2

In the second experiment a sinusoidal, rather than square-wave, modulated reversing
checkerboard stimulus was used. Six subjects (2M, 4F, 29.4 £ 6 yrs) were scanned in a
single un-averaged 300 second long run which was divided into 5 second long epochs
arranged in a Passive-Right-Left boxcar design (see Figure 3-1). The spatial form of the
stimulus was the same as the first experiment and appeared first in the lower right visual
field for five seconds before moving to the left lower visual field for five seconds.
Temporal frequencies of 1, 2, 4, 8 and 17Hz were randomly presented to each subject.
Only one temporal frequency was presented in each run. The peak voxel measurement
was produced for both medial visual cortex and V5/MT and the resulting data was

analysed using the same techniques as Experiment 1.
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3.4 Results

3.4.1 Experiment 1

3.4.1.1 Occipital MEG responses

The first stage in a SAM analysis is to identify the oscillatory frequency ranges within
which stimulus-related changes occur. In an initial analysis, this was done by examining
the Fourier spectrum of the occipital MEG channels. Clear peaks were visible at the

second harmonic of the stimulus frequency, f, that is, at 2f (see Figure 3-3).
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Figure 3-3. A plot of spectral power against frequency measured from the raw data, averaged across
occipital gradiometers and across subjects. Data from experiment 1 is shown at stimulus frequencies
of, A) 2Hz, B)4Hz, C)8Hz and D)21Hz Data from experiment 2 is shown at stimulus frequencies of,
E) 2Hz, F) 4Hz, G) 8Hz and H) 16Hz. Note that in each case only a small frequency window of the
complete power spectrum is shown to highlight the 2f peak. The spectral power is scaled differently in
each case to allow visualisation of the peaks. Error bars show the standard error of the mean.
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3.4.1.2 SAM images

SAM images were then generated by calculating the difference in oscillatory power
between the Active and Passive states, within narrow bands around the 2f frequencies,
that is, 3—5 Hz, 7-9 Hz, 15-17 Hz and 4143 Hz, as well as a broad-band analysis in the
range 5-45 Hz. Figure 3-4 shows an example from a single subject of medial visual
cortex activation within the 3—5 Hz band, produced by a checkerboard stimulus

reversing at 2 Hz.

Figure 3-4. An example of a single-subject SAM image within the 3-5Hz response band, to a 2Hz
stimulus. ERS (yellow/orange) is evident superior to the calcarine sulcus in the contralateral
hemisphere.

Consistent with a right lower visual field stimulus, the activation appears in the left
medial visual cortex above the calcarine sulcus, and is a stimulus-related power
increase. Note that the activation is more superior than might be predicted for purely V1
activation. This can be explained either by the fact that the ERS is a summary of
activation across multiple medial areas, or that it is a result of MRI-MEG coregistration

errors, which can be several millimetres in the occipital lobe (Singh et al. 1997).
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3.4.1.3 Temporal frequency tuning curves

Figure 3-5 shows the mean normalised temporal frequency tuning curves plotted from
data recorded from the peak voxel value of each subject. It can be seen that the tuning
curves peak at different stimulus frequencies depending on the SAM analysis band
used, and that the broadband 545 Hz tuning curve peaks at a stimulus frequency of 4

Hz.

3
2 100, 100 -
=
E 80 J W 80
Q
@ 60 j I 60
2
40 ]
§ 40
B 201 A 20 B
R
® O \ . - - 0 .
E 0 5 10 15 20 0 5 10 15 20
2 Stimulus Temporal Frequency (Hz)

100 100
80 1 80
60 60
40 1 40

20 C 20 D
0 01—
0 5 10 15 20 0 5 10 15 20
100
80 1
60
40
20 E
0
0 5 10 15 20

Figure 3-5. Normalised group-averaged SAM tuning curves for the response in contralateral medial
visual cortex, elicited by a reversing checkerboard stimulus of various temporal frequencies
(Experiment 1). Each separate panel shows the magnitude of the cortical response within a fixed
frequency range; A. 3-5Hz, B. 7-9Hz, C. 15-17Hz, D. 41-43Hz, E. 5-45H7 as used in the SAM analysis.
The error bars represent the standard error on the mean.
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3.4.1.4 Time frequency analysis

With the SAM technique, we can isolate a voxel and analyse the activity within this
voxel over the time course of the experimental paradigm. Figure 3-6 shows group-
averaged time-frequency representations, using Morlet wavelet analysis, for voxels
from the left medial visual cortex. The more sustained, steady-state, period of the
response shows distinct bands of increased power within the cortex at harmonics which
are multiples of double the stimulus frequency. The apparent modulation seen in the
time dimension is caused by the wavelet analysis of white noise in the MEG recordings.
It can be seen that this becomes less obvious at lower frequencies due to the lower

temporal resolution at these frequencies.

Stimulus: 2Hz Stimulus: 4Hz

Response Frequency (Hz)

-10

0 5
Time (s)

Stimulus: 8Hz Stimulus: 21Hz

Figure 3-6. Time-frequency plots, averaged across all subjects, calculated using Morlet wavelet
analysis from a voxel in the left (i.e. contralateral) medial visual cortex, to various stimulus
frequencies. The time window used spanned an interval from 14s before the stimulus onset (passive
phase) to 14s after the stimulus onset. The cortical harmonics of the stimulus frequency can be clearly
seen in the active phase, together with an onset response shortly after the stimulus onset. The colour-
bar to the right of each figure shows the ERS/ERD scale used, expressed as a percentage change from
baseline.
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This finding was consistent across all stimulus frequencies (see Figure 3-7 for how

these cortical harmonics relate to the stimulus harmonics as recorded at the monitor).
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Figure 3-7. (A) A graphical representation, from a single subject in experiment 1,0f the cortical
harmonics seen in Figure 3-6 to a stimulus presentation at 2Hz The graph shows the mean amplitude
of the temporal components of the active phase of the experiment plotted as a function of frequency.
(B) The FFT response of the stimulus monitor, measured using a photodiode placed onto the screen,

during stimulus presentation at 2Hz.
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3.4.1.5 Onset response

In addition to the steady-state response, there is a clear onset response at, or shortly

after, the stimulus presentation (Figure 3-8 shows a more detailed spectrogram analysis

of the onset response).

F (Hz)
abueyn o,

—05 [¢] 0.5 1
Time (s)

Figure 3-8. Group time-frequency representations showing the onset response produced by each
stimulus frequency in experiment 1. A) Grand average representation produced from the group onset
responses at all of the stimulus frequencies. B) Group onset response produced by 2Hz stimulus. C)
Group onset response produced by 4Hz stimulus. D) Group onset response produced by 8Hz stimulus.
E) Group onset response produced by 21Hz stimulus. The time window used spanned an interval from
Is before the onset of the active phase to 1s after the onset of the active phase.
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There is evidence from both evoked potential studies (Kashikura ef al. 2001) and single-
cell studies (Muller et al. 2001) that on the sudden appearance of a stimulus there is an
initial rapid increase in activation of neurons in V1 lasting up to 150 ms before
activation reduces to a lower level. As shown in Figure 3-8 and Figure 3-9 the
frequency content of this onset response seems to mostly consist of frequencies within

the Alpha band (approximately 10 Hz).
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Figure 3-9. (A) Mean frequency content of the onset activation measured across all stimulus
frequencies and subjects in experiment 1. (B) Mean frequency content of the onset activation
measured across all stimulus frequencies and subjects in experiment 2. The error bars represent the
standard error on the mean.

3.4.2 Experiment 2
3.4.2.1 Temporal frequency tuning curves

Figure 3-10 shows the normalised tuning curves obtained from medial visual cortex,
using the sinusoidally modulating stimulus used in Experiment 2. The tuning curves are

similar to those obtained in the first experiment.
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Figure 3-10. Normalised group-averaged SAM tuning curves for the response in contralateral medial
visual cortex, elicited by a sinusoidally modulating checkerboard stimulus of various temporal
frequencies (Experiment 2). Each separate panel shows the magnitude of the cortical response within
a fixed frequency range; A. 3-5Hz, B. 7-9Hz, C. 15-17Hz, D. 33-35Hz, E. 5-45Hz as used in the SAM
analysis. The error bars represent the standard error on the mean.

3.4.2.2 Time frequency analysis

Figure 3-11 shows the group-averaged time-frequency representations obtained from

voxels in left and right medial visual cortex
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As with Experiment 1, there are clear onset responses recorded in the contralateral
hemisphere and steady-state harmonics can again be clearly seen at all stimulus

frequencies.

3.4.2.3 Contralateral / ipsilateral ratio

Responses ipsilateral to the stimulus are seen in both the left and right voxels (Figure
3-11). However, the magnitude of these ipsilateral responses is much weaker than the

contralateral activation (Table 3-1)

Medial Visual Cortex

Cortical Response Frequency

Stimulus
Frequency 5-15Hz  15-25Hz 25-35Hz 3545Hz 545Hz Mean+
(Hz) SE
1 5.35 5.08 7.48 9.10 4.61 63x0.8
2 3.47 4.91 4.06 3.25 3.31 3.8x0.7
4 431 4.98 6.58 6.89 3.77 5%1
8 8.12 4.34 7.88 6.93 4.14 6.3+0.5
17 10.92 11.94 9.40 8.12 6.02 9+1
V5/MT

Cortical Response Frequency
Stimulus
Frequency 5-15Hz  15-256Hz 25-35Hz 3545Hz 545Hz Mean+
(Hz) SE
1 1.54 2.27 1.84 2.50 1.42 1.9+0.5
2 1.89 1.53 242 2.67 2.05 2.1£02
4 1.88 3.10 3.60 2.46 295 2.8+£0.6
8 1.67 1.42 1.52 2.35 1.66 1.7+ 0.1
17 2.44 3.05 2.66 2.09 1.66 24+05
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Table 3-1. Overleaf. A comparison of contralateral/ ipsilateral response ratios in medial visual cortex
and V5/MT. In all cases the ratio was greater than 1 i.e. more contralateral activation. The ratio
between contralateral and ipsilateral activation is greater in medial visual cortex, compared to V5/MT.
Note that broad frequency bands were used in medial visual cortex to allow direct comparison with the
response in V5/MT. The medial visual cortex measurements were recorded from 6 hemispheres for the
1Hz stimulus and 12 hemispheres for other stimulus frequencies. The V5/MT measurements were
taken from 9 hemispheres.

The contralateral-ipsilateral ratio information is shown graphically in Figure 3-12
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Figure 3-12. A graphical representation of the contralateral-ipsilateral response ratio between medial
visual cortex and V5. A ratio nearer to 1 indicates greater similarity in response amplitude between
contralateral and ipsilateral stimulation.
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3.4.2.4 Fundamental and onset responses

The magnitude of the fundamental response (which always occurs at 2f, i.e., twice the
stimulus frequency) was analysed in more detail, and Figure 3-13A shows the group
tuning curve for this fundamental response. A clear peak at 8 Hz can be seen. In
contrast, the amplitude of the onset response did not show any systematic variation in

amplitude with stimulus frequency (Figure 3-13B).
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Figure 3-13. (A) Graph of mean strength of the fundamental harmonic versus stimulus frequency

across all subjects in experiment 2. (B) Graph of mean strength of the onset magnitude versus stimulus
Srequency across all subjects in experiment 2. The error bars represent the standard error on the mean.

As with Experiment 1, and in contrast to the steady-state evoked responses, the
frequency content of the onset response did not depend on the stimulus frequency.
Figure 3-9B shows the frequency spectrum of the onset response, averaged across

subjects and stimulus conditions, and clearly shows a peak at 10 Hz.

3.4.2.5 Increasing width of tuning and time-frequency responses

In both experiments, the spectral width of the oscillatory response functions increased
with stimulus frequency. The width increases shown in Figure 3-5 and Figure 3-10 are
probably due to the presence of higher harmonics (so that, e.g., the 2-Hz stimulus

generates an 8 Hz harmonic, which will apparently widen the response in the 7-9 Hz
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band). Note that an examination of the time-frequency spectrograms in Figure 3-6 and
Figure 3-11 seem to clearly show that the spectral width of the fundamental response
increases with stimulation frequency. However, this is an artefact of the wavelet
reconstruction methods used—the apparent width shown in the spectrogram at any
given frequency, f, is proportional to f. For the 17-Hz stimulus used in Experiment 2
and shown in Figure 3-11, the maximum response is at 34 Hz, and for this frequency the
wavelet reconstruction has a FWHM of 8 Hz, compared to a FWHM of 0.9Hz for a
response frequency of 4 Hz. The tuning curves shown in Figure 3-5 and Figure 3-10 do

not involve a wavelet analysis and so are not subject to this effect.

3.4.2.6 V5/MT

In Experiment 1, no robust activation of area V5/MT was observed—only two of the six
subjects showed V5/MT responses and these were to contralateral stimuli. Although the
stimulus was certainly large enough to activate area V5/MT (Tootell et al. 1995), the
low number of active phases used in the first experiment, and the fact that a flickering
checkerboard stimulus rather than a moving stimulus was used may explain this lack of
robust activation. With the increased number of active phases in the second experiment
there was a marked increase in V5/MT activation, which allowed a comparison with
medial visual cortex. Nine of twelve hemispheres showed a clear response. We located
area V5/MT based on the nearest activation to known anatomical landmarks (Dumoulin
et al. 2000). Figure 3-14(A) shows group V5/MT activation for the six subjects. The
purple/white colours indicate that the response in extra-striate cortex is ERD, that is,
oscillatory power in this frequency band decreases during stimulus presentation. The
relative strength of the activation in the lateral occipital complex, LO, compared to

V5/MT is probably because the stimulus is counterphasing, rather than moving.
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Previous functional imaging studies have shown that activity in V5/MT is greater for
moving stimuli, compared to an identical counterphasing stimulus (Heeger et al. 1999,

Singh et al. 2000).
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Figure 3-14. A. Group image of ERS/ERD effects in striate and extra striate cortex. This figure shows
the peak ERS/ERD in each voxel, compiled across all stimulus frequencies and all cortical response
frequencies, displayed on a template brain. Orange/yellow colours show strong group ERS effects, and
are confined to medial visual cortex. Blue-white colours represent ERD and are most common in
extra-striate visual areas such as the lateral occipital complex (LO) and the V5/MT complex. The axial
template slice shown has a Z coordinate of +11. B. Normalised SAM activation levels in visual area
V5/MT averaged over 9 hemispheres in 6 subjects, elicited by a sinusoidally modulated reversing
checkerboard stimulus of various temporal frequencies. The error bars represent the standard error at
each point.
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Figure 3-14(B) shows the normalised temporal frequency tuning curves for area
V5/MT. All response frequency bands exhibit the same, strongly low-pass, behaviour.
A group time-frequency representation was produced for voxels isolated in both left and
right VS/MT (see Figure 3-15). The pattern is very different to the sharply tuned ERS
responses found in medial visual cortex. There is a broad desynchronisation of activity
during the stimulus presentation period in the 5-20 Hz band. Interestingly, although
there is a larger desynchronisation to a stimulus in the contralateral visual field, the
response to the ipsilateral visual field is similar in amplitude (Table 3-1 and Figure 3-
12). This is consistent with the larger receptive fields that V5/MT neurons possess and
their known spread across the vertical meridian (Tootell e al. 1995, Tootell et al. 1998).
It has been suggested in a recent fMRI study that this ipsilateral response is produced by

the MST subregion of the V5/MT complex (Huk et al. 2002).

Left V5 /MT Right V& / MT

3

Response Frequency (Hz)
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Figure 3-15. Group time-frequency representations calculated using Morlet wavelet analysis from a
voxel in left and right V5/MT in experiment 2. At the beginning of the Active phase (0 seconds), the
stimulus appeared first in the right lower visual field for five seconds and then moved to the left lower
visual field for five seconds. The spectrograms show a broad desynchronisation in the 5-20Hz
frequency band during the active phase as compared to the passive phase. No harmonic responses are
present and no onset response is seen. There is greater desynchronisation to a stimulus in the
contralateral hemisphere. The colour-bar to the right of each figure shows the ERS/ERD scale used,
expressed as a percentage change from baseline.
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3.5 Discussion

By measuring the difference in power between an active and a passive state it has been
demonstrated that the amplitude of cortical oscillations within frequency-specific bands
in medial visual cortex vary as a function of temporal frequency. Unlike a conventional
EEG recording of the SSVEP, the higher spatial resolution of MEG, coupled with the
SAM analysis technique, allows the localisation of stimulus-related changes in cortical
oscillatory power. Within medial visual cortex, the fundamental response found in this
study is at twice the stimulus frequency, which is different to the results of other SSVEP
studies (e.g. Herrmann 2001), which obtain a fundamental response at the stimulus
frequency. However, a patterned stimulus was used in this study, rather than the
flashing LED of many other flicker studies, and the electroretinogram (ERG) is known
to show a frequency doubling for patterned stimuli (Hess and Baker, Jr. 1984). This data
therefore supports the interpretation that this frequency-doubled retinal response to

patterned stimuli is preserved in primary visual cortex.

Although the mechanisms underlying frequency doubling for patterned stimuli are not
clear, some plausible speculations can be made. Firstly, the absence of a response at the
stimulus frequency, f, can be explained by spatial pooling of the response across
adjacent checks (Spekreijse 1966). As these checks are oscillating in anti-phase, the
effect 1s to ‘‘average out”’ the response at frequency f. The large response at 2f may
then be explained by the existence of a pattern reversal specific response; at two points
in each cycle, the checkerboard pattern transiently disappears, as all checks are briefly
iso-luminant, before a reversed version of the pattern starts to appear. This may generate
a transient pattern-reversal response, which will have a fundamental frequency of 2f

(Spekreijse 1966). This could also explain why the square wave and sinusoidal stimuli
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generate such similar results. If the pattern-reversal response occurs transiently at the
two switchover points in the cycle, then it would have essentially the same morphology
and frequency content, irrespective of whether the underlying stimulus is a square wave
or a sinusoid. Whatever the precise details of the mechanism, this frequency doubling
can only occur if nonlinear operations such as temporal edge detection and rectification

are applied to the sinusoidal input.

3.5.1 Time-frequency analysis

The time-frequency spectrograms from both experiments show clear evidence of higher
harmonic responses to the visual stimuli in medial visual cortex. In the case of
Experiment 1, some higher harmonics are to be expected because of the square-wave
nature of the visual stimulus, however, the strongest harmonic response appears to be at
4f , that 1s, twice the fundamental response found. This is not predicted as a square wave
has its strongest harmonic at odd-multiples of the fundamental (see Figure 3-7). In
Experiment 2, a ‘purer’ temporal frequency spectrum was created by using sinusoidal
modulation. However, relatively strong harmonics at 4f and even 8f are still seen in the
time-frequency spectrum (e.g. Figure 3-11, 4 Hz stimulation). These even-multiple
harmonics have been previously seen in animal studies (Rager and Singer 1998) and
EEG studies of the SSVEP (Herrmann 2001). These results again suggest the presence
of a nonlinearity, possibly due to rectification, somewhere in the visual system,
although whether this occurs in or before primary visual cortex is unclear. In addition,
although it was attempted to generate a ‘‘pure’’ sinusoidal stimulus, artefacts will no
doubt occur due to digitisation of the sinusoid, incomplete gamma correction of the

monitor and possible nonlinearities in the early stages of the eye and retina.
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3.5.2 Onset response

Although only relatively few epoch onsets were used in both experiments, the SAM
technique was sensitive enough to show the onset transient produced in V1 at stimulus
presentation. Analysis of this onset response in both experiments shows that most of the
spectral power of the onset response is at approximately 10 Hz, supporting theories that
suggest cortical-evoked potentials may be explained by phase locking of cortical
oscillations in the alpha frequency band (Quian Quiroga et al. 2000). However, the
magnitude and frequency content of the onset response did not vary parametrically with
the temporal properties of the stimulus. The results therefore suggest that analyses of
the steady-state oscillatory responses reveal more about the functional properties of the
underlying neuronal population than the brief, phase-locked, transient evoked response

that occurs at stimulus onset.

It is known that cortical neurons respond more strongly to some frequencies than to
others, a characteristic sometimes described as a resonance phenomenon (Herrmann
2001). The findings support this theory in that it was found that the amplitude of the
fundamental response in medial visual cortex, which occurs at 2f; is tuned for temporal
frequency, with a maximum response occurring at a stimulus frequency of 8 Hz. The
broadband, 5—45 Hz, analysis can be interpreted as a measure of the total integrated
power evoked within a region, and for both experiments, medial visual cortex showed a
peak response at a stimulus frequency of 4 Hz. This is in agreement with single-cell
studies, which show most neurons to be optimally sensitive at 3—6 Hz (Foster ef al.
1985) and psychophysical experiments describing the optimal motion stimulus at 4-5
Hz (Watson and Turano 1995, Watson et al. 1983), but differs from previous BOLD

studies, which have uniformly found peaks at 8-10 Hz no matter what the spatial form
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of the stimulus (Hagenbeek et al. 2001, Kaufmann et al. 2001, Kwong et al. 1992, Ozus
et al. 2001, Singh et al. 2000, Thomas and Menon 1998). However, in a recent PET
study of flicker sensitivity (Vafaee et al. 1999, Vafaee and Gjedde 2000), it was found
that cerebral blood flow (CBF) peaked at 8 Hz, whilst the rate of cerebral oxygen
consumption (CMR) peaked at 4 Hz. It is therefore possible that the disparity between
the results found here (peaking at 4 Hz) and that of the BOLD studies (peaking at 8 Hz)

is due to the measurement process and not the stimuli.

The magnetic fields measured externally with MEG are the net result of the summation
of the currents due to thousands of post-synaptic potentials developing across similarly
oriented neighbouring pyramidal neurons (Okada et al. 1997). That is, the virtual
electrode estimates made here are most likely analogous to direct electrophysiological
measures of local field potential (LFP) rather than spiking, or multi-unit activity (which
is unlikely to sum constructively across the cortex, or over time). Recent work
(Logothetis et al. 2001) has shown that the BOLD response is well characterised by a
linear transformation of the magnitude change in the LFP across a 10-130 Hz frequency
band. Given such findings, it is puzzling why the data (based on the change in the 545
Hz band) is not in closer agreement with previous BOLD imaging studies. In this study
(Figure 3-10), the broadband response at 8 Hz is very similar to that at 4 Hz. Given that
Logothetis et al. 2001 were able to account for only 50-60% of the variance of the
BOLD signal using the LFP, it is possible that the key to the difference between the
results lies in the unexplained variance, perhaps due to some nonlinear relationship

between neuronal activity and oxygenation level.
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3.5.3 Ipsilateral responses

During the second experiment, there was evidence of ipsilateral cortical responses at
various stimulus frequencies in both the left and right visual medial cortex (see Figure
3-11). Although the weak nature of these responses precluded any in-depth analyses, the
response frequencies appear to be the same as those generated in the contralateral
response. An obvious question is whether this ipsilateral response is an artefact of the
beamformer method, so that activity from the contralateral region is being erroneously
represented in the ipsilateral source. This problem was checked by examining the
correlation between the beamformer weights (Barnes and Hillebrand 2003). This
analysis showed that there was no obvious cross-talk between the beamformers
constructed for the two regions. An fMRI study of ipsilateral activation in visual cortex
(Tootell et al. 1998) concluded that significant ipsilateral responses can be seen in
visual cortex, although these are primarily confined to more lateral visual areas which
have larger receptive fields. However, when a stimulus approaches the vertical
meridian, such as our separation of only 0.5°, “‘filling in’’ to the ipsilateral hemisphere
occurs (Tootell et al. 1998). This is the most likely explanation for the weak ipsilateral

responses we see in this study.

3.5.4 Oscillatory power changes in medial visual cortex and V5/MT

One interesting implication of these results is that the relationship between oscillatory
power changes and neuronal activation depends on the context and cortical region
studied. In the case of primary visual cortex, the visual stimulus generates a phase-
locked power increase, the magnitude of which varies parametrically with frequency.
These power increases are equivalent to the well-studied SSVEP phenomenon and

presumably represent direct ‘‘driving’’ of neurons within primary visual cortex. No
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robust evidence of any induced oscillatory power changes, such as ERD effects, within
the medial regions of visual cortex were found. However, in extra-striate areas such as
VS/MT it was found that ERD was the primary response of cortical neurons to
stimulation, confirming modelling studies which suggest that ERS is found in cortical
areas that are at rest or in a deactivated state (Pfurtscheller 1992), whilst ERD is a
correlate of activation. An alternative explanation is that the power reductions found in
extra-striate cortex may represent inhibition or suppression by the stimuli used in these
experiments. However, the checkerboard stimulus used here has been previously shown
to activate extra-striate visual areas such as LO and VS5 in fMRI and PET studies (e.g.
Duann et al. 2002, Dumoulin et al. 2000, Vafaee et al. 1998, Watson et al. 1993). The
finding of ERD within extra-striate areas also confirms previous SAM studies which
have shown that the BOLD response is correlated with ERD activity in the cortex for
cognitive tasks (Singh et al. 2002). This suggests a fundamental distinction between
higher cortical areas, where increased mean neuronal activity correlates with ERD, and

primary sensory cortices, which exhibit a direct stimulus- driven power increase.

3.5.5 Tuning differences between medial visual cortex and V5/MT

In addition, these results show fundamentally different tuning characteristics for medial
visual cortex and V5/MT. There have been many studies looking at the velocity tuning
of area V5/MT (e.g. Chawla et al. 1998, Rodman and Albright 1987). Indeed, many
have argued that, unlike V1/V2 in which the response profile of individual neurons is
separable in terms of spatial and temporal frequency (Foster ef al. 1985, Levitt et al.
1994), V5/MT neurons are tuned for velocity, rather than temporal frequency (Perrone
and Thiele 2001). The findings of this study suggest that the bulk neuronal response in

V5/MT, for the spatially broadband stimulus used in this study, is low pass tuned for
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temporal frequency. Note that no stationary stimulus was used as part of the paradigm
in Experiment 2 so no comment can be made on whether this low-pass behaviour would
persist down to the 0 Hz origin, although it seems likely that the response in V5/MT to a
stationary stimulus would be reduced. The responses found in V5/MT were essentially
bilateral with only a moderate preference for the contralateral visual field which can be
interpreted as a direct consequence of the larger receptive fields found in this region.
The ERD findings within V5/MT are different to a previously reported fMRI study,
which found that VS/MT was band passed tuned, peaking at 9 Hz (Singh et al. 2000).
As discussed above, this difference could be attributed to differing sensitivities to the
bulk neuronal responses within V5/MT of the BOLD and ERD measures. However, the
stimulus used in this study is very different to the fMRI study, in that it is broadband in
spatial frequency and is counterphasing rather than drifting. If neurons within V5/MT
are predominantly oriented along iso-velocity lines, as some single-cell studies have
found (Perrone and Thiele 2001), then the spatial properties of the stimulus will
fundamentally affect the temporal frequency response found. A natural extension of the
work presented here would be to use SAM to examine the temporal frequency and
velocity tuning characteristics of V5/MT (and striate visual cortex) using stimuli
containing only one spatial frequency and direction, such as a drifting sinusoidal

grating.

3.6 Conclusion

This study has provided a number of interesting and novel findings. It was shown that
the evoked onset response has a maximal spectral power of approximately 10Hz,
supporting work that suggests that cortical evoked potentials are the result of the phase

locking of cortical oscillations in the alpha band. However the magnitude of this onset
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response does not vary parametrically with temporal frequency, unlike the fundamental
response which peaked in strength at a temporal frequency of 8Hz supporting evidence
of a cortical resonance phenomenon. Similarly, some cortical harmonics seen in the
time-frequency plots could not be explained simply on the basis of a direct response to

the stimulus suggesting a nonlinearity in the visual system

Most interestingly, different tuning characteristics between medial visual cortex and
V5/MT were found. Medial visual cortex showed sharply tuned ERS responses related
to the SSVEP whilst V5/MT showed a low-pass tuned ERD response. Thus, important
information has been provided about the relationship between ERD/ERS effects and
neuronal activation in the cortex. It is clear that, within the visual cortex, fundamental
aspects of the neuronal oscillatory response differ between striate and extra-striate

visual areas.
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4. EARLY AND LATE CORRELATES OF IMPLIED-MOTION
PERCEPTION IN HUMAN MOTION AREA V5/MT

4.1 OQOverview

This chapter describes a series of experiments designed to investigate the cortical
oscillatory changes in area V5/MT in response to an implied-motion stimulus. The
chapter begins by introducing the concepts of representational momentum and implied-
motion and reviews the literature on these topics. The chapter goes on to introduce the
reader to extrastriate cortical areas known to be involved in motion perception and the
response properties of these areas. The introduction ends by reviewing the current

literature showing the cortical substrate underlying implied-motion.

The chapter continues by describing an initial psychophysical study designed to
establish the ability of the functional imaging stimuli to produce a representational
momentum effect. Following this, the main MEG experiment is described, together
with further psychophysics experiments, and the results are discussed in terms of the

role of V5/MT in the cognitive perception of implied-motion.

4.2 Representational Momentum and Implied-Motion

It has been proposed that movement cues are important in a number of perception
processes (Cutting and Kozlowski 1977, Spelke 1982 ). The importance of such
movement cues was first demonstrated by Freyd (1983) who showed that the mental
representation of movement was a fundamental organising principle for human
perception and cognition. Using a freeze frame paradigm (see section 4.6.2 for an
explanation of the methodology) Freyd (1983) found that reaction times in a two

alternative forced choice (same/ different) paradigm were increased in response to
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pictures forward in time to the inducer picture as: eompare'df ,té: pxcmresp ,
to the inducer. This was taken to mean that the implied-motion in the 1nduc 3
was being mentally represented and continued in thg'gforward dife.ctio‘n‘su,“c'h;tha_t‘;\thc ‘
‘forward pictures’ were more difficult to differen,t/iéte/ fromthe ;@;iginél as they were
mentally represented as being the same. This is often descnbed é’s,:a forward distortion
of recognition memory in the direction of implied-motion-and has be;:n termed |

representational momentum

It has been shown that representational momentum can be influenced by a number of
different stimulus variables such as implied acceleration (Finke et al. 1986), velocity
(Hubbard.T.L. 1990, Freyd and Finke 1985) and direction of motion (Halpern and Kelly
1993, Hubbard.T.L. 1990). Similarly the implied weight (Hubbard.T.L. 1997) and the
implied friction acting upon an object (Hubbard.T.L. 1995, Hubbard.T.L. 1998b) also
modulate the effect. Furthermore cognitive processes reg;atrdiné ;nfdﬁnation and
expectations about target identity and behaviour appear to influence the representational
momentum effect (Kelly and Freyd 1987, Reed and Vinson 1996, Freyd and Finke
1984, Hubbard.T.L. 1994, Nagai and Yagi 2001). Thus, unlike our response to illusions
such as apparent motion (Liu et al. 2004, Watson et al. 1986, Braddick 1980, Anstis
1980) and the motion after effect (Anstis and Duncan 1983, Grunewald and Mingolla
1998, see Mather et al. 1998 for a comprehensive review) which are unrelated to
knowledge and beliefs, representational momentum is evidence for the cognitive
representation of motion. It has also been shown that the length of the retention interval
between the target and the probing of the memory influences the extent of
representational momentum (Freyd and Johnson 1987) as has the laterality of stimulus

presentation (White et al. 1993) with greater effects being present in the right
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hemisphere compared to the left. Furthermore dynamic effects havebeennoted
stimuli that imply motion but which themselves are static such as photograp‘héz
(Bertamini 1993, Freyd 1983, Futterweit and Beilin 1994, Kourtzi and Kanwisher

2000a, Senior et al. 2000).

4.3 Motion areas of the brain

In section 1.8 the anatomy of the visual motion pathway was highlighted with reference

to some of the major visual motion areas. Given the range of functions that motion
processing serves it is not surprising that psychophysics, physiological and
neuroimaging studies have revealed a number of brain areas which are responsive to
different types of motion. In this section new areas are introduced and previously

mentioned regions are described in more detail.

4.3.1 V5/MT

The most widely studied cortical area of motion is the V5/MT complex which contains
a high percentage of directionally sensitive neurons (Dubner and Zeki 1971, Albright
1984, Lagae et al. 1994, Maunsell and Van Essen 1983) and is known to show a close
correlation between psychophysical performance on a direction discrimination task and

activity of motion selective cells in V5/MT (Newsome et al. 1989).

Zeki et al. (1991) using PET identified an area in the human temporo-parieto-occipital
region which he proposed was the human homologue of monkey MT/V5 and this was
subequently confirmed in a number of further studies (e.g. Watson et al. 1993, Tootell
et al. 1995a, Dumoulin et al. 2000). Although there is variability in the location of

V5/MT across individuals in relation to Talairach coordinates (Talairach and Tournoux
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1988), there is broad agreement that the area is in the ascending branchof hi ‘

temporal sulcus (Dumoulin et al. 2000, Tootell ez al. 1995a).

Using functional magnetic resonance imaging Tootell et al. (1995c¢) studied the
functional properties of human V5/MT and showed a sensitivity to low contrast and a
strongly reduced response for moving isoluminant gratings in agreement with monkey
V5/MT neuronal responses (Gegenfurtner et al. 1994, Thiele et al. 1999). Subsequently,
the visual area V5/MT has been implicated in a range of motion tasks including the
motion after effect (Tootell et al. 1995b), apparent motion (Goebel et al. 1998) and

biological motion (Bonda et al. 1996, Grossman et al. 2000)

4.3.2 V3and V34

It has been shown that motion responses occur in many cortical areas outside of MT/VS
and V1/V2, particularly in the cuneus, and other regions along the dorsal
occipitoparietal stream (Dupont et al. 1994, Watson et al. 1993). It was initially thought
that this activation may correspond to monkey V3 which contains a proportion of -
direction selective neurons (Gegenfurtner ez al. 1997) although it has now been =
demonstrated that human area V3 shows little motion sensitivity (Tootell ez al. 1995¢).
It was consequently shown that the activation focus in the cuneus corresponds to area
V3A located near to the transverse occipital sulcus(Tootell et al. 1997, Ahlfors et al.
1999, Sunaert et al. 1999, Rees et al. 2000) an area, like MT/V S, that has a
representation of the entire contralateral visual hemifield. Interestingly, human V3A is
relatively motion selective compared to V3 in contrast to the macaque monkey area V3
which shows considerably more motion selectivity than V3A (Felleman and Van Essen

1987, Vanduffel ef al. 2001) thus suggesting a reversal of the two areas between the
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species. Spatial frequency tuning effects in V3 and V3A frombOthsmglecell(Ga '
al. 1988, Gegenfurtner et al. 1997) and functional imaging studies (Singh etf.c_z,‘l\;\ 2000

Tootell et al. 1997) support this view.

4.3.3 KOand LO

Differences in motion direction produce the percept of kinetic boundaries, which are
perceptually as sharp as luminance defined boundaries. However single cell, and lesion
studies have shown that in the monkey, V5S/MT plays a limited role in the processing of

such kinetic boundaries (Marcar et al. 1995, Lauwers et al. 2000). Subsequent

functional imaging studies using PET in humans have shown an area, separate to
V5/MT responding best to stimuli of kinetic gratings rather than luminance defined
gratings (Orban et al. 1995, Dupont et al. 1997) and this area has been named kinetic

occipital (KO). Further studies comparing kinetic gratings to luminance gratings,

uniform motion and transparent motion have confirmed that the KO region is involved
in the processing of kinetic contours (Van Oostende et al. 1997, Tootell et al. 1998,
Grossman and Blake 1999, Rees ef al. 2000). The KO region is located posterior to area
V5/MT and close to the lateral occipital sulcus between human V5/MT and human V3A

(Van Oostende et al. 1997, Orban et al. 1995).

In a similar location, the lateral occipital (LO) region can be activated by comparing
photographs of scenes and objects to uniform textures (Malach ez al. 1995) and extends
well beyond the KO region. Subsequent studies have shown that the LO area is
activated by both luminance and motion defined objects (Grill-Spector et al. 1999). The
exact location of LO is difficult to define as its activation is quite widespread, although

Malach et al. (1995) defined the area as being located in the lateral fusiform gyrus and
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branching anteriorly into ventral and dorsal branches. The dorsal or ascendmgbranc
located just posterior to area MT/V5 thus locating it in the space between areaVS/MT _

and the KO region.

4.3.4 Parietal Cortex

Many motion studies have shown a medial parietal activation when comparing moving
with stationary stimuli (Watson et al. 1993, Dupont ef al. 1994, Tootell et al. 1995c¢)
and these were described in more detail by Sunaert ef al. (1999). Using circular random
textured patterns they described two regions in the occipital part of the intraparietal
sulcus (IPS) one more ventral (VIPS) and one more dorsal at the junction of the parieto-
occipital sulcus (POIPS). Similar regions of activation have been observed by Shulman
et al. (1999) and Goebel et al. (1998). A further region of activation has been observed

more dorsally along the parietal part of the IPS (Dupont ef al. 1997, Braddick et al.

2001) which has been defined as a more anterior (DIPSA) and a pair of postérior

regions (DIPSM/L) (Sunaert et al. 1999). Furthermore, activation of these parietal areas
have been observed in attention paradigms(Culham et al. 1998) as well as tasks
requiring cross-modal integration of information (Lewis et al. 2000, Bremmer et al. -

2001).

4.4 Response to First- and second-order motion stimuli

When viewed on the retina objects are frequently lighter or darker than their
backgrounds meaning that motion of the object can be detected by calculation of the
change in position of luminance discontinuities at the object edge over time, which is
known as first-order motion. It is also possible to detect object motion via the change in

position of other characteristics such as colour, texture, contrast or flicker rate and this
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1s known as second-order motion (Smith 1994). Separate mechan‘isrﬁshwebeen ;
demonstrated for the processing of first- and second-order motion in the . ..‘_z - .
electrophysiological and psychophysical literature (see Smith 1994 and Clifford and
Vaina 1999 whilst Lu and Sperling 2001 provides a comprehensive review). Evidence
from these as well as neurological studies (Greenlee and Smith 1997, Vaina et al: 2000)
suggest the presence of parallel processing mechanisms with first-order information
being extracted in early visual cortical areas and second order information being

extracted in later visual cortical areas.

Using functional imaging, a number of different visual areas have been implicated in the
analysis of first and second order motion stimuli (Smith ez al. 1998, Dupont et al. 2003,
Dumoulin et al. 2003, Seiffert et al. 2003, Wenderoth et al. 1999). Some studies have
argued that second order motion activates V3 and VP more than first order motion
whilst both types of motion produce equal activation in V5/MT (Smith ez al. 1998,
Wenderoth et al. 1999) whilst others have shown no difference between the two types
of stimuli (Dupont et al. 2003, Seiffert et al. 2003). However, the results are difficult to
interpret due to the different stimuli used both between studies and within studies for
both first and second order motion. When the differences between the relative stimuli
were controlled it was found that first order motion was computed in the precuneus
region whilst second order motion activated regions such as LO and IPS (Dumoulin et

al. 2003).
Although several visual areas respond well to flicker (Sunaert et al. 1999) both V3A

and V5/MT respond more strongly to moving dots than to flicker (Tootell et al. 1995c,

McCarthy et al. 1995, Braddick et al. 2001) with the response to flicker being
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significantly reduced by the time signals reach the parietal cortex (Sunaert et al. 1999, |

Braddick et al. 2001). These functional imaging findings support those of ;singilei\: cell -
studies which have found decreased flicker response in V5/MT compared to V1 (Qian
and Andersen 1994). The dot patterns and gratings to which V5/MT respond best are
luminance defined stimuli. When the luminance of the stimulus is controlled it has been
shown that, at equiluminance, moving gratings evoke only weak responses in V5/MT

(Tootell et al. 1995¢).

4.5 The neural substrate of implied-motion

There has been much exploration of the psychophysical parameters that effect
representational momentum, but relatively little research into the cortical areas that
underly this process. Different cortical areas have been implicated in the analysis of
implied-motion though recent neuroimaging and single cell studies suggest that the
visual motion area V5/MT plays an important role in the processing and cognitive
representation of this information (Senior et al. 2000, Kourtzi and Kanwisher 2000a,
Senior et al. 2002, Krekelberg et al. 2003). In functional imaging experiments of
implied-motion using fMRI it has been shown that as well as activation of the V5
complex, areas ventral and posterior to this area have been activated including V3A,
KO and LO (Senior et al. 2000, Kourtzi and Kanwisher 2000a) as well as anterior to
V5/MT relating to STS (Jellama and Perrett 2003). Using MEG, and a complicated
paradigm involving picture versus body rotation and perception v imagination to
measure representational momentum, Amorim et al. (2000) described a fronto—parietal
network of activation with no apparent activation of the posterior motion areas.
However the results were analysed at the signal level rather than using source location

modelling, thus making accurate assessment of the areas activated impossible.
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However, there is the possibility that there is a differentiation between measilrejs,"-.offfpum”
implied-motion (Senior ef al. 2000, Kourtzi and Kanwisher 2000a) and measures of =~ .
representational momentum (Amorim et al. 2000) which require the use of working
memory processes. This study will look at the role of V5/MT in the perception of
implied-motion and review the results in the light of previous research on implied-

motion and representational momentum.

4.6 Methods
4.6.1 Materials.

Scenes of irreversible, unambiguous motion were filmed using a Sony DCRVX2100
digital video camera using a fast shutter speed to allow clear capture of motion stills.
Twelve different scenes depicting motion were filmed and from these three second
video clips were captured (see Appendix I for an example of the stimuli used). The
video sequences were filmed against a painted wall, in a bright room with additional
illumination, during one session to control background luminance. From each video
segment six still images were captured. The six captured stills showed a progression of
object movement over the three second period. Similar stills were taken of the stimuli

when they did not imply motion.

4.6.2 Procedure. Psychophysics (Freeze frame).

To confirm that the stimuli produced a representational momentum effect they were

tested using the classical freeze frame methodology of Freyd (1983). 20 right handed
psychology undergraduate students (10M, 10F, 19 + 1.8 yrs) participated in the study.
Stimuli consisted of 90 pairs of still photographic images made up of 30 pairs where

the second image occurred after the initial image (forward condition), 30 pairs where
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the second image occurred before the first image (baékWard condition) and 30 pairs
were the second image was the same as the first image (see Figure 4-1). Images’\we\\:rér -
presented on a computer monitor placed approxirﬁately 50cm away from the subject.

The first image was shown for 250ms followed by a 250ms blank period after which the
second picture of the pair was shown. The subjects took part in a two alternative (same

/ different) forced choice experiment, which they practiced beforehand, and were asked
to respond quickly in deciding if the second image was the same or different to the first
1mage using a button box placed on the lap. The stimuli were shown to the subjects

using Presentation® (Version 0.70, www.neurobs.com) running under Windows 98 on a

computer with a Pentium 4 Xeon processor and 1Gb of RAM and the reaction times

were measured using the same software.
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jittered between 500 — 4000ms to prevent expectation responses. The subjects took
part in a two alternative (yes / no) forced choice experiment, which they practiced
beforehand, and were asked to respond as quickly as possible in deciding if there was
any motion implied in the image using a button box placed onto their lap. The stimuli

were shown to the subjects using Presentation® (Version 0.70, www.neurobs.com)

running under Windows 98 on a computer with a Pentium 4 Xeon processor and 1Gb
of RAM and the reaction times were measured using the same software.

In a separate recording session the experiment was repeated using 32 actual video
clips and 32 control video clips showing no motion. In this experiment subjects were
asked to decide, as quickly as possible, whether actual motion was present or not

using a button box placed on their lap.

4.6.4 Procedure: Imaging

Eight right handed subjects with normal vision (3M, 5F 30 + 5.3yrs)) gave their
consent to participate in the study. MEG data was collected using a 151-channel CTF
Omega system (CTF Systems Inc., Port Coquitlam, Canada) at a sampling rate of 625
Hz. Data was recorded in 216 1.5s epochs between which an isoluminant grey
background was shown for 250ms. The stimuli were shown to the subjects using

Presentation® software (Version 0.70, www.neurobs.com) running under Windows

98 on a computer with a Pentium 4 Xeon processor and 1Gb of RAM. The stimuli
were back projected onto a screen sitting one metre from the subjects’ eyes in the
shielded room via a Hitachi CP-S830E LCD projector. The stimulus subtended 25°

horizontally and 18° vertically.
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The 72 implied-motion stills (IM), 72 implied-static stills (C) and 72 blanks (B) were
randomised by the Presentation® program. To control the stimulus presentation,
ensuring that several images from the same category were not shown consecutively,
the stimuli were shown as triplets. That is the pictures were shown one at a time but
in sets of three, one from each of the picture groups. Thus 72 triplets were shown in
each experimental run until all of the implied-motion stills had been presented. The
same triplet order was used throughout an experimental run. To avoid order effects
the structure of the triplets was changed for each experimental run as follows. There
are six possiblé order combinations for the three picture types (1. IM, C, B 2. IM, B,
C3.C,IM,B4.C,B,IM5. B, IM, C 6. B, C, IM). The experiment was repeated x3
for each subject. There were 8 subjects which meant that each triplet combination
was used x4 during the whole experiment. A fixation cross was in the centre of the

viewing screen at all times

4.6.5 Procedure: Imaging, actual motion.

Data was recorded in 120, 2.5s epochs. 60 video clips of people or objects in motion
were randomised with 60 video clips of people and objects showing no motion by the
Presentation® program. There was an ISI of 0.5s between each video clip and the
subjects were asked to maintain fixation on a cross in the centre of the screen, which

was visible at all times.

4.6.6 Procedure: Eye Movement recording.

Eye movements were recorded in a separate session outside of the scanner using a
Plusoptix Powerref II eye tracking system. The results showed that subjects were able

to fixate adequately during the experimental paradigm (see Figure 4-10).
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The subjects rested for 2 minutes after each stimulus run.

After the data were collected, a 3-D digitiser (Polhemus Isotrack) was used to digitise
the shape of the subject’s head in the MEG laboratory. Using Align

(www.ece.drexel.eduw/ICVC/Align/ alignl1.html), this surface was matched to a head

surface extracted from the subject’s own, previously acquired, anatomical MRI to

coregister the MEG data with the subject’s anatomy.

4.6.7 Data analysis.

Due to a problem with the triggering signal it was found that only one second of data

was captured during each epoch of the implied-motion experiment. Initial viewing of
the data showed that this was a sufficient epoch length to warrant continuing with the
analysis. The data was split into 200ms segments and analysed using synthetic

aperture magnetometry (SAM).

Statistical significance of group effects was assessed using nonparametric permutation

testing (SnPM: http://www.fil.ion.ucl.ac.uk/spm/snpm) which has been shown

previously to be effective in analysing SAM data (Singh et al. 2003).

4.7 Results
4.7.1 Freeze Frame Experiment

Before proceeding with the functional imaging experiment it was necessary to test
whether the stimuli had the properties necessary to produce a representational

momentum effect. The individual reaction times of the initial freeze frame
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Both conditions show an initial early response although the activation is more discrete

for the implied-motion condition. The actual motion condition shows a

desynchronisation occurring at approximately 400ms whereas the implied-motion

condition shows a late response at approximately 700ms within the 15-20Hz

frequency band.
| SUBJECT | Right V5/MT (mm) Left VS/MT (mm)
X Y Z X Y Z

1 51.2 -74.3 2.0 NAI<2.0 | NAI<2.0 | NAI<2.0
2 48.2 -75.3 -2.0 -46.2 -73.3 0.0
3 55.2 -66.3 0.0 NAI<2.0 | NAI<2.0 | NAI<2.0
4 54.2 -66.3 3.0 -42.2 -72.3 5.0
5 52.2 -70.3 0.0 NAI<2.0 | NAI<2.0 | NAI<2.0
6 44.2 -65.3 2.0 NAI<2.0 | NAI<2.0 | NAI<2.0
7 50.2 -62.3 -1.0 -40.2 -70.3 3.0
8 47.2 -71.3 -3.0 -45.2 -69.3 3.0

Mean 503+3.9 [-689+46| 00+2.1 |-43.4+28-71.3+1.8| 2.8+1.8

Table 4-1. Individual talairach coordinates of the V5/MT peak voxels used to create spectrogram

images in Figure 4-5. Peak voxels used in the analysis exceeded NAI = 2.0.

Given the results of the non-parametric analysis (Figure 4-5¢) the SAM images were
recalculated in the 15-20Hz band. Figure 4-6 shows individual results that have been
spatially normalised to a template brain and group-averaged. Statistically significant
(p. <0.05) bilateral activation clusters of the V5/MT complex, in the 15-20Hz
frequency band, were identified in the group results both within the first 200ms and

later at 700-900ms, calculated using nonparametric permutation testing (SnPM).
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This suggests that the early cortical response measured in this experiment is mainly an

evoked response whilst the later response is purely induced cortical activity.

4.7.3 Eye Movements

It has been shown that eye movements can activate a network of cortical areas
including V5/MT and the frontal eye fields (Corbetta et al. 1998). As it was not
possible to monitor eye movements during the MEG recording session this possibility
needed to be ruled out. In a separate session the eye movements of three of the
subjects were monitored, using a Plusoptix Powerref II eye tracking system, under the
same conditions as in the MEG experiment. The eye movement output is shown in
Figure 4-10 and indicates that the subjects were able to fixate well during the implied-
motion task, although it was not possible to differentiate the eye movements in the
implied-motion and implied-static conditions. Eye movements in the actual motion

condition showed slightly larger eye movements.
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of this initial response. However, the late response recorded here (600-900ms) is
confined to area V5/MT. This, and the results of the reaction time experiments,
suggest the possibility that this area is involved in the perceptual process of extracting
implied-motion information from the photographic stimuli. Evidence to support this
comes from recent studies of V5/MT’s involvement in the perception of motion

stimuli (e.g. Antal ef al. 2004, Krekelberg et al. 2003).

Using Glass (1969) patterns Krekelberg et al. 2003 showed that the perception of
moving objects is computed during the analysis of their motion and that cells in the
motion area have similar tuning to real and implied-motion, suggesting that the
processing of the two is the same. Although the first stage of perception of global
structure occurs in V1 (Smith ez al. 2002) it has been suggested that further analysis
by motion and orientation sensitive neurons in V5/MT mediate the early combination

of motion signals and form that produce implied-motion (Kourtzi 2004).

The implied-motion using Glass patterns (Glass 1969) is derived from the form of the
pattern itself rather than actual motion signals. Similarly implied-motion from
photographic images is derived from the form of the objects in the photographs in
relation to their surroundings with the addition of top-down knowledge of how the
objects are going to act. It is therefore not surprising that areas such as LO, known to
be involved in object recognition (Grill-Spector et al. 2001, Kourtzi et al. 2002,

Kourtzi and Kanwisher 2000b) are activated by the implied-motion condition.

4.8.1 Alternative explanations of the cortical activation

The responses seen in this study, using implied-motion stimuli, could have been due

to relatively low-level attributes such as luminance and contrast differences between
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the implied-motion and implied-static images. However, this is unlikely as the
images were all recorded in a single session with controlled lighting and the object
content of the implied-motion and implied-static images was identical. Secondly it is
also known that motion areas respond to temporal structure, such as pattern onset or
offset in a stimulus (see section 4.4). It is unlikely that the responses recorded here are
due to differing stimulus transients between the two conditions as both conditions
were displayed for the same length of time and any flicker produced by the projection
equipment was the same in both conditions. Thirdly, it is possible that the activations
that were seen were due to subtle differences in content between the implied-motion
and implied-static conditions. Although the gross content of the images in the two
conditions was the same there were differences in the orientation of some of the
object edges between the images. This is again an unlikely explanation of the strong
activations that were recorded, as over the many runs both within and across subjects,

the different orientation of edges will have averaged out across trials.

4.8.2 Reaction Time data

The measured reaction time responses to implied-motion occurred at a similar time
with that of the late activation present in the functional imaging experiment,
suggesting that this cortical activation is playing some part in the cognitive decision
that implied-motion is present or not. Psychophysical studies of motion perception
suggest that reaction times to motion onset are inversely proportional to motion
velocity (Hohnsbein and Mateef 1992, Ball and Sekular 1980) with studies showing
reaction times in the region of 180 — 300ms depending on the stimulus conditions
(Smeets and Brenner 1994, Tynan and Sekular 1982, Ball and Sekular 1980). The

reaction times to the actual motion stimuli (483ms) in this study are rather longer than
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those reported previously although the stimuli used in studies are very different. The
psychophysical studies reported here monitor the reaction time to the appearance of
dot stimuli whereas this study uses actual video of object motion. Similarly subjects
in this study are having to make a cognitive decision as to whether motion is present
or not and press the appropriate button which adds to the reaction time. However the
reaction time results from both the implied and actual motion tasks suggest that the
initial early differential response in V5/MT cannot be used for a conscious decision as

to whether actual or implied-motion is present.

4.8.3 The early response

Motion evoked responses have been studied for many years using both EEG (Ffytche
et al. 1995, Bach and Ullrich 1997, Hollants-Gilhuijs et al. 2000) and MEG (Ahlfors
et al. 1999, Bundo et al. 2000) Consistent with previous findings, as well as recent
reports on magnetic motion-onset evoked responses (Schellart ef al. 2004) and
apparent motion evoked magnetic fields (Kaneoke et al. 1998, Kubota et al. 2004),
the early response seen in the implied-motion condition at 100-200ms is consistent
with the reports which show responses between 140-180ms in motion areas such as
V5/MT and V3A. Similarly inspection of the time frequency plots from the actual
motion condition in this study shows an early onset response at 100-200 ms (see
Figure 4-4). Thus, when motion is perceived, either real or apparent, an evoked
response occurs in the motion regions within the first 200ms. What is surprising
about the response seen with the implied-motion data in this study is that no motion is
actually present, suggesting a rapid analysis of objects and their implied momentum is

taking place.
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4.8.4 Comparison with other implied-motion studies

There was some overlap of activations between the actual motion and implied-motion

conditions in bilateral V5/MT (see Figure 4-7). Consistent with previous studies
(Kourtzi and Kanwisher 2000a, Senior ef al. 2000) activations in the implied-motion
condition spread posteriorly and ventrally from V5/MT into areas known to be
involved with object recognition. However no Talairach coordinates were given in
the Kourtzi and Kanwisher (2000a) data making direct comparison difficult although
the areas of activation were similar to those seen in the present study. Data in the
Senior et al. (2000) paper compared video of actual motion with photographic still
images. There is a marked difference in image quality between video and
photographic images which did not seem to be controlled for in this study. The
present study compares video of actual motion with video of no motion thus

controlling for any effects that differences in image quality may produce.

Although implied-motion and representational momentum are terms that are often
interchangeable in the literature, in terms of functional imaging they would seem to
be rather different phenomena. Representational momentum paradigms require the
use of working memory to remember the last position of an object and allow
comparison of this with the stimulus object. The processes involved in working
memory, defined as a system for holding and manipulating information for a short
period of time (Baddley 1986), have been shown to involve the pre frontal cortex

(Fuster 2000, Goel and Grafman 1995, Ungerleider et al. 1998) and this has been

supported by data from single cell recording (Funahashi ef al. 1989) and lesion studies
(Levy and Goldman-Rakic 1999, Goldman-Rakic 1987). The frontal activations, and

lack of motion area activation, shown in some functional imaging studies (Amorim et
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al. 2000) are likely to reflect this working memory effect and would also suggest that
the V5/MT complex is not necessarily activated during cognitive processing of

representational momentum.

Functional imaging studies that look simply at implied-motion whether using
photographs (Senior et al. 2000, Kourtzi and Kanwisher 2000a) or Glass patterns
(Krekelberg et al. 2003) require no such use of working memory and as with the
current study show no significant frontal activations but do show activations of
V5/MT and adjacent cortical areas. This raises the possibility that different cortical
areas are activated by the two processes. It may well be that VS/MT is only activated
when photographic images are shown, as these convey a more realistic view of the
world, and may not be present with the other types of stimuli. Further functional
imaging studies are therefore required to investigate the response of area V5/MT to

other types of implied-motion inducing stimuli.

4.8.5 FEye movements

Although eye movements are known to activate a network of cortical areas including
V5/MT (Corbetta et al. 1998, Petit and Haxby 1999, Kleiser et al. 2004) it is unlikely
that eye movements could account for the activity seen in the implied-motion v
implied-static condition. Measurement of eye movements outside of the scanner
showed that subjects were able to maintain fixation adequately throughout the task.
Although it was not possible to differentiate the eye movements in the implied-motion
condition from the implied-static condition it seems unlikely that the two conditions
would produce different eye movements. A fixation cross was present in the centre of

the screen at all times and the only difference between the conditions was the content
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of the photographic image which is unlikely to produce different eye movements.
Larger eye movements were recorded in the actual motion condition so it cannot be
ruled out that eye movements did contribute to the responses seen in this condition.
However, the regions activated by the actual motion condition were in broad

agreement with past studies (see Table 4-2).

4.9 Conclusion

The ecological function of this V5/MT response to implied-motion is debatable.
Hubbard.T.L. (1998a) suggests that our cognitive system contains an implicit
knowledge of physical principles which, even in a fleeting glance, gives us knowledge
of how an object or thing will move in space and time and thus conveys a survival
advantage. It may well be that the human motion system is so tuned to motion in
everyday life that the mere implied presence of motion in a photographic image
activates top-down processes which initially prime V5/MT to expect motion and also
provides later feedback when motion is not present. Alternatively this process may
occur in V5/MT itself. Whatever the mechanism, this priming would confer the
advantage of a rapid response when real motion is present but would require a
relatively long time to finally identify that motion is not present, which is consistent

with the findings that are described here.
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5. THE MEASUREMENT OF OSCILLATORY RESPONSES IN THE VISUAL
CORTEX TO CHANGES IN VISUOSPATIAL ATTENTION AND
STIMULUS CONTRAST USING SYNTHETIC APERTURE
MAGNETOMETRY

5.1 Overview

This chapter describes an experiment to investigate the oscillatory changes occurring in
the visual cortex in response to changes in stimulus contrast and covert spatial attention
using Synthetic Aperture Magnetometry. The chapter begins by reviewing the literature
on visuospatial attention and follows this by introducing how attention may effect the
contrast response. The chapter continues by describing the experiment and discusses
the results of both the modulation of alpha activity in visual cortex and the contrast
response function as measured from the SAM data by relating them to past studies on

attention.

5.2 Introduction

The human brain is receiving constant information from all the bodies senses. However,
the brain’s capacity for analysing this information is limited, requiring the need for
attentional mechanisms that allocate brain resources to relevant and important
information whilst filtering out irrelevant information. This is particularly true of the
visual system (Broadbent 1958) where visuospatial attention refers to the allocation of
cortical resources to a particular visual location and it is this form of attention that will

be the focus of this chapter.

It is known that the detection of visual stimuli can be enhanced by the amount of
attention that is directed towards them, with both accuracy and speed of response of

subjects to target stimuli improving at an attended location (Posner 1980) whilst
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attention also increases the perceptual sensitivity for the discrimination of target stimuli
(Lu and Dosher 1998). However, whilst selectively giving priority to certain aspects of
the visual field may simply involve shifting gaze from one location to another many
situations, such as driving, involve attending to locations in the periphery of vision
without actually shifting gaze to these locations. This shifting of visual attention
without shifting gaze is known as covert attention and has been shown to influence
performance in a range of perception tasks such as contrast sensitivity (Carrasco et al.
2000, Cameron et al. 2002, Lu and Dosher 1998, Lee et al. 1999), visual search
(Carrasco and McElree 2001, Nackayama and Mackeben 1989) and spatial resolution

(Yeshurun and Carrasco 2000).

5.2.1 Single cell studies of attention

When attention is directed towards a stimulus presented within the receptive field of a
neuron, responses to the stimulus are enhanced compared to when attention is directed
elsewhere. This effect has been shown at many levels of the visual processing system
such as V1 (Motter 1993), V2 (Luck et al. 1997, Motter 1993), V4 (Connor et al. 1997,
Luck et al. 1997, McAdams and Maunsell 1999) and V5/MT (Recanzone and Wurtz
2000, Treue and Maunsell 1996) although the effect is typically weakest in the early

stages of visual processing and strongest in the later stages (see Figure 5-1).
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Figure 5-1. Average attentional modulation of response in various visual cortical areas (Adapted from
Maunsell and Cook 2002).

This modulation of response is seen in both spatial and feature attention (Corbetta et al.
1991, McAdams and Maunsell 2000, Treue and Martinez-Trujillo 1999) and increases

with task difficulty (Spitzer and Richmond 1991). However, whilst attention increases
the neuronal response it does not change the variability of response (McAdams and

Maunsell 1999) or the tuning characteristics of neurons (Reynolds et al. 2000).

5.2.2  Functional imaging studies of attention

Evidence from functional imaging studies of covert attention suggest that a network of
cortical areas such as the posterior parietal lobe around the intraparietal cortex, superior
parietal lobule and the frontal eye fields are activated by various visuospatial tasks
(Corbetta et al. 1998, Nobre et al. 1997, Vandenberghe et al. 1997) whilst further
studies have suggested that this activation is the result of a general spatial attention
network that operates independently of the requirements of the visuospatial task

(Hopfinger et al. 2000, Kastner ef al. 1999).
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Using fMRI and a stimulus consisting of two circular patches, which were present at all
times on either side of a central fixation point, it was shown that subjects performing a
speed discrimination task showed an increased BOLD response in primary visual cortex
contralateral to the side of cued attention (Gandhi et al. 1999). This modulation of
response in early visual processing has been seen across a number of functional imaging

studies (Tootell ef al. 1998, Brefczynski and DeYoe 1999, Martinez et al. 1999).

5.2.3 Effect of attention on contrast response

According to the biased competition model of attention (Desimone and Duncan 1995)
there is competition for neural resources, within the visual cortex, between bottom up
sensory processes responding to stimulus characteristics such as colour and contrast and
top down processes whereby attention to a particular visual location improves the
processing of stimuli presented at that location by activation of a cortical attention
network (e.g. Corbetta et al. 1998, Corbetta and Shulman 2002, Nobre et al. 1997,

Vandenberghe ef al. 1997).

The bottom up hypothesis suggests that attention does not alter the nature of the
stimulus but serves to increase the sensitivity of cortical neurons to that stimulus in a
way that is similar to increasing the intensity of stimulus characteristics (Maunsell and
Cook 2002). It is known that increasing stimulus contrast makes a neuron’s response
stronger without changing its selectivity for other stimulus characteristics (Dean 1981,
Holub and Morton-Gibson 1981, Sclar and Freeman 1982, Albrecht and Hamilton 1982,

Skottun et al. 1987, Geisler and Albrecht 1997). Consequently recent research has
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concentrated on how attentional processes mimic the effects of increasing stimulus

intensity.

In terms of neuronal reactions to contrast, two types of response are possible; contrast
gain and response gain. According to the contrast gain response model (see Figure
5-2A), the sensitivity of neurons’ contrast response is increased by attention thus
shifting the contrast response function to the left, indicating that neurons at the attended
location require less contrast to produce the same response than for neurons at an
unattended location, although the shape of the tuning curve remains unchanged
(Reynolds and Desimone 1999, Reynolds and Desimone 2003, Reynolds et al. 2000,
Treue 2000, Martinez-Trujillo and Treue 2002). The response gain model (see Figure
5-2B) suggests that attention alters the response of the neuron by differentially
increasing its firing rate for a given contrast, particularly at higher contrasts, thus
steepening the slope of the contrast response function (Reynolds and Desimone 1999,
Reynolds and Desimone 2003, Reynolds ef al. 2000, Treue 2000, Martinez-Trujillo and

Treue 2002).

= = NoO Attention

—  Attention

Response

Contrast

Figure 5-2. Schematic of neural contrast response functions and how they may be affected by
attention. A. Contrast gain model. B. Response gain model. Adapted from Cameron et al. 2002.
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A number of recent single cell and lesion studies have confirmed the role of attention on

increasing the intensity of stimulus characteristics (Bisley and Goldberg 2003, De

Weerd et al. 1999, Gottlieb et al. 1998, Martinez-Trujillo and Treue 2002, McAdams
and Maunsell 1999, Reynolds and Desimone 1999, Reynolds et al. 2000, Reynolds and
Desimone 2003, Treue 2003). Consistent with these findings it has been demonstrated
that attention causes a reduction in neuronal contrast response thresholds within or
below the normal dynamic range of the neurons whilst having very little effect on
responses for stimuli at or above saturation contrast (Reynolds et al. 2000, Carrasco et
al. 2004). This has been confirmed by further studies which have quantified spatial
attention in terms of luminance contrast in visual areas V5/MT (Martinez-Trujillo and
Treue 2002) and V4 (Reynolds and Desimone 2003) and estimated that attending to a

stimulus increased luminance contrast by up to 56%.

There have been few functional imaging studies that have looked at the contrast

response function, although it has been shown that the magnitude of the BOLD

response varies with perceived contrast in primary visual cortex (Boynton et al. 1999,
Goodyear et al. 2000) and across a range of visual areas (Boynton et al. 1999).
Similarly it has been shown that the magnitude of the hemodynamic response saturates
at a low image contrast (5%), as predicted by the magnocellular predominance in
V5/MT (Tootell et al. 1995) a finding which has been confirmed using MEG (Anderson

et al. 1996).

5.2.4 Oscillatory changes and attentional modulation in visual cortex

The physiology literature has reported attentional modulation of neuronal responses in

many extrastriate cortical areas such as V2 (Luck et al. 1997, Motter 1993), V4 (Connor
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etal. 1997, Luck et al. 1997, McAdams and Maunsell 1999) and V5/MT (Recanzone
and Wurtz 2000, Treue and Maunsell 1996). However few reports (Motter 1993)
provide evidence that attentional modulation occurs in the primary visual cortex (V1)
and even then the response is very weak. Similar results are seen in the event related
potential (ERP) and MEQG literature (Heinze et al. 1994, Mangun et al. 1998, Martinez
et al. 1999). In contrast, several recent fMRI studies have reported robust effects of
attention on V1 responses (Watanabe et al. 1998, Brefczynski and DeYoe 1999, Gandhi
et al. 1999, Martinez et al. 2001, Smith et al. 2000), demonstrating that attentional
effects operate very early in the visual pathway. A combined ERP and fMRI study
suggests that the attentional modulation measured in visual area V1 occurs later than
that expected from initial activation of the area suggesting that the modulation being
recorded is due to feedback processes from other visual areas rather than direct

modulation by V1 itself (Martinez et al. 1999, Noesselt et al. 2002).

Previous research would suggest that cortical oscillations have a role to play in
attentional processes (Ray and Cole 1985, Fries et al. 2001). When primary visual
cortex receives no input it oscillates predominantly in the alpha frequency, which is
considered to reflect cortical idling (Pfurtscheller e al. 1996). At the same time as
alpha power decreases, the randomly distributed phase of the alpha activity during
baseline is reset leading to an increase of phase-locked (evoked) activity (Brandt 1997).
This simultaneous increase of phase locked alpha and decrease of alpha power (ERD)
after a stimulus is described as the alpha paradox (Klimesch et al. 2000). The failure of
previous ERP and MEG studies may well reflect their ability to measure this phase
locked activity but not the none phase locked (induced) activity. A recent MEG study

incorporating a combination of independent component analysis, dipole fitting and
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scalogram analysis of the data has showed that directing attention to a stimulus location
produces statistically significant changes in oscillatory activity in primary visual cortex
with enhancement of alpha and beta activity (Yamagishi ez al. 2003). The changes
therefore seen with some fMRI studies may reflect these oscillatory changes and not
reflect feedback mechanisms (Martinez et al. 1999, Noesselt et al. 2002). In this study
both the modulation of cortical oscillatory activity with attention and how this varies

with stimulus parameters are measured using Synthetic Aperture Magnetometry.

5.3 Methods

Six normal right-handed subjects (3M, 3F, 30 + 4.2yrs) gave their consent to participate
in the study. MEG data was collected using a 151 channel CTF Omega system (CTF
Systems Inc., Port Coquitlam, Canada) at a sampling rate of 625 Hz. Data was recorded
in a single un-averaged 240 second run which could be divided, for analysis purposes,
into either sixteen 15 second long epochs (see Figure 5-3) or 80 individually triggered
epochs, each 2.2 seconds long, consisting of 40 attend left and 40 attend right trials (see
Figure 5-3). The first 15 second block consisted of 5 presentations of attend left stimuli,
with a central fixation point indicating the side to attend and the second 15 second block
consisted of 5 presentations of attend right stimuli (see Figure 5-3). This attend left and
attend right design was repeated eight times to make a single 240 second run. The visual
stimuli were generated by an Apple Powerbook and presented to the subject via an Eizo
Flexscan T562-T monitor with a refresh rate of 85Hz, viewed through a window in the

scanner room using a mirror.

The stimulus consisted of a drifting sinusoidal grating (~12 degrees/sec, 1.5

cycles/degree) presented in circular apertures positioned either to the left, the right or
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left / right simultaneously of a central fixation point. The apertures were 3° in diameter

and centred 7° from fixation (see Figure 5-4 ).

Subjects were requested to fixate on a central fixation spot at all times and a line on the
fixation point indicated whether fixation should be focused to the left or the right. The
task consisted of the presentation of a grating for 900ms followed by a grey background
for 200ms followed by a second grating for 900ms with a gap of 1000ms before the
next presentation. The orientation of the second grating was rotated either clockwise or
anticlockwise to the first and the subject responded clockwise / anticlockwise using the
index finger of their right hand and a button box placed on their lap. Subjects practiced
the task on three separate occasions outside of the scanner and again in the scanner prior
to the MEG recording. The degree of orientation of the second grating presentation was
set on a per subject basis to achieve a correct response level of between 80 and 90%

(see Figure 5-4).

Stimuli were presented in two location conditions and three contrast conditions. In the
one-patch condition the stimuli were presented with only one patch present (left or
right) with the subject being asked to attend to the side of presentation. At no time was
the subject asked to attend to a location where no stimulus was present. In the two-
patch condition stimuli were presented simultaneously to patches on the left and right of
fixation with the subject being asked to attend to one side. During the two-patch task,
the orientations of the patches on the attended and unattended sides were different so the
subjects had to attend to the indicated side to correctly respond, thus indicating that the
subject’s attention was being allocated appropriately. Stimuli with contrasts of 100%,

25% and 6.25% were presented in each location condition, with only one contrast type
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being used during any one run. Thus, each subject took part in six separate

measurement conditions with a rest period of two minutes between each run. The

stimulus presentation order was randomised across subjects.

After the data was collected, a 3-D digitiser (Polhemus Isotrack) was used to digitise the
shape of the subject’s head in the MEG laboratory. Using Align
(www.ece.drexel.edu/ICVC/Align/alignl 1.html) this surface was matched to a head
surface extracted from the subject’s own, previously acquired, anatomical MRI in order
to coregister the MEG data with the subject’s anatomy. The MEG data was analysed
using Synthetic Aperture Magnetometry (SAM) in frequency bands 8-13Hz, 10-20Hz,

15-20Hz, 15-25Hz and 5-40Hz (see section 2.6.1 for further details).

5.3.1 Eye movements

During the attention task eye movements were monitored at all times. Electrodes were
placed on the outer canthus of each eye to monitor horizontal eye movements and
placed above and below the right eye to monitor vertical eye movements. Prior to the
MEG recording the EOG of each subject was calibrated by asking them to follow
horizontally and vertically moving white dots on the screen. The calibration was set at
a horizontal eye movement of 1.5° meaning that any epoch containing an eye movement
above this level was manually rejected from the analysis. The calibration level meant

that at no time was the patch being attended visualised centrally.
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Figure 5-3. Diagrammatic outline of the experimental paradigms used in this study. The thick black
dashed line indicates the boxcar design used in one of the analyses. Sixteen 15sec blocks were
recorded, 8 attend left and 8 attend right. The dashed blue line indicates the individual triggers that
were used in a separate analysis, 80 triggers in total (40 attend left and 40 attend right).

70

A 4

1st patch -®
View one or two patches
3 different contrasts
6 recordings per subject
2" patch

K/

L I L L

900ms 1000ms 200ms

Figure 5-4. A diagrammatic representation of the stimulus used in the study. The diagram shows the
set up in the 1 patch condition although it can be extrapolated for the 2 patch condition. The second
patch is orientated differently to the first (in this case anticlockwise) and the subject has to indicate the
direction of orientation change.
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5.4 Results

5.4.1 Subject response data

In an attention paradigm it is vital to know if the subjects are attending correctly. Table
5-1 shows the percentage of correct responses of each subject across each stimulus

condition.

| Subject [100_1 [100 2 [251 252 [6.251 [6252 | [Mean
1 83.5 825 | 862 | 812 | 875 78.5 83.2
2 82.1 772 | 80.0 | 81.8 | 86.2 85.0 82.1
3 90.0 838 | 838 | 825 | 950 87.5 87.1
4 938 | 846 | 875 | 81.0 | 808 75.6 83.9
5 838 | 80.0 | 888 | 862 | 78.8 86.2 84.0
6 79.6 769 | 81.6 | 81.0 | 834 82.5 80.8

|[Mean [ 855 | 80.8 | 84.7 | 823 | 853 | 82.6 |

Table 5-1. Percentage of the correct responses per subject in the orientation task across stimulus
conditions. The first number of the stimulus condition is the percentage contrast and the second is the
number of patches. Note that contrast does not systematically affect performance on the task.

The difficulty of the orientation task paradigm was altered for each subject to achieve a
correct response percentage between 80 and 90%. This was maintained across subjects

indicating that subjects were attending appropriately throughout.

5.4.2  Spatial localisation of attentional response

The location of peak activation across a range of analysis frequencies was analysed to

compare with previous attention studies (see Figure 5-5). Consistent with previous

186












Subject Left (mm) Right (mm)

1 -10 -92 4 9 -89 2

2 -13 -91 -2 10 -92 1

3 NCR 12 -94 3

4 -6 -94 1 NCR

5 7 -88 3 8 -86 -1

6 -12 -85 3 6 -88 1

Mean | -9.6 (+3.1)-90 (£3.5) 0.6 (+3.1) |9 (+2.2)-90 (+3.2) 1.2 (+ 1.5)

Table 5-2. Individual Talairach coordinates of voxels used in the time frequency block analysis.
Figures in brackets = SD. NCR = no clear response

Subject Left (mm) Right (mm)

1 NCR 8 -873

2 -11 91 1 11 -89 4

3 -9 -933 11 -92 3

4 -8 911 7-92 2

5 -10 -89 0 NCR

6 -12 -87 4 7 -87 4

Mean | -10 (+ 1.6) -90.2 (+ 2.3) 1.8 (£1.6) | 8.8 (£2.0) -89.4 (% 2.5) 3.2 (= 0.8)

Table 5-3. Individual Talairach coordinates of voxels used in the time Sfrequency individual trigger
analysis. Figures in brackets = SD. NCR = no clear response

5.4.3  Time frequency analysis

The temporal evolution of the group cortical response in the left and right visual cortex,
for the 2-patch condition, is shown for the block (Figure 5-8) and individual trigger

analysis (Figure 5-9). It can be observed visually, from both analysis conditions, that
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Figure 5-9. Overleaf. Time-frequency plots, in the individual trial analysis, showing the activation
power in left and right voxels positioned in visual cortex for the 2-patch condition when the subject
attends to the right and to the left patch. Results averaged across subjects and contrast conditions.
The results show that alpha power is reduced in the voxels when attending to stimuli in the
contralateral visual field.

544 Attentional modulation of alpha power

Results from the time-frequency analysis (see Figure 5-8 and Figure 5-9) suggested that
power in the alpha band was modulating with attention. This was quantified by
measuring the power in the alpha band (8-13Hz), in the time frequency representations
from both the block and the individual trial analysis conditions, and producing a
modulation index, M, for voxels in both the right and left visual cortex using the

formula;

If p. =power in the contralateral attend condition and
p. = power in the ipsilateral attend condition

M= * 100
pc+pi

The results of the analysis from the two-patch stimulus condition are shown for the

block (Figure 5-10) and the individual trial analysis (Figure 5-11)

192







The results showed that the modulation index was consistently negative apart from one
run for subject 3, from the individual trial analysis, that showed no difference and two
runs for subject 4, from the block analysis, that showed a converse result. This result
was seen across subjects and contrast conditions indicating that alpha power was
reduced for the contralateral attend condition compared to the ipsilateral attend
condition. A further analysis was performed to see if the modulation index altered as a
function of contrast (Figure 5-12). The results showed that that there was no consistent

change of the modulation index with contrast.

Contrast % and analysis condition

6.25 trial

100 block 25 block 6.25 block 100 trial 25 trial

Modulation Index
A

-8 -

Figure 5-12. Mean modulation index in visual cortex, as a function of contrast, measured across 10
hemispheres (left and right hemispheres combined) for the two-patch stimulus condition. The labels
refer to the contrast % and the analysis condition (block = block design data, trial = individual trial
data). Error bars show SEM.
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5.4.4.1 Alpha power in parietal cortex

Group analysis of the one-patch block data, using non-parametric permutation testing
(SnPM), showed statistically significant (p.<0.05) activations in the right parietal and
bilateral occipital cortices (see appendix XV and appendix XVI for the full SnPM
outputs) for attend-right — attend-left and attend-left — attend-right, in the 8-13Hz
frequency band (Figure 5-13). Surprisingly, although clusters were present in both left

and right extrastriate cortex, no significant activation was present in area V2 where peak

SAM voxels were located. This is probably due to the small number of subjects used in
the study (6) and that only five subjects showed activations in left or right visual cortex

for either the block or individual trigger analysis

Figure 5-13. Statistically significant voxels (p. <0.05) from non-parametric permutation testing for A.
attend-right — attend-left and B. attend-left — attend-right in the 8-13Hz band. This analysis shows
areas where alpha power increases in the particular comparison made.

Time-frequency analysis from a voxel in the right parietal cortex is shown in Figure

5-14.
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Figure 5-19. Amplitude of evoked response, following presentation of the 2" stimulus patch, as a
Sunction of contrast for A. 2-patch and B. 1-patch conditions. No ipsilateral evoked response was
measurable in the I1-patch condition. Error bars show the SEM.

5.4.5.1 Time frequency analysis of evoked activity

Further analysis was performed on the individual trigger data to measure the oscillatory
changes that were taking place in the first S00ms following the presentation of the first
stimulus patch. Time-frequency plots from the 2-patch condition are shown in Figure
5-20. Consistent with the measure of evoked activation (Figure 5-18) there is an
increase in cortical activation 200-400ms following the appearance of the stimulus
patch in both contralateral- and ipsilateral-attend conditions although the nature of this
activation differs between the two conditions. In the contralateral-attend condition there
1s an increase in alpha power which is not evident in the ipsilateral-attend condition,
whilst there 1s a bilateral increase in beta activations although this is greatest for the
contralateral-attend condition. Finally, there is a hint of weak gamma activations for

both conditions.
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Figure 5-21. Mean normalised alpha power (8-13Hz) in A) block and B) individual trial analysis,
measured at various contrasts in 1- patch condition, for voxels in left and right visual cortex for both
contralateral-attend and ipsilateral- attend locations. Contralateral and ipsilateral data normalised
using the same scaling factor (left and right voxels combined). The discrepancy between
contralateral-attend and ipsilateral- attend data reflects the modulation of alpha power between
conditions
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Figure 5-22. Mean normalised alpha power (8-13Hz) for A) block and B) individual trial analysis,
measured at various contrasts in 2-patch condition, for voxels in left and right visual cortex at both
contralateral attend and ipsilateral attend locations. Contralateral and ipsilateral data normalised
using the same scaling factor (left and right voxels combined). The discrepancy between contralateral
attend and ipsilateral attend data reflects the modulation of alpha power between conditions

5.4.7 Eye movements

It has been shown that eye movements can activate a network of cortical areas (Corbetta
etal 1998). Similarly the control of eye movements is vital in an attention paradigm,
for if the stimulus is viewed foveally then this will affect attentional responses as well

as the cortical areas activated. The EOG recording from a single subject is shown in
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Figure 5-23. It shows that the subject was able to fixate very well throughout the whole
of the recording session. The points indicated with an * are the times when eye
movements were greater than the calibration threshold and these epochs were not used

in the analysis. The eye movements for all individuals can be seen in appendix IX to

XIII. The data shows that the majority of subjects showed very few eye movements and
fixated well throughout. The exception to this was subject 2 who demonstrated an
exceptional amount of vertical eye movements in the form of blinks. However, in this
paradigm it is not the vertical eye movements that are important but the horizontal ones.
Subject 2 showed more horizontal eye movements above threshold than other subjects

but was still included in the final analysis with these epochs removed.
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Figure 5-23. overleaf. EOG recording from subject 1. The baseline calibration for this subject is
shown at the beginning followed by the eye movement traces for each stimulus condition. The * shows
the points at which the horizontal eye movements are greater than the threshold level and these epochs
were not included in the analysis.

5.5 Discussion
5.5.1 Contrast tuning

It is known that the BOLD response amplitude varies with stimulus contrast (Boynton et
al. 1999, Goodyear et al. 2000). Here it is shown that the alpha rhythm varies
moderately with contrast (Figure 5-22) whilst the amplitude of the attention evoked
field response decreases with reducing contrast (Figure 5-19) in keeping with previous
research (Halliday and McDonald 1981). It is unlikely that the change in alpha power is
due to task difficulty as this was controlled for each individual subject, meaning that the
changes must be due to the stimulus characteristics and may well be due to the alpha
component of the evoked response Quian Quiroga et al. 2000, Makeig ef al. 2002).
Furthermore, it has been shown that the size of the attentional modulation effect does
not vary with contrast in the two patch condition (Figure 5-12). This would suggest that
the attentional effect on the contrast response, as measured by MEG, is in agreement
with the contrast gain model (Reynolds and Desimone 1999, Reynolds and Desimone

2003, Reynolds et al. 2000, Treue 2000, Martinez-Trujillo and Treue 2002).

5.5.2 Attentional modulation of cortical responses

It is known that shifting spatial attention can modulate BOLD responses in a number of
visual cortex areas, including V1 (Gandhi et al. 1999, Somers ef al. 1999, Brefczynski
and DeYoe 1999). Here it is shown that there is both an induced desynchronisation of
alpha power (Figure 5-17) as well as a facilitation of evoked activity (Figure 5-18),

contralateral to the side of attention, that mirror the BOLD results. It has long been
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known that the posterior alpha rhythm is desynchronised by a visual stimulus (Adrian
and Matthews 1934). In this study this desynchronisation is shown to modulate with
changes in visual spatial attention and the use of the SAM technique allows the precise

localisation of such changes.

It has previously been shown that induced alpha power decreases over a large portion of

the scalp in response to an attended visual stimulus (Marrufo ez al. 2001). The results
shown here suggest that alpha changes are confined to the visual cortex. However, the
images have been thresholded at such a level as to remove the weaker responses, in the

alpha band, occurring in other cortical areas.

Unlike the two-patch condition, which has stimuli in both the attend and non-attend
fields of view, the one-patch condition has a stimulus in only one visual field. Given
this, a surprising finding from this study is how similar the alpha power is, from the
one-patch condition, between the ipsilateral and contralateral attend conditions (Figure
5-21). However, there is increasing evidence that, rather than being simply an ‘idling’
rhythm of the cortex, increases in alpha power occur where cortical activity is being
suppressed in relation to possible distractors, as part of the process of focusing attention
on important targets (Jensen et al. 2002, Cooper et al. 2003). Consistent with this idea
it has been shown that increases in alpha activity occur in areas ipsilateral to the side of
cued attention where distractors in the visual field are likely to occur (Worden et al.
2000). In the present study, as part of the block design, the subjects are cued to attend
to the same side for five epochs at a time. It is therefore possible that ipsilateral changes
in alpha power are occurring as part of this cueing process. In the two-patch condition
although the block design is the same it is likely that this cueing effect on the alpha

rhythm is offset by the presence of an actual stimulus patch.
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A recent MEG study (Yamagishi ez al. 2003) has shown that alpha power modulates
with attention in primary visual cortex. The group showed that, in contralateral visual
cortex, alpha power increases, when attention is directed towards a visual stimulus
compared to when it is directed away. These results are very different to those shown in
this study, recorded from an area approximating to extrastriate visual area V2, where
there is a sustained decrease in alpha power when attention is directed toward the
stimulus compared to when attention is directed away. However, there are significant
differences, other than location, between the studies. The attentional task in the present
study involved shifting attention between gratings in the left and right visual field which
were always present during a trial whilst the stimulus in the Yamagishi et al. 2003 study
was always presented in the lower right visual field and was presented for only 300ms
during each trial sequence. Secondly, the present study used a black / white drifting
grating as the stimulus whilst the Yamagishi et al. 2003 study used red / green
modulated gratings, known to evoke large responses from the visual cortex (Fylan et al.

1997)

It is known that there is a differentiation between evoked and induced alpha in relation
to attentional tasks (Klimesch et al. 2000, Brandt 1997, Klimesch et al. 1998, Klimesch
1999) with tasks showing an increase in evoked alpha power and a decrease in induced
alpha power. Furthermore, it has been shown that the alpha rhythm has a strong
influence on the early evoked components of event related potentials (Basar 1999, Basar
and Schurmann 1994) and it has also been proposed that some aspects of evoked
potentials may be the result of phase resetting of cortical oscillations in the alpha band

(Makeig et al. 2002, Quian Quiroga et al. 2000). Results from the present study (Figure
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5-20) are in agreement with this, showing increased alpha power 200ms after the
appearance of the stimulus patch, contralateral to the side of attention. This would
suggest that it is evoked alpha power that is being seen in the Yamagishi et al. 2003

study in relation to primary visual cortex activation.

5.6 Conclusion

There are both induced and evoked modulation changes with visuo-spatial attention in
cortical activations, consistent with previous changes observed in the BOLD response.
There are small induced changes in alpha activation with contrast, but larger changes in
evoked potential amplitudes. This suggests that the increases in BOLD amplitude with
contrast, seen in previous studies, are most likely related to this evoked activity.
However, the precise relationship between BOLD increases, evoked-response increases
and induced desynchronisation is still debatable. The stability of the modulation effects

with changing contrast supports contrast gain models of neuronal response.
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6. CORTICAL OSCILLATORY CHANGES TO MOTION COHERENCE:
COMPARISON WITH THE FMRI BOLD RESPONSE.

6.1 Overview

The work in this chapter involves a direct comparison of cortical oscillatory changes
with those of the BOLD response in relation to the parametric variation of a motion
coherence stimulus. The chapter begins with an introduction reviewing the literature.
Following this the methodology and results of the two experimental threads are
outlined. The chapter ends with a discussion about the link between the BOLD

response and cortical oscillatory changes.

6.2 Introduction

The characteristics of the motion system have been covered across several sections in

this thesis (see sections 1.9 and 4.3) and will not be revisited here.

It has been shown that there are two anatomically segregated populations of neurons in
V5/MT, one with antagonistic receptive field surrounds and another with receptive field
surrounds that augment the response from the centre and it has been proposed that these
process local and global aspects of a visual scene (Born and Tootell 1992). Random dot
kinetograms (RDKs) (see Figure 6-1) have proved to be a suitable stimulus pattern for
studying the integration of this ambiguous local motion information into a global
coherent perception that is thought to take place in V5/MT (Movshon et al. 1985,
Newsome et al. 1990). These patterns have no net global direction when the dots move
in random directions (Williams and Sekular 1984) and a global signal can be
introduced, in a graded fashion, by increasing the percentage of coherently moving dots.

Consequently, it has been shown that neuronal responses increase their firing rates with
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increasing coherence (Britten ef al. 1993) and that these neural responses correlate with

the perceived motion direction (Newsome et al. 1989)

Neurophysiological studies have shown that V5/MT neurons are driven best by a
stimulus that moves coherently in a single direction (Allman et al. 1990, Snowden et al.
1991), whilst neurons in V1 are poorly driven by such a stimulus (Allman ef al. 1990).
Conversely V5/MT neurons respond poorly to incoherent motion whilst V1 respond

well (Snowden et al. 1991).

Several functional imaging studies using PET (Cheng et al. 1995, McKeefry et al.
1997) and MEG (Lam et al. 2000, Maruyama et al. 2002) have investigated the cortical
response to coherent and incoherent random dot patterns by comparing 100% coherent
with incoherent (0%) motion at varying speeds of dot motion but without measuring the
response to varying coherence levels. Contrary to the single cell results, these have
shown that the cortical responses to the two types of motion are similar (Cheng et al.
1995, Lam et al. 2000, Maruyama et al. 2002) or that area V5/MT responds better to
incoherent than to coherent motion (McKeefry et al. 1997). A single MEG study has
been reported which measured dipole responses to varying motion coherence levels
(Nakamura et al. 2003). The study proposed that as coherence increased, latency of the
response remained constant whilst the amplitude increased in an area that the authors
reported to be V5/MT. However a close inspection of the data shows that the reported
response was above and anterior to the recognised location of VS/MT as reported in
many previous studies of motion stimuli (Watson et al. 1993, Tootell et al. 1995,

Dumoulin et al. 2000). The responses were consistant between hemispheres in contrast
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to results from electrophysiology which appear to show a right hemisphere emphasis to

the results (Niedeggen and Wist 1999).

There is a complicated relationship between population neuronal responses and single
neuron responses to a stimulus (Scannel and Young 1999). However a recent fMRI
study has shown a strong linear relationship between the BOLD response and motion
coherence with the results suggesting a close relationship between the bulk neuronal

response as measured by the BOLD response and single cell responses (Rees et al.

2000).

It is common for functional imaging studies to compare a pair of experimental
conditions (e.g. motion present, motion not present) which, although useful in
differentiating visual areas responsible for motion processing, gives no information
about the mechanisms underlying this activation (Wandell 1999). No previous studies
have been reported on the oscillatory changes that underlie the cortical response to
coherent motion. Therefore in this experiment we have attempted to characterise the
oscillatory changes that take place in the human motion system to a parametric variation

in the strength of a motion signal.

6.3 Methods
6.3.1 Stimuli

The stimulus was programmed on a Mac Powerbook. Each trial consisted of stochastic
motion stimuli, presented to one of two square apertures (12°x 12°) located 2° below
and 2° eccentric to the left and right of a central fixation point (see Figure 6-1). Each

aperture contained 1000 evenly distributed dots, with each dot subtending ~4 arc min
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and moving at a velocity of ~10 degrees per s. Dots were white, of 100% contrast on a
black background, each having an infinite lifetime. The coherence of the stimulus was
defined by the proportion of total dots moving horizontally (0, 12.5, 25, 50 100%) either
to the left or right within an aperture, with the remaining dots moving randomly. The
coherence level, direction of motion and side of presentation were randomised, with the
dots in the other aperture remaining static. Stimuli were presented for 1000ms followed
by a 1625ms period during which subjects indicated whether motion was to the left or
right by pressing one of two buttons using the index finger of their right hand. During
this response period both apertures remained present but with static dots. Subjects were
required to maintain fixation on the central point of the screen at all times. In both the
fMRI and MEG paradigms a proportion of the stimulus conditions consisted of null
trials during which static dots were presented and the subjects were not required to

respond.

12°

v

<
«

12°

Figure 6-1. Schematic representation of the stimulus used in this experiment. The left aperture shows
the 100% coherence condition and the right aperture shows the 0% coherence condition. Further
stimulus conditions of 50%, 25% and 12.5% are not shown but consisted of varying percentages of
coherently moving dots intermixed with random dots. The two stimulus conditions are shown together
for explanation purposes although during the experiment only one stimulus condition was shown
during any one trial with the other aperture showing static dots. A further static trial was also
included as a baseline measure.
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6.3.2 fMRI
6.3.2.1 Subjects

Eight right handed volunteers (6M, 2F, 33.9 + 10.3yrs) with no neurological disorders

gave their consent to take part in the study.

6.3.2.2 fMRI data acquisition

The functional fMRI data were acquired using a rapid-presentation event-related design
(Burock et al. 1998). The recording session was separated into three runs, each 420
seconds long, with each run containing 20 trials (10 moving left, 10 moving right) at
each of the 5 coherence levels and 60 null trials containing static dots. In each run there
were therefore 160 trials, each randomly assigned from one of the 21 trial types, with a
fixed inter-trial interval of 2.625 seconds. Images were acquired on a 3T Siemens Trio
system using a receive-transmit head coil. Contiguous gradient echoplanar images
(EPI) were acquired as 25 approximately axial slices with a TR/TE of 1500ms/30ms,
flip angle 90°, matrix 64 x 64 voxels with a 3x3x3 mm isotropic resolution. This
acquisition volume covered the whole of the occipital lobes, the temporal lobes and the
inferior portion of the parietal and frontal lobes. To remove initial saturation effects, the
first 20 seconds of each run were discarded, leaving 280 volumes for the analysis.
Between runs a separate high-resolution anatomical scan (MP-RAGE, 1mm isotropic

voxels) was obtained.

6.3.3 MEG
6.3.3.1 Subjects

Eight right handed volunteers (4M, 4F, 29.8 + 5.1yrs) gave their consent to take part in

the study.
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6.3.3.2 MEG data acquisition

MEG data was collected using a 151 channel CTF Omega system (CTF Systems Inc.,
Port Coquitlam, Canada) at a sampling rate of 625Hz. Each subject took part in two
runs, each containing 30 trials at each coherence condition (15 moving left and 15
moving right) and 15 null trials containing static dots, 165 trials in total. The number of
trials for each coherence level was the same between experiments (60 fMRI and 60
MEG) although the MEG data was collected over 2 separate runs and the fMRI data
collected over 3. In all other respects, the experiment was identical to the fMRI
protocol. The stimuli were back projected onto a screen in the shielded room via a

Hitachi CP-S830E lcd projector.

6.3.4 Data Analysis
6.3.4.1 fMRI

Images were prepared for analysis using SPM99 (http://www fil.ion.ucl.ac.uk) by first

correcting for head movement and the acquisition delay between slices. The EPI
images were then normalised to the standard SPM99 EPI template and smoothed with a
Gaussian kernel of 6 x 6 x 6 mm’ FWHM. Within the GLM framework, a model was
fitted which had a separate factor for each subject, coherence and side of presentation.
The result of this analysis was a separate functional activation image for each trial type
and for each subject. These activation images were then carried forward to the linear

coherence analysis stage (see section 6.3.5).

6.3.4.2 MEG

After the data was collected, a 3-D digitiser (Polhemus Isotrack) was used to digitise the
shape of the subject’s head in the MEG laboratory. Using Align

(www.ece.edu/ICVC/Align/align11.html) this surface was matched to a head surface
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extracted from the subjects’s own, previously acquired, anatomical MRI in order to
coregister the MEG data with the subject’s anatomy. The MEG data was analysed
using Synthetic Aperture Magnetometry (SAM) (see section 2.6.1 for further details). A
separate SAM image was generated for each frequency band trial type, for each subject.
As with the fMRI data, these images were then carried forward to the second-level

analysis stage (section 6.3.5).

6.3.5 Linear activation analysis

Analysis was performed on both the fMRI and MEG activation images to assess if any
cortical voxels were varying linearly with motion coherence. Using in-house analysis
software, voxels showing a linear response (increasing or decreasing) with increasing
motion coherence were found. The linear response was calculated as follows. Each
voxel has five numbers associated with it, reflecting the magnitude of activation for
each coherence level. A linear fit was performed to this data and a correlation
coefficient image produced, reflecting how well each voxel fits the linear model. This
correlation coefficient image was then smoothed with a 6mm Gaussian kernel to
maximise signal to noise and corrected significance levels (p.<0.05) were then assigned
using permutation testing. ROIs were then extracted from the thresholded results and
the individual data was quantified within these ROIs to produce response curves with

error bars.

6.4 Results
6.4.1 Subject response data

The subject responses obtained from the scanning sessions for both the fMRI (Figure

6-2) and MEG (Figure 6-3) experiments were fit with Weibull functions. The mean
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coherence threshold (75% correct two-alternative forced choice) was 38.9% (s.e.m.,
5.1%) for the fMRI experiment and 20% (s.e.m., 2.2%) for the MEG experiment. The
coherence threshold from the fMRI study is greater than that found in previous studies
(Rees et al. 2000). There is a surprising difference between the coherence thresholds
recorded between the MEG and fMRI studies. Eight subjects were used in each
experiment and four of the subjects were common between both experiments. Although
the tasks were the same the environments were different, one taking place in a noisy
fMRI environment and the other in a quiet MEG environment. It may be that there was
a learning effect with the task, as the MEG experiment followed the fMRI. However,
training was given to each subject prior to each experiment It is also a possibility that
the differing coherence thresholds may be the result of changes in concentration
between the two experiments, with concentration in the fMRI experiment being affected

by the noisier environment.
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Figure 6-2. Psychopysical results for subjects in the fMRI experiment. Lines show the best-fitting
Weibull function
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Figure 6-3. Psychopysical results for subjects in the MEG experiment. Lines show the best-fitting
Weibull function
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Figure 6-5. Overleaf. Evidence of negative BOLD response to motion coherence stimuli from
angular gyrus (top) and posterior cingulate (bottom) areas. There is a clear reduction in the
negative BOLD response with increasing motion coherence of the stimulus.

6.4.4 Linear response data

The Talairach coordinates of the areas showing a significant linear response to motion

coherence are shown in Table 6-1.

Cortical area Talairach coordinates (mm)

Positive BOLD

Right V5 45.2 -66.3 0.0
Right LO 45.2 -69.3 -10.0
Right Fusiform 23.0 -50.0 14.0
Right Insula 33.0 16.0 3.0
Negative BOLD
Medial frontal cortex -3.0 -57.0 -3.0
Posterior cingulate / precuneus 3.0 -54.0 33.0
Left Angular Gyrus -39.2 -72.0 39.0
MEG
Right V5 48.0 -70.0 3.0
Right Fusiform 27.0 -70.0 -16.0
Medial Frontal cortex -9.0 63.0 -3.0

Table 6-1. Talairach coordinates of the peak voxels (from the group analysis) in the ROIs used in
the linear activation analysis.
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Figure 6-7. Overleaf. Analysis showing negative BOLD voxels varying linearly with motion
coherence. The yellow colour indicates voxels in which activation increases with increasing
coherence. Graphs show the normalised BOLD response from both the posterior cingulate cortex
and angular gyrus. It can be seen that in both these areas the negative BOLD response decreases
with increasing motion coherence although the response is more marked in the angular gyrus.

6.4.4.3 Linear MEG that is coincidental with fMRI response

Similar analysis was performed on the MEG data across a number of frequency bands
although only the 10-20Hz band showed significant results. Figure 6-8 shows the
cortical oscillatory activity, in the 10-20Hz band, varying linearly with motion
coherence. Figure 6-8A and Figure 6-8B show areas where the ERD response varies
linearly whilst Figure 6-8C shows areas where the ERS response varies linearly.
Coincidental areas with the BOLD response were found in the fusiform gyrus, V5 /

LO and medial frontal cortex.

225






6.4.5 Linear response analysis (fMRI v MEG)

The response profiles from the areas coincidental between the fMRI and MEG
experiments are shown in Figure 6-9. It can be seen that in area V5 / MT the
contralateral BOLD response increases linearly with motion coherence. The
contralateral MEG data shows an ERD response that reduces linearly with coherence.
In the fusiform gyrus the BOLD response shows a slight linear increase with
coherence whilst the MEG data shows an increasing ERD response. In medial frontal
cortex there is a negative BOLD response which reduces with increasing coherence
whilst the MEG data shows an ERS response which increases with increasing

coherence.
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Figure 6-9. Normalised response curves showing responses in cortical areas activated in both the
fMRI and MEG experiments. The results of the MEG experiment are from the 10-20Hz frequency
band. For the fMRI data a negative value represents a negative BOLD response whilst for the MEG
data a negative value represents a power decrease. The error bars show the SEM.
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6.4.6 BOLD responses in other cortical areas

The study of Rees et al. (2000) showed that there was a differing BOLD response in
area KO to that of V5 /MT. In the present study activation of areas posterior and
inferior to V5 / MT were noted. Analysis of the response profile of this area (Figure
6-10A) showed that there was a linear increase in the BOLD response with increasing
motion coherence similar to that of area V5 / MT. Analysis of the responses from the
insula (Figure 6-10B) showed a decrease in the BOLD response with increasing

coherence, consistent with previous findings (Rees et al. 2000)

100 ; 100 1
B —e— Contralateral
o 80 - 801 —o— Ipsilateral
wn w0
= =
2 2
o 60 1 8 60 -
O hel
2 3
T 40 5 401
E E
z 2
20 —eo— Contralateral 20
—o— lpsilateral
0 v v v . v ‘ 0 v v v T v \
0 20 40 60 80 100 0 20 40 60 80 100
Coherence Coherence

Figure 6-10. Normalised response curves showing BOLD responses in cortical areas A. LO and B.
Insula. The error bars show the SEM.

6.4.7 V5 MEG evoked data

In this study, due to the use of a brief trial based design, it is possible to look not only at
induced oscillatory effects but also at the phase-locked time-averaged evoked activity.
The linear analysis showed that there was statistically significant activation in right V5/
MT. The individual data were reviewed and each subject’s evoked response from the
peak voxel in V5 / MT was calculated. The grand average evoked response in V5 /MT
across subjects and coherence levels is shown in Figure 6-11. The evoked response

showed a morphology (early P1 followed by N2 at approximately 200ms) that was
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consistent with previous studies using coherent dots (Niedeggen and Wist 1999, Bach

and Ullrich 1994, Wist et al. 1994)
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Figure 6-11. Grand average evoked response from all motion coherence levels and subjects from
voxels in VS /MT. PI and N2 refer to the commonly seen peaks seen in the motion coherence evoked
potential.

Analysis of the evoked potential amplitude (P1 to N2) showed that the amplitude

increased linearly with coherence level (Figure 6-12).
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Figure 6-12. Evoked potential amplitude (P1-N2) as a function of motion coherence

A comparison of how the BOLD, induced and evoked responses compare with each

other in V5 / MT is shown in Figure 6-13.
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mental activity (Castelli e al. 2000, Gusnard et al. 2001) and the monitoring of the
world around us (Vogt et al. 1992, Gusnard and Raichle 2001) which are suppressed
when the brain performs an externally generated task. A recent study, using auditory
stimuli, showed a parmetric variation in the strength of this BOLD decrease, with
increasing suppression occurring with increasing task difficulty (McKiernan et al.
2003). However, in this study even the easiest auditory task caused a large suppression
to occur with only small changes in suppression occurring with further increases in task

difficulty.

In keeping with these recent findings, the results of this study show areas of cortex
exhibiting negative BOLD, in response to the stimulus, which varies parametrically
with task demands. Much of the evidence for such an effect has come from meta-
analyses of many different studies (Shulman et al. 2001, Mazoyer et al. 2001) and only
recently has the parametric variation of the negative BOLD response been shown using
auditory stimuli (McKiernan et al. 2003). This study shows parametric variation in the
negative BOLD response to a visual direction-discrimination task (see Figure 6-5 and
Figure 6-7). Contrary to the finding of this work, a recent study, of these negative
BOLD areas, using visual stimuli showed no change in posterior cingulate cortex and
anterior cingulate (Greicius et al. 2003). However, the visual task involved no
cognitive input, a vital factor in producing such an effect, requiring simply the passive

viewing of a moving and stationary checkerboard stimulus.

It has been suggested that brain areas in the prefrontal cortex such as the anterior

cingulate are activated in conditions of response conflict (Carter et al. 1998, Devinsky

et al. 1995) which Rees et al. (2000) point out is the probable reason for the decreasing
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activation, in this area, with increasing coherence found in their study. Although the
area activated in the Rees study is more dorsal than in the present study, their finding of
a reduction in response amplitude with increasing coherence, is consistent with the
finding in this study of decreasing negative BOLD with increasing coherence in ventral
medial frontal cortex. Thus, a possible explanation of the activity seen in the dorsal
prefrontal cortex, in the Rees study, is that this is a negative BOLD response which is
varying parametrically with the stimulus coherence in an area known to show a negative

BOLD response during goal directed behaviour (Gusnard et al. 2001).

Negative BOLD effects are often present in the visual cortex in response to a visual
stimulus (Smith et al. 2000, Smith et al. 2004, Tootell et al. 1998). However, the
interpretation of such effects is debated. Some argue that the effect is due to activated
cortical areas ‘blood stealing’ from nearby areas (Shmuel ez al. 2002), whilst others
suggest that it is due to the suppression of neural activity (Smith ez al. 2000, Smith e? al.
2004). The effects in this study occur far from the visual cortex and are therefore
unlikely to be due to ‘blood stealing’ but the result of the suppression of ongoing
resting neural activation (Gusnard ef al. 2001, Gusnard and Raichle 2001, Raichle et al.
2001). In the present study, as task difficulty increases (motion coherence reduces) the
subjects find it more difficult to assess the direction of coherent motion. As a result of
this the self-monitoring areas of the cortex (medial frontal cortex, posterior cingulate
and angular gyrus) show increased negative BOLD activity as the normal resting
neuronal levels of activation are suppressed to cope with the increased cognitive

demands of the task.
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6.5.2 Cortical areas showing a linear response

The results of the BOLD linear response data were in general agreement with those
published previously (Rees ez al. 2000), showing a linear response to motion coherence
in area V5 / MT. Here, for the first time, it is shown that there are both induced
oscillatory and evoked responses, coincidental with the BOLD response, which also

vary linearly with motion coherence.

There are differences between the results found previously and the present study. A
difference in response profile has previously been reported between V5 /MT and areas
posterior, superior and medial to it corresponding to areas KO and V3A which show a
non-linear U shaped response to motion coherence, although the non-linearity was quite
modest (Rees et al. 2000). The responses in the present study are recorded more
inferior to the previously reported results (approximating to area LO) and show a linear
response to motion coherence consistent with that of V5 / MT. Thus, there are motion
areas that show a difference in response profile, to coherence stimuli, with that of V5 /

MT (Rees et al. 2000) and others that show a similar response as shown 1n this study.

6.5.2.1 MEG responses

A review of the response profiles from the areas that are coincidental between fMRI and
MEG (Figure 6-9) show that there is a complex relationship between cortical oscillatory
responses, as recorded by SAM, and the BOLD response. Area V5/MT shows a
linearly increasing BOLD response with a linearly reducing ERD response. The
fusiform gyrus shows a linearly increasing BOLD response with an increasing ERD
response whilst the medial frontal cortex shows a decreasing negative BOLD response

with a linearly increasing ERS response.
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The fusiform gyrus has been shown to be activated in a number of motion studies
(Dupont et al. 1994, de Jong et al. 1994, Shipp et al. 1994). Similarly the area has been
shown to be activated during both direction discrimination (Cornette ef al. 1998) and
orientation discrimination (Orban et al. 1997) tasks. In the present study the area shows
both a linear BOLD response and a linearly increasing ERD response in the 10-20Hz
frequency band. This is in keeping with previous studies showing that the BOLD

response is spatially coincidental with ERD.

In area V5 / MT the BOLD response is seen to increase linearly with coherence whilst
ERD activation is seen to decrease (Figure 6-9), contrary to the idea that ERD is found
in cortical areas that are activate (Pfurtscheller and Lopes da Silva 1999b, Lopes da
Silva and Pfurtscheller 1999, Pfurtscheller and Lopes da Silva 1999a). However, the
linear response data as seen in Figure 6-9 is a measure of the overall, combined, effect
from both the evoked and induced activations. The evoked-response from voxels in V5
/ MT shows a linear increase in amplitude with increasing coherence (Figure 6-12 ),
consistent with the BOLD response. Thus, the voxels in V5 / MT are showing both a
reduction in synchronisation (ERD), in response to the stimulus, and also an evoked-
response which is increasing in amplitude with coherence, leading to the combined
effect of an apparent reduction in ERD activation. Other studies have shown increased
evoked response amplitude with coherence using both EEG (Niedeggen and Wist 1999)
and MEG (Nakamura et al. 2003) although none have been able to show a direct link to
the BOLD response. The similarity of the evoked-potential amplitude response with that
of the BOLD response, shown here, would suggest that the BOLD is well correlated

with this initial evoked activity.
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Similarly, it was found that there was increasing ERS activation in ventral medial-
frontal cortex which also showed linear negative BOLD activation in response to the
stimulus. Although it is known that increases in cortical power occur in primary
sensory cortices in direct response to a given stimulus (see section 3.5.4), ERS is
commonly associated with cortical areas at rest (Pfurtscheller 1992). Thus, in this
experiment, when the negative BOLD response is at its largest, indicating maximal
deactivation of that area, one would expect the ERS response to be at its largest and
vicae versa. This is contrary to the findings reported here. However, much of the
research on ERS has itself concentrated on the response of primary sensory cortices
showing that when one part of the sensory system is activated another is deactivated
(e.g. Plewnia et al. 2003, Alegre et al. 2004, Pfurtscheller and Lopes da Silva 1999a).
Recent research suggests that the brain areas that show decreased BOLD activity during
cognitive tasks also show significant functional connectivity during the resting state,
providing evidence of a default mode network of tonically active cortical areas
(Greicius et al. 2003). Given their complex role in the constant monitoring of the body
and environment it is therefore possible that these areas do not respond in the
conventional way one would expect to any given stimulus. Further research is required

to confirm or deny this finding.

6.6 Conclusion

Here it is shown that relatively complex relationships between cortical responses and
stimulus characteristics can be identified using SAM, in the same way as has previously
been demonstrated using fMRI. It is debatable as to which aspect of the neuronal

response relates to the BOLD response: the brief evoked potential that occurs when a
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stimulus is presented or the induced, time-locked, activations that occur in specific
frequency bands. Whilst it has been shown here that there is excellent spatial
relationship between both the SAM and BOLD responses, of more significance is the
fact that a number of cortical areas show a linear change in both induced and evoked
activations coincidental with areas showing a linear change in the BOLD response. In
an area known to be crucial in motion perception (V5 / MT) it has been shown that it is
the evoked potential amplitude that varies with the same profile as the BOLD response
(Figure 6-13) suggesting, at least in this particular cortical area, that this is the
underlying neuronal activation causing the BOLD response. However, across several
studies in this thesis, it has been shown that a baseline reduction in beta power (ERD) is
a very robust and well localised finding in V5 / MT. It may be that in the presence of a
driving phase-stable stimulus in brief events, as is the case in this study, that the evoked
response shows a tight relationship with the stimulus parameters but this is colocalised

with a generic reduction in beta power, which simply reflects the activation of V5/MT.

It is shown here that there are specific cortical areas that show a negative BOLD
response which varies parametrically with the coherence stimulus. Only recently has
such a parametric variation of this response been demonstrated using auditory stimuli

and this study may be the first to show such a parametric variation using a visual task.

The results shown here identify the complex relationship between underlying cortical
activations and the BOLD response. The SAM technique has provided information that
will help to explain this complex interaction and has shown itself to be an excellent and

complementary technique to that of fMRI.
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7. CONCLUSIONS AND FUTURE RESEARCH

7.1 Conclusions
This work has used Synthetic Aperture Magnetometry (SAM) to investigate the
oscillatory changes taking place in the visual cortex, to a variety of visual paradigms,

and how these relate to the BOLD response.

Investigation of the oscillatory changes taking place in response to a parametric
variation of the stimulus temporal frequency (chapter 3) reveal fundamental differences
in both tuning characteristics and oscillatory power changes occurring within striate and

extrastriate cortex (Fawcett et al 2004).

SAM has been able to reveal the temporal evolution of the response to implied-motion
in area V5 / MT (chapter 4). The results suggest that this area plays an important role in
the perception of such stimuli. The early (evoked) SAM responses show a striking
similarity in cortical activations with previously published investigations using BOLD
and suggests an earlier and perhaps more central role for VS/MT in performing this

complex visual scene analysis.

Investigation of the attentional modulation of cortical oscillatory activity reveals that
both induced and evoked activity modulates with shifting visuo-spatial attention in areas
consistent with known changes in the BOLD response (chapter 5). There is no change

in the modulation effect with contrast although there are changes in evoked response
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amplitude that suggest that known BOLD changes with contrast are most likely related

to this evoked activity.

A direct comparison of SAM and the BOLD response reveals that a number of cortical
areas show a linear change in both induced and evoked activations coincidental with
areas showing a linear change in the BOLD response (chapter 6). In an area known to
be crucial in motion perception (V5 / MT) it has been shown that it is the evoked
potential amplitude that varies with the same profile as the BOLD response suggesting,
at least in this particular cortical area, that this is the underlying neuronal activation

causing the BOLD response.

7.2  Future work
This thesis has raised some interesting questions and provides the basis for further

work:

The results in chapter 3 were obtained using a stimulus of broad spatial frequency, SAM
could be used to examine the temporal frequency and velocity tuning characteristics of
V5/MT (and striate visual cortex) using stimuli containing only one spatial frequency

and direction, such as a drifting sinusoidal grating.

A further thesis could be produced from the results of chapter 4. What are the functional
imaging differences between representational momentum and implied-motion stimuli?
Is V5 /MT activated simply by photographs of movement or is it activated by stimuli

such as words or abstract drawings that imply motion?
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By using an increased number of subjects, to improve SNR and a quadrant stimulus, to
reduce cancellation effects across the calcarine, more robust primary cortex activation
may be produced in the attention paradigm (chapter 5). It would of interest to compare
this with the BOLD response to see if the modulation of activation between two

modalities covaries in primary visual cortex.

Further work is required to examine the complex responses, of the various cortical
motion areas, to motion coherence stimuli (chapter 6). How important is the size of the
stimulus to the results obtained? Previous research suggests that with small patches the
response in V5/MT is larger for coherent motion (Rees et al. 2000), whilst for full-field
stimulation the response is larger for incoherent motion (McKeefry et al. 1997). This

effect could be systematically investigated by using patches of different sizes.

A new variant on SAM, recently developed in our laboratory (Brookes et al. 2004)
allows the localisation of evoked, rather than induced, activity within the cortex. For
both the attention and motion-coherence experiments, this technique could prove useful
in comparing the location of evoked and induced activity, and may help to reveal
activity in the primary visual cortex. In the context of the results described in this thesis,
this could be an important future research area, as the precise contribution of evoked
and induced oscillatory power changes to activity measured using BOLD appears to be

task and context dependent.
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Appendix II.

Design Matrix

P values & statistics: /mnt/scratch28/fawcett/hold
region  size {k} PseuddR| T, >=u) {x,y.z} mm
1 83 353 0.004 36 -51 60

250 0.039 51 -39 57
2 31 322 0.008 33 .75 42
3 19 3.02 0.027 -18 78 30
4 12 292 0.035 54 66 0
5 28 2081 0.035 -27 -78 3
6 10 287 0.043 -24 -48 63

2.79 0.047 -30 51 57
7 10 2.85 0.043 -45 -8 12
8 2 272 0.047 -15 -54 60
apha = 00500,di= 7 Citticed theashold « 2.7070

Volume = 141448 3.00x 3.00x 3.00 mm vaket

Design: Muitisublect, 1 scan per 1bi: 8{5bj)

Pams: 256 permuttions of conditions, bhPerms=1

Pseudo-1: Variance smoothed with FWHHM {1000x1000x1000] mm

SnPM output for the video-motion v video-static condition for the 10-20Hz frequency band, 0-
2000ms following stimulus presentation.
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Appendix. IV.

Design Malrix

P values & statistics: Jimpliedmotionvblank_0.1-0.3_15-20hz_1000

region  size (k} PseudaR( T, >=u) {x.y,2} mm
1 425 201 0.004 27 81 A
200 0.004 21 80 0
187 0.004 15 -87 -6
2 185 184 0.004 -48 -75 3
3 6 1.61 0.020 48 -72 -8

SnPM output for the implied-motion v blank condition for the 15-20Hz frequency band, 100-300ms
following stimulus presentation.
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Appendix VI.

Design Matrix

P values & statistics: ./impliedmotionvcontrol_0.1-0.3_15-20hz_1000

region  size {k} Pseudd?{ T.., >=u) {xy,z} mm
1 566 221 0.004 36 -78 15
2.09 0.008 39 -78 3
1.80 0.031 54 -66 3
2 325 2.08 0.008 -27 86 15
1.90 0.020 -45 -75 3
1.82 0.031 -39 -84 0

apha =00500, di=7

Voluma = 140757 3.00x 3.00x 3.00 mm voxais
Design: Multisubiact, 1 scan par subj. 8{swbj)
Parms: 255 parmuitations of conditiong, bhParms=1

Pseudo-1: Vararnce smoothed with PAHM {1000x1000x1000] mwm

Critical thresthold = 16619

SnPM output for the implied-motion v implied-static condition for the 15-20Hz frequency band,

100-300ms following stimulus presentation.
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Appendix VII

Design Matrix

P values & statistics: ./impliedmotionvcontrol_0.6-0.9_15-20hz_1000

region  size {k} PseudoR({ L., >= u) {x,y,z} mm
1 23 146 0.016 §4 -66 3
2 7 139 0.031 -54 -72 12
3 5 1.38 0.031 -36 -87 3
alpha = 0.0500,dt = 7 Criticad threshoid = 1.3511

Volume = 140733 3.00x 3.00x 3.00 mm vaxek

Design: Multisubject, 1 scan pes subf 8{subi)

Permes: 256 permutations of conditions, bh Perms={

Psawdo-1: Varance smoothad with FWHM {1000x1000x1000] mamn

£ 200 = scnenizin,

SnPM output for the implied-motion v implied-static condition for the 15-20Hz frequency band,
700-900ms following stimulus presentation.

275
























Appendix XV

Design Matrix
P values & statistics: ./attention_snpm/100_1
region  size {k} PseudoR( T, >= u) {x.y,z} mm
1 88 7.27 0.016 30 57 48
2 29 6.75 0.016 27 -18 ¢
3 i 586 0.047 i8 -81 21
apha = 00500, dl=5 Criticsl thresthold = 58648

Volme = 141883 3.00x 3.00x 3 00 mm voxsls

Design: Multisubject, 1 scan per subi: B{suoj)

Parrs: 64 permulations of corditione, bhParmsa=1
Pseudo-t: Vardance smoothed with FWHM [50x50x50] mm

SnPM output for the attend-right — attend-left block analysis in the 8-13Hz frequency band
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Appendix XVI

SnPM{Pseudo-t}

contrast

Design Matrix

P values & statistics: ./attention/attention_snpm/100_1 B-13Hz

region size &} Pseudo-tP( T.>=u) {x,¥,2} mm

1 21 1.74 8.031 -18 -87 15

aloha= 00500, df: 5

Volume = 141895 3.00k 3.00H 3.00 mm voxels

Design: mulfisubject, 1 scan per subj: 6(subj)

Perms: 64 permutafions of condifions, bhPerms=1
Pseudo- t: Variunce smoothed with FeH i (5022502501 mm

Crificat threshold = £.9869

SnPM output for attend-left — attend-right block analysis in the 8-13Hz frequency band
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Appendix XVIII

c

Amplitude = (B-A) + (B-C)

2

Schematic of evoked potential showing how amplitude was calculated
in Figure 5-19
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