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SUMMARY

CLINICAL STUDIES OF SPATIAL AND TEMPORAL "ASPECTS OF VlS+ONf

An investigation using psychophysical and electrophysiological techniques.
Christine Elizabeth Wright

Thesis submitted for the Degree of Doctor of Philosophy 1983

Separate physiological mechanisms which respond to spatial and temporal
stimulation have been identified in the visual system. Some pathological
condi tions may selectively affect these mechanisms, offering a unique
opportunity to investigate how psychophysical and electrophysiologica]
tests reflect these visual processes, and thus enhance the use of the
tests in clinical diagnosis.

Amblyopia and optical blur were studied, representing spatial visual
defects of neural and optical origin, respectively. Selective defects
of the visual pathways were also studied - optic neuritis which affects
the optic nerve, and dementia of the Alzheimer type in which the higher
association areas are believed to be affected, but the primary projec-
tions spared.

seventy control subjects from 10 to 79 years of age were investigated.
This provided material for an additional study of the effect of age on
the psychophysical and electrophysiological responses.

Spatial processing was measured by visual acuity, the contrast sensi-
tivity function, or spatial modulation transfer function (MTF), and

the pattern reversal and pattern onset-offset visual evoked potential
(VEP). Temporal, or luminance, processing was measured by the de Lange
curve, or temporal MTF, and the flash VEP.

The pattern VEP was shown to reflect the integrity of the optic nerve,
geniculo striate pathway and primary projections, and was related to
high temporal frequency processing. The individual components of the
flash VEP differed in their characteristics. The results sugges ted
that the P2 component reflects the function of the higher association
areas and is related to low temporal fregquency processing, while

the P1 component reflects the primary projection areas.

The combination of a delayed flash P2 component and a normal latency
pattern VEP appears to be specific to dementia of the Alzheimer type
and represents an important diagnostic test for this condition.

KEYWORDS: visual evoked potential - psychophysics =~
Alzheimer's disease =~ optic neuritis = reduced vision
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CHAPTER 1 THE VISUAL SYSTEM

ANATOMY OF THE VISUAL PATHWAY

PROCESSING OF THE VISUAL IMAGE

PARALLEL NEURAL CHANNELS



1 THE VISUAL SYSTEM

A complete description of the visual system would be very complex and

beyond the scope of this review. The aim of this summary is to provide
a foundation for the topics covered in later sections of the thesis and
will therefore be limited to the photopic system, and monocular, mono-

chromatic processing.

1A Anatomy of the visual pathway

The anatomical arrangement of the visual pathways is represented in
Figure 1.1 and is explained in the following summary (1, 2, 3, 4).

The visual image falling on the retina initiates a photochemical
reaction in the receptors, the rods and cones. As the name suggests,
the retina is a network of cells, the electrical signals from the
cones passing by means of synapses through the bipolar cells to the
ganglion cells. The horizontal and amacrine cells modify the signals.
The axons of the ganglion cells leave the eye as the optic nerve, a
bundle of about a million fibres. At the chiasm the nasal fibres from
each eye cross while the temporal fibres remain uncrossed, with the
result that the entire representation of one half of the visual field
is contained in each optic tract. Although the corresponding fibres
from the two eyes are travelling together, there is little or no
binocular interaction at this stage and the fibres from each eye enter
separate layers of the lateral geniculate body (LGB). The fibres from
the ipsilateral eye innervate layers, 1, 4 and 6 and those from the
contralateral eye innervate layers 2, 3 and 5 to synapse with the
fibres of the optic radiations along which the visual signals are

transmitted to the visual cortex.



Figure 1.1 Schematic representation of the visual pathways
in the brain, seen from above. From Hubel and Wiesel (1)

NCHRRAAREEEEGSRS.-—....s

Figure 1.2 An elementary unit of primary visual cortex

Containigg one set ?f or%entation columns subserving all orienta-
tions and one set of ocular-dominance slabs subserving both eves
From Hubel and Wiesel (1 J yes:
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The primary visual cortex is approximately 36cm” in area on each
hemisphere and 1.5 to 2.0mm thick. It can be differentiated histo-

logically into six horizontal layers, with vertical intercellular

connections. Of these the pyramidal cells are found in the 5th and

6th layers and stellate cells predominate in the 4th layer. The kth
layer of the primary visual cortex has particular significance as it

is in this layer that the myelinated fibres from the LGB terminate,
giving rise to the white 'line of Gennari' which is visible to the
naked eye. As a result of this the primary visual corte* is also known
as the striate cortex. A third name is area 17, after Brodman's
classification. Areas 18 and 19 can be also identified histoiogically
in the visual cortex. These areas are often known jointly as the
secondary visual cortex or the extrastriate cortex. These areas have
traditionally been believed to process the image in a serial manner,
with the primary visual stimulus entering area 17, being synthesised
ito visual impressions in aren 1% and. being linked._ with

Hte other parts of the brain and memory through area 19 These

visual areas are duplicated, the left visual cortex representing the
right visual field and the right visual cortex representing the left visual
field . Connections between the two cortices are found in abundance

in area 18 and in the parts of area 17 near the vertical meridian.

1B Processing of the visual image

As the visual signals pass through the visual system a very large

amount of information is compressed into a form the cortex can

analyse, and important information is enhanced at the expense of less
elevant information. The sites for these stages in the visual
processing are the synapses at which the strength of signal transmitted

is determined by the number of nerve fibres converging on a single



cell and the distribution of excitatory and inhibitory endings (5).

The retina is designed to enhance images falling on the central 2° -
the fovea - by the means of a high concentration of cones in this area.
In addition, the high number of ganglion cells means that almost every
ganglion cell receives the output of one cone, in comparison to the
peripheral retina where many cones converge onto each ganglion cell.
The area of receptor mosaic feeding into each ganglion cell is known
as the receptive field, the size of which increases with increasing
distance from the fovea, with a consequent reduction in visual

acuity (Section 3A). It has been found by Kuffler (5) that the
retinal receptive fields give a maximum response when stimulated by
neighbouring areas of contrasting luminance but hardly respond at all
to overall changes in luminance. This is due to the differentiation
of the receptive field into a circular centre and concentric surround.
In some types of receptive field the centre gives a maximum response
when stimulated by light (excitatory or 'ON' centre), while the
response of the surround is decreased by light stimulation and
responds maximally when the light is switched off (inhibitory or

'"OFF' surround). The reverse arrangement (OFF centre and ON surround)
is also found. It can be seen that both types of receptive field will
give a maximum response when the stimulus is confined to the excitatory
area alone. A diffuse light will stimulate both excitatory and in-
hibitory areas, leading to complete cancellation if there is a linear
relationship between the two areas. As a result of this, changes in
the overall luminance of the visual world go relatively unnoticed -

for example, as clouds move across the sun, or the eyelid blinks.

The signals transmitted along the optic nerve fibres are now each



representing units of the visual field in topographical arrangement
with the central field having the major representation. The impulses
are equal in amplitude - changes in stimulus intensity resulting in
changes in impulse frequency (5). About a quarter of the fibres
project to the superior colliculi whichAseem to be concerned with
aspects of visual attention and centering of the visual image on the
retina (6, 3). The remaining fibres synapse in the LGB where the
retinotopic arrangement of the fibres is maintained. The receptive
fields are still found to be of concentric centre surround arrangement
and it appears that they have enhanced inhibitory properties (5). Thus,
the optimum stimulus for the retina and LGB is a small patch of light,
the optimum diameter depending on its position in the visual field.
A bar of light of width approximately equal to the diameter of the ON
centres will also be effective in stimulating the receptive fields,
whatever its orientation. These receptive field properties have also
been found for the very first cells in layer 4 of area 17 of the visual
cortex which receive the geniculate fibres. However the research bf
Hubel and Wiesel has shown that these characteristics change markedly

as the visual processing progresses through the cortex.

Using microelectrode recordings in area 17 of the cat and monkey,
Hubel and Wiesel (1, 7) found a progressive refinement in the process=-
ing of visual images which enhances contours. They found cells with
ON and OFF receptive fields, as before, but this time the receptive
fields were found to be elongated so that they were maximally
stimulated by line stimuli. These 'simple cells' were each found to
be sensitive to one specific stimulus orientation, the response being
markedly reduced when the stimulus orientation differs by 10° or 20°

from the optimum and completely absent when it differs by 900. These



simple cells were mostly found around layer L and it was suggested
that the circular ON centres of the LGB input are in an overlapping

arrangement so that a line stimulus will give maximum stimulation.

A further type of cortical cell, named a complex cell with a larger
receptive field, is maximally stimulated by a line or slit of a specific
orientation but in this case the actual position of the line in the
receptive field is not as important. It is suggested that the complex
cell receives an input from a number of simple cells with slightly
different receptive field positions, suggesting a serial organisation
of image processing. This is also suggested by the positions of the
cells - the simple cells in layer 4 of the cortex and complex in
layers 2, 3, 5 and 6. Complex cells require a moving stimulus and
about half are sensitive to the direction of the movement. It is also
thought that this is the first level at which the signals from the two
eyes converge. It has been noticed that about 10 to 20% of simple and
complex cells rgspond best to a line of specific Iehgth - the response
being diminished by a shorter or longer line. These were initially
thought to be a form of hypercomplex cell but they are now thought to
be a specialised 'end-stopped' type of simple and complex cell (7).
The complex cells in layers 2 and 3 of the cortex have been found to
project to other cortical regions, in layer 5 to the super colliculus
and layer 6 back to the LGB. Kelly and Van Essen (8) produced evidence
to suggest that cells with 'simple' characteristics correspond to
stellate cells in layer 4 and that complex cells correspond to the

pyramidal cells which are found in layers 2, 3 and 5.

Hubel and Wiesel have shown that these orientation specific cells

. . 2
in area 17 are arranged to form an elementary unit of about Imm”~ and



2mm deep for each point of the visual field, within which cells
responding to every orientation are represented in an orderly fashion.
They found that all the cells encountered by a penetration perpendic-
ular to the surface of the cortex had the same orientation specificity,
as if they were arranged in a column (the exception being the granular
cells with circular receptive fields in layer 4). Tangential pene-
tration revealed that neighbouring columns changed in orientation
specificity by only about 10° at a time, leading to a systematic
representation of the entire 180° within a short distance. The
orientation columns are duplicated so that right and left eyes are
represented in neighbouring columns. The whole unit is represented
schematically in Figure 1.2. In reality a cross section parallel

to the cortical surface shows swirling and branching formations, rather
than a rectangular block. However, the width of each unit seems
remarkably uniform at about Imm, regardless of the area of field under
investigation. However, as the receptive fields of the central retina
are much smaller than those of the periphery a correspondingly larger

area of cortex is required to represent an equivalent retinal area.

The uniform mapping of the receptive fields on the cortex means that
the entire visual field is represented on the visual cortex in a

systematic manner (3, 9, 10,11); Figure 1.3.

Most of area 17 is hidden on the inner medial surface of the hemisphere.
However, some of the large foveal representation at the occipital pole
extends to the outer surface, the actual exposed area varying between
species and individuals. The representation of the vertical meridian
of the lower field extends above and that of the upper field extends
below the foveal projection, while the representation of the horizontal

meridian extends anteriorly through the medial surface of the cortex.



a) The temporal half visual field of the right eye

| 3

b) Medial view of the occipital pole of the left cerebral
hemisphere. Calcarine fissure opened out for clarity

lustration removed for copyright restrictions

Figure 1.3 Holmes' mapping of the systematic projection of
the visual field on the occipital cortex. From Brindley (3)




Within these limits the entire visual field is represented, with-a
systematic relationship between successively deeper cortical regions
and increasingly eccentric areas of the visual field. The cortical
area representing each part of the field decreases with distance from
fixation - one estimate for the 5cm length of area 17 is that the
first centimetre represents the central 8—100, 2.5cm up to 300, 3.5cm
up to 50° and 4.5cm up to 70° (12). The entire outer circumferance of

the half field is represented at the anterior point of area 17 (11).

Area 17 is unique in that the horizontal representation is folded into
the calcarine fissure so that the representation of the upper and lower
octants adjoining the horizontal meridian are facing each other. The
upper and lower octants adjoining the vertical meridian are represented
on the lower and upper medial surfaces of the cortex respectively -

the lips of the calcarine fissure corresponding approximately to the
45° and 135° meridians of the visual field (13). This arrangement has

been described as an approximation to a cruciform confiquration (9}.

The representation of the visual field is repeated in a mirror image
on area 18, then again on area 19. The boundary between areas 17 and 18
is therefore marked by the representation of the vertical meridian, and

between 18 and 19 by the horizontal meridian (10).

1C Parallel neural channels

In the 20 years since Hubel and Wiesel first proposed their model of
serial processing in the visual cortex, evidence has accumulated to
suggest that parallel processing also plays an important part in the

transmission of information through the visual pathways. Three
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channels have been proposed, named the X, Y and W systems. Although
there are still some differences in the reported characteristics of
these systems mainly due to the different criteria employed by
different researchers for identification of the cells, (8, 14) general
properties have been recognised and are summarised below (8, 15, 16,

17, 18, 19) Table 1.1.

X and Y ganglion cells were first identified in the retina on -the basis
of their receptive field characteristics. The X cells have a clearly
defined centre and surround which show a linear interaction. They
comprise about 40-50% of cat ganglion cells and predominate in the
central retina. The diameters of the receptive field centres are
smaller than those of the Y cells, ranging from 20 min at the fovea

to 70 min at 4.5mm eccentricity, compared with a range of 50 to 140 min
for Y cells at the same retinal positions. The Y cells comprise

5-10% of cat ganglion cells and are relatively more numerous in the
retinal periphery with large less well defined receptive fields which
are non linear. Y cells respond to a stimulus with a transient burst
of activity while the X cells show a sustained response and the
conduction velocity of the Y cells is much faster. Since the discovery
of X and Y cells in the retina,ganglion cells with other characteristics
have been described, and grouped by some researchers into a third
system, the W cells (8, 15). W cells have large receptive fields

and slow conducting fibres and can constitute as many as 50-55% of

the ganglion cells of the cat. 90% of the retinal input to the
superior colliculus consists of W fibres. Some Y fibres also project

to the superior colliculus (15).

Separate X, Y and W fibres are found at the LGB (20), and at the

11
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input to the visual cortex (8, 19). It is believed (8, 19) that the
major input to area 17 of the cat is from the X cells, area 18 from
Y cells and area 19 from W cells. Area !7 also receives a lesser
input from Y and W cells and area 18 a lesser input from W cells.
It has also been suggested (21) that X cell fibres project to the
simple cortical cells and Y cell fibres project to complex cells,
although other reports (15) suggest that both types of cortical cell

receive inputs from X and Y cells.

Psychophysical evidence suggests that the X system forms the basis
for spatial vision as suggested by the small dimensions and sharp
differentiation between centre and surrounds of the X cell receptive
fields (15), and the predominance in the central retina (18). The
large, less well defined receptive fields of the Y cells make them
poor spatial discriminators and it is thought that they signal
temporal changes (15, 21, 22). Psychophysical evidence indicates
that directional (movement) and non directional (flicker) temporal
information is transmitted by the same system, which is believed to

be the correlate of the Y cells (22).

These characteristics would be consistent with psychophysical
evidence for two independent systems - a 'pattern detecting mechanism’
which is most sensitive to stimuli of high spatial frequency which
are stationary or presented at a low temporal frequency, and a
'movement detecting mechanism' which is most sensitive to low spatial
and high temporal frequencies (8, 22, 23, 24, 18). Evidence for
these two systems includes the observation that the contrast
sensitivity of the visual system to low spatial frequency stimuli is

enhanced by temporal modulation (25). Comparison of flicker and
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pattern detection thresholds for a modulated grating show that the
two systems are equally sensitive at high spatial frequencies, but
at low spatial frequencies flicker sensitivity is better than pattern

by a factor of two (23).

't has been estimated that gratings of 0.25c/deg are detected by the

Y system alone while gratings of 10c/deg are detected by the X system
alone (24). However, estimates of the relative contributions of the
two systems in the intermediate regions vary, with estimates of a Y
cell contribution up to 30c/deg (23), or alternatively a Y cell con-
tribution up to 3-kc/deg with temporal information at higher spatial
frequencies transmitted by the X system (22) Figure 1.4. The low
spatial frequency cut off of the X system is estimated at about 3c/deg

(22).

The W cells may be involved in control of slow tracking eye movements

or maintenance of fixation (15).

If the suggested cortical termination of X and Y cells in areas 17 and

18 respectively prove correct, it would seem that area 17 is pre-
dominantly associated with spatial processing while area 18 is associated
with temporal processing. Such a hypothesis would require some modifica-
tion of Hubel and Wiesel's original model in which the signals entered
the cortex in the striate area of area 17 and then went through a
serially organised elaboration of visual information. However, the
parallel and serial processing models could well prove to be compatable,
with the separate aspects of visual information undergoing serial

processing in parallel channels (6).



lustration removed for copyright restrictions

Figure 1.4  Schematic representation of the spatial

frequency tuning of the sustained and transient systems
as proposed by a) Kulikowski and Tolhurst and b) Legge
From Green (22)
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The higher mechanisms by which the brain combines these different
aspects of visual information and the signals from the different

parts of the visual field into the final visual image are yet to

be understood (1).
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2 THE VISUAL EVOKED POTENTIAL (VEP)

2A Technigues

The response of the visual system to a flashing light can be seen as

a series of spikes in the electroencephalogram (EEG) recorded from
electrodes over the occipital area of the brain (26, 27). However,

in most people, the response is tgo small to be studied and is
frequently obscured by the background activity of the EEG. The
technique of averaging (26, 28) enhances the visual response and
reduces the spontaneous background activity by the computer addition

gi a number of sections of the EEG immediately following each flash.
The assumption behind this technique is that the visual response is
time-locked to the visual stimulus and the summated samples will there-
fore increase in amplitude in proportion to the number of samples, N,
while the background activity is not related to the visual stimulus,
but random and will therefore increase in amplitude as a function of
vfj; (29). Averaging 50 responses will lead to a signal/noise ratio

of 7:1 while the ratio can be improved to 10:1 by increasing the number
of samples to 100. Further increases in the number of samples lead to
smaller incremental benefits (29) while requiring concentration by the
subject for longer periods of time, so a compromise must be reached,
taking into account whether the aim of the study is for clinical informa-

tion or fundamental VEP research. Some information about the individual

VEPs is lost in the averaging process (26, 28, 29).

The changes in potential recorded from the brain in response to a
visual stimulus are known as the Visual Evoked Potential or VEP. The

averaging process records the transient response of the visual system
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to each stimulus, allowing the system to return to its normal resting
state before the next stimulus. The resulting transient averaged

VEP is displayed as a plot of change in potential against time and
shows a series of positive and negative waves occurring within the

500 msec following the stimulus (26).

An alternative method of evoking a VEP is to present the visual system
with a long train of repetitive stimuli varying sinusoidally in time.
The resultant VEP obtained by Fourier analysis is a sine wave of the
same frequency (if operating within the linear range of the visual
system) and is assumed to reflect the dynamic steady state of the
brain. This signal is therefore known as the steady state VEP and is
characterised by plots of phase or amplitude against stimulation

frequency (30).

The repetition frequency of the steady state stimulation is such
that the individual components of the VEP overlap and merge to form
a simple sinusoidal waveform (30, 31). This makes a single amplitude
measurement easier, but potentially rewarding information about the
behaviour of individual components is lost (27). The steady state
signal may not require averaging which means that the effect of

a change in stimulus parameters on the VEP can be seen immediately.
This makes steady state recording the method of choice for the
development of rapid VEP assessment techniques (30). Caution must
be exercised when using steady state techniques for theoretical
studies, as the non linearity of the visual system at suprathreshold
levels limits the extent to which steady state results can be extra-
polated (27, 30). Transient and steady.state VEPs are therefore comple-

mentary in their applications (27, 30). This thesis is concerned
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with the study of the transient VEP, and so only passing reference
will be made to the results of steady state VEP studies where

applicable.

The placement of the electrodes is of crucial importance in the
recording and subsequent interpretation of the VEP. The International
convention for EEG electrodes introduced by Jasper (26) recommends
that, in order for consistency between subjects, measurements should
be related to easily detectable landmarks on the skull such as the
inion (the protruberence above the base of the skull), the nasion

(the dip at the top of the nose) and the pre-auricular depressions,
and that the distances between electrodes should be expressed as a
percentage of the distance between these points (Figure 2.1.).

The electrode positions are named with an initial letter corresponding
to the area of the brain over which they lie and numbered with even
numbers representing the right side of the head and odd numbers repre-
senting the left side. Midline electrodes are indicated by a letter
Z. Therefore, the electrode positions relevant to VEP recording are
those lying over the occipital area of the brain - OZ which is 10% of
the longitudinal inion-nasion distance above the inion on the midline
and 0, and O] which are 10% of the circumferential distance from the
inion to the nasion either side of'Oz. However, these electrode
positions were developed for EEG recording over the whole scalp and
only sample the occipital area. Detailed VEP studies, therefore,
often involve the use of more electrodes over the occipital areas and
these are usually specified in terms of the distance above or lateral

to the inion in cm.

The technique of monopolar recording is based on the principle of

recording the difference between an electrode over an active area of

20
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cortex and a reference electrode over an inactive area. The selection
of an inactive reference site is difficult as very few areas of the

scalp are truly inactive so a compromise must be reached. Many VEP

studies have used ear, or linked ear references (eg. 32,9) although
this site has been shown to be active for upper field pattern reversal
responses (33) and early subcortical visual responses (34) when high
intensity flashes are used. A frontal reference (FZ) (eg 35, 10) is
symmetrically placed with respect to electrodes on the right and left
of the occiput (36) and is almost diametrically opposite the occipital
area on the scalp. However, central references such as C3 and C4

are recommended in recordings from babies and unco-operative subjects
as a frontal reference will pick up potentials from excessive blinking

and eye movements (37).

Bipolar recording techniques involve the recording of the relative
potential difference between two electrodes over active areas of cortex.
Chains of bipolar electrodes used in EEG recording can be used to

locate an area of activity as shown in Figure 2.2. Activity arising

midway between two electrodes will affect them both equally, so no
potential difference will be recorded. However, a potential difference
will result between these and the next electrodes in the chain resulting

in a phase reversal if the electrodes are linked in sequence (26). The
use of two bipolar electrodes for VEP recording is however rather
limited, particularly for topographical studies, as it is impossible

to tell whether a particular deflection is due to a positive potential
under one electrode or a negative potential under the other. A potential
arising midway between the two will be missed altogether as no potential

difference will result.
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Figure 2.2 Bipolar recording. A negative potential midway
between electrodes b and c produces an equipotential record-
ing of channel 2 and phase reversal of the adjacent channels
I and 3. From Harding (26)

Figure 2.3 The flash VEP. Generalised waveform showing all
known components and the nomenclature used in this study.
Postitive is indicated by a downward deflection

From Harding (26)

llustration removed for copyright restrictions




Conventions on the display of the VEP on the oscilloscope or pen
write-out varies between laboratories. In general, researchers with
a background in EEG work adopt the system of displaying a positive
potential by a downward deflection (26) while those with a background
in visual science or physics use the opposite convention, where an
upward wave denotes a positive potential (eg. 38, 39). It is, there-
fore, important to determine which convention is being used before

interpreting a VEP waveform.

This review will concentrate on the potential changes evoked by a visual
stimulus and insights that this VEP gives us into the visual system

and pathology. The effect of psychological variables and non visual
contributions to the VEP will not be considered in detail, except to

say that the recording of the VEP depends on the maintenance of attention
by the subject to minimise alpha activity, and the elimination of muscle
artifacts by ensuring that the subject is relaxed (27). lIsoelectric
potentials, such as those arising from the heart, should not be recorded
as a potential difference and other artifacts can be minimised by secure
attachment of the electrodes to the scalp, reduction of the skin resis-

tance and appropriate filter settings (26).

2B The flash VEP

The transient averaged VEP evoked by an unstructured flash of light
consists of a series of positive and negative waves as illustrated
in Figure 2.3. Studies on the flash VEP show close agreement on the
morphology of the waveform, although the system of nomenclature has
varied, with some authors naming the components sequentially with

numbers or alphabetical letters and others denoting the polarity of
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the component by a letter P or N, followed either by the peak latency
(eg. P100) or a sequential numbering system. The latter system will

be used in this study, as recommended by Harding (26). The most

prominent component in the flash VEP is a positive wave occurring

between about 95 and 120 msec, known as P2 in our terminology-

(eg. 26, Lo, 41).

Ciganek (42) studied the variability of the single VEP traces making
up the averaged flash VEP recorded between 0, and PZ' Within each
subject the variability of the evoked potential itself was found to
be small. Background activity caused some variability of the response,
although about half of the subjects showed a reduction in variability
about 80 msec after the flash, due to blocking of the background
activity as confirmed by the EEG. Variability between subjects was
most marked in the amplitude measurements, while the latencies of the
components were fairly consistent, with waves Pl and Ny showing the
sriallest standarddeviation. The slightly higher variability of the
earlier waves seemed to be due to the influence of background activity,
while the variability of the later components appeared to be an in-
herent property of the VEP. The low latency var}ance of component P

|

was also observed by Nakamura and Biersdorf (32).

A study on one subject by Aunon and Cantor (43) noted that the amplitude
of the flash VEP recorded between 02 and the vertex was more variable
than the latency. This variability was greater between separate
recording sessions than within one session and was also increased when
recordings were made in different laboratories, presumably due to

differences in equipment.
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Comparison of the flash VEPs recorded over the two hemispheres of
the brain led to a report of a higher amplitude of the order of

1-5uV recorded over the left hemisphere from central electrodes (4k).

However, a study of hemispheric differences in 139 subjects (45)
shows symmetry in most cases, with 85% of all subjects having a
latency difference of less than or equal to 5 msec between hemispheres

and 90% having an amplitude asymmetry of less than 40%.

The amplitude and latency of the flash VEP changes throughout life.
Within puberty and adulthood (as studied in this project) the amplitude
has decreased from the high values found in childhood and, after an
abrupt increase between 13-14 and 16 years, stabilises. In the 60

and 70 year age groups, the amplitude of the earlier components (up

to 100 msec) increases (41, 46, 47, L48) while that of the components
after 100 msec has been reported to decrease (41, 46, 48) or remain
stable (47). The latency of the flash VEP increases with age, with

the P2 component increasing by abéut 20 msec between the teenage

years and old age (44, 47, 48).

The amplitude of the flash VEP is found to be higher in adult females
than males (44, 48). A study by Buchsbaum, Henkin and Christiansen
(48) excluded differences in skull thickness or hormone or endocrine
balance as the cause, and suggested that the absence of the Y chroma-
some was a relevant factor. A genetic contribution to the waveform

and amplitude of the flash VEP was suggested by Dustman Schenkenberg,
Lewis and Beck (44) after studies which showed a much closer similarity
between the VEPs of monozygotic twins than between those of dizygotic

twins.
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281 Properties of the flash VEP

Ciganek (40) observed that the 'primary' flash response - the early
components N1 P] and N2 - showed a specific visual response, while
the characteristics of the 'secondary' part of the VEP were non-
specific, being affected by factors such as sleep. He suggested a
striate origin for the primary response, with a more diffuse origin
for the secondary response. This would be consistent with the ex-
pected pattern of neural activity outlined by Young (29) in that a
short time after the stimulus, neural activity has not branched far
beyond the immediate system being stimulated. After this, the activity
will spread into other parts of the brain, often with complex feed-
back loops. Subsequent studies have shown the 'primary’ components
to be relatively invariable, whilst the 'secondary' components are
affected by stimulus and subjective variables, thus challenging

Ciganek's definition of the secondary response as 'non-specific' (26).

The early components of the flash VEP show localisation over the scalp
consistent with the area of retina being stimulated, while the later
components show a less specific, more posterior localisation (32).

This would be consistent with reports that the major component, Py,

is foveal in origin (26) and is markedly attenuated when the central
part of the stimulus is occluded (49). The fovea makes a major contri-
bution to the flash VEP due to the large cortical foveal representation
and its proximity to the scalp electrodes. It has been calculated that
the central 2° of a 50 field contributes about 65% of the VEP amplitude

(50) .

The luminance of the stimulus has a marked effect on the latency of
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the flash VEP, a luminance decrease of a log unit causing a latency
increase of the order of 8-12 msec (51, 52). |t appears that the

latency of each component is affected equally so that the waveform

is unaffected (52). The latency of the VEP has also been shown to
obey Bloch's law in that luminance and stimulus duration are inter-

changeable up to stimulus durations of 50 msec (53).

The VEP amplitude has been reported to be directly proportional to
the stimulus intensity (52,) , although very variable (52). Other
reports only found this relationship at low levels of illumination
close to threshold with saturation occurring at moderate intensities
(51, 27). One study showed that both amplitude and latency relation-
ships with luminance could be described by power functions with ex-
ponents of 0.1 to 0.3 or the classical Weber-Fechner logarithmic
relationship, as these two functions are similar within a wide range

and both fall within the scatter of the results (52).

2C The Pattern VEP

Spehlmann (54) first attempted to relate the stimulus to normal visual
conditions by superimposing a checkerboard over the flash stimulus.

He found that the VEP evoked by this flashed-on pattern was larger,
despite the fact that the luminance had been reduced by 50% due to the
black checks. The waveform of the flashed pattern VEP was also differ-
ent to that of the flash VEP with the replacement of the positive
component around 100 msec. by a negative component and the appearance of

a large positive component at 180-375 msec (54, 55). The pattern origin
of this waveform was established by showing that the VEP reverted tc

the flash waveform when the pattern was blurred with a +10D lens (54).
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Early workers attempted to isolate the pure pattern specific contri-
bution to the flashed-on pattern VEP by subtracting the VEP to either
a blank field or the defocussed pattern (55, 56, 50) which assumes

a linear relationship between the luminance and pattern components

of the response. This has been shown to be a reasonable approximation
(39) although other other reports have suggested that the luminance

component can be enhanced by the presence of contours (38, 27).

More recent techniques isolate the pattern specific response by the
maintenance of constant luminance throughout the stimulus cycle. A
full account of these techniques and the equipment used can be found
in the report of the Brussels Symposium ad-hoc Committee (58) and
their recommended terminology will be used in this thesis. The two
main constant luminance techniques for pattern stimulation are pattern
reversal and pattern onset-offset. |In pattern reversal stimulation
the bright and dark pattern elements interchange rhythmically, the
number of reversals per second being twice the temporal modulation
frequency expressed in cycles per second or Hz. (Figure 2.4), In
patfern onset-offset stimulation the pattern appears once per cycle and
then disappears after a set time to be replaced by a blank field of
equal mean luminance for the remainder of the cycle (Figure 2.5),

The contrast change of the pattern elements is therefore half of the

change in pattern reversal stimulation (59).

Modifications of these techniques have been made for special investiga-
tions. One set of pattern elements only can be modulated so the pattern
onset coincides with a decrease in luminance (modulation of dark
elements) or an increase in luminance (modulation of bright

elements) while the luminance of the blank field is equal to the
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luminance of the unmodulated pattern elements (60) (Figure 2.7).
Contrast modulation is another mode of stimulation in which a steady

pattern is presented at higher and lower contrast levels without alter=

ing the mean spatial or temporal luminance of the pattern (61, 62).

Modulation depth and mean contrast can be varied independently.

The above mentioned report also gives a full account of the advantages
and disadvantages of different types of equipment which are used to
produce patterned stimuli. These include oscilloscopes (eg. 31, 62),
television displays (eg. 65), slide projectors (eg. 35, 63, 64),
tachistoscopes (eg.39) rotating polaroid systems (eq.66) and patterned

mirrors consisting of reflecting and transparent elements (38).

The VEP evoked by pattern reversal stimulation consists of a major
positive component with peak latency of about 100 msec (39, 67, 68, 69,
35). (Figure 2.4). The consistency of this component is shown by
Halliday's review of normative studies (70) in which the major positive
peak occurred between 90 and 120 msec in all 25 studies and between 90

and 110 msec in 20, despite widely varying experimental conditions.

He also showed that the pattern reversal VEP was much less variable

than the flash VEP. The pattern onset VEP is more variable (67) and
consists of three major components, a positive peaking between 55 and

80 msec, a prominent negative component between 90 and 120 msec and
another positive at about 150 to 160 msec (39,71) (Figure 2.5). These
have been labelled Cl, CIl and CI11 respectfvely (9) and this nomenclature
has, in general, been adopted in studies using checkerboard stimuli (egq.
71), researchers using sine wave grating stimuli preferring to use the
labels P or N followed by the peak latency (eg. 72, 73, 74). An apparent
early negative’component, Co, has been observed at high spatial
frequencies (10, 72, 73, 75). The offset response merges with ClI11 of the

onset response when short stimulus durations are used (76) but can be identifie
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Figure 2.4 Pattern Reversal
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as a separate positive component with stimulus durations of greater
than 100 msec (71). The exact latency values of these two types of

pattern VEP depend on the stimulus parameters (77) as shown by

studies: using lower luminance levels in which Cll occurred at about
150 msec (75, 78, 79). Between individuals, latency has been found

to be much less variable than amplitude measurements (80, 81).

Investigations into the relationship between the reversal and onset-
offset VEP have involved the transition from one form of stimulation

to the other (82, 39). As patterns of increasing contrast below satura-
tion are introduced into the blank field of the onset-offset stimulus
until reversal is reached, the CIl and Cll! components show a gradual
attenuation and the remaining Cl and offset responses interact until

the familiar positive peak of the pattern reversal VEP is produced
(Figure 2.6). The introduction of a continuously present pattern con-
figuration is the reason for the attenuation of the highly adaptive

Cll component and its virtual absence from the pattern reversal response
(39, 68, 83) (Section 2C3). Observations on the topographic distribution
of the different components (84, 39) and variation of waveform with -
check size (68) confirm similarities between the reversal and offset
responses, whilst indicating a different origin for the onset response.
The subjective impression of the offset of a high contrast pattern,
followed by a negative afterimage has been compared with pattern re-

versal stimulation (68).

The preservation of separate components in the onset-offset response
makes it the method of choice in fundamental research into the nature
of the VEP (38, 39)L However, the smaller variability of the pattern
reversal response particularly at high contrasts has many advantages

giving the two technigues complementary uses (83).
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500 msec

Figure 2.6 Transition from pattern onset-offset to pattern reversal
stimulation showing gradual attenuation of Cll component. From
Estevez and Spekreijse (382)

Figure 2.7 Showing that the onset VEP is evoked by the onset of a
pattern, regardless of whether this is accompanied by an increase
(a) or decrease (b) in mean luminance. From Spekreijse, Estevez and
Reits (92)




Normative studies have shown a small difference in pattern reversal
latency and amplitude between males and females. Halliday, Barrett,
Carroll and Kriss (85) report that the mean female pattern reversal
VEP is between 3.5 and 4 msec. shorter and between 4 and 5uV larger
in amplitude than the mean of an equivalent group of males. The
authors attribute this to a smaller average head size and skull
thickness in women. In addition, the VEP latency of the female group
showed a more pronounced and earlier increase with age, which could
be related to structural, metabolic or temperature changes associated

with the menopause.

The major positive component of the pattern reversal VEP elicited by
small checks increases in latency by about 10-15 msec between the ages
of 20 and 70 years (86, 87). The VEP evoked by larger checks is less
sensitive, only showing a latency increase of the order of 5-7 msec

in the older age groups (88, 85). -The amplitude of the pattern re-
versal VEP decreases rapidly from childhood to adolescence (89, 90).
Opinions on the amplitude after the age of 20 years vary - with one
study reporting that the amplitude was too variable to draw any con-
clusions (88) three reporting no significant change with age (90, 87,
85) and one reporting a decline until the 30's followed by a small

increase in amplitude, and then another decline after the 50's (89).

De Vries Khoe and Spekreijse (91) studied the pattern onset-offset VEP
from birth to adolescence. The waveform develops continuously up to
puberty, the normal latencies of the characteristic VEP waveform only
being attained at the age of about 16 years. The onset VEP during

infancy consists of a single positive peak at about 150 msec which is

probably a combination of Cl and ClIl. Cll was not found in the VEP
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of any infants between 5 and 10 months, in about 40% of infants of
20 months and in 100% of children of 100 months of age (8]/3 years).

It is suggested that the development of Cl! reflects the development

of the foveal contrast mechanism.

2C1 Physiological mechanisms

There is much evidence to indicate that the pattern and flash VEPs
reflect different visual processes. The VEP evoked by the modulation

of checks in counterphase (pattern reversal) is much larger in amplitude
than that evoked by 'in phase' (homogenous field) modulation of the
checks by the same amount, indicating a different origin for the two

types of response (92, 93).

I'f the pattern VEP was only elicited by local changes in luminance on
the retina, the responses to the onset and offset of a checkerboard
would be identical, as in both cases half the checks increase and half
decrease in luminance (63, 59, 83). It has already been shown that
this is not the case. A pure luminance origin would also predict
that, once the check size ex<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>