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Introdusc-‘t:‘i’_onkk .\

1.1 Image processing, analysis and und

Image processing is concerned with the manipulation and analysis of pictures by
computer. In digital image processing a picture of a scene is usually represented as a
two-dimensional, rectangular array of integers, or possibly a set of such arrays. Each
element of the array, i.e. pixel, corresponds to one small area of the visual image, and
the value stored there represents, usually, the light intensity measured for that area,
quantised to one of a set of discrete grey level values. In applications requiring colour
information several values are measured at each sample point, representing intqns_\i_t_y\
measurements in a set of spectral bands; the image is then represented by a sct.\o_f
arrays. ;

The term 'image processing’ can be used to encompass all sorts of activities
involving pictorial data but is often used to refer only to the processing of pictorial
information which produces results in the form of another image intended for human
interpretation. Examples of such image processmg apphcanons mclude the removal
of geometric distortion or blurring from an image, the i anrovement of contrast, etc.

A second major area of activity concerns the _processing of plctonal data for
autonomous machine perception. This is sometimes termed hlgher level' processing
and may be described more specifically as image analysis, image pattern ricc.og.ﬁ_itioﬁ?
computer vision or image understanding. There is a large degree of overlap in
meaning amongst these terms: Rosenfeld [1988], for example, considers themj to be
Synonymous.

The view taken here, however, is that important distinctions can be made
between image analysis or pattern recognition on one hand and image understandin'g
or computer vision on the other. This stance accords with that of Brady [1982], who

points out the following significant differences:

1"

* Pattern recognition systems are concerned typically with recognising the .
input as one of a (usually) small set of possibilities. Image understanding aims
to construct rich descriptions that cannot be enumerated in advance but need to
be constructed for each individual scene. Three-dimensional scenes, viewed
from an arbitrary location, give rise to a wide variety of occlusion (overlap)
relationships. One can hope to compute descriptions of three-dimensional
layout but not to recognise it as an instance of a small number of stored

prototypes...
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* Most significantly, PALIern recognition sy )
image. Image understanding approaches to stereo, texture, sha
shading, and indeed most visual processes, operate not on the

symbolic representauons that have been computed by earher processmg such
edge detection. . . .

This thesis shows that the analysis of rock sections can be viewed as an image
understanding problem, so bringing a novel perspective on the subject, and explores
the possibilities of this approach.

1.2 Thesis overview

This thesis considers the application of image analysis in petrography - the smdy
of microscope images of rock sections - and investigates the p0551b11mes for
advancing existing techniques by introducing feature extraction and analysis
capabilities of a higher level than those currently employed. The approach developed
takes petrographic image analysis beyond pattern recognition methods based on
predefined measurements and towards image understanding, where the aim is the
construction of meaningful descriptions of the rock section.

The principal contributions of this the51s relate to the fundamental problem of
assigning the ‘ownership' of crystal boundaries i in lgneous rock sections: the mterface
between two adjacent crystals is usually ChdrdCtCl’ISth of only one crystal wh1ch
formed first, and 'imposed’ upon the other, which crystalhsed later and grew agamst
or around the existing crystal. The effects seen in cross-sections due o this
crystallisation style are analogous to occlusion effects in two-dimensional iméges_. of
three-dimensional scenes: just as parts of an object are obscured by other d'bjects‘
standing between it and the observer, and the region(s) representing the object are seen
as bounded at least in part by the outlines (occluding boundaries) of the intervening
objects, so it is that the regions representing a later fefming crystal may be bounded at
least in part by the characteristic boundaries of its earlier forming neighbour. ’

The importance of this problem is clear: meaningful descriptions of crystal form
and inter-crystal relations cannot be derived until fhe ownership of boundaries ha\é
been established. The identification of characteristic boundaries can also indicate the
crystallisation sequence of minerals in a rock and so provide petrological information.

Through an examination of the reasoning used by human observers the
assignment of boundaries problem is shown to be a relatively complex image analysis
task. Image features which reveal the ownership of boundaries are established. The
design of a suitable petrographic image analysis scheme is then outlined and the

implementation of key components considered in detail. In particular, novel
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ms for shape andf ,ym’metry analy
These analyses contribute both to the solution of the boundary assig
and to the construction of geologically useful descriptions of crystal form. ~

The analysis scheme presented employs grouping principles such \as?:;eq"‘l_-l‘?iheam"ty;
parallelism, symmetry and continuity, so providing a link between this study and more ;

contributions are made in the form of algo

general work in perceptual grouping and intermediate level computer vision.
Consequently, the techniques developed in this study may be expected to find wider
application beyond the petrographic domain. ’ e

1.2.1 Thesis structure

Chapter 2 provides a brief introduction to petrography and the role of
microscopy. A review of image analysis in petrography is then conducted. This
review establishes the importance of quantitative methods in petrography and
examines how image analysis is used to automate such techniques. The extension of

current capabilities is discussed and preliminary proposals for research are made.

Chapter 3 investigates the geometric features seen in crystalline rock sections,
concerning the description of individuarl/'/’crys/t;il?zzin/d/::inter-crystal' relations.
Petrological background information is given to explain why certain features occur and
are significant, and the terms appropriate for their description are discussed. The
fundamental problem of 'boundary assignment', described above, is considered in
detail. Key image features which reveal the ownership of crystal boundaries are
established; a set of explicit analysis rules is presented. These rules indicate the
image analysis tasks which must be tackled if the assignment of boundaries problem is
eventually to be automated, motivating subsequent research. The design of a image
analysis scheme based on these principles is outlined. The following chapters

consider the implementation of important elements of this analysis scheme.

Chapter 4 describes the creation of a database of basic spatial information
derived from a rock section image. Problems of data extraction and representation are
considered. As petrographic image analysis proceeds this database will be both
interrogated to supply the input data for the various analysis routines and updated

through the addition of the new information which results.

Chapter 5 examines the problem of identifying crystal faces on a crystal section.
Existing algorithms for deriving polygonal approximations are shown to be inadequate
for this task. A new algorithm for multiscale contour analysis is then presented in
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and "near;l'ilnear"'st-ruéture oyn a
contour over a wide range of scales, avmdmg the use of arbitrary err@r thresholds,
producing a hierarchical description termed the 'face tree.. Further, the algo

able to cope with variations in the optimal scale around the contour. This is a novcl \
feature.

detail. This algorithm can identi'fy sig]

Chapter 6 considers the development of algorithms for the symmetry analysis of
crystal profiles, taking as input the results of the multiresolution contour analysis of
the previous chapter. The symmetry analyses implemented are concerned with
internal’ symmetries which may be deduced via the orientation properties of faces,
but which need not produce a crystal which is symmetric in the normal sense of the
term. Existing analysis techniques are therefore not applicable and new techniques
are developed.

Chapter 7 presents an overview of the petrographic image analysis system of
which previous chapters form a part. The state of implementation achieved for the
component analysis modules is described. A possible control strategy is outlined,
indicating how the the overall system may be realised.

Chapter 8 reviews the work of the previous chapters and the contributions made. ,
Directions of further developments are discussed.
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CHAPTER

Image Processing in P.etrogréphy'

2.1 Introduction

This chapter considers the role of computer image processing techniques in
petrography - the study of rock micrographs. In the terminology of the previous
chapter, the emphasis is on higher-level processing, i.e. image analysis and
understanding.

A brief introduction to petrology and petrography, including the role of
microscopy, forms the first part of the chapter. This provides some essential
background information for non-specialists. The major part of this chapter is a
review of published work in petrographic image processing. This review considers
the question of what sort of information is sought from rock micrograph images, and
why, as well as examining how this information may be obtained. The importance of
petrographic image analysis is demonstrated, and some obstacles to advancement are
identified.

The possibility of extending the application of computer methods in the
petrographic domain through the use of higher-level image analysis techniques is

considered in the concluding section of this chapter, motivating further research:

2.2 Petrography

Petrology is the study of the origins, constitution and structure of rocks:
Petrology therefore occupies a central place in geology, which isa broader,
multifaceted discipline. Petrography, literally the description of rocks, is closely
related to petrology since a meaningful description of a rock requires a knowledge of
petrological principles. The term petrography is usually used to mean the study of
rocks in thin section. This section provides more information on these topics.

2.2.1 Petrology

Rocks can be divided into three categories: igneous, sedimentary and
metamorphic. The classification is on the basis of the conditions in which they
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formed. The American Geological Institute's Glo sary of G‘eolo.gy; [Bates & Jackson
1980] defines tthTOllpS‘OfTOCks-vvaSzfollows; -

Igneous rock: a rock that solidified from molten or partly molten miafe,,ri_‘iaa
from a magma. .

Sedimentary rock: a rock resulting from the consolidation or lithification of
loose sediment or the chemical precipitation from solution at or near the earth's
surface; or an organic rock consisting of the secretions or remains of plants and
animals.

Meramorphic rock: any rock derived from pre-existing rocks by mineralogical,
chemical, or structural changes, especially in the solid state, in response to marked
changes in temperature, pressure, and chemical environment at depth in the earth's
crust; 1.e. below the zones of weathering and cementation.

This classification scheme is not clear-cut, for nature is a continuum, and
borderline or transitional cases exist.

Chapter 3 contains further petrological information concerning crystalline rocks.
The following brief comments can, however, be usefully made here.

The objective in petrology is an understanding of the forces and events which
shape a rock’s history. Equipped with this understanding one may then attempt to
unravel the biography of any given specimen. For an igneous rock it may be possible
to deduce, say, the composition and crystallisation history of the parental magma
body. For a sedimentary rock the source of sedimentary material and the nature of the
transportation and deposition process might be deduced. For a metamorphic rock the
pre-metamorphism state of the rock and the nature of pressures and temperatures to
which it has been subject might be inferred.

There is a second form of investigation into rock properties, which is concerned
solely with the physical properties of the rock, per se. ~ This may be termed an
engineering interest. For example, the porosity and permeability of a petroleum
reservoir sandstone may be of interest, or there may be a wish to study-the nature of a
fracture network in a crystalline rock, perhaps as part of a civil engineering

investigation.

2.2.2 Rock micrographs

Microscopic methods play a crucial role in the study of rocks. The bulk of
micrographs which are studied may be divided into three categories:-

1) Electron micrographs.

These are created by, for example, backscatter or scanning electron microscopy

(BSE and SEM).
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2) Transmitted light micrographs.

This is the traditional, the most convenient, and by far. the most common, mcans .
of detailed visual examination of rock samples. If a slice of rock is ground down to a
thin enough wafer, called a thin section, most of its constituent minerals become
transparent. The thin section is then examined in polarised light, using a special
mineralogical microscope.

3) Reflected light micrographs.

Here a small sample of the rock is polished smooth and studied in reflected light.
This technique is usually used only for the study of opaque minerals (usually ore
minerals). Perhaps surprisingly, the technique has much in common with transmitted
light microscopy. ~

Of the three categories given, transmitted light micrographs are probably of the
greatest importance in geology, particularly in the study of crystalline rocks. ~All
geologists are familiar with such micrographs: they form the basic medium for
geological instruction and research.

2.2.3 The mineralogical microscope

The mineralogical microscope is characterised by its use of polarised light.
Light is a form of electromagnetic radiation, and may be thought of as consisting of
electric and magnetic vectors which vibrate at right angles to the direction in which the
radiation is moving. In this discussion of mineral optics only the electric vector need
be considered, since it is the interaction of the electric vector with the electrons in
minerals which affects the behaviour of light, and the forces arising from the magnetic
vector are negligible in comparison.

Ordinary light, like that coming directly from a light bulb or the sun, vibrates in
all directions normal to the propagation direction - it is unpolarised. ~When the
vibration of the electric vector is constrained within a single plane the light is said to be
plane-polarised. (The magnetic vector always vibrates at right angles to the electric
vector.) There are various types of polarisation, but plane-polarised light is the most
important for crystal optics.

In the mineralogist's microscope the substage light source has a polarising filter
- the polariser - so that the mineral slice is viewed in plane-polarised light. The stage
is not fixed, but may be rotated, and a graduated scale allows precise measurement of
this rotation. Further, there is an additional polarising device - the analyser - in the
microscope tube which may be slid in or out of position as required.

The analyser and polariser are arranged so that the vibrations they transmit are

mutually perpendicular. These directions are also those of the crosshairs in the
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eyepiece.  With the analyser in position observations are said, for historical reasons,

to be made 'between crossed Nicols' or using crossed polars (XPL); with the
analyser out of position observations are said to be in plane-polarised light (PPL).

2.2.4 Crystal optics

On the basis of its underlying symmetry, every natural crystal can be classified
into one of seven symmetry groups: Cubic, Orthorhombic, Tetragonal, Trigonal,
Hexagonal, Monoclinic or Triclinic. A full treatment of crystal symmetry may be
found in texts such as those of Phillips [1971] or Cox et al. [1974], for example;
some details are also given in the following chapter.

Cubic crystals are optically isotropic, as are many non-crystalline substances
such as liquids and glasses. In isotropic materials the velocity of light is the same in
all directions, and isotropic crystals will appear dark between crossed polars. This is
because they do not affect the polarisation direction of the light from the polariser, and
the light passing through the sample is then completely absorbed by the analyser -
since polariser and analyser have perpendicular directions and the light reaching the
analyser will have no component of vibration in its vibration direction.

Most crystals are not cubic, however, and so are anisotropic: their physical
properties differ if measured in different directions. Further, when a ray-of light
enters an anisotropic crystal it is in general split into two rays - called ordinary and
extraordinary - of different velocities and which are plane-polarized in mutually
perpendicular planes. The positions of the vibration directions are fixed with respect
to the crystal. Thus rotating a specimen on the microscope stage results in the rotation
of these vibration directions.

When one of these vibration directions is parallel to the plane of polarisation of
the light from the substage polariser, the light will pass through the crystal using this
one vibration direction only, since it has no component of vibration in the direction
normal to this. This light will be completely absorbed by the analyser, and the crystal
will appear black. This phenomenon is known as extinction.

When the polariser's plane of polarisation is not parallel to one of the vibration
directions of the crystal, the light is transmitted in two components, using both these
directions. This phenomenon is known as double refraction.

If an anisotropic crystal is viewed in a non-extinction position with the analyser
in place it will, in general, appear illuminated and coloured. These colours are called
the polarisation colours, and are created as the two component rays recombine and
interfere in the analyser, and is due to the phase difference of the rays. This arises

from four factors, but only one factor is not constant for all grains in the thin section:
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the difference in refractive index between the two rays. The difference between the
maximum and minimum refractive indices of a mineral is known as its bn‘efnngcnce
With a knowledge of the section thickness (usually a constant 0.03mm) the
birefringence value can be inferred from the observed colour by using a colour chart.

As the crystal is rotated the colours may therefore change, and the crystal will
become dark in four positions ninety degrees apart as one of the vibration directions
becomes parallel to the vibration direction of the polariser, as described-above.
Determining extinction positions permits the identification of vibration directions in a
minerals grain. This then allows the study of the two modes of transmitted light
individually.

In some minerals a change of colour occurs when the crystal 1s rotated in plane-
polarised light (without the analyser). The effect is known as pleochroism and is due
to the ordinary and extraordinary rays being absorbed differently on passing through
the mineral. The effect can be quite marked for some minerals, with colour changes
from green to brown or blue to green, for exaniple.

2.2.5 Features of mineral sections in transmitted light

The appearance of minerals in thin section in PPL and XPL will now be
considered, with some comments on the implications of these features for automatic
image processing. These features are more easily seen than described; reference may
be made to pictorial atlases such as those by MacKenzie [MacKenzie & Guilford
1980, MacKenzie et al. 1982] for illustrations.

Morphology

Crystals are usually bounded by flat surfaces called faces, although some
crystals rarely show faces and develop in rounded masses. The way various faces are
developed is termed the crystal habit; some crystals show very characteristic habits.
Crystal shape is really a three-dimensional property, yet it can be studied by means of
two-dimensional slices or sections. Crystal faces, of course, appear as straight edges
in sections. Several crystal cross-sections may have to be studied in order to get an
accurate idea of the (three-dimensional) crystal form. Elongated cross-sections may
represent truly elongated crystals, or perhaps platy, tabular ones. Finding a tabular
section resolves the ambiguity. Mineralogists learn to construct useful three
dimensional mental models from two dimensional sections, relating the optical and
morphological properties of the crystal. This is a complex task, with the handling of
many 'clues', such as the cleavages of sections (defined below), to infer the relevant

relationships between various sections.
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Crystal shape is a very important indicator of fthe identity of the mineral. In
addition, the symmetry and form of crystals, such as the development of good crystal

faces, may allow the petrologist to make deductions about conditions of
crystallisation, for example [3.2].

Relief

The visibility of a mineral in thin section depends on the difference between its
refractive index and that of the mounting medium, which is usually Canada Balsam
with a refractive index of 1.54. The quality of visibility is termed relief. In minerals
of high relief, details of surface texture, cracks and cleavage, etc are very obvious.
Minerals of low relief appear featureless and may indeed be barely visible. Reliefis
said to be positive or negative, depending on whether the mineral's refractive index is
above or below that of the balsam. The sign of the relief may be determined by the
Becke line test. The Becke line is a bright line usually seen at the edge of the mineral;
as the microscope tube is moved up out of focus this line moves into the medium of
higher refractive index. Since light passes through anisotropic minerals as two rays
there can be a variation in relief with orientation. These factors make the proper

estimation of relief a difficult image processing task for an automatic system.

Cleavage

If the relief is sufficiently high, some minerals may show a series of fine parallel
cracks. This is the mineral's cleavage - an expression of the natural planes of
weakness intersecting the plane of the section. Depending on how the thin section
has been cut, and the structure of the mineral, of course, there may be several sets of
cleavage cracks visible, of various characters, or none at all.  The angular
relationships between sets of cleavages and between cleavages and faces are important
for mineral identification, and since the cleavage reveals something of a crystal's
internal symmetry, it can play a role in the identification of rational faces [3.5.2.3].

Colour in PPL ,

Some crystals appear coloured in PPL because of the absorption of certain
wavelengths from the white light supplied by the sub-stage source.  Different
sections through a crystal may produce different colours, but the colours are
independent of the section thickness. As mentioned above, these colours may also
change as the section rotates in PPL, in the phenomenon of pleochroism.

The colour is often variable or patchy in quality, which complicates automatic

measurement.
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Colour in XPL

The phenomena of polarisation colours have been explained above [2.2.4].
These colours show much greater variety than the natural crystal colours (in PPL).
The quality is even more patchy and variable than for PPL; the reason being that for
minerals with high birefringence small thickness variations can cause significant
changes in the phase difference. In some cases the absorption colour may mask the
polarization colours.

The extinction phenomena seen in XPL are important because they allow the
vibration directions to be deduced. Relating the crystal optics to the morphology, for
example by noting the angular relation between extinction direction and cleavage
direction, is also used in mineral identification. This test can distinguish between
some sections of biotite and hornblende, for example.

Twinning

When a single crystal consists of two or more parts in which the crystal lattice is
differently oriented, it is said to be twinned. There are various types of twins.
Simple twins consist of two segments which usually extinguish at different positions
when rotated. Polysynthetic twinning, commonly seen in plagioclase feldspar, for
example, results in numerous twin segments joined on parallel twin planes. The twin
boundary is often invisible in PPL. (It may be observed that the junction between the
two segments of a twin as seen in a thin section is usually a straight line, and is unlike
a normal intercrystal boundary.)

2.2.6 Reflected light microscopy

The microscope system used for viewing sections in reflected light is very
similar to that used for transmitted light. The incident light is plane polarised and is
reflected into perpendicular incidence on to the specimen using a glass plate reflector
or half-field prism. The microscope tube again holds an analyser which may be slid
into position if required.

The phenomena seen in reflected light microscopy are analogous to those found
in transmitted light microscopy. However, in contrast with studies of thin sections in
transmitted light, the properties exhibited by each phase are qualitative and may not be
sufficient for unequivocal identification. Minerals may show a variety of colours and
apparent brightnesses. The brightness is more exactly termed 'reflectance’ and is the
ratio of the intensities of reflected light to incident light. This property can only be
accurately measured with some additions to the standard reflecting microscope.

As with transmitted light microscopy, the optical properties of minerals may
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vary with orientation.  The change of reflectance is the property of bireflectance, and
the change of colour is termed reflection pleochroism. Anisotropic minerals may also
be studied with the analyserin place. (Isotropic minerals remain in extinction in all
orientations when the analyser is used.) Sections displaying anisotro_py.' will be in

extinction, or at least showing minimum brightness, in four positions ninety degrees

apart. The colours exhibited with the analyser in place are termed anisotropic colours,
and may be used as an aid to identification.

The morphology of crystals is described in the same terminology used for thin
sections.  Cleavage is less commonly observed in polished sections than in
translucent thin sections. If three or more cleavages are present in a mineral parallel
rows of triangular pits may be observed: this phenomenon is characteristic of certain
minerals, notably galena. Twinning is also less obvious in polished sections. It may
sometimes be evident from a change in the orientation of cleavages as they cross over
the twin plane.

2.3 Image processing in petrography: a review

This review of published work on the use of computer image processing and
analysis in the study of petrographs was undertaken at the start of investigations in the
field and was brought up to date at the conclusion of the project. It is-not exhaustive,
but is considered adequately representative of the techniques which have been used
and which are currently in use. Further relevant review material may be found, for
example, in publications by Amstutz and Geiger [1972], Jones [1977, 1987] and
Fabbri [1984, 1986].

It will be seen that computer image processing and analysis techniques are
valuable in both petrological and engineering applications. In many cases the studies
would be impracticable or impossible without automation. The limitations of image
processing will also be considered. The possibilty of overcoming some of these
problems will be considered in the following section [2.4], where proposals for

research will be made.

In general, rocks are aggregates consisting of one or more phases. (A phase is
a set of components having similar physical or chemical characteristics; this definition
implies that voids or pores in the rocks may be treated as a phase.) The characteristics
of the phases and their distribution in space reflect upon the processes which have
formed the rock, and will also control its 'engineering’ properties, such as the
permeability of the rock or how well certain mineral components may be separated
from the aggregate by milling. Thus there is a need to study the distribution of grains

26



within the rock, and to characterise their geometrical attributes such as size, orientation
and shape.

Since it is impossible to observe directly the three-dimensional properties of the
individual components in an opaque rock, two-dimensional sections must-be used. If
the interrelations between the components are not of interest it may be- sufficient to
analyse the shapes of the individual grains. (Section 2.3.1 below considers the
quantitative analysis of grain shape.) Very often, however, the spatial distribution of
phases is of interest, in which case simple shape analysis will not be adequate.

Section 2.3.2 considers the basic ideas of mathematical morphology, which has
been found to be an important tool in image analysis. The techniques of mathematical
morphology were originally developed for petrographic image analysis, for the study
of the spatial distribution of one particular phase within a rock, usually the pore
network in a reservoir sandstone. One such analysis scheme will be described. The
methods of mathematical morphology also support the analysis of inter-phase relations
in multi-phase aggregates. Such techniques are considered in section 2.3.3.

Section 2.3.3 discusses the quantitative analysis of rock textures and of the
spatial relations of phases in a rock. Examples are given of the use of such
information in petrological studies and in the monitoring of mineral ore dressing.
Some petrographical image processing and analysis systems will also be briefly
described.

Section 2.3.4 considers what is perhaps the key bottleneck in automatic
petrographic image analysis: the identification and labelling of the components in the

image.

2.3.1 Shape analysis

This review section is concerned primarily with quantitative shape analysis
methods devised for sedimentary particles, either viewed in a rock section or as
unconsolidated grains. The description of mineral grains within the crystalline
igneous and metamorphic rocks is considered in detail below [Ch.3]. (A mineral
grain is a mono-mineralic fragment not necessarily freed from its matrix; a mineral
particle is a free fragment that may or may not be mono-mineralic.) It may be noted
that the descriptors developed for sedimentary particles are virtually the only shape
parameters which have been generated by computer image analysis for petrographic
studies. These can, of course, be applied to non-sedimentary grains if appropriate.
For example, the Fourier descriptors developed by Ehrlich and Weinberg [1970] have
been used by Ehrlich et al. [1972] in the petrogenetic analysis of a granitic gneiss.

In their study selected quantitative textural variables such as grain shape, and

27



surface area of phase contacts per unit volume (esnmated from the section simply by
averaging the number of grain intersections of a random line. of unit length

[Underwood 1970]) provided information regarding reaction pathways and kinetics.

Histograms were produced for rock samples taken along a traverse of the exposure,
and examined visually. The textural variables demonstrated the presence of gradients
and discontinuities in gradients, whereas compositional data taken from the same
samples were largely unresponsive. One notable conclusion of this study was that
textural variation contains information of a similar magnitude as compositional
variation.

Grain shape has long been recognized as a fundamental property which may be
used to characterise and analyse sedimentary rocks. Careful examination of the
grains: their compositions, sizes and size range, shapes and shape variability, and of
the rock structure can allow an unravelling of the rock's history. It may be possible,
for example, to deduce the nature of the parent rocks (which provided the sedimentary
material), the nature of the sediment ransport and the depositional environment.

Geologists using only visual inspection of particles have been restricted to a
qualitative description of the size and shape. Thus description of shape has often
been limited to estimates of the angularity and sphericity. Estimates of angularity are
given through the use of terms such as well rounded, subangular, extremely angular,
etc., and similarly for sphericity. Understandably, there has long been a desire to
quantify shape descriptions, so providing objective, numerical indices for analysis.
Computer image analysis can provide detailed parameters to describe the shape of a
single particle.

Early automated techniques concentrated more on the overall shape and
measured simple proportions such as aspect ratio, perimeter to diameter ratio or the
ratio of inscribed to circumscribed circles in the silhouette. Clark {1981] provides a
review of more sophisticated endeavours.

The shape descriptors described by Clark are for two-dimensional grain profiles.
The descriptors are considered in two groups: those which treat the grain as an outline,
and those which treat it as a planar surface. The outline may be 'unrolled’ and
analysed through fitting a Fourier series. One such technique is that of Ehrlich and
Weinberg [1970].

Clark also describes distributional approaches, where the distribution of chords,
radii or angles are analysed, without regard to the sequential nature of the outline.
When the grain profile is considered as a planar surface, the techniques applied include
the derivation of ‘equivalent ellipses', which are equivalent to the profile in that they
share some dynamic characteristics, such as moments of inertia. There are also

functional approaches which treat the profile as a binary-valued function on the plane

which is then characterised by means of a function such as the two-dimensional Walsh
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function. Details need not be included here. ,

A more recent approach to shape analysis makes use of the fractal dimension of
an outline. This approach is due to Mandelbrot [1982], and is now used in several
disciplines. The length (P) of a curve, or grain perimeter, may be measured in terms
of a number of steps (n) of fixed length (x): P=nx. As the step size x decreases, the
apparent length P increases. Mandelbrot has shown that n may be expressed as a
function of x;: n-—-?\..x('D), where D is interpreted as a dimension. This 'fractal’
dimension of an outline is a measure of its ruggedness or crenellation, and provides a
powerful alternative to Fourier methods for irregular particles, since it provides a
single value estimate of form.

Orford and Whalley [1983] were perhaps the first to use the fractal dimension to
quantify the morphology of irregularly shaped particles in sedimentological studies;
Clark [1986] gives three techniques for implementing digital fractal analysis of particle
shape; Dearnley [1985] illustrates the application of fractal dimensions in a study of
the effects of resolution on the measurement of grain 'size' in automatic image
analysis; Latham and Poole [1987] compare Fourier and fractal coefficients in the
study of rock aggregate particle shape.

2.3.2 Mathematical morphology

Mathematical morphology is an approach to image processing based on set
theoretic concepts of shape. Morphological operations have long been used in image
processing. Matheron [1967] and Moore [1968] gave early examples of the use of
mathematical morphology in petrographic image analysis; Watson [1975] presented
an introduction to the theory, specifically aimed at workers in petrography. At first
morphological operations were only developed for binary images, but the ideas were
later extended to greyscale images. The development of mathematical morphology is
largely due to J. Serra and G. Matheron, at the Centre de Morphologie Mathematique
of the Ecole Nationale Superieure des Mines de Paris.

Serra's [1982] book formally presents the basis and theory of mathematical
morphology; Haralick et al. [1987] have produced a more accessible tutorial paper.
Their paper develops the basic relationships in binary morphology and the extensions
of these relationships in greyscale morphology. The work need not be reproduced
here. However, the important ideas of 'erosion’ and 'dilation’ are often referred to
below, and so an explanation of these key concepts will be given.

Following this brief tutorial, an example petrographic image analysis system
which uses mathematical morphological methods will be considered. The application
is the analysis of pore networks. This is the morphological analysis of a single
phase, with no requirement for the study of inter-phase relations. Mathematical
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morphology techniques may also be used for the analysis of multi-phase aggregates,
as will be considered in the following section [2.3.3].

2.3.2.1 Erosion and dilation

'Dilation’ (also termed 'dilatation’) is the morphological transformation
combining two sets of points (or pixels) in the plane, using vector addition of set
elements. If A and B are the sets of points, then the dilation of A by B, denoted
A®B, is the set of all possible vector sums of pairs of elements, one from A and one
from B:

A®B={c=atblae A&be B}

The dilation operation is commutative but in practice the two sets of points are
handled differently. A is considered as the image under analysis and B, referred to as
the structuring element, can be thought of as a shape parameter in the transformation.
Commonly the structuring element is a simple set of points such as a 3X3 square of
pixels. Dilating an image with such a structuring element adds an outer layer of pixels
to the image and in general simplifies or smoothes the shape.

‘Erosion’ is the morphological dual to dilation. The erosion of A by B, denoted
AOB, is defined by:

AOB={clc+be A, foreverybe B}

Equivalently, A®B = { c | for every be B, there exists an a€ A such that c=a-b}

The duality arises because eroding A by B is exactly equivalent to dilating the
complement of A by the transpose of B, then taking the complement of the result.
The transpose of B is the set formed by taking the negative value of every element in
B. If B is left unaltered by a rotation of 180 degrees about the origin, as are many
commonly used structuring elements, then it is equal to its transpose .

Erosion and dilation are usually applied in pairs. Erosion followed by dilation
is called 'opening’. Dilation followed by erosion is called 'closing’. The opening of
B by structuring element K is denoted by BOK: BOK = (BOK)@K.

The closure of B by the structuring element K is denoted by BeK: BeK =
(B®K)OK. In general, opening or closing an image alters the image. For example,
opening an image with a disk structuring element smoothes the outline, breaks narrow
isthmuses and eliminates small islands and sharp corners in the profile. Closing an
image with the same structuring element smoothes the outline, fuses narrow breaks

and notches in the outline and eliminates small holes. Thus closing is often used to

'clean’ an image.
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2.3.2.2 Pore complex analysis

The theory of mathematical morphology “stems from the problem of
characterising porous media, particularly oil reservoir rocks. Matheron's fundamental
work on the theory of porous media [Matheron 1967] contained, for example, an
analysis of the notions of granulometry and permeability, and demonstrated that the
concepts of erosion and dilation, and of opening and closing sets by structural
elements, could be used to describe in probabilistic terms the morphology of pores and
grains in thin sections.

This work on pore analysis has been continued by several workers. Delfiner
[1972], for example, analysed the porosity of sandstones using measurements taken
from a thin section micrograph. One commercially successful system for pore
analysis, which uses relatively simple mathematical morphology techniques to derive
estimates of the (three-dimensional) reservoir properties of a sandstone from a two-
dimensional section, has been developed at the University of South Carolina by
Ehrlich, Crabtree and co-workers [Ehrlich ez al. 1984, Crabtree er al. 1983]. This
system is considered as an illustration of the technique.

The rock is viewed simply as a two phase aggregate: pores and non-pores.
The binary pore image is characterised through the use of repeated openings, using
increasingly large structuring elements. The resultant images are analysed so as to
generate 'spectra’ (see below). These are in turn analysed by pattern recognition and
classification algorithms.

The first erosion-dilation cycle uses a 3X3 pixel structuring element which strips
off one layer of boundary pixels and then, if a 'seed' pixel remains, adds one layer of
pixels. This single cycle begins the removal of any roughness on the object and
destroys any portions of the pore image of two or less pixels in width. The next cycle
performs two successive erosions of the original image followed by two successive
dilations, if a seed remained. Successive cycles of increasing magnitude continue
until the last erosion destroys the seed pixel(s), completely erasing the object.

Ehrlich and Crabtree exploit the fact that a given amount of erosion followed by
the same amount of dilation need not restore the image to its original state. Small
pores may be lost through the loss of their seed pixels and, similarly, surface
roughness elements lost in the erosion will not be restored. By comparing the
original image with its successive openings, frequency distributions, termed pore-
complex spectra, can be constructed showing the proportions of total image porosity
lost at each cycle. The algorithm checks to see whether the loss of a pixel is due to
the loss of an entire pore or to the loss of a portion of a pore. Thus three spectra are
produced: total pore loss per cycle, pores lost per cycle (a measure of smooth pore

size) and pore roughness lost per cycle. Since each cycle operates upon an integral
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number of pixel layers, each cycleis related to an absolute spatial scale defined by the
microscope magnification and the size of the pixel grid. The spectra can thus be given
a linear scale in units such as microns. The result is a partition of any given pore into
two parts: roughness and size-smoothness.

The pore spectra generated are used in the subsequent classification phase.
Here the pore complexes are separated into sub-complexes based upon spectral
signatures, in an 'unmixing' process. The authors view this work as one component
of a future 'robot petrographer'.

2.3.3 Quantitative image analysis

The need for petrological studies to make use of quantitative textural information
has been expressed for many years (see, for example, the papers by Kretz [1966],
Amstutz and Giger [1972] and Ehrlich er al. [1972]). However, since such
information cannot be obtained by simple visual inspection, the emphasis in petrology
has traditionally been placed upon mineralogical and compositional variables, which
can be more readily estimated by eye or by comparatively simple laboratory analyses.
Due to the development of stereology and, more recently, of computer image
processing capabilities, the situation has changed.

Developments in image analysis have also made it possible to measure accurately
mineral properties which predict and define the behaviour of ores during mineral
dressing [Petruk 1982]. Image analysis can therefore be used in monitoring the state
of mineral processing and in the design of appropriate processing regimes.

Some example applications of image analysis in petrology and process
mineralogy will now be described. Following this, some image analysis systems will

be considered.

2.3.3.1 Applications

Studies of the geometric properties of a three-dimensional complex from
measurements made on two-dimensional sections or projections are, by definition,
stereological. Stereological methods are indispensible tools in metallurgical and
ceramics studies; they have become increasingly common in the study of rocks. The
study of mineral aggregates, such as an igneous rock, is slightly more complex than
metallurgy, since almost always more than two components are of interest.

Stereological principles have been established relating measurements on planar
sections of a complex to its three-dimensional properties; a comprehensive reference
text is that of Underwood [1970]. The derivation of many of the stereological
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relationships between two-dimensional images and three-dimensional specimens that
they represent may be complicated, but the application of these relationships often
involves only simple arithmetical procedures.

One such stereological result relates the relative volumetric proportion of mineral
phases of rocks to planar section measurements. It turns out that for randomly
distributed phases the volume proportion of the phase is equal to the areal proportion
of the phase in a random cross section. Further, the areal proportion is equal to the
linear proportion along a random line on the section, which is equal to the point
proportion.  Thus volumetric proportions of minerals can be estimated by counting
the proportion of 'hits' on the minerals in a random sample of points on a section
[Underwood 1970, Jones 1977].

Kretz used stereological principles in his study of a pyroxene-scapolite-sphene
granulite (a high-grade metamorphic rock) [Kretz 1969]. This was one of the first
investigations to use the statistical analysis of grain profiles for quantitatively relating
their geometrical attributes to nucleation and crystallisation processes which could be
modelled for the rock. The study was particularly concerned with establishing
suitable definitions and tests for homogeneity and randomness which will allow one to
decide objectively whether or not the small clusters of crystals found in some rocks,
for example, may be attributed to chance.  Kretz produced a suite of tests for
homogeneity, the randomness of distribution of minor component minerals and of
major component minerals, and of crystal associations involving minor component
minerals and involving host and inclusions.

Concerning the petrological side of his investigation, Kretz concluded that the
rock was homogeneous and its crystals randomly distributed. Asking what the
implications were for the nucleation and growth of the crystals in the rock, Kretz
modelled two phases nucleated instantaneously and at random, with the ‘crystals'
expanded at a uniform rate in all directions until impingement was complete.
Applying some of the tests used on the real data gave results indicating similar levels
of randomness. By analogy it was suggested that in the test section the sphene,
scapolite and pyroxene crystals nucleated at random and the nucleation site for any
crystal was not determined or influenced by any other crystal in the neighbourhood.

Flinn [1969] used techniques closely similar to Kretz's in a study of grain
contacts in gneiss (a metamorphic rock). This study revealed a non-random
distribution of grains in the rock: contacts between like phases occurred less
frequently than would be expected if the grain types had been randomly distributed.
Flinn concluded that during strong recrystallization a state approaching minimum
interfacial energy is attained by reducing the relatively high energy contacts between
unlike phases. The question of how this is actually achieved is then raised. This

may take place by the diffusion, nucleation and growth of unlike phases in boundaries



between like phases or, more likely, a physical migration of the grain boundaries:

Similar studies had previously been undertaken in attempts to distinguish
igneous from metamorphic granites, notably by Vistelius. - Vistelius and colleagues
established the use of statistical models in petrology, as part of the greater thesis that
mathematical methods are necessary in geology for constructing models of geologic
processes l.e. for testing agreement between geological constructions or hypotheses
and observational data [Vistelius 1967, Dvali er al. 1970].

One of the earliest of such statistical techniques to be developed was the use of
stochastic modelling. For example, a stochastic model of phase relationships can be
built up through observing the sequences of phase transitions along linear traverses of
rock cross-sections. Whitten and Dacey [1975] used the methods of Vistelius to
analyse the same granulite studied by Kretz [1969]. They found that it possessed first
and second-order Markov properties.  That is, the composition of a grain was
controlled by the composition of its neighbours. (A discrete parameter stochastic
process has the N-order Markov property if its next state depends only on the current
state and the previous N-1 states: an explanation of these terms may be found, for
example, in the text of Hoel er al. [1972].) This property reflects petrogenetic factors

which are still under investigation.

Just as measurements of the size and shape of the grains in a metamorphic or
igneous rock may yield significant petrological information, similar measurements can
be useful in process mineralogy - the study of the behaviour of mineral ores during
dressing. Measurements of the size of individual grains and/or the size distributions
are important because sizes determine the degree of liberation of minerals during
beneficiation (the processing of ores in order to improve their properties).
Knowledge of the size distribution therefore allows for prediction of liberation
characteristics and the use of an appropriate, optimised processing regime.

Pong et al. [1983] described the use of the GIPSY image processing system
[Haralick er al. 1981] in process mineralogy: performing shape analysis, deriving size
distributions and in liberation studies. The 'degree of liberation' is a stereological
measure of the extent to which mineral particles occur as individual single phase units
in a crushed sample, determination of which is vital during mineral processing. To
monitor processing, samples are taken, sized, cast in an epoxy matrix, ground and
polished, and then examined by reflected light microscopy.

The degree of liberation of a mineral component is defined by a simple formula
involving the total area of the component occurring as free particles, the total area of
component occurring as locked particles, and the locking factor of the mineral. A
region is considered locked if it is adjacent to any other non-background region of

different type, and is considered to be free otherwise.

34



Liberation computations were facilitated by the construction of ‘a region
adjacency graph (RAG). This is a graph in which the nodes represent the regions in
an image and adjacencies between pairs of regions are recorded by arcs between the
corresponding graph nodes. Once the RAG was obtained, locked and free particles
could easily be determined by comparing the mineral types of pairs of adjacent

regions. In addition, the RAG and property lists also allowed computation of the
percentage of a phase which occurred as locked particles, the percentage of particles
which were locked, and the correlation of each mineral species with each other mineral
species.

2.3.3.2 Example image analysis systems

The development of statistical, stereological methods led to a great saving in
human effort: point-counting is easier than measuring areas. Using an image in
appropriate digital form these operations could be automated relatively easily.
Further, many stereological parameters could be measured directly and accurately,
removing the need to rely on statistical estimates. It is the case that the development
of specialised image analysers has led to a return to the direct measurement of many
stereological parameters such as area, length of contacts, or shape parameters [Fabbri
1986]. In addition, modern image analysis techniques, for example the shape
descriptors discussed above [2.3.1], can provide information which standard
stereological techniques cannot.

There are many image processing systems now available. Some have been
specially tailored for petrographic image analysis; others are general purpose systems.
The General Image Processing System GIPSY, a minicomputer system developed at
- Virginia State University [Haralick er al. 1981], as its name states, supports a range of
image processing and analysis algorithms with general applicability. This system has
been used successfully in process mineralogy [Pong ez al. 1983] and in petrological
studies [Craig er al. 1982].

Among GIPSY’s capabilities are filtering, classification, geometric spatial
clustering, morphological operations, region growing and property file generation.
Measurements include area and perimeter, grey level information (maximum,
minimum, mean and variance), the centre of mass, elongation and angles as measures
of the shape and orientation, and a circularity shape measure. Elongation is obtained
as the ratio of the lengths of the major and minor axes of the best fitting ellipse of the
region. The circularity (or ellipticity) is given by the ratio of the mean to the standard
deviation of the distances from the centre of the figure to its boundary points [Haralick
1974]. How GIPSY has been used to automatically identify and label the crystals in a

polished section image is described below [2.3.4].
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Some systems for petrographic image analysis perform stereological analyses by
simply automating the traditional methods such as point counting, albeit with
additional image processing capabilities. Examples are AMBA/R [Oettel & Ohser
1986] and the IBAS system [Koditz 1981]. Other systems produce stereological
measures via the methods of mathematical morphology. Morphological functions

were implemented in hardware and software in the Leitz TAS image analyser.
Nawrath and Serra [1979a, 1979b] describe TAS and its use in the analysis of free
and locked grains for mineral liberation studies.

A well-documented example of an image analysis system which uses
morphological operations to obtain stereological measurements is the Geological
Image Analysis Program Package GIAPP [Fabbri 1984]. This uses what has been
called a picture processing approach to stereological problems [Fabbri & Kasvand
1980].

GIAPP

The GIAPP system analyses multiphase rock micrographs in terms of
geometrical probabilities associated with the binary patterns obtained from the different
phases. GIAPP.is based on binary image processing; multiphase images are handled
as a set of binary images in registration. Although used primarily for the analysis of
rock micrographs, GIAPP has also been used in the analysis of map data.

The typical thin section image presented to GIAPP consists of boundary lines
separating different areas, representing the crystals in the section. These may be
given phase labels by the operator. - The basic processing capabilities in GIAPP are:

1) pixel-by-pixel logical operations between binary images;

2) the mathematical morphological operations of erosion and dilation;

3) spatial shifts and comparison, typified by auto- and cross-correlation;

4) procedures for creating graphs (tables) of spatial interrelationships of areas;

5) procedures for preparing the data for analysis, e.g. automatic area labelling,
interactive editing routines.

These facilities allow the analysis of relations between different phases. For
example, in order to find the contacts between two phases the corresponding binary
images can be dilated and then logically ANDed together. The resultant image
region(s) represents points on the border of both phases, i.e. the interface regions.
These regions may then be analysed further.

An example of the use of such techniques was given by Fabbri [1984, Ch.10]
when he reproduced and extended Kretz's [1969] petrological studies, using GIAPP.
Fabbri used exactly the same rock section image which Kretz had used, but in a

digitised form.
In Fabbri's study applications were demonstrated involving the computation of
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the area and perimeter of the grain profiles, measurement of grain profile contacts and
of their distribution, determination of the orientation of grain and grain-cluster
profiles, and computation of the geometrical covariance function of the fabric. = The
applications explained how to study a rock fabric systematically and provided new
geological tools for detecting the presence of, and describing the type of, crystal shape
anisotropy or crystal cluster anisotropy which create foliations in the texture of
crystalline rocks. The study thus provided a concrete example of the power and
relative convenience of automatic image analysis.

Fabbri er al. [1983] demonstrated the use of GIAPP's routines for computing
tables of adjacency relationships in a petrological investigation. From the sets of
tables of adjacency information generated by GIAPP the estimated probabilities of the
grains to be 1-step to N-step adjacent to any other grain could be computed. Particular
two-dimensional sequences in a granulitic rock were extracted. These revealed
hidden distributions and agglomeration structures of the grains in which reformation
and crystallisation history may not have obliterated an original structure precedent to
the last crystallisation events. Thus GIAPP may be used in investigations of phase
relationships, such as those discussed above [Vistelius 1967, Whitten & Dacy 1975].
Similarly, GIAPP's facilities for analysing adjacency relationships could be used in
process mineralogy, for example in liberation analyses [Petruk 1982].

2.3.4 Approaches to image segmentation

A major bottleneck in the application of automated computer image analysis is
achieving a suitable segmentation of the data, i.e. finding the boundanes of the
crystals or grains and, possibly, identifying the actual phases present. The GIAPP
applications described above, for example, all used digitised images of grain profiles
which were prepared from tracings or by a similar process, and all phase labelling was
done interactively, i.e. under user control. Fabbri [1984, p114] commented that this
remained the optimal scheme and "...it is not yet possible for automatic scanning
devices to capture and process sufficient information for satisfactory phase recognition
and extraction”.

This need for a high level of user intervention slows down analyses and acts
against the wider use of computer methods, so that they remain reserved for the more
complex problems only. Applications of image processing in petrography which
confront the segmentation problem have been found, however. The nature of the
segmentation task may vary with the application. Segmentation problems of various
levels of difficulty have been identified; in order of increasing complexity these are:

1) separate the pores/holes from the solid phases;
2) isolate the separate grains in the solid phase, with only one phase;
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3) isolate the separate grains in the solid phase, with several phases present;
4) identify/label the separate grains.
This is only a generalisation of the ascending difficulty involved: the nature of
the phases present is probably the major control. The examples found fall naturally
into the complexity categories given above.

'Level zero'

It is possible to avoid the segmentation problem by treating the input image
simply as a grey tone texture and making no attempt to identify or isolate grains and
pores in the image. One early example of this was the investigation by Haralick and
colleagues [Haralick & Shanmugan 1973, Haralick er al. 1973] into the automatic
classification of sandstones by texture. The techniques used could be applied equally
well to the classification of other pictorial data, such as aerial photographs and satellite
images [Haralick er al. 1973].

Up to 28 parameters (such as mean and range entropy, contrast, correlation.)
were derived from grey tone co-occurrence matrices. The co-occurrence P(1,)) of
grey tones 1 and j for an image is defined as the number of pairs of pixels having grey
tones 1 and j, respectively, and which are in a fixed spatial relationship, such as a fixed
distance or a fixed distance and angle. The parameters derived were not statistically
independent and subsets could be selected, so providing feature vectors which would,
it was hoped, characterise the rock types. Classification proceeded using piecewise
linear discriminant function methods. One study used 5 categories of sandstone; 143
rock samples as training data and 100 as test data. 89% accuracy of classification was
reported.

Some of the statistical measurements are hard to appreciate intuitively. Further,
according to Lin and Cohen [1982], a study of the autocorrelation function of texture
density indicates that the few parameters reflecting physical properties which can be
extracted are more easily measured directly, and the autocorrelograms and power

spectra of different images are in general less different than the images themselves.

'Level one' segmentation

The pore analysis scheme developed by Ehrlich, Crabtree er al. [2.3.2.2]
presented the pre-processing problem of accurately segmenting (dye-impregnated)
sandstone micrographs, where only a binary segmentation was required. This task
was not straightforward in practice, as has been reported by Crabtree er al. [1984].

The rock specimens were impregnated with blue epoxy before preparation of the
thin sections. Since the rocks never contained naturally occurring blue minerals, this
process assisted segmentation. Red, green and blue filtering gels were used to derive

intensity, saturation and hue values for each pixel. By checking each pixel's values
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against predetermined limits for these parameters, the image could be segmentented

Into pore and non-pore. This created a simple binary image for use in the pore

analysis.

Crabtree reported that most conventional segmentation techniques using
thresholding on histograms failed because of problems associated with the high light
intensities required for the microscopy and because of gradational boundaries caused
by shelving effects. Successful segmentation was finally achieved by modelling
digital filters on the human perception of the colour of pore pixels.

'Level two' segmentation

The work of Phillips ez al. [1983] involved the segmentation of a sandstone
micrograph into pores and non-pores, with the further step of finding the boundaries
of the grains in the non-pore regions. The micrographs in this case were created by
electron microscopy. However, low magnifications were used giving micrographs
similar to optical images, and the processing techniques employed are of interest. The
long-term aim of the project was the determination of the three-dimensional geometry
and topology of the grains and pores in mineral specimens. The three-dimensional
shapes of the pores were to be constructed from segmented two-dimensional images
using a three-dimensional connected components analysis process. The initial phase
of the investigation considered here was concerned only with determining the two-
dimensional shapes of the pores and grains in a given cross-section of the specimen.

The initial segmentation into pores and non-pores was achieved by thresholding
the image, after smoothing. The threshold value was selected by picking the deepest
concavity point on the grey level histogram. Small regions were then eliminated,
presumably by merging them into the neighbouring region with which they shared the
longest border. The image obtained from this initial segmentation was then used as a
mask to clear the background in preparation for the grain extraction step. The cracks
in the image might have widely different contrasts, thicknesses and shapes,
confounding the use of simple line detectors. Again the grey level histogram was
clearly bimodal, facilitating thresholding. The threshold used was based on the same
concavity point, with a slight bias introduced. Next the cracks found were thinned to
one pixel thick, and end-of-crack pixels were marked. A crack extension procedure
was then used to recover some lost crack pixels. Grain extraction required linking of
the edges and cracks surrounding each grain. A multiresolution technique based on
the idea of processing pyramids [Levine 1980] could be used to link the cracks to

produce smooth, connected grain borders.

'Level three' segmentation
The work of Montoto and colleagues [Montoto et al. 1978; Montoto 1978,
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1982] in the analysis of micrographs of crystalline rocks is noteworthy, since these

were the first studies to attempt to segment such images in a 'natural’ manner, i.e. by
extracting the grains/crystals as perceived by a geologist.- Both SEM and polarising
optical microscope images were dealt with. It may be noted that the authors reported
a failure to find any related studies in their literature search undertaken in 1978.

Digital image processing was employed on transmitted light micrographs with
the aim of quantifying textural and fractographical parameters (relating to the system of
cracks and fractures). The broader aim was the extraction of petrophysical properties
such as mechanical strength, compressibility, resistivity, etc., which are directly
related to petrographic characteristics. The use of multiband images, created through
the use of colour filters and different analyser and polarizer positions, was proposed in
order to detect the boundaries between adjacent grains which exhibit similar properties
under certain conditions. This should also have allowed discrimination between
external grain boundaries and the fractures and cleavage cracks within grains.

The microscope images were recorded on black and white photographic
negatives, which were then digitized to 256 grey levels. The first processing step
was the extraction of the grains by a multiple thresholding or 'density slicing’
technique, i.e. a set of threshold values To, T1,. TN were selected so that each grey
level value in the image lay in some interval [Ti,Ti+1], and was reset to the lower
threshold value. This produces a.small set of discrete greyscale values in the image.
The thresholds were selected in a visual examination of the image, following
smoothing, so as to partition the image into its constituent grains. Four threshold
intervals were found to be adequate for the test examples examined.

The mean smoothing process introduced many small regions near grain
boundaries. These small regions were eliminated in a shrink and expand process
(closure), which also smoothed the grain outlines.

A simple template-type edge detector was then applied which returned edge
magnitude, and approximate direction for edge points of non-zero magnitude. This
process incorporated line splitting so that in the output every grain had its own
boundary, which helped the subsequent tracing algorithm. The edge directions were
used to guide the line following algorithm which produced as its output circuits of
pixels which, by definition, were the grain boundaries. These boundaries were coded
in tables of pixel coordinates. These lists were then reduced in size by using a
polygonal approximation. From these lists primary image parameters such as
perimeter, area and centroid coordinates, and derived parameters such as compactness
and other shape factors could be calculated. Additional processing steps for the study
of microcracks need not be considered here.

As would be expected in this segmentation scheme, (simple and lamellar)

twinned grains could be wrongly interpreted as collateral assemblages of grains with
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parallel boundaries. The authors solved this problem through use of images with

different polariser positions, although no more details were reported.

The implication is that they could find images in which the twin components
were not distinguished. The sample in question consisted predominantly of twinned
plagioclase feldspar crystals; these twins have the property that in certain orientations
in XPL the twin components become uniformly grey. These special orientations must
have been sought out, which would have required special user intervention for each
twin present. The PPL image, which shows the feldspars as uniformly transparent,
would not be suitable since no discrimination would be possible between twin
components and unrelated, but adjacent, grains.

The analogous problem where adjacent grains exhibit closely similar properties
1s more easily solved with the use of multi-images. The need for special intervention
to find positions which differentiate the grains is reduced since the probability that two
random orientations will both give two unrelated, contiguous grains a closely similar
appearance is very small.

Montoto et al. [1978] and Montoto [1978] reported work on a method to detect
twinning without the use of a multiband image. A summary of the method was later
published [Bel-Lan & Montoto 1982] describing the use of specialised reasoning
techniques. As before, a description module described each region of homogeneous
intensity by a polygonal approximation of its boundary. A decision-maker algorithm
used these descriptions to identify those regions which were twins, identified which
twins belonged to the same mineral grain, and so constructed the final boundary
description for every mineral grain. The process was accomplished by a dialogue
between the classifier algorithm and the description module, which also provided
information about length and slope of polygon sides, distance to other sides of
candidate twins and the grey levels which characterised the original regions.

It may also be noted that Montoto er al. [1978] presented the following future
possibilities for image processing in petrography: a) routine petrographic studies,
under reflection and/or transmission polarizing microscopy; b) studies under SEM
observing the finest petrographic details such as microporosity and microfractography;
and c) point, linear or areal chemical analysis, by means of an X-ray spectrometer
attached to the SEM.

The density-slicing technique used by Montoto er al. requires much user
control, and also depends on the grain sections being relatively uniformly toned, and
similar grains non-contiguous. A simplified version of the technique for phase
identification was later reported [Allard & Sotin 1988], where the assumptions made

about the image were even more demanding and unrealistic.
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'Level four' segmentation : GIPSY

Pong er al. [1983] have described how the General Image Processing System
GIPSY [2.3.3.2] has achieved the automatic segmentation of an image of an ore
mineral assemblage, with subsequent grain identification. The images were produced
by reflected light microscopy, since opaque minerals were being studied. The authors
report that, previous to their work, most commercial systems for automatic grain
segmentation made a threshold decision on reflectances on a pixel by pixel basis.
Such an approach was highly susceptible to the noise inherent in the grains'
reflectances.  In contrast, the approach used with GIPSY was to first segment the
image through the use of an edge operator to delineate grain boundaries. The grains
were then identified using the average reflectance of all pixels in the region bounded
by the edges, a value clearly less susceptible to noise.

Edge detection was accomplished using the facet model developed by Haralick
and Watson [1981].  Under this scheme the intensity surface is assumed to
approximate an ideal underlying model consisting of a patchwork of connected regions
called facets, each with simple grey-level and shape constraints. The grey tones must
be a polynomial function of the row-column coordinates of the pixels in the facet.
Usually the polynomial will be of degreé Zero, one Or two: representing constant
facets, sloping plane facets and quadratic surface facets, respectively.

The edge detector based on this model estimates the underlying grey tone
intensity surface at each pixel to determine whether it contains an edge. A least-
squares fit with a functional form consisting of a linear combination of tensor products
of discrete orthonormal polynomials is used to derive directional derivatives. A zero
crossing of the second directional derivative indicates an edge. 4

Edge detection in itself was found to be inadequate for properly defining the
grains. Experiment showed the need for small region elimination, achieved by
symmetrically expanding surrounding regions, and sometimes an expand and shrink
cycle was also applied to the edge pixels in order to close small gaps in the grain
boundaries. This differed from a conventional dilation-erosion cycle in that a
conditional erosion was used, which preserved the connectivity of the dilated image.

Following segmentation, the region attributes were computed and the regions,
which could now be thought of as mineral grains, were classified / identified. GIPSY
provided as many as thirty measurements for each segment in an image, allowing a
property list to be compiled for each grain. Although GIPSY allowed identification
on the basis of size, shape, surface texture or colour from multi-band images,
mineralogical identification was generally made based on reflectance (grey-level)
values.

An initial training phase was required, using ore samples of known reflectances

to generate a segmented image which was labelled by a (human) operator using an

42



interactive display. A simple decision rule, usually based on the average grey level
intensities of the segments, was then obtained and used to identify grains in unknown
samples. The classification procedure relied upon the differences in reflectance to
separate the phases. Such separation became difficult if the reflectance differences
were small and/or variable. Careful control of the wavelengths of the illuminating

light was sometimes required to allow adequate discrimination.

2.3.4.1 Non-optical approaches

The problems associated with segmentation and labelling petrographic images
have encouraged the development of radically different techniques involving non-
optical image data.

One early example was Jones' adaptation of an electron-probe X-ray
microanalyser so that it could be used as a linear image analyser [Jones 1982, 1984].
This instrument discriminates minerals by measuring the characteristic X-rays which
are produced when small areas of the mineral are bombarded with an electron beam.
Such systems are, generally speaking, too slow to be used to scan a whole image
'pixel by pixel'. Also, a system using only the microprobe may fail to detect the
interfaces between adjacent grains of identical type. To overcome these problems, X-
ray analysers can be used in conjunction with other systems based on either optical or
electron microscopy.  An advanced analysis system of this type has been described
by Petruk [1988]: the Kontron image analysis system.

The Kontron system interfaces a microprobe, an energy dispersive X-ray
analyser (EDXA), and an image analyser, with communication in both directions
between the units. The analytical procedure involves transferring a backscatter
electron image (BSE) from the microprobe to the image analyser. The minerals or
phases are identified on the basis of their grey levels in the image. If the grey levels
of two or more minerals or phases are too close for discrimination and identification,
the minerals or phases are identified by scanning each grain with the electron beam of
the microprobe under control of the image analyser, and analysing the grains with the
EDXA.

To perform the image analysis a binary image is produced for each mineral
displayed in the BSE image and prepared for analysis using a variety of image
analysis routines. Thus the image analysis techniques are similar those used in
systems such as GIAPP [2.3.3.2]. The binary images are analysed and the data are
classified, summarised and output in simple tables and graphs.

Such non-optical techniques offer direct, accurate identification of minerals,
circumventing both the segmentation and labelling problems. They are, however,

costly because of the specialised hardware required.
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2.3.5 Summary of findings

The above review of published work in the application of computer image
processing and analysis to rock micrographs has demonstrated that computer-based
techniques have much to contribute in petrographic and petrological studies and in
engineering applications such as, for example, process mineralogy or reservoir
studies. The use of computer image analysis has relieved the geologist from much of
the routine drudgery involved in quantitative analyses, and has also provided new
techniques which could not otherwise be achieved.

It would appear, from surveys of published work undertaken at the beginning
and conclusion of this study, that few new image analysis techniques have been
developed recently, although existing techniques continue to be widely used. The
most noticeable advance appears to be in the use of non-optical methods for phase
identification, in conjunction with conventional image analysis. This development
reflects the fact that major obstacles to the wider application of petrographic image
analysis lie in the segmentation and labelling of the image, i.e

(1) it can be very difficult to automatically segment the micrograph image (i.e.
delimit the grains), and

(2) it can be very difficult to automatically label (i.e. identify) the grains in the
segmented image, relying solely on simple optical information.

For these reasons segmentation and labelling of optical micrograph images still
normally require a high level of interaction with the user.

The Petrophysics and Stone Conservation group at the University of Oviedo,
which has been active in petrographic image analysis for over ten years, reports that
the automatic discrimination of components in rock micrographs remains a central
research problem [Montoto 1990; Menendez 1991].

2.4 Image understanding in petrography: a proposal

Considering the findings of the above survey, the following questions arise:

(1) How can image processing techniques contribute more to the solution of the
segmentation and labelling problems?

(2) How can image processing techniques contribute more to petrographic

studies in general?

It is suggested that a possible answer to both questions lies in the use of image
processing routines which incorporate more of the capabilities of the human geologist.
The geologist (henceforth, without loss of generality, masculine) has expertise on

many levels. Consider, for example, only some of his abilities in the examination of
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a micrograph: he can segment the image, even if the minerals present are unknown to

him; he can understand the three-dimensional structures which the two-dimensional
cross-sections represent, such as the nature of the spatial relations between
components (enclosure, intergrowth, twinning, etc.); he can probably recognise most
of the minerals present; he can understand the geological significance of the inferred
three-dimensional assemblage.

The expertise required for these tasks has various forms. Segmentation is
usually performed with unconscious ease: only in some special cases, such as the
presence of a twinned or zoned crystal, is some higher level knowledge required to
achieve the correct interpretation.  Similarly, an understanding of the three-
dimensional structures represented in the section image is usually achieved with litde
or no conscious effort. The underlying mechanisms involved are, however, not
apparent from casual introspection.

The other capabilities mentioned involve more explicit knowledge, acquired by
formal training. For example, for mineral recognition the novice geologist must learn
how to identify the key features in the mineral image, and match these against the
features of minerals which have been learned or are looked up. Similarly, he learns
to describe textural features and how to use this information in conjunction with his
knowledge of the mineralogy in order to classify the rock, or make some other
petrological inferences.

It should be expected that the higher level human expertise, which uses explicit
rules, would be amenable to modelling via a rule-based intelligent knowledge based
system (IKBS).  IKBSs attempt to model the problem solving performance of
human specialists in particular domains, using encoded human knowledge.
Production rules [Davis er al. 1977] are the most widely used scheme for representing
human knowledge in an IKBS. They are basically inference rules which can be
presented in a simple notation as:

IF <premises> THEN <conclusion>

On evaluation of such a production rule, if the premises evaluate to true (i.e. if
the logical combination of conditional statements evaluates to true) then the conclusion
i1s assigned the value true and is added to the list of known facts. (The term expen
system may also be used for an IKBS which embodies expert knowledge.)

IKBSs have been used in the way described. TKBSs exist for the identification
of minerals in thin section micrographs [West 1985, Dagger 1990]. Dorans [1988]
has implemented an IKBS for metamorphic petrography which uses production rules
and succeeds in capturing much of the geologist's expert knowledge and reasoning.

Thus the feasibility of constructing a system which incorporates higher level
geological expertise has been demonstrated. In contrast, however, no work has been

found reported which investigates the less formal and more intuitive reasoning abilities



used by a geologist in the examination of a micrograph. (The expert systems
mentioned above operate in a dialogue with the user, and derive all their information
about the rock or mineral from him: the computer sees only through the user's eyes.)
It is suggested that the non-expert, 'lower level' image analysis capabilities of
the geologist also warrant investigation. For example, the following questions may
be considered: Is it possible for an image processing / analysis scheme to capture the
features in a micrograph image which the human uses to segment, to understand
spatial relationships, and to classify components? Can an automatic system produce
descriptions of a rock thin section in terms meaningful to a geologist? If the answers
to such questions are 'yes' then the key problems stated above will be nearer solution.

The next stage of this investigation therefore is a closer, more focussed
examination of the features of crystalline rock sections, undertaken with these points
in mind. Crystalline rocks have been selected for investigation since they are the
subject of the more complex petrological studies, requiring phase identification and an
understanding of rock textures. Mineral ores are also predominantly crystalline.

This investigation is the subject of the following chapter, which concludes with

more detailed research proposals.
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CHAPTER 3

Crystalline Fabric Analysis

3.1 Introduction

The term 'fabric’, as used in petrology, embraces the terms 'texture' and
‘'structure’:  the fabric is the sum total of all geometric properties of a mineral
aggregate. This chapter aims to show why (cross-sections of) crystalline rocks show
some of the features they do, what the significant features are, and how these may be
analysed and described.

Some details of igneous and metamorphic petrology are given, in order to
explain some features of crystal shapes and crystal interrelationships. In particular,
the 'geometry of overgrowth’, ubiquitous in igneous rocks and ore assemblages, is
explained and described. A discussion of the shape and symmetry descriptors which
are applicable to individual crystals (crystal profiles) in polycrystalline rock sections is
included.

The fundamental problem of 'boundary assignment' is considered in detail: the
interface between two crystals is usually characteristic of one crystal only, and
‘imposed’ upon the second. An understanding of such relations between a crystal
and 1ts neighbours is required before meaningful descriptions of crystal shape and
symmetry can be given. The identification of characteristic boundaries can also
indicate the crystallisation sequence of minerals in a rock, and so provide petrological
information.

The work of G. C. Amstutz and H. Giger is reviewed, since these authors have
investigated how local features of crystal interfaces in sections can be used to infer
important information about crystal relations. The features used by these authors for
crystalline fabric analysis are, however, demonstrated to be inadequate for a full
analysis of general polycrystalline rock sections.

A detailed investigation is then made of the indicators used by human observers
to solve the problems of boundary assignment in simple crystalline fabrics. This
problem has not previously been addressed in the literature. Explicit analysis rules
are deduced, at first using an assumption of ideal crystal growth, and extended to
accommodate non-ideal growth. The relative importance of the rules is also
considered.

The chapter concludes with a statement of the various image analysis tasks
which, it has been recognised, must be tackled if the boundary assignment problem is

eventually to be implemented. A petrographic image analysis system based on these
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principles is outlined. This analysis motivates the work of the subsequent chapters.

3.2 Igneous rocks
3.2.1 Igneous petrogenesis

Igneous rocks form by the crystallisation (or glassification) of a molten magma.
The nature of the resultant rock is governed by several factors. The bulk chemical
composition of the magma is the basic control on which minerals can be formed in the
crystallisation. The rate of cooling affects the size of the crystals which form and also
has an influence on which minerals can form, as will be outlined below. If the meltis
rapidly cooled, as is a volcanic lava flow reaching the surface, for example, the
resultant rock will contain a high proportion of glass. With slower cooling, crystals
form and the slower the cooling, the larger the crystals formed can be expected to be.
The cooling rate basically depends on the depth of emplacement of the magma body,
and its size. Thus there is a rough equivalence between classifications of rocks on the
basis of their grain size (coarse, medium and fine grained) and the more genetic
classification into deep-seated (plutonic) rocks, the rocks of minor intrusions
(hypabyssal), and extrusive / volcanic rocks.

As mentoned, differences in the rate of cooling / crystallisation sometimes result
in mineralogical as well as grain-size differences between rocks with the same bulk
chemical composition. An explanation of the mechanisms operating is found in
Bowen's reaction principle for the crystallisation of a silicate melt [Cox et al. 1974,
pl67]. This is not an inviolate rule, but an empirical principle based on commonly
observed changes during the crystallisation of basaltic magmas. Bowen described two
types of reactions between crystal phases and the liquid melt: continuous and
discontinuous. In discontinuous reactions crystal phases formed at higher
temperatures react with the remaining liquid at a lower temperature to form a new
mineral phase or an altered version of the existing phase. In continuous reactions the
solid and liquid phases form so-called solid solutions, with the crystals present
gradually changing their composition. Both these types of reaction require an
equilibrium between solid and liquid phases, which may easily be lost by over-rapid
cooling. Interruption of continuous reactions in this way can lead to a change in the
composition of crystals from core to margins, called zoning. Interruption of
discontinuous reactions can preserve minerals which would otherwise have
disappeared in later reactions. Different regimes of cooling applied to magma bodies
of identical bulk chemical composition can therefore lead to the formation of rocks

containing different minerals.
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These principles go some way to explaining the fabric of an igneous rock.
Crystals which form from the melt early, and which do not react with the melt, should
be reasonably well formed, displaying characteristic faces. Crystals of the same
phase forming close together at the same time may merge. Crystals formed later in the
melt may grow against or around these solid islands and so compromise their form.
This results in the 'fabric of overgrowth’. The formation of minerals in close contact,
whereby the development of individual crystals is interfered with, and the whole
locked together in a crystalline mass is termed 'paragenesis’.

A simple crystallisation model may be postulated in which there is no reaction
between the phases which appear through time, and where each crystal phase
appearing grows from an essentially random nucleation site and achieves its
characteristic form 'as best it can'. That is to say if the growing crystal is too close to
an existing crystal it may lose its ideal form as it accommodates the obstacle. This
leads to a simple form of the fabric of overgrowth or occlusion, evident in a section of
the resultant crystalline aggregate.

The same overgrowth textures are also found in ore assemblages, since this
model again approximates the situation, with mineral crystals forming from a liquid
medium. Sedimentary rocks may also show these textures in some situations when
minerals have crystallised from the pore fluids.

The effect of viewing a section resulting from this simple crystallisation model
can be described via an analogy. Suppose each crystal section is represented by a
cardboard cutout in the shape and size which that crystal would attain if it grew
without interference. The cardboard shapes are placed one at a time on a flat surface,
in random positions representing arbitrary nucleation sites. Now view the result as a
purely two-dimensional structure: cut-out profiles last to be placed will be seen in
their true, unobscured shape; profiles placed early on may be partially occluded by
later shapes, and may even appear as several disjoint patches or be wholly hidden.
The analogy with the rock section should be clear, for the uppermost profiles can be
seen to correspond to the earliest crystals to form, and the occluded shapes correspond
to the later-forming crystals which have compromised their form against existing solid
phases. The order of appearance (i.e. placing) of each profile is the reverse of the
corresponding order of crystallisation.

Figure 3.1 illustrates this geometry of overgrowth in a schematic rock section.
The numbers in each crystal profile represent the order of crystallisation. The
numbering of the profiles is the sequence of crystallisation which this image
represents, although this does not represent a unique solution: the labels of regions 1,
2 and 3 could be permuted and still give a perfectly valid ordering, for example.
Regions such as 5a and 5b are parts of the same crystal, which can be assumed to join

up in the third dimension.
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Figure 3.1 Synthetic section image

A consideration of sections such as figure 3.1 may suggest that in many cases
it should be possible to deduce the order of crystallisation from an examination of the
final solid state in the thin section. In some situations the crystallisation sequence
may not be fully determinable, but again it should be possible to recognise these limits
to interpretation. The various clues which can be used will be investigated below
[3.5].

Looking ahead somewhat, it is notable that sometimes a relatively complicated
set of clues will be required for analysis, which contrasts strikingly with the
'unconscious' ease with which the human observer can deduce the crystallisation
sequence. The analogy described above suggests an explanation: people have highly
developed skills for interpreting two-dimensional scenes of our three-dimensional
world, with the analogous problems of occlusion, etc., and these skills translate

naturally and directly to the petrographic domain.

3.2.2 Description of crystal form in igneous rocks

There are two aspects of crystal shape which it is important to specify: the
quality of development of the faces of the crystal and the overall shape (in three

dimensions).



3.2.2.1 Quality of development of faces

The terms most widely used to indicate the quality of development of the faces
of a crystal are euhedral, subhedral and anhedral. These three terms are used to label
the continuum of possibilities which arise in nature, from a perfect, complete set of
characteristic crystal faces, to no (characteristic) faces at all: 'euhedral' means the
crystal is completely bounded by its characteristic faces; 'subhedral' means the crystal
1s bounded by only some of its characteristic faces; 'anhedral' means the crystal lacks
any of its characteristic faces.

Synonyms for euhedral are the terms idiomorphic or automorphic. Subhedral
has synonyms hypidiomorphic or hypautomorphic. =~ Anhedral has synonyms
allotriomorphic or xenomorphic.  This terminology may also be used in the
description of ore assemblages.

It is important to note the word 'characteristic' in the above definitions. It is
used to underline the fact that the crystal face must 'belong' to the crystal under
consideration and not have been 'imposed' upon it by an adjacent crystal, as described
above. Without the proper attribution of faces, clearly, the shape descriptions given
above cannot be made, nor can symmetry descriptions.

A

Figure 3.2 Euhedral and anhedral crystals

For example, figure 3.2 shows an anhedral, amorphous crystal of mineral A
penetrated by one well-formed, euhedral crystal of mineral B. The crystal of mineral
A appears bounded by its natural, irregular, shapeless border and the clearly defined
crystal faces on its interface with the crystal of B. This illustrates how a mineral grain
may appear to display some well defined crystal faces, and yet in fact be wholly
anhedral and not subhedral.

One example is the so-called ophitic texture found in some gabbros. Here a
very large augite crystal fills the interstices between and partially encloses a number of
well-formed plagioclase crystals. In this situation, a thin section may show a patch of
augite surrounded by plagioclase crystals and so entirely bounded by well-formed
crystal faces. However the faces may be said to belong to or be characteristic of the
plagioclase and are not characteristic of the augite. (It should also be noted that
current opinion is that the two phases did crystallise together simultaneously - not
plagioclase first and augite second, as would be expected - but at different rates of
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nucleation [Williams er al. 1982, p57].)

In simple situations, such as the ophitic texture, the geologist has no difficulty
in recognising the characteristic faces and correctly attributing them.  Indeed this
process is taken for granted as part of the observer's common sense, and is usually
not even mentioned in introductory texts. However, as was implied above, correctly
attributing crystal faces is not a straightforward image processing task.

Once the perimeter of a crystal section has been analysed to find the
characteristic faces, describing the quality of development of faces follows easily.
The terms euhedral, subhedral and anhedral could, for example, be replaced by a
‘hedrality index’, say, given as the fraction of the perimeter which consists of the
crystal's characteristic faces.

It may be observed that if the simple crystallisation model described above is
assumed for igneous rocks and ore bodies then the task of determining the
characteristic faces of crystals is found to be equivalent to determining the relative
order of appearance of the crystals. This fact makes petrological studies such as those
of Amstutz (described below [3.5.1]) relevant for consideration.

Another interesting image analysis possibility arises: it may be feasible to use a
knowledge of the usual sequences of crystallisation to aid identfication of the crystals
in an igneous rocks, by comparison with the sequence deduced from inspection of the
overgrowth fabrics.  Similar studies may be used to help differentiate between

igneous and metamorphic rocks (see below).

3.2.2.2 Crystal habit

The second aspect of crystal shape which must be considered is the overall
shape in three-dimensions. Just as existing crystals in the melt interfere with the
growth of characteristic faces in later appearing crystals, they will also constrict their
overall growth. In some situations it may be important to describe the actual,
compromised form, with all its imposed concavities and inclusions. Often it is the
'ideal’, uncompromised form which is of interest, for mineral identification, for
example.

Different sets of faces on crystals may be differently developed, giving rise to
various crystal 'habits'. For example, crystals may be needle-like (acicular), blade-
like, platy (very flattened in one direction), tabular (slightly flattened in one direction),
botryoidal (forming rounded masses with very few rational faces), and so on.
Certain habits or forms may be characteristic of some minerals and so may be used as
a guide to identification. Determining the form of a mineral viewed in a thin section

may require the examination of several examples of cross-sections before an idea of
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the three-dimensional form can be made. This task may be complicated by the
different appearance of different sections of anisotropic crystals.
A useful description of crystal form may therefore be derived from the lengths

and symmetry relations of the characteristic faces. The symmetry of crystals will be
considered separately below [3.4].

3.2.3 Crystal shape: convexity and non-convexity

Although wide variations of crystal shape are possible, the ideal form of nearly
all common minerals is a convex solid. (A two or three dimensional shape 1s said to
be convex if a straight line segment drawn between any two points in the shape lies
completely within the shape: thus, for example, a circular disc is convex, and a
circular annulus is not.) In reality, however, crystals will often fail to achieve perfect
convexity.

A major cause of non-convexity is growth against existing solid crystals in the
melt, as has been described. However, even with no such physical barriers to
growth, local differences in conditions in the melt may cause growth to proceed at
different rates for different parts of the crystal, which may result in local concavities.
Where crystals grow contemporaneously at close nucleation sites their growths may
interfere with each other, and this may easily result in non-convex crystals. Crystals
may also be partially resorbed by reaction with the liquid, which may result in a
rounding off of crystal profiles and the formation of embayments in the profiles -
although embayments may sometimes be simply the result of 'non-ideal’ crystal
growth, as described above.

Extreme examples of non-convex growth (without resorption) are found in so-
called skeletal crystals, which have hollows and gaps, possibly regularly developed.
In thin section the spaces appear as embayments and holes in the crystal, filled with
groundmass crystals or glass, and the crystal may appear as isolated patches. The
patches can be identified as parts of a single crystal because they share optical and
crystallographic characteristics.  Parallel growth is one form of skeletal growth
producing a crystal which in thin section may appear as a bundle of apparently
separate elongated crystals whose axes are mutually parallel, or nearly so. These
phenomena are illustrated in the atlas of MacKenzie er al. [1982; pp.20-22].

Twinning may also produce non-convex crystals. As described above [2.2.5],
twins are single crystals in which different parts of the lattice are differently oriented.
One simple example of a non-convex twin is the swallow-tail twin: imagine a

parallelopiped reflected in one face.



3.3 Metamorphic rocks
3.3.1 Metamorphic petrogenesis

Metamorphic rocks are fundamentally different from igneous rocks in that they
are not formed by the crystallisation of a melt but by essentially solid state reactions.
These metamorphic transformations occur as a rock adjusts in order to achieve a more
stable combination and arrangement of minerals. The instability is the result of a new
regime of temperature, pressure and chemical conditions being imposed upon the
rock. Three principal types of metamorphism have been recognised on the basis of
field criteria. Dislocation metamorphism occurs along zones of intense deformation
such as faults. Contact metamorphism occurs in areas adjacent to igneous bodies, as
a result of the intense heating. Regional metamorphism occurs over extensive areas
and 1s not clearly related to any local event.

Metamorphic changes typically include some or all of the following: the
crystallisation of new minerals not previously present (neomineralisation), the loss of
some original minerals, the development of 'new’ crystals with undistorted shapes in
place of ‘old’ distorted and strained crystals of the same mineral (recrystallization),
and the formation of new textures and structures. The new textures may be produced
by the deformation of existing structures or the new crystals formed adopting
particular arrangements during their growth.

Thus, although some metamorphic rock textures may sometimes resemble
igneous textures their significance is different. Crystals have not grown in an
enclosing, homogeneous melt but in a solid medium. The physical properties of
crystalline solids, especially those relating to speed of growth and stability of
boundaries, vary from one mineral to another and from one direction to another within
an individual crystal. These differences are largely responsible for the textural details
of metamorphic fabric. Similar factors do play a part in forming igneous fabrics but
are overshadowed by the much greater physical differences between crystalline solids
in general and the melt phase within which these solids have developed [Williams ez
al. 1982, p438].

3.3.2 Description of crystal form in metamorphic rocks
The terminology for describing crystal shape in metamorphic rocks is similar to
the igneous nomenclature. A grain of a metamorphic mineral bounded by its own

crystal faces is termed idioblastic; a shapeless crystal grain is termed xenoblastic. The
term crystalloblastic is applied to textures and structures resulting from the growth of
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crystals in a solid medium.

F. Becke (see the paper by Kretz [1966]), the founder of modern metamorphic
petrography, realised that certain minerals have a greater ability to display crystal
faces than others. Accordingly, he arranged the common minerals of metamorphic

rocks into a hierarchy of groups, termed the crystalloblastic series, of which the
following is a portion:

sphcne magnetite,.. }
garnet, kyanite, staurolite.. }

pyroxene, hornblende }

{

{

{

{albite, dolomite..}
{muscovite, biotite...}
{calcite}

{quartz, plagioclase }
{

orthoclase, microcline}

Any mineral in this series is supposed to be capable of displaying its form
against all minerals in the groups below it. This ability or tendency was termed
'Kristallizationskraft' by Becke, later translated to 'force of crystallisation'. This term
is often replaced by 'form energy', to avoid confusion with the phenomenon exhibited
when a crystal exerts a force during growth. Becke himself, and many others, have
noted exceptions to the rule associated with the crystalloblastic series. Kretz [1966]
suggested the concept may be refined by using instead a hierarchy of mineral

interfaces, arranged in order of increasing specific interfacial free energy, e.g.:

garnet (110) - quartz
biotite (001) - quartz
homblende (110) - quartz

- where the bracketed numbers indicate the Miller indices of the particular faces
(this indexing system 1s explained in any introductory crystallography text, for
example that of Phillips [1971] or Cox et al. [1974]).

One consequence of the factors described by Kretz is that crystal A, say, may
impose its form on crystal B at one local interface but crystal B may impose its form
on crystal A at another interface. This would introduce some complications into the
use of the established crystalloblastic series hierarchy as a guide in the identification of
mineral grains in metamorphic rocks, along the lines of the scheme suggested for
igneous rocks.

The other scheme mentioned above, for discriminating between igneous and
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metamorphic fabrics, would depend upon the identification of relative impositions of

crystal form and a comparison of the sequence found with the crystalloblastic series;,
and the common sequences of crystallisation in igneous rocks. Such a scheme should
also exploit the rules for discriminating igneous and metamorphic textures given
below.

3.3.3 Metamorphic textures c.f. igneous textures

Metamorphic rocks commonly show textural and structural features which are
much rarer in igneous rocks. These features result from the crystal growth in a solid
medium, and so may be used to distinguish crystalloblastic fabrics from the fabrics of
igneous rocks [Cox et al. 1974, p212]. Briefly, they are:

a) Metamorphic rocks have a much larger proportion of crystals showing little or
no crystal form.

b) Minerals which commonly occur as crystals of inequidimensional shape often
have these forms exaggerated in metamorphic rocks in comparison with igneous
rocks. Inequidimensional grains tend to lie in definite orientations in metamorphic
rocks, giving rise to a foliation.

¢) The larger crystals in metamorphic rocks (‘porphyroblasts') frequently
contain inclusions of small mineral grains, and these inclusions are often arranged in
some regular manner.

d) Compositional zoning and twinning of mineral grains are much less common

in metamorphic rocks than in igneous.

3.4 Crystal symmetry description

Only when the characteristic faces and boundaries of a crystal have been
recognised can an appraisal of the symmetry be made, since the principal indicators of
the crystal symmetry are the rational or characteristic faces (non-characteristic faces
cannot be used). Crystal cleavages can also provide clues about internal symmetries
and structure since they represent the natural planes of weakness in the crystal.

It must be stressed that it is the internal symmetry of the crystal which is of
primary interest, and this will very rarely manifest itself in a crystal which is
symmetrical in the normal, everyday sense of the word. In general the different
crystal faces will be developed to different degrees, producing a crystal shape lacking
any obvious symmetry.

Before considering the symmetry of two-dimensional crystal sections the

symmetry of crystals in three dimensions should be understood. Only a brief
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treatment 1s presented here: full details may be found in the texts of Phillips [1971] or
Cox et al. [1974], for example. It is convenient to first consider regular crystals, with
equal development of faces. Their shapes may be described with reference to
symmetry planes, axes, and a centre of symmetry.

A symmetry plane or mirror plane is an imaginary plane which divides the
crystal in two pieces which are mirror images of each other. A symmetry axis is a
line about which the crystal may be rotated so that it achieves a positon of congruence
(ie. it looks the same as it did originally) at some stage during the rotation. If
congruence is achieved after 180 degrees, for example, the axis of rotation is a 2-fold
symmetry axis or diad axis. Only a small number of symmetry axes are possible in
natural crystals: the diad, the triad (3-fold), the tetrad (4-fold) and the hexad (6-fold).
A centre of symmetry exists when every face of the crystal is matched by one parallel
to it on the other side of the crystal.

Crystals can be divided into seven groups, known as crystal systems, on the
basis of the symmetry axes present. The systems and their characteristic symmetries
are as follows:-

cubic 4 triad axes
tetragonal I tetrad axis
hexagonal 1 hexad axis
trigonal 1 triad axis
orthorhombic 3 diad axes
monoclinic 1 diad axis
triclinic no axes

A step nearer the real world can now be taken and the existence of crystals
whose irregular development disguises their symmetry considered. The angular
relationships between the crystal faces remain constant regardless of the degree of their
development, so these angular relationships become the focus of interest. It is usual
to represent each face by an outward face normal, which is a vector normal to the face,
pointing outwards. The angular relationships between face normals may then be
considered. In practice a stereographic projection is used to translate this problem
into that of studying the relationships between points on a two-dimensional stereogram
of the face normals.

The problem of studying the symmetry of a two-dimensional crystal profile can
be transformed in a similar way. The simplifying assumption may be made that each
straight line face represents a plane face in three dimensions which is normal to the
plane of the section. The stereogram then reduces to a circle (the equatorial great
circle of the full stereogram) and each face normal is represented by the point on this
circle where the tangent has the orientation of the crystal face: figure 3.3 gives an

illustration.



(a) (b) (©)

Figure 3.3 A crystal, its sketch stereogram, and symmetry analysis

This simplified stereogram summarises the important orientation information in a
useful form; the symmetries of the pattern of points on the stereogram may now be
examined in order to reveal the relevant symmetry properties. Figure 3.3(c) shows
the results of the analysis for the stereogram of figure 3.3(b): there are two
perpendicular mirror planes indicated by lines, and a diad axis indicated by the central
symbol. (These properties place the crystal in the orthorhombic group.) It may be
noted that the original crystal section of figure 3.3(a), because of the non-regular
development of faces, is outwardly asymmetric.

3.5 The identification of characteristic boundaries

The problem of correctly assigning faces and boundaries to crystals has been
identified above as being of fundamental importance in analysing a crystalline fabric.
It is central to crystal description and mineral identification since it is impossible to
describe the symmetry of a crystal or the quality of development of its faces until one
has 1dentified which of the boundaries of the crystal are in fact characteristic of the
mineral, rather than characteristic of adjacent crystals which appeared earlier in time
and so imposed their form upon their later-forming neighbour. The assignment of
boundaries problem may sometimes be referred to here as 'determining crystal
precedence’ since, as a general rule, establishing the ownership of interfaces between
crystals is equivalent to determining their relative order of crystallisation.

It appears that the problem of identifying characteristic faces or boundaries has
not been addressed in the literature; the importance of characteristic boundaries is
mentioned, but no observations on how they are to be recognised have been found.
The task appears to be treated as one which may be solved by the microscopist without
explicit guidance. The closely related problem of identifying the relative order of
crystallisation from examination of a section has been addressed by Amstutz and
Giger, who have reported two indicators of crystal precedence for ore analysis:
interface convexity and what are termed 'false corners’. These analysis rules are

described below and, by example, it is shown that they are inadequate for a complete
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solution of the boundary assignment problem. An examination is then made of the
various features which are important in solving this problem and new features are
identified. Explicit analysis rules are derived and their relative 'power’ discussed.
Simple crystalline fabrics are considered, where the assumption of perfect growth is
made; non-ideal growth is considered in section 3.5.3, and the analysis rules are
found to be still relevant. Section 3.5.4 presents a summary of the analysis principles
derived. Section 3.6 looks at the implications of these findings for further research.

3.5.1 Amstutz and Giger's quantitative fabric analysis

Amstutz and Giger have made a special study of intergrowth fabrics and the
development of quantitative analysis techniques, with special reference to ore analysis
[Amstutz & Giger 1970, 1972]. Fabric analysis is important in ore studies on two
counts.  Firstly, it is valuable to recognise and report the intergrowth patterns of
different ore minerals, in order to estimate the grinding which will be required for their
liberation, and to monitor the actual results. (This has already been described [2.3];
further discussion may be found, for example, in the papers of Petruk [1982] or
Barbery [1984]). Secondly, as described above [3.2.1], it has long been appreciated
that a study of rock fabrics can yield useful genetic information. Until the work of
Amstutz, that information had been only qualitative in nature and not quantitative.

Amstutz and Giger provided an historical overview of rock fabric studies in their
two papers [1970, 1972]. They noted that qualitative descriptions have been used
since last century, but "...it seems that in the field of geometric studies of mineral
aggregates there has been an actual standstill since ... 1910" [Amstutz & Giger 1972].
They correctly foresaw, however, that the development of quantitative techniques such
as stereology, coupled with the use of electronic scanning devices and computers,
could bring new possibilities to all fields dealing with physical and genetic properties
of rock aggregates.

One of the first contributions to the quantitative study of paragenetic relations in
ore minerals is due to Amstutz [1965]. This paper indicates that a paragenetic
sequence for ore bodies can be derived using an objective, quantitative treatment of
intergrowth relations, derived from two simple principles: the superposition rule and
the concave-convex principle. The superposition rule, applied to minerals crys-
tallising from a fluid and forming in veins, states that phases were first deposited on
the wallrock, and later phases formed on top of the earlier phases. The concave-
convex principle is related in that it assumes that earlier formed crystal phases are
almost invariably 'nuclei’ for later superposed grains. Consequently, earlier phases

must have proportionately more convex surfaces against later phases, and vice versa.
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(The only conditions where this principle has to be reversed is the filling of spherical
cavities.)

Amstutz demonstrated that measurement of the concave-convex statistics in
crushed ore samples allowed the study of the overall paragenetic sequence of the
parent mineral deposit: examining sizeable, complete sections was no longer
necessary.  Amstutz and Giger [1970, 1972] continued the development of
quantitative analysis, introducing stereologic principles to express the qualitative
relationships between minerals in a reasonably quantitative way. In particular, the
1970 paper improved the definition of the index of intergrowth or locking used
previously and introduced the idea of 'straight intersection numbers'.

The (improved) locking or intergrowth index for two phases A and B is given
by the quotient: the surface density of the intergrowth surface between A and B
divided by the average surface density within the sample. The surface density is the
surface-to-volume ratio for a given phase; the surface density of the interface between
phases A and B is meaningful since the interface is a surface in three dimensions, and
is the area per unit volume of the interface. More details of such stereological
parameters may be found in the standard text of Underwood [1970].

Figure 3.4 'False corners'’

The straight intersection number (or 'Durchgangszahl’) is a topological
parameter which may be used as quantitative support for qualitative suggestions on
time-sequence or paragenetic relations in fabrics. It is related to the concave-convex
test described above. The crystallisation processes in mineral aggregates are processes
in time, and mostly discontinuous (in time). As was established above, this means
that the earliest generation of grains is surrounded by the next one: a sequence
reflected in the geometry of overgrowth. Figure 3.4 illustrates this relation: the
boundary of the earlier grain A is straight or at least smooth at the point where the
interface between two subsequent grains (B and C) terminates against it. These sorts
of triple points in sections can easily be distinguished (by eye) from those 'true’ triple
points produced where three grains grow together. These 'false’ triple points have
been termed 'false corners'. If one determines all the false corners of grain type A
produced by grains B, one obtains the mean straight intersection number of B given A:

I(AIB) = N(AIB)
N(A)
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where N(AIB) is the total number of all straight intersections phase B produces with
the investigated grains of phase A, the number of which is N(A).

3.5.2 Establishing crystal 'precedence’

It is important to note that the techniques developed by Amstutz and Giger were
designed for a statistical analysis of the intergrowth relations in a rock sample. In
this section it is shown that the indicators described above, namely false corners and
convexity of crystal interfaces, are insufficient to determine automatically in all
situations the correct paragenetic relations between a given crystal and its neighbours.
Further indicators of crystal precedence are presented: the use of the assumption of
underlying convex form is shown to require in some situations a stronger test than the
simple examination of interface curvature, and the role of parallelism and other
symmetry features is recognised. The relative importance and 'power’ of these

indicators is also considered.

3.5.2.1 Crystal inclusion and convexity relations

As has already been described, in the crystallisation of an igneous rock later-
forming crystals may form against or around existing, earlier-formed crystals. Since
crystals tend to a natural convex form this process is the basis of Amstutz's concave-
convex principle: the convexity of an inter-crystal interface reveals the relative
precedence. When one crystal region in a section completely encloses another this
provides a reliable and robust indication of crystal precedence: no measurement of
interface convexity need be made since the fact of inclusion is clear. When a cluster
of crystals is enclosed this fact indicates that all the crystals of the cluster precede the
enclosing crystal but gives no information about precedence relations within the
cluster.

When one crystal is only partially surrounded by another the interface convexity
can still reveal the relative precedence, as Amstutz observed. Figure 3.5 shows some
possibilities: figure 3.5(a) shows complete enclosure; figures 3.5(b) through (d)
show partial enclosure; figure 3.5(e) shows no enclosure and no relative precedence
can be deduced. Region adjacency is sometimes quantified by expressing interface
length as a proportion of region perimeter [Nazif 1983; Barrow & Popplestone 1971].
It may be noted that this measure cannot be used to derive precedence information,

except in the case of total enclosure: interface convexity is significant where adjacency

alone 1s not.
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Figure 3.5 Inclusion styles

There are also situations where partial inclusion may occur between two crystals
with a straight interface. Figure 3.6 gives one example: crystal A partly surrounds
crystal B but intervening crystals reduce the interface to one straight line segment.

Figure 3.6 Partial enclosure with a straight interface

In such situations the partial enclosure relationship between the crystals can be
revealed by consideration of the convex hulls of the two crystal regions. The convex
hull of a shape S, which will be denoted H(S), is the smallest convex set of points
which contains S; convex shapes are their own convex hulls. Applying these ideas
to figure 3.6 it can be observed that H(B) and A do not intersect, whereas B shares
approximately half of its area with H(A). These intersection properties reflect the fact
that A partially surrounds B, and so identify the correct precedence.

Thus when two crystals share a straight interface the intersections of their
convex hulls can reveal a precedence which the Amstutz concave-convex test cannot.
Although the convex hull test is more powerful than the interface test the latter should
still be retained since it would often be sufficient to reveal precedence and it would be
simpler to implement.

It may be noted that if, for two crystals A and B, both H(A) and B and H(B) and
A have non-empty intersections, then this suggests a more complicated intergrowth
style. This situation can only arise when crystals violate the convexity assumption
being maintained at this stage, and the matter will be considered again below [3.5.3].
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When one large crystal surrounds many smaller crystals it may appear in Cross-
sections as many isolated patches, with the large crystal, usually the final phase to
crystallise, filling the interstices between the other crystals.  The correct
understanding of this type of texture requires that the isolated patches of crystal be
recognised as portions of one single crystal (not simply crystals of the same type).
Once this has been established, consideration of the convex hulls will again indicate
the true precedence relation. Recognition of the separated regions as portions of the
same crystal may be difficult in practice. The regions must show the same, or very
similar, colours in all orientations in plane polarized light both with and without the
analyser, and their textures and cleavage patterns must be consistent.

3.5.2.2 False corners

The second indicator of precedence used by Amstutz was the presence of 'false
corners'. The basis for this test is again the principle that later-forming crystals may
form around or against existing crystals. The use of false corners to infer crystal
precedence is, however, limited since the configuration may arise purely by chance.
Similarly, a false corner may by chance appear like a true triple point.

(a) (®) (©)

Figure 3.7 lustration of the limitations of the 'false corner’ heuristic

Figure 3.7(a) provides an example where crystal A precedes both its neighbours
B and C yet the vertex where the three regions meet does not give a clear indication of
the situation (precedence in this figure can, however, be deduced from convexity of
the AB, AC and BC interfaces). Figure 3.7(b) is an example of a situation with a
misleading vertex. Here, as revealed by convexity, crystals A and B both precede
crystal C, yet the ABC vertex resembles a false corner which would suggest that C
precedes both A and B. Figure 3.7(c), however, illustrates one situation where the
false corner test is the only method which indicates the true relationship between the

crystals, i.e. provides the interpretation which a geologist would make, namely that C

preceded both A and B..
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Thus 1t has been shown that false corners are relatively 'weak” indicators of
precedence, in that the evidence of convexity, for example, can overturn the
conclusion which would be made on the basis of vertex configurations alone.

3.5.2.3 Symmetry

Figure 3.8 provides examples of rock section configurations where a geologist
would be able to infer the assignment of boundaries but where the indicators of

Amstutz described above cannot provide the answer. These situations show the
importance of symmetry.

A A

(a) (b) (©

Figure 3.8 Interfaces assigned via symmetry

Figures 3.8(a), (b) and (c) show crystals labelled B and C surrounded by crystal
A. Consideration of convexity or inclusion therefore provides the correct interpre-
tation in all three examples that B and C both precede A. In all cases, however, the
BC interface is perfectly straight and the convex hulls H(B) and H(C) do not intersect.
Convexity therefore gives no information on the relative precedence of B and C. The
ABC vertices do not show false corners and again support no inferences.
Nevertheless, positive inferences can be made.

In figure 3.8(a) the geologist can perceive that the BC interface is characteristic
of C alone and that C precedes B. This is because the BC interface is parallel to the
opposite face of crystal C (which is clearly characteristic of C, because of convexity
and inclusion considerations). As additional evidence for this interpretation the BC
interface is seen to be parallel to the cleavage of crystal C. Thus the BC face fits the
pattern of symmetry associated with crystal C. There are no appropriate symmetry
properties which associate the interface with crystal B Itis therefore natural to assign
the interface to C.

Figure 3.8(b) illustrates a similar situation: convexity and false corners tell
nothing of the precedence between crystals B and C, yet the BC interface can be seen

to fit a symmetric pattern if assigned to crystal B as a characteristic boundary. The
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interface yields no such pattern if assigned to crystal C. The interface can therefore
safely be assumed to be characteristic of crystal B. In figure 3.8(c) amorphous
crystals B and C have an interface which is parallel to the cleavage of B. Crystal C

shows no cleavage. In the absence of other evidence it is therefore likely that the
interface is characteristic of B.

Thus it would appear that the human observer of a rock section can decide
whether a certain face is characteristic of a crystal by seeing if it fits into some existing
recognisable 'pattern’, or gives rise to a recognisable pattern. For example, if the
acceptance of a putative rational face is found to result in, say, a regular, symmetric
crystal, it is virtually certain that this face is characteristic of the crystal. As described
above [3.4], the ideas of crystal symmetry are slightly different from 'conventional
symmetry: itis the underlying symmetry, revealed by the angular relations of faces
and cleavages, which is important and a symmetric crystal may appear to be non-
symmetric according to the normal use of the term. In practice the commonest
symmetry feature is likely to be parallelism between faces or parallelism between a

face and a cleavage direction (since cleavages can be thought of as 'failed faces').

3.5.3 Accommodating non-convexity

The previous sections have shown how it is often possible to establish crystal
precedence relations in polycrystalline sections when the crystals concerned have
convex ideal form. In this section the question of how the analysis rules derived
above extend to non-convex crystal growth will be considered. It will be shown that
the roles of symmetry and false corners remain unchanged, and rules for deriving
precedence based on convexity can be modified to accommodate non convex growth.

Three forms of non-convex growth have been described above [3.2.3]:
irregular development, mutual intergrowth and the formation of true non-convex
crystals. In irregular development the ideal crystal form is convex but this is not
perfectly attained due to local variations in crystallisation conditions. An extreme
form of this is skeletal growth. Such growth still carries implications about crystal
precedence and the ownership of interfaces. Intergrowth implies simultaneous
growth and a shared ownership of the interface. True non-convex crystal growth is
very rare in igneous rocks.

Twinning may produce non-convex crystal but the twin components themselves
are usually convex. The twin may be recognised as a cluster of (conventional) crystal

regions showing certain geometric and symmetry features [2.2.5].
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Figure 3.9 Olivine-malignite micrograph image

Figure 3.9 reproduces a drawing of a thin section micrograph from a standard
petrological text; the igneous rock represented is an olivine-malignite [Hatch er al.
1972, p280]. The process of drawing clearly involves simplifications, but this may
still be considered a realistic image in terms of the structures represented. In this
section many crystals do not show perfect convexity (even ignoring occlusion effects),
yet the assignment of boundaries is relatively clear.

Region 2 shows slightly irregular form, yet the 2:11 and 2:14 interfaces are
clearly characteristic, since region 2 is nearly convex and is partially enclosed by
regions 11 and 14. (The 1:2 interface is assigned to region 1 on the grounds of
convexity, symmetry and false corners.) The 9:14 interface is assigned to region 9
since the region is again partially enclosed. Further, the interface shows faces with
consistent symmetry properties: the faces seen within the concavity are parallel to
other faces on the interface.

The 12:13 interface is clearly assigned to region 12 on the grounds of convexity,
a false corner and symmetry - one face is parallel to the cleavage. The 11:13 and
11:12 interfaces show irregular form with no symmetries linking them to other
features. There is no overall convexity on the interfaces: the regions seem to
penetrate each other to a similar extent. A likely conclusion for both interfaces
therefore is simultaneous growth. It may be noted that this then implies simultaneous
growth for regions 12 and 13, although their interface could be unambiguously
assigned to region 12. In this case factors such as stability of boundaries and
nucleation rates (described above in the consideration of the ophitic texture and

metamorphic crystal interfaces) must have acted to produce an interface characteristic
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of one region only.

Regions 9 and 12 in figure 3.9 show the importance of good shape in boundary
assignment, and the role of faces and symmetry. The faces of region 9 form two
groups of good Symmetry, suggesting two contiguous components to the crystal; the
good faces on region 12, one showing a false corner and lying parallel to the cleavage,
identify the characteristic nature of the 12:15 and 12:13 interfaces. If a face has been
identified then it may be possible to assign it to a region on the grounds of symmetries
between it and other elements. Once a face on an interface has been assigned to a
crystal the entire interface can be assigned with it. Conversely, if an interface is
assigned to to a crystal, perhaps on the grounds of convexity or the symmetry of one
particular subface, then all faces on the interface are assigned. These may then serve
as sure characteristic features against which faces of uncertain ownership can be
compared to see if their symmetry relations give grounds for assignment.

One other important feature of crystal profiles which can help decide the
ownership of boundaries is the ‘character' of an interface, in particular its smoothness.
A smooth, undulate interface such as the 11:13 interface of figure 3.10 is a good
indication of intergrowth. A jagged interface tends to suggest irregular growth and
may indicate an interface characteristic of one region only. Smoothness appears to be
inadequate in itself as a basis for assignment of faces but can provide useful
supporting evidence.

These examples show that the precedence cues derived previously [3.5.2] are
still useful in analysing sections where crystals need not have ideal convex form.
However, the convexity tests suggested above require slight modification to be
applicable in these new circumstances.

The suggested analysis was first to check if the interface was curved, since a
convex interface in the ideal situation could be assumed to be an unequivocal indicator
of precedence. For straight interfaces the intersection properties of the convex hulls
would be considered.

The convex hulls of regions A and B may be denoted H(A) and H(B). Abusing
the notation by making region labels also represent the areas of the regions, the area of
intersection of each region with the hull of the other is found as a fraction of the total
area. This would form two quotients for neighbouring regions A and B: QAB =
(H(A)NB) /B, and QBa = (H(B)"A )/ A. These quotients indicate the proportion of
the crystal surrounded or partially surrounded by its neighbour.

If the crystals had grown perfectly, 1.e. with no concavities other than those
resulting from growth around or against pre-existing crystals, then one of these
quotients would be zero and the other would indicate the proportion surrounded by its
neighbour. Calculating the two quotients for the neighbouring regions 2 and 11 in
figure 3.9 gives Qz2.11 = 0.02 and Qi1.2=0.9. Thus one quotient is not quite
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zero. The two values reveal how region 2 is surrounded by region 11, and indicate
m1nor concavities on the interface.

Using such quotients for the 11:13 interface might, however, give misleading
results. The two areas of intersection are approximately equal but the actual region
areas are not. Thus the numerators of the quotients are similar but the denominators
are dissimilar, leading to a difference in the quotient values and a spurious implication
of surroundedness. It therefore seems more appropriate to directly compare the areas
of intersection: in general terms, H(A)~B and H(B)NA.

If both these areas are small or zero there would be no implication of partial
enclosure and one could also deduce that the interface must be straight or nearly so.
(The size of areas could be judged by comparing them with the len gth of the interface.)
If both areas were non-zero then their ratio should reveal the likely precedence: if the
area H(A)NB is very much greater than H(B)A then B precedes A and the interface
1s characteristic of B. If H(B)A is zero then convex growth is implied; if H(B)nA
is non-zero then some irregular growth is implied. If both H(A)B and H(B)NA are
large and of comparable size then an intergrowth is likely.

This form of the test on region and convex hull intersections therefore allows
partial enclosure to be deduced in cases of irregular growth, and recognises possible
cases of intergrowth. In many cases, such as the adjacent crystal pairs 11 and 12 or
11 and 13 in figure 3.9, this modified form of the analysis is equivalent to forming the
convex hull of the interface, partitioning the hull by the original interface and then

comparing the two areas. Figure 3.10 illustrates this process.

(a) (b) (c)
‘/\f f:orm 3 Z 22 %

convex hull partition hull

Figure 3.10 Analysis of an interface using the convex hull

However, the two tests are not the same, since some crystals may partially
intervene between a pair of adjacent crystals so reducing the extent of the interface. In
such situations this simpler form of the test, since it is only concerned with the
interface, could miss implications of partial enclosure. The measure which considers
convex hulls of the entire region is therefore seen to be preferable. If both areas of
intersection are large however then it may be useful to consider in addition the partition
of the interface in order to obtain more information about how the regions penetrate

each other.
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3.5.4 Precedence indicators: summary of rules

The concave-convex test on crystal interfaces and the false corner test for
vertices reported by Amstutz have been examined. Limitations on the use of false
corners have been demonstrated. A stronger test on convexity has been proposed,
applicable in situations where the interface is straight or where the regions have no
direct interface. This test has been extended to support inferences in situations when
non-convex crystal growth has occurred. New precedence indicators based on
considerations of crystal symmetry have also been presented.

Explicitly, the indicators of crystal precedence and characteristic boundaries are:

1) Enclosure

If crystal B wholly surrounds crystal A then crystal A may be assumed to have

crystallised first and the AB interface may be assumed to be characteristic only of
crystal A.

2) Interface convexity

If the interface between crystals A and B is convex, with A relatively convex and B
relatively concave, then the AB interface may be assumed to be characteristic only of
crystal A.

3) Partial enclosure

If the convex hull of a crystal region A, 1.e. H(A), intersects a crystal region B, and
H(B) has no intersection with A then A at least partially surrounds B and so B may be
assumed to precede A, and any portion of their interface may be assumed to be
characteristic of B. This test may be applied when the interface is a simple straight
line, which by itself carries no relative convexity information. The implications on

relative precedence resulting from this test do not require the regions concerned to

have a direct interface

Rules 2 and 3 apply when convex ideal crystal growth can be assumed. Both rules

can be viewed as special cases of the following rule which is applicable even with

imperfect convex growth.

4) Partial enclosure (stronger form)
If the area of intersection of region A with the convex hull of region B is very much

greater than the area of intersection of region B with the convex hull of region A, i.e.

AMH(B) >> BNH(A) then A may be assumed to precede B, and any portion of their

interface may be assumed to be characteristic of A.
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5) Symmetry

If the interface between crystals A and B, or a face on that interface, fits into-a
recognisable (and mineralogically relevant) symmetry pattern with other elements of

crystal A, and does not do so with elements of crystal B, then the interface may be
assumed to be characteristic of A

Corollary 1: A face on a crystal profile which is parallel to a known characteristic face
of the crystal is likely to be characteristic.

Corollary 2: A face on a crystal profile which is parallel to the cleavage of the crystal
is likely to be characteristic.

6) False corners

If, at the point where three crystal regions A, B and C meet, the boundary of C is
straight or at least smooth where the AB interface terminates against it then C can be
assumed to precede both A and B, and the BC and AC boundaries can be assumed to
be characteristic of C. The limitations on this test have been described above: the

inference may be overturned by stronger evidence.

3.5.4.1 Rules in combination

In resolving the ownership of some crystal boundaries more than one of the
rules presented above may be applicable, or one rule may be applicable at several
points on an interface. It is possible in such situations that the various local
inferences might not produce a consistent interpretation: the results of one test may
contradict those of another. Figure 3.7(b) provided one example, where the false
corner test was misleading. It therefore seems that the rules have different 'powers’.
It is considered that the ordering of rules given above in fact reflects this ranking.

The strongest precedence indicators appear to be enclosure and partial enclosure.
Complete enclosure (rule 1) gives a robust indication of crystal precedence, regardless
of the convexity of the enclosed crystal. When ideal convex growth is assumed,
partial enclosure is revealed by rules 2 and 3 above; when possibly irregular growth is
acknowledged, partial enclosure is revealed by rule 4. These inferences cannot be
refuted and any contradictory evidence, such as a false corner or face-cleavage
parallelism, must be attributed to chance.

Parallelism or, more generally, good symmetry (rule 5) appears to be a stronger
indication of precedence than false corners (rule 6). Where two rival symmetries give
contradictory interpretations then the higher symmetry is likely to be the better guide.
These principles simply take the most probable interpretation, since a configuration of
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higher symmetry is less likely to have arisen purely by chance.

These considerations suggest that recognising the ownership of faces and
interfaces in a polycrystalline section image can be a relatively complex pattern
recognition task, involving many separate judgements. Introspection might not
suggest that the human observer uses local tests on vertices or interfaces, but the
suggestion here is that this must be part of the process: this is how he or she appraises
the overall shape properties of the profiles and identifies the elements which fit some
pattern.

This matter has been considered in greater detail. Strong parallels have been
found between the principles derived above for solving the assignment of boundaries
problem and principles of perceptual grouping. A report of the investigations has
been presented and published elsewhere [Thomson & Claridge 1989]. Some
implications of the linkage between polycrystalline section analysis and more general
vision tasks will be discussed below [Chapter 8).

3.6 Implications for subsequent work

As outlined in this chapter, the analysis of polycrystalline rock sections is an
important task for geologists. An essential prerequisite for such analysis is the
assignment of 'ownership' of boundaries between adjacent crystals. Section 3.5.2
above has presented the features of polycrystalline sections which reveal the
ownership, based on an assumption of ideal convex crystal growth; section 3.5.3 has
examined how these principles extend to cases of non-convex growth. Section 3.5.4
has presented a summary of the rules for boundary assignment which have been
derived, and described their relative 'power’.

Example rock section configurations have demonstrated the usefulness of the
rules in determining characteristic crystal boundaries and establishing relative
precedence. Although these rules may not be sufficient to capture the performance of
an expert geologist in the analysis of polycrystalline sections, their value here is that
they clarify the nature of the image analysis tasks which need to be tackled if the

boundary assignment problem is eventually to be automated. In particular:

(a) The recognition of partial enclosure of one crystal region by another requires the
development of methods for the calculation and manipulation of convex hulls.

(b) Methods for crystal symmetry analysis must be developed. Since the elements
which reveal symmetry are crystal faces and cleavages, this requires that

(c) A method for identifying faces or possible faces on a crystal profile must be

found, and
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(d) Techniques for recognising cleavage cracks amongst other textural features must
be developed. Further,

(e) An implementation of the T-junction test for false corners is required.

(f) Methods are needed to implement the extraction, representation and storage of the

information which is input to and output from the various steps in solving the
overall problem.

(8) A mechanism and a strategy for controlling the operation of the separate analyses
are also required.

Subsequent chapters investigate how these requirements may be met. Chapters
4 through 7 address tasks (f), (c), (b) and (g) respectively. The recognition and
analysis of crystal cleavage, the implementation of the T-junction test for false corner
analysis, and the development of methods for finding and manipulating convex hulls
(i.e. tasks (d), (e) and (a)) have been considered but are not treated in detail here.
Investigations of crystal cleavage analysis and convexity analysis have been reported
elsewhere [Thomson & Sokolowska 1988; Thomson 1991]; chapter 7 summarises
the findings.

Figure 3.11 outlines a possible control structure where a supervisor module acts
as an interface between the different analyses modules and the database of spatial
information, controlling the operation of the modules, supplying their input data, and
updating the database with the new information produced by the analyses. At the
completion of the analysis the database should contain the necessary information
regarding the assignment of characteristic boundaries, and other useful descriptive
information about the crystals.

Chapter 4 develops a system which extracts the required spatial information
from a pre-processed image where the basic crystal regions have been found and
stores this information in a database structure. The input image, where regions which
are uniform in the sense of their features have been found but the characteristic
boundaries have not been identified, may be described as 'partially segmented'
[Levine 1985, p386].

Chapter 5 develops a new algorithm for multiscale contour analysis, suitable for
finding possible faces on a crystal profile. It is shown that, in general, symmetry
must also be considered in making the final selection of faces.

Chapter 6 considers symmetry analyses which are appropriate for completing the

process of finding crystal faces begun in chapter 5, and for assigning the ownership of

interfaces.
Chapter 7 reviews the level of implementation attained for the various

component analyses and proposes a control strategy for the overall task.
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Figure 3.11 Petrographic image analysis system outline
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CHAPTER 4

A Spatial Information Database

4.1 Introduction

The extraction of spatial information from a partially segmented image and the
representation of this information in symbolic form in a database are fundamental to
the implementation of the image analysis scheme outlined above [3.6]. Such a
database will provide the input data for analysis routines; the results of the analyses
will be added to the database. At the conclusion of this programme the database can
be examined to produce descriptions of crystal shapes, inter-crystal relations, etc., and
so may act as a source of information for higher level analyses.

This chapter considers the creation of the database: the extraction and storage of
a set of basic descriptions for the "primitives' in the image, such as regions, boundary
lines and vertices. These two aspects, extraction and representation, are dealt with
separately.  Subsequent chapters will consider algorithms for the analysis of
properties such as convexity, symmetry, and the presence of crystal faces; the image
features which are considered here are much less domain specific. The structural
analysis and database construction algorithms may therefore find wider application.

Short reviews of relevant work are presented [4.2.2, 4.3.1]. In spite of the
widespread need for the derivation and representation of basic information from
partially segmented images no complete solution to the problem at hand was found.
The algorithms subsequently devised to meet these ends will be described in detail.
First, as a necessary prerequisite to such discussion, the basic properties and

definitions of discrete images are briefly considered.

4.1.1 Digital connectivity

Dealing with a discrete space necessitates some revision of normal geometric
definitions associated with continua. Detailed treatments of this subject have been
given, for example, by Rosenfeld and Kak [1982; Ch.11], Rosenfeld and Melter
[1989]; this section concentrates on definitions of connectedness and their
implications.

A point (i.e. pixel) P of a digital image may be specified by two integer

coordinates (x,y). Assuming it is noton the edge of the image, P has two horizontal
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and two vertical neighbours:

(x-1Ly), (x+1,y), (x,y-1), (x,y+1)

These are called the 4-neighbours of P, and they are said to be 4-adjacent to P.

P has four diagonal neighbours, namely
(x-1,y-1), (x-1,y+1), (x+1,y-1), (x+1,y+1)

These, together with the 4-neighbours, are called the 8-neighbours of P, and are
8-adjacent to P. A path from point P to point Q in the image is a sequence of points P
= P0,P1,...PN = Q, such that PJ is a neighbour of Pi+1. If 4-adjacency is used in the
definition of neighbour then the path may be called a 4-path, and similarly for an 8-
path. A subset of the image, i.e. some collection of pixels, may be called connected if
a path can be found between any two pixels in the set. Again, this provides the
definitions of 4-connected and 8-connected regions.

Figure 4.1 Example of the digital connectivity paradox

Figure 4.1 illustrates a possible paradox arising from these definitions. If 4-
connectedness is assumed then the marked (black) pixels must represent four regions;
if 8-connectedness is assumed then the marked pixels represent one connected region,
but its interior is connected to its exterior. The problem is resolved by using 8-
connectedness for the marked pixels, and 4-connectedness for the unmarked pixels:
this gives one connected region with an interior not connected to its exterior.
Connected sets of pixels which do not have any such 'holes' in them are called simply

connected.
+X 6

Ty
Figure 4.2 Freeman chain coding

When a continuous curve is represented on a uniform rectangular grid the local
direction is restricted to one of eight directions, assuming 8-connectedness, or four
directions for four-connected curves. These local directions can be represented by
code numbers, using only two or three bits. This is the simple idea of Freeman chain

coding [Freeman 1970]. The chain code provides a compact description of the curve,
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in a form suitable for further analysis. Figure 4.2 illustrates the coding system used
in this study; the left-handed axes may be noted.

4.2 Image spatial information and its representation

Two basic issues will be considered: (1) what are the features of a crystal
profiles image which must be described, and (2) how can this information be
represented in a form suitable for manipulation and interrogation by analysis routines.

In accordance with the discussion above [4.3] it will be assumed that the input
image has been partially segmented, so that units such as individual crystal profiles or
twin components have been identified as individual regions. The regions are 4-
connected and separated by borders which are 8-connected. The image may therefore
be represented using only two pixel values, say 1 for a region pixel and O for a border
pixel. This can also be thought of as a line drawing in which all lines begin and end
at junctions (vertices) or are closed. Following a taxonomy of images given by

Freeman [1978], such an image will be termed a 'region map'.

4.2.1 Spatial information from crystal profiles images

The important features in crystal profiles image have been identified above, in
chapters 2 to 4. These features will be re-examined, to find the implications for the
extraction and representation of spatial information.  There are three obvious
primitives in a crystal profiles image: regions, borders and vertices. To what extent is
it necessary to catalogue these primitives, to describe them and their interrelationships?

The analysis of the shape of a crystal profile will require the extraction of each
region contour in the image. This can be conveniently stored in a chaincoded form.
A possible alternative is to store a region representation, for example a hierarchical
decomposition such as the quad-tree [Samet 1980], rather than the bounding contour.
The contour representation is considered more suitable in view of the subsequent
analyses. It also permits the extraction of specific interfaces, i.e. the portion of the
perimeter of grain A shared with grain B, so that features such as concavity or
convexity, roughness or smoothness may be examined. Some analyses may require
the area of a region; this can be derived from the chain code [Freeman 1974].

It is necessary to recognise vertices in an image 1.e. points where three or more
regions meet. Incidence information relating vertices to regions and boundaries is
also required. 'False corner analysis clearly requires a knowledge of the vertex-
region incidence. Vertices also provide natural points linking the descriptions of

neighbouring regions.
Information regarding adjacency between regions is also important.  As has
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been described above, evidence from adjacent crystals may be required- before
characteristic boundaries can be identified. Adjacency-information has been seen to
be central to petrological studies [2.3.3.1]. A special case of adjacency information
which should be extracted concerns regions adjacent to (i.e. cut off by) the picture
frame. These regions need to be recognised so that they are not used in shape
analysis and the frame is not confused with a crystal face.

Inclusion is a special form of adjacency which may usefully be made explicit.
Information regarding the number of inclusions in a region and which regions include

others is useful in the assignment of characteristic boundaries and the identification of
crystals.

4.2.2 Representing spatial information: some examples

Some published designs for the representation of two-dimensional spatial
information will now be discussed, and also an unpublished data structure developed
in the early stages of this study. This is not a comprehensive review of the area; it is
not intended as such. Nevertheless, it is considered that enough key ideas are
introduced and alternative methods presented to give a perspective on the design

adopted for implementation [4.2.3].

4.2.2.1 The 'segmented image database’

Oddy er al. [1983] described aspects of the software design of an image
processing facility. This facility included a spatial information system to provide a
database for handling segmented images, for example in high level pattern recognition
tasks. The organisation of their Segmented Image Database (SID) was based on the
CODASYL database design [Martin 1977]. Two basic data structures, data records
and indices, were used to construct a data network, using pointers. The database was
implemented entirely in FORTRAN. Various aspects of the database design were
discussed in the paper; no information was given on how the spatial information was
extracted from the image.

The image 'primitives’ used in SID were regions, holes, boundaries, and line
segments. Each primitive occurring in the image was given a unique index (label),
and a data record describing it was placed in the database. Vertices were not treated
as special primitives, but information about vertices could be deduced since line
segments were defined as terminating at vertices. Line segment records contained the
coordinates of the beginning and end of the chain code (beginning and end vertices),

the chain code length, the chain code itself, and pointers to the records of the regions
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to the right and left of the line segment. The definition of line segment used
guaranteed that there could be at most one region on either side of the line segment.

Each region record had associated with it information regarding its holes,
adjacent regions, boundary segments, and region attributes such as the minimum and
maximum x and y coordinates occurring in the region. This was achieved by the
region record containin g pointers to a series of indices - a hole index, adjacency index,
etc. - and these indices held pointers to the relevant records. The adjacency index
associated with each region record stored pointers to regions which were adjacent or
touching. The boundary segment record denoted the boundary of a region and held
pointers to the records of the line segment which made up the boundary.

The SID database provided a structure which gave access to attributed region
and vertex adjacency graphs, allowed searching for regions with a given attribute, and
allowed access to all attributes and other parameters for a given region, including the
provision of a chain coded representation of the region boundary for shape analysis.
Many features of SID were used in the network database described below.

4.2.2.2 The 'patchery data structure'

Ohta [1985] presented a complete system for knowledge-based interpretation of
outdoor natural colour scenes. The regions obtained as a result of segmentation were
recorded as a two-dimensional image array. A symbolic description of the image was
then required to arrange the segmentation results into a well-organised data structure
which allowed easy derivation of pictorial features related to the properties of and
relations between the regions. The data structure was called the 'Patchery Data
Structure'.

The descriptive elements (primitives) in the Patchery Data Structure were
regions, boundary segments, vertices, holes and line segments.  In Ohta's
terminology a 'line segment’ meant a linear segment of a boundary segment, and a
'hole' meant a group of regions surrounded by another region.

Each descriptive element had associated with it a set of primary features. The
term 'primary’ meant that these were features which had to be derived directly from
the image data. These features were stored in records associated with each
descriptive element found in the image. Secondary features, which could be derived
from primary features, were not stored in this way, but calculated when needed.

The primary features of a vertex, for example, were its position and number of
boundary segments incident; the primary features of a boundary segment were chain
ngth, and contrast (a measure of difference in intensity of regions on either

code, le
side); the primary features of a line segment were length, positions of end points, the

78



line orientation, and distance from origin. Only the contour length was stored as a
primary feature of each hole; regions had ten primary features associated.

The topological relations among regions, boundary segments, vertices, holes
and line segments were expressed by pointers between each descriptive element
record. The pointers used in the Patchery Data Structure are illustrated in figure 4.3.

The boundary segments which form the contour of a region or a hole are ordered
counter-clockwise.
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Figure 4.3 The patchery data structure

Following the principle of storing only primary features, only the 'primary
relations’ were explicitly represented. Other relations could be derived from the
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