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Many planning and control tools, especially nelwork analysis, have been developed in
the lasi four decades. The majority of them were created in military organization o
golve the problem of planning and controlling research and developmant projects,

The original version of the network model (i.e. C.P.M/PERT) was iransplaniad io ihe
construction industry without the consideration of ihe special nature and environmani
of consiruction projects. It suiied the purpose of seifing up targets and defining
objectives, but it failed in satisfying the requiremeant of detailed planning and coniral
at ihe site level.

Saveral analytical and heuristic rules based methods were designed and combinad wiih
the structure of C.P.M to eliminate its deficiences, none of them provides a complais
solution to the problem of resource , time and cost control.

VERT was designed to deal with new ventures. It is suitable for project evaluation at
the development stage. CYCLONE, on the other hand, is concerned with the design and
micro-analysis of the production process.

This work introduces an extensive critical review of the available planning technigues
and addresses the problem of planning for site operation and control.

Based on the outline of the nature of site control, this research developed a simulafion
based network model which combines part of the logics of both VERT and CYCLONE.
Several new nodes were designed to model the availability and flow of resources, he
overhead and operating cost and special nodes for evaluating time and cost.

A large software package is written fo handle the input, the simulation process and the
output of the model. This package is designed to be used on any microcomputar using
MS-DOS operating system.

Data from real life project were used to demonsirate the capability of the techniqua.
Finally, a set of conclusions are drawn regarding the features and limitations of ihe

proposed model, and recommendations for future work are outlined atf the end of ihis
thesis.
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1.1 Introduction

The construction industry plays a major role in the economic growth and
development of any society. Construction projects in general, and capital project in
particular, are undertaken in all parts of the world as an essential development to
improve standards of living, satisfy the needs of society and to increase business

efficiency.

A project, and construction project in particular, can be defined as a non-
routine, non-repetitive one-off undertaking, normally with discrete time, financial

and technical performance goals.

In his book [8], R.D.Archibald noted that:
"... given unlimited time and cost resources, the construction industry could

produce any project conceivably needed by society.".

But while engineers and technology may possess the ability to design and construct for
our needs they have always experienced problems in producing them within
mandatory constraints of time, cost and quality, and experience shows that most
construction projects which run into trouble do so for reasons related to managerial

or financial factors rather than practical or technological problems [12].

Civil engineering and building contractors have implicitly used the concept of
project-centred contract management for many years. In the past, and before the
introduction of the Gantt Chart, they used to rely on experience, intuition, and
common sense in time tabling project activities and managing resources. There is no
record showing any sign of using any formal procedure or technique in this area of

management.

The start of the second half of this century saw a considerable change. The

inflation, the growing needs of modern societies, the changing economic environment,
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and the size and complexity of new projects led to the belief that the traditional ways
of managing the production of our needs were no longer valid, and a different approach
to the organization and control of the available resources for project development was
needed.

Since the 1950s, much work has been done in many different areas of
management theory and technique. New terms and concepts such as: Project
Management, Construction Management, System Analysis, Operation Management,
Operations Research..etc have emerged to mark the start of a management revolution

aimed at improving productivity and efficiency.

The late 1950s saw a major qualitative development in the field of planning
and control with the introduction of the network analysis. The application of this
technique spread very quickly to a variety of fields, and for the last three decades it
has dominated the area of project planning and control. Since the introduction of the
network concepts the model went through several stages of development, new logic and
features have been added to enhance its capability, and each advance has led to new
acronyms (Decision C.P.M., GNA, GERT, CYCLONE, VERT....etc) and defined areas of

application.

In the early 1960s, the original model(i.e.C.P.M/PERT) was transplanted into
the construction industry and adopted as a means for planning and controlling
increasingly complex projects. Fairly quickly major shortcomings in the model were
recognized, and many (perhaps a hundred) mathematical and heuristic rules
(algorithms) were developed to be used as a complement to the model to overcome

some of its deficiences.

During the 70s and early 80s the development of network analysis continued
and the use of the original model was strengthened by the advances made in computer

technology. Despite these advances both in hardware and software, practitioners have

17



been and are still facing serious difficulties in applying the original model for

construction planning and control especially at the site level.

F.L.Harrison [61] (pp-141), mentioned that:

" _even in the late 1970s, contrary to all the publicity and literature produced on
C.P.M/PERT, many companies were actually discarding C.P.M/PERT and

returning to the use of bar chart, even on large and complex projects.”

This observation with many others raises a very serious question: is the network

model suitable for the construction industry?

The literature available has different opinions some of which are conflicting.

Strangely enough, J.M.Antill and R.W.Woodhead [6](pp-1), described C.P.M.

"as a powerful, dynamic tool for the planning and management of all types of

projects. It is admirably suited to the construction industry. "

While other writers like G.S.Birrell went to the other extreme, in his article

[18], he said:

" .the basic critical path network technique is neither a true mode! nor the best

approximate model of the construction process.".

These two extremes may be exceptions because the majority of the criticisms agreed
that the network model suited the upper level of management in setting targets and
monitoring progress at an aggregated level, but it failed to consider the dynamic
nature of day-to-day management at the site level. This criticism seems reasonable as
it acknowledges the advantages of the model and is in line with the real world

application and field experience.

18



From the literature, as we will see later in chapter two, it is clear that the
development of the network analysis has always been directed towards satisfying the
needs and the requirements of managing research and development projects. These
projects are usually undertaken by the manufacturing industry, and in many cases,
financed and controlled by military organizations. Researchers and practitioners
throughout the network development tried to use each advanced version for
construction planning without considering the special nature and the characteristics
of the construction projects. In this sense it would appear that people were trying to

fit construction planning and site management problems to the available technique.

Contrary to that, and as is well known, understanding the nature and the
aspects of the problem is the basic step in conducting any kind of operations research
exercise. This understanding is essential for choosing the right approach and for
adopting or developing a valid model or technique which can represent the problem

and provide workable, useable and satisfactory solutions.

1.2. Objectives

The main aim of the present work is to develop a network technique which
keeps the advantages of the original model and meets the requirement of detailed
planning at the site level. In the proposed model the emphasis is put on developing a

flexible structure and logic to enable the planner:

- To model the way the site management thinks when managing and
controlling their resources.

- To simulate the site environment.

- To link the detailed plan which serves the management on site with the

summary plan which serves the top level of management.
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In this research a portable software package is developed to handle the input,

the simulation process, and the output of the model. This package is designed to be run

on any microcomputer compatible with IBM machines and which uses MS.DOS as an
operating system. The proposed model is applied to a real life project. This application
is introduced to demonstrate the capability and the practicability of the technique, and

to show the difficulties which may arise in practice.

To ease the introduction of the critical review of the available planning
techniques in chapter two and the problem definition in chapter three, this chapter
introduces a brief idea of background on the following:

- Nature and aspects of construction projects.

- Project life cycle.

- Management functions.

- Project Breakdown Structure and basic definitions.

- Types of plan and the current practice at the construction phase.

1.3. Nature And Aspects Of Construction Projects
They can be summarized as follows:
1-Construction projects continue to grow in size and complexity as
technology advances, which in turn generates the necessity of
specialization [2]. Nowadays, especially in a large project, it is normal
to find several specialists involved such as: structural, construction,

services, safety and system engineers. Each is responsible for his

specialized technology and perceives the project differently. Obviously,
this situation often creates a breakdown in communication and thus
organizational interface problems [2,97]. co-ordinating and directing

the efforts and the skills of those involved towards the same set of

project objectives, especially at the construction phase, can prove to be

a very difficult task to achieve. It requires reliable information,
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effective communication systems, valid techniques, and high quality

management.

2-Unlike the manufacturing industry, the construction project usually
involves several separate parties (owner, designer, contractor, and
subcontractors) with conflicting goals. For example, the main goal of
the owner is to get a facility with a specific quality, within a time limit
and at a predefined price. While the aim of the contractor is to construct
the facility with minimum input and with least acceptable quality which
minimizes his cost and maximizes his profit. The completion time in
this case will exceed the time limit and the quality of the final product
will undermine the quality specified by the designer. In this situation it
is very difficult for the planner to satisfy the owner requirements and

meet the aim of the contractor at the same time.

3-A construction project is unique. It has uniqueness of design, time,
personnel and economies of scale. Its activities have not been and will
never be identical with those which have occurred before [67,97]. Even
within the same project, activities of the same type are never conducted
with the same magnitude and under the same exact environment. In other
words mass production simply does not exist and activities are not as
repetitive as those in the manufacturing industry. This feature of

singularity does not lend itself as easily to effective control of quality

and productivity as in the manufacturing industry. It makes the
production process of the construction phase very difficult to model and

control.

4-The production process of the construction phase is unique and quite

different from that of the manufacturing industry. In the
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manufacturing industry each trade or craft has its own workspace
which is not shared with any other trade. The craftsman is usually
stationed in one or a limited number of locations on the production line.
He performs a specialized activity with a fixed magnitude repeated all

the time under a controlled physical environment.

In this situation, and since each trade has its own workspace and the
amount of work involved in its activity is fixed, modelling the sequence
and the logic of the production process, defining the rate of production,
estimating the time duration of each activity and balancing the amount of

resources to avoid any idle time are straightforward.

The situation in the construction project is quite the opposite. Each part
of the final product has to be produced in a specific location in the
project. So each trade as a server in this type of queuing system has to
move continuously from one location to another to perform the same type
of activity, but very often with a different magnitude and certainly
under different physical conditions. In many cases the trade has to make
special arrangements and even use different technology and methods to

perform the same type of activity in a different location in the project.

For example, in a tower block building, building an external wall in
the ground floor does not require any special safety arrangement for the
workspace, and the required material does not need any extra handling.
While building the same type of wall with the same specification on the
20th floor requires special safety arrangements and perhaps different
skills, also the required material has to be lifted to the work location.
This means more resources and time are needed for the same type and

amount of work.
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This situation makes defining the activities of each trade together with
the required resources and skills, and estimating their time duration and

cost a very complicated process. It requires skill, experience, and high

quality judgement.

5-From the description introduced in the previous section the production
process can be seen as a set of production lines interacting with each
other, each represents the flow of a specific trade or resources. The
interaction between these lines, in some cases, is confined only to
overlapping where it is possible for more than one trade or resource to
share the same workspace. While in many cases these lines merge and
the technological logic and constraints on the space do not allow the
sharing of the same workspace. in these cases the flow of some trades
will be interrupted and the resource involved has to stay idle pending

the release of the necessary workspace.

This special nature of the production process makes modelling the

sequence of the construction activities and defining the way of
proceeding a very difficult task indeed. Also it makes balancing the level
of resourcing to provide a continuity of work for each trade not only

difficult but in some cases a near impossibility.

6-Construction projects are affected by the environment surrounding the

production process. Inclement weather, changes of site conditions, late

arrival of materials to site, fluctuations in productivity, and many other

factors have an impact on project progress and resource performance
[2,12].

In practice, as is well documented and because of these factors, it

is rare for the construction operation to reach a steady state of
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productivity, because interruptions, disruptions and productivity gaps
are the rules rather than exceptions in the industry [2,15].

Under these conditions the uncertainties entering the projected time and
cost estimates are likely to be of greater magnitude and impact than

would be the case in most other production contexts.

7-Today, engineering design is done by computer, so the design time is

cosiderably reduced [2]. This means that more organizations can
quickly place more designs in the market, and more emphasis will be

put on the importance of the timely completion of the project.

8 - Construction projects have their own special personnel problems:

A.

For the contractor it is not easy to maintain a constant workload for his
staff in a particular location. He has to obtain new jobs in any possible
location. This means that the project planner must constantly face the
problem of forecasting performance in unfamiliar locations and
conditions [97].

Most projects have on-line personnel. Construction staff are usually
hired or brought together for a particular project. Turnover rates tend
to be high and in many cases, to secure continuity of employment, men
familiar with specific jobs leave before completing their work in the
project.

Obviously, this results in the need for recruitment which is always
costly, and the continuity or stability of the learning curve decreases.
Under these conditions, the relationship between the supervisory
personnel and hand-on crews at times becomes casual despite crews and
supervisors being members of the same organization. Dispersal of
personnel at the completion of their parts disperses accumulated

knowledge and experience, and loses the benefits of training [2,67].
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9-The cost of capital is very important for both owner and contractor,
because tying up capital unproductively results in unnecessary extra
cost [2], and the main aim must be always to make the investment
productive as early as possible.
To achieve this, the contractor usually attempts to bring and deploy the
required resources only when they can be effectively utilized.
The owner, on the other hand, puts more emphasis on his target date, and
more pressure for an early completion of the project. For the owner, if
any sort of delay happens, it may result in heavy losses due to the
failure to meet the demand which led to the investment in the

construction facility [3,12,67].

10-For survival, contractors in general rely on the optimal use of their
limited resources, for which they must continually procure new
projects to cut their indirect costs and keep their staff occupied and
productive. To capture the market they usually economize on their
present projects and move the available limited resources to the new
projects acquired from the market [2,3,67].
Because of this and the dynamic nature of the construction environment
it is often very difficult or undesirable for the contractor rigidly to
follow the original plan and the resource schedule.
This means that such plans and resource schedules have to be
particularly flexible in their structure and sensitive in their analysis

to all possible changes.

11- On a large project the interrelationship between activities and the

interaction between resources are complex. Dynamic decisions and
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continuous corrective actions on site are necessary to keep the project
on schedule and meet targets.

The necessary information to make these decisions is so large. The site
management, in making them, usually relies on experience, intuition,
and judgement which are not always sufficient for making the right
decision at the right time.

This situation requires that the plan should be able to represent the

management policy and to state the project targets at each stage.

This helps the management to concentrate only on the trouble areas thus

reducing the number of decisions which in turn reduces considerably the

amount of necessary information.

1.4. Project Life Cycle

Any project has a life cycle. It consists of several distinct phases and each has
identifiable start and end points sometimes overlapping. The project passes through
these phases as it matures, and each phase produces a new and different product as

well as information which form an input to the next phase in the cycle.

During this process the rate of expenditure of resources increases with the
succeeding phases until a rapid decrease occurs sometime before the completion of the
final phase. Generally, the life cycle of a construction project has the following major
phases:

-Conception.

-Design.

-Procurement.

-Construction.

-Move-in or start-up.

-Operation or utilization.
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Since this work is concerned with detailed planning and control at the site level the

argument will be focused on the construction phase.

At this phase the designers™ plans and specifications which represent the needs
and requirements of the owner are converted into physical structures and facilities. It
is the backbone of the project life and without it the project is simply a collection of

documents, plans, and statements of hope.

Generally, the key roles at this stage are played by the contractor, suppliers,
and subcontractors, and the success of any construction project depends on how well
this phase is planned and carried out. Usually, this phase involves a large number and
variety of people . It needs skills to organize and co-ordinate all the efforts and the
required resources. The skills and efforts needed depend actually upon the size and

complexity of the project.

For example, the variety of technologies and types of construction involved,
the required quality standards defined by the designers, the geographical location of

the site and work environment, the management skills of the contractor...etc.

1.5. Management Functions :

Management, in the context of this work, refers to the practice of organizing
human actlvity. It Is a social exercise, whereby a number of individuals are organized
and motivated to achieve common purpose and goals [51,21]. It is concerned mainly
with the ways and means that regulate an enterprise and co-ordinate the efforts of the
personnel involved to achieve predefined targets and goals. The main functions of

management at any stage of a project are: planning, scheduling, and control.
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1.5.1. Planning Function

Planning is the process of modelling a situation which is to be enacted
sometime in the future. It is a mental exercise, whereby the planner decides, in

advance, who does what, how, and by what means?.

The main objective of the planning activity is to optimize the utilization of
resources according to a set of restrictions, and to find the best compromise between

conflicting goals (e.g. time and cost targets).

Project planning, in particular, is the enumeration of the activities associated
with the project and the determination of the order in which they must occur [30]. It
is the process of choosing one method and order of work to be adopted from all the
various ways and sequences in which it might be done [6]. It also includes the
establishment of resource requirements and the setting of standards and targets to be

achieved [57].

The planning process is always subject to many constraints such as: the
completion time, the availability of required resources, the quality standards...etc.
The aims of planning are:

- To offset uncertainty by determining, in advance, an acceptable sequence
which takes into account the possible consequences of various courses of
action,

- To focus attention on objectives and facilitate control by setting
standards and targets against which the actual progress can be measured

and judged [12].

- To minimize the input resources to gain economical operations. This is
done by balancing the amount of resources to provide a continuity of
work for each of them which in turn reduces the idle time and improves

productivity.
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The planning activity needs skill, knowledge, and experience. It is both a science in its

use and development of new techniques, and an art in deciding when to plan and what

technique to use.

1.5.2. Scheduling Function

While the planning process decides who does what, how, and by what means,
the scheduling process decides, in advance, when all these future undertakings should

take place.

Project scheduling, in particular, is the determination of the timing of the
activities comprising the project and their assembly to give an overall completion
time [6]. It involves the translation of the plan into a timetable by assigning a time

duration for the accomplishment of each part and section of the project [16].

1.5.3. Control Function
The main objective of the control function is to keep the project on schedule
and within the planned budget. Since planning is to prepare for the future, this mental

exercise will not play its full part unless it is followed by proper control.

Project control is the process of implementing the plan and the schedule. It
includes monitoring the actual progress and performance, comparing them with plan
targets, defining schedule and cost variations, undertaking proper corrective actions
and modifying the original plan if necessary to achieve the predefined targets

[6,35,57].
In order to achieve its objectives, control at the construction phase should

ensure the following:

- Proper resources are available in the right place at the right time.
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- The relevant field decision-makers and agents are properly briefed as
to what has to be done, when, and how.
- Resources are used effectively.
- The resulting work output meets all contractual and quality
requirements.
From what has been explained so far planning, scheduling, and control can be seen as a
continuous process within the same operation. In reality these functions constitute a
cycle of activities. Throughout this cycle, management:
- Defines the immediate objectives and criteria.
- Sets targets by planning and scheduling.
- Monitors performance against targets.
- Assesses alternative solutions and strategies.
- Decides the required actions and re-plans if necessary.
This cycle is conducted formally and informally by management staff at all levels and

repeated daily throughout the project life especially at the construction phase.

1.6. Uncertainty At The Construction Phase

Reliable forecasts of project completion time and cost are a major concern of
management. Reliability is dependent upon the accuracy of the sequence logic of the
plan, the individual activity duration estimates, and the variables related to the
project environment. Because of the special nature of construction projects (see
section 1.3), there are many uncertainties that affect the activity duration and
production process [4]. They can be classified as:

- Variability in the performance.

- Interference from outside which frustrates progress.

30



1.6.1. Variability

This concerns internal variations in the time duration of individual activities
due to variations in productivity. These differences may occur for one or more of the
following reasons:

- In each dicipline or trade there is a wide range of capabilities,

different skill levels, and different degrees of fatique and motivation.

- The time when the activity is to be carried out.

- The nature of the place where the work is to be done.

- The crew composition.

- The safety measures and arrangement.

- The management style and capability.

All these factors affect worker performance and produce the normal variations found

in practice.

These variations are random in nature, and produce a range of possible time
durations for each activity. This range can be represented by a probability

distribution during time estimating process.

1.6.2. External Interference
Many external variables interfere with production on site, interrupting or
even halting the progress of construction activities. They originate from several

sources [12,13,24,80,108]

- Design changes.

- The late running of an activity on which the start or the progress of
another is dependent or from which resources are due 1o be
transferred.

- Weather conditions.
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- Labour unrest.

- Labour absenteeism.

- Unavailability of special tools, equipment or specific types of material.
- Mistimed delivery of materials.

- Space congestion.

- Unexpected sub-surface soil conditions.

- Poor instructions which entail re-working.

- Theft and vandalism.

1.7. Project Breakdown Structure And Basic Definitions
Almost every textbook on construction planning and control devotes at least one

section to the concept of Project Breakdown Structure(P.B.S.). In practice the

process of breaking down the structure of the project into its basic elements is

conducted formally and informally to ease estimating and planning processes.

This step is necessary for the estimator to produce a reliable cost estimate for
each part of the project, and for the planner to design a workable plan and schedule. In
the last decade, the concept has been recognized as a proper method for estimating
costs at all stages, because it can relate the engineering cost estimate(which is based
on the functional element) to the construction or operational cost estimate(which is

based on trade classification and activity concept) [2,136].

Also it is adopted for the design of a computerized cost estimating system. The Project

Breakdown Structure(P.B.S.) is defined by R.D.Archibald [8] as follows:

"It is a graphic portrayal of the project,exploding it in a level by level fashion

down to the degree of detail needed for effective planning and control.”

The level of detail and divisions depends on the size and complexity of the project

itself.
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With this concept, a large project can be divided by location into small
projects called sub-project, each in turn can be subdivided into parts and sections,
each called a workpackage. Each workpackage can be broken down into parts, each
having a specific function in the structure of the project. Each of those small parts is

called a functional element which is the centre of the (P.B.S.) concept.

The division can be carried out further such that each functional element is
divided into sub-element and further into what are called work items. A map of this
hierarchical approach of divisions is shown in figure(1-1), and a simplified example
of a multi-storey office building is shown in figure(1-2) to clarify each of the

following definitions:

1-Workpackage:

Workpackage is a major part or section of a project or sub-project identified
in a specific location. It is usually made up of a set of functional elements producing
part of the construction facility. It depends on the level of detail, workpackage can be a
single activity, several activities in series, several activities progressing in parallel
or a mixture of both. It may be conducted by one organization, one specialized

department, one or several trades and crews(see figure 1-2).

2-Functional Element

Functional element is one part of a workpackage, its physical end product has a
specific function in the structure of the project. It may consist of one or several
parts, each is called a sub-element. A functional element may represent one or more
activities which may be conducted by one or several specialized crews or trades(see

figure 1-2).
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3-sub-element:

sub-element is one major component of a functional element. It may be
conducted also by one or several trades. Depending on its nature, it may represent

part or a whole of one activity.

4-Work ltem

Work item is the smallest possible division of a Project Breakdown Structure.
It is one ingredient of a functional element or sub-element, and represents part of the

activities of a specialized crew or trade (see figure 1-2).

It is easy to see from the example (figure 1-2) that many functional elements
and sub-element may have the same type of work items (e.g. the formwork item in the
R.C.Columns, R.C.Beams, and the R.C.Slab). This facilitates the process of estimating

the cost of each trade and provide a continuity of work for them in the plan.

At this point, it is necessary to mention that the Project Breakdown
Structure(P.B.S.) does not develop in full detail at any one point in time, but starting
at the conception phase gradually develops in detail as the project proceeds through

the design and construction phase [2].

Activity, Operation, Process, And Work Task

These terms tend to be used interchangeably in the daily activity in the
construction industry. Before introducing the concept and the analysis of the CYCLONE
technique, Halpin and Woodhead, in their textbook [58], provide clear definition for

each of these terms.

At this point, a simple example from figure (1-2) will be helpful in
clarifying the meaning of each definition. The functional element (Ground floor

construction) of the workpackage (Reinforced concrete columns) in figure(1-2) is
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taken and expanded in figure (1-3). In this example, R.C.Columns in the ground floor
can be considered as an activity, and each of the work items (i.e. formwork, steel
fixing, cast-in place concrete, and curing and dismantling formwork) as an operation.

Each of these operations usually consists of a set of undertakings, each called a

process.

For example, the cast-in place concrete operation (figure 1-3) may comprise
three different processes: concrete mixing, concrete delivery, and placing concrete
and finishing. Each process is made up of several small jobs, each called a work task.
For example, the concrete mixing process (figure 1-3) may have a set of four work
tasks:

- Move aggregates, sand, and cement to the mixing place.

- Load the mixer with ingredients and water.

Switch the mixer on and off and watch.

- Unload the mixer to the crane bucket.
Now it is easy to introduce a definition for each term within their hierarchical

structure (figure 1-3).

5-Work Task

This is a basic task assigned to a crew or trade member. If it is broken down
into its components, micro-analysis of human and equipment motion will be involved.

The time scale may be measured in minutes or even in seconds.

6-Process

A process is a unique collection of work tasks related to each other through a
technological structure and sequence (e.g. the concrete mixing process in figure (1-
3), and represents an identifiable segment of an operation. It can be one of the many

processes that a single worker can perform because of his training and skills.
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Many of the construction processes are highly repetitive (e.g. concrete mixing
process), where a crew member cycles through a set of work tasks processing or

using resources and achieving progress in construction. The time scale is measured in

minutes or hours [58].

7-An Operation :

An operation is a collection of work tasks and processes which involves the
commitment of resources within a specific technological format or methodology that
leads to the placement of a construction component [58]. The full description of a
construction operation requires the identification of the technology involved, the
enumeration of, and allocation of the required resources to the work tasks and

processes involved.

For example, the cast-in place concrete operation (figure 1-3) can be
performed by using a concrete pump instead of a concrete bucket, and ready-mixed

concrete from the central plant instead of mixing concrete on-site...etc.

Construction operations and processes are often common to many activities,
and in many cases are performed by the same specialized crew. When an operation is
performed at a specific location in a project, it assumes a unique significance and
magnitude, which in turn defines a part or a whole of specific activity. Many of the
construction operations are repetitive, and the duration scale of their cycle is

measured in hours or days.

8-An_Activity

An activity is an undertaking which may consist of a set of operations and
processes consuming time and perhaps other resources [47,123]. It is an element

which is normally defined by a planner, estimator or cost engineer. It may refer to an
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actual item of work listed in an itemized bill of quantities or to a portion of the

project defined by contract drawings.

It is a unique undertaking in a specific location with defined magnitude. It is
concerned with a physical segment unique to the time and cost control of the project.

The time scale of an activity is measured in days, weeks or even months.

9-An_Event

An event is a well defined occurrence in time [47].

10-Milestone :
A milestone is a very important event in time. It may mark the start or
completion of a major section of a project or a workpackage which may involve a

major resource commitment.

1.8. Types Of Plan And The Current Practice At The
Construction Phase
Generally, the construction phase is achieved through the contracting system,
and planning and scheduling for this phase are usually the responsibility of the
contractor. In some cases, where the owner has an in-house construction capability,
this phase is conducted by his organization, and the responsibility for planning and

contro! lies in his hands.

In the contracting system, where there is a single contract for the project, the
general contractor will be responsible for all planning and scheduling problems and
solutions [61]. In other cases, where the owner has to choose several specialized
contractors, he will be responsible for co-ordinating the work throughout the

construction phase.
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Within the contracting system, the contractor is usually invited to bid for this
phase. He receives the contract document, prices the work and submits a tender
within a predefined period of time. At the tendering stage, contractors may or may not
prepare a plan and schedule for the project work. This is dependent upon the size and
complexity of the project and the contract conditions.

For small projects, formal plans may not be prepared especially where the contract

conditions did not make a specific requirement.

For large projects, the plan and schedule are usually prepared in summary
rather than in detailed form. This is largely due to economics, as contractors expect to
win only between 10-20 percent of the jobs they bid for [67,105].

Resources expended on planning jobs not acquired are largely wasted. This increases
the overhead cost, which has to be recovered from future job, and in turn decreases
the chance of winning new contracts. Another reason for not conducting detailed
planning at the pre-tendering stage is that, the tendering period is usually very short
and does not allow the contractor to gather enough information for detailed planning
[61,67,105].

Within the contracting system, generally four types of plans and schedules can be
identified: Pre-tender plan, Pre-construction plan (master plan), Construction plan,

and stage plan.

1.8.1. Pre-Tender Plan

The main purpose of this plan is to focus the minds of all concerned on
realistic procedures and timing for carrying out the construction works. In some
cases the owner prepares it in order to permit developing the work in a way that
satisfies his needs and requirements. In this case the plan becomes part of the contract

documents, showing prospective contractors the work phases and conditions.
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The contractor prepares this type of plan to enable him to appreciate the
importance of time and resource considerations. It helps him to foresee problems in
order that he can work around and develop special phasing for the work and choose
economical methods of working. In this case, he can produce realistic time and cost
estimates for each part of the project, and he will be more confident in pricing the

work, which in turn increases his chance of tendering successfully.

This plan outlines the project in skeletal form. It is a summary plan showing
only the major parts and components of the project. The level of detail depends on the
complexity of the project. It may be confined to the workpackage level (see section
1.7.1) or it may reach functional elements and sub-element levels (see sections
1.7.2; 1.7.3). The estimator relies on this type of plan to estimate the cost of each
stage of the project because it helps him to appreciate the difficulties of the work at

each stage.

This plan contains approximate estimates of the overall timing of each stage
and a rough estimate of the required resources. Should the contractor win the job, this

plan provides the base from which more detailed plans can be developed.

1.8.2. Pre-Construction Plan (Master Plan)

When the contract has been won, further information will be available from
the client and his consultant, and within the contractor's organization resource
requirements become immediate. Also, suppliers and subcontractors may face changed

conditions and commitments.

In the light of any changes, the pre-tender plan will be amended and then

carried forward as a pre-construction plan (master plan). At this point the pre-

tender plan depending on the size and complexity of the project, may keep its level of
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detail or it may be expanded to clarify more complicated interrelationships which

might have been missed at the tendering stage.

The pre-construction plan is used throughout the construction phase by senior
site and general managers as a reporting and review document. It is also intended for

use as a guide for decision making and control at this level.

1.8.3. Construction Plan

In this plan, all the activities of each stage in the pre-construction plan are
expanded and developed in great detail. It usually shows the sequence of activities and
events that determines the contract period as well as the detail of their interaction. It
also shows in more detail the interfaces between the construction stages and their
interrelationships. The level of detail in this plan depends on the size of the project. If
it is relatively small the level of detail usually reaches the level of work items (see
section 1.7.4) and this plan will represent the final details of planning.

In this case, it will serve the lowest level of management on site as well as the middle

management.

On a large project the level of detail will reach only the level of sub-element
(see section 1.7.3). In this case, this plan is used throughout the construction phase
as a middle management decision and control tool. It helps in developing an
approximate profile for the required resources at each stage of the work, providing

more information regarding the work, mobilizing resources to initiate production,

checking performance, and providing control.

This plan usually adjusted and modified in the light of any major changes in
progress. Together with the master plan provide a base for developing all the

necessary stage and periodical detailed plans where needed.
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1.8.4. Stage Plan

This type of plan is prepared when the project is relatively large and
complicated. When the project is small the construction plan will do the job of this
type of plan. It usually covers a stage or part of the work defined in the master plan.
The span of its duration usually coincides with the interim payment or with the time

space between two consecutive milestones defined in the master plan and the

construction plan.

The plan serves the ends of junior managers. It helps them in managing day-
to-day and week-to-week activity. It takes into account resource limitations at the
period which it covers and the interrelationships, and tries to secure a continuity of
work for all resources, avoiding idleness and developing economical operations. It
enables management to exercise greater control over site operations and provides a
basis for monitoring progress, defining variations and modifying the main
construction plan if necessary. This plan must indicate its relationship with the

master plan and the main construction plan through common control points.
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Chapter two

Critical Review Of The Available Planning Techniques
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2.1 Introduction

During the last three decades thousands of textbooks and articles have been
written on planning techniques and network analysis and their applications in
different fields and industries. Throughout the literature each technique has received

plenty of criticism regarding its structure, analysis, and suitability for each type of

application.

This chapter will introduce a brief review of the development of each
technique together with the major criticisms of its application in construction

planning and control.

The main deficiences of the structure and the analysis of the original version
of the network model will be expanded in more detail in chapter three when
introducing the problem definition and the scope of the present work. Each planning
tool has advantages and disadvantages regardless of its focus. In this chapter, each of

the planning techniques will be evaluated with respect to three main criteria :

-How well it documents the thinking of the planner and captures his attention
and the constraints that influence him when modelling the real world.

-How well it communicates the planner's thinking to the people charged with
the execution of work.

‘How easy the language of its symbols, notation, and the output of its analysis

is to the people on site.

Planning models or techniques can be classified into three categories :
- Basic models.
- Hybrid models.

- Advanced models.
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Basic Models

2.2 Bar Chart

Little is known of formal planning and scheduling methods before the beginning
of this century. During the 1st world war, one of the early management consultants,
Henry.L.Gantt introduced the idea of the interplay between planning and control [30].
As a result, he designed a chart to show the relation ship between promises and

performances.

In 1944, the Ministry Of Public Buildings And Work published a paper
entitled "performance and progress chart". At this point the bar chart emerged as a
planning and controlling aid for construction works. Lockyer [82], suggests that this
is the first formal scientific consideration of the problem of work scheduling and

control in the construction industry.

The main reason for the rapid adoption and continued application of this
technique is the simple way in which the chart displays the plan [50]. It is clear,
simple, and intelligible to all levels of management and supervision [2,12,22,61,
90}, and with little training anyone can learn to construct and use the technique [53].

It is easy to update and the follow-up is straightforward [133].

Later, however, as management had to deal with larger scale and more

complex projects, some limitations and handicaps of the method become obvious :

- It fails to model the precedence relationships, interdependencies, and
interfaces between activities. in small projects, this is may not be
serious as the planner can remember the main links between

activities, but even in this case the planner has to document those links

47



in writing in order that people on site can understand them and follow
them up. This is not possible on large projects and the bar chart is then
of limited value [50,61,90].

- It fails to display the volume of work related to activities, to model the
flow of resources, to indicate which of the activities affect the
completion time of the project or those which are able to benefit from
the buffer time.

- It is not an analytical technique.

- It is not able to handle uncertainties.

Bar Charts, nowadays, tend to be restricted to small , simple projects, however, they

are generally used as a means of communicating the output of more detailed analytical

planning techniques.

2.3. Matrix Schedule

The matrix schedule is designed for planning and controlling the construction
of high-rise buildings with successive floors repeating the plan [12]. The structure
of the schedule using this method is simply a cross section or elevation of the building
itself. The horizontal rows correspond to floors, starting with the basement level and
working up to the top floor. The vertical columns correspond to the activities to be

performed on each floor.

Each activity is scheduled by a box which is divided to show the scheduled start
and finish date with the expected duration, and it provides space for actual dates to be
entered in the field. The major advantage of this method over the bar chart is that the
logical interrelationships among activities are represented. The technique has clear
presentation, is understandable to all people involved and is easy to construct and use

on site.
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The problems with this method are:
- It is not general, it can be used only for high-rise building.
- It is not general, so it can not show which of the activities affect the
completion time of the project as a whole.

- It can not handle uncertainties

2.4. Line Of Balance(L.O.B) :

This is a graph displaying the unit completion of work against time.
The technique was developed during the second world war and described in its present
form in 1962 [23]. It is basically designed to be used in the manufacturing industry
for planning and controlling the production of repetitive units [39,40,75,104,137].
In 1968, one study [124] greatly modified the basic concept of L.O.B and applied it to

house construction scheduling.

The main idea of L.O.B is to design production lines for a project, each
component of the line representing a particular activity. After defining the completion
time for the project as a whole, the technique will balance the flow rate of all lines by
deciding the number and the size of the crew for each line to provide a continuity of

work for each trade.

Throughout the consideration of using the technique in the construction
industry, several versions emerged each with slight variations from the original
concept, but all these versions are based on the same resource oriented principles

[18,72].
These versions appeared in the literature under different names:

Line Of Balance Schedule [10,23,60,84,109,124], Vertical Production Method

(V.P.M) [104,105,106], Time-Space Scheduling [107,133], Cascade Chart [127],
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Velocity Diagrams [129], and the best known technique, the Linear Scheduling

Method(L.S.M) [10,66].

The variation of each of these methods is designed to suit specific applications
such as: multiple housing schemes [11,23,129], high-rise buildings
[58,104,106], and linear construction projects (e.g highways, roads, railways,

pipelines and tunnels) [44,71].

The L.O.B technique and the derived methods are easy to apply and understood.
Their major contribution is their attempt to model implicitly the flow of resources
and balance the rate of production of different trades. However, the technique has
limitations imposed by its structure. That is that the amount of work involved in each
activity in the project must be expressed in terms of unit completion. This has
restricted its application to high-rise building, housing schemes, and linear

construction projects which have a common production unit.

Despite the success reported in part of the literature there is a doubt that
L.O.B in general is well suited to repetitive projects. This is due to the following

reasons:

- Repetitive work is only part of the construction project (e.g. roads
have culverts and bridges at discrete points on their routes.), so the
technique on its own is not appropriate for significant sections of the
work.

- Because of the unique nature of the construction activity (see sections
1.3.4 and 1.3.5), truly repetitive work in an absolute sense does not
exist. The amount of work involved in the repetitive activities is never

exactly the same.
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- Resources, particularly equipment, may not be exclusively devoted to
a specific component of the production line as it might be expected to be
in a manufacturing process, and L.O.B is not able to handle this
situation.

- The technique does not consider variability (see section 1.6.1). Where
variations occur, which is often the case during the construction phase,
it requires re-design of the chart as a whole. This makes the updating
process using L.O.B difficult, time consuming, and in many cases

confusing.

2.5. C.P.M And PERT :

Three decades have now passed since the introduction of the original network
models (C.P.M and PERT). In that period, their names have became common words
and their function is well established in use. Probably thousands of books and articles
have been written on their concept and analysis. They can not all be reviewed here and

this chapter considers only the most important.

A network, essentially can be defined as a flow chart of workpackages or
activities(see sections 1.7.1, 1.7.8) designed to show the precedence relationships
between them. A single activity initiates and completes the network, between them.
Activities may take sequences in parallel or in series with other sequences. The
inclusion of an activity in a sequence is determined by technical or resourcing

dependencies.

2.5.1. Historical Background :

The development of the network techniques started in Britain, and in
America and Europe in the late 1950s. In Britain, in 1956 the Operation Research
section of the Central Electricity Board investigated problems concerned with the

overhaul of generating plants. This overhaul operation was of considerable complexity
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and increasing importance, since at that time, a new high-performance plant was

being brought into service.

By 1957, the O.R.section had developed a technique called "longest irreducible
sequence of events". In 1958 they carried out an experimental overhaul at a power
station using the technique which reduced the overhaul time to 42% of the previous
average time for the same work. Continuing to work upon this line the overhaul time
was further reduced, and in 1960, the average time had fallen to 32% of the original
average time. The term "longest irreducible sequence of events" was soon replaced by

"major sequence" and referred to the activities which control the total completion

time of the work.

In 1958, Roy in France was working independently on the same concept, and in
1960 he perfected a working technique, he called a "method of potentials”. At the same
time, in 1957, the Special Project Office of the U.S.Navy set up a team of specialists
to investigate the problem of planning and controlling complex research and
development works. The purpose was to produce a management control system suitable
for use on the Fleet Ballistic Missile (POLARIS) program. The main problem of this
program is the co-ordination of the activities of thousands of subcontractors who
were using estimates of delivery time which were highly unreliable. This
investigation was known as the Program Evaluation Research Task, which gave rise to

the code name, PERT.

By February 1958, Dr.C.E.Clark presented the early concept of the activity-
on-arrow diagram(AQA), doubtless drawn from the study of graphics. Within the
team, the early work of Dr.Clark was rapidly improved, and by July 1958 the first
version of PERT became ready for use. By October 1958, it was decided to apply PERT
to the Fleet Ballistic Missile program, where it was credited with saving two years in

the development of the polaris missiles [88]. Similar development work was taking
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place elsewhere at the same time. For example, the U.S. air force developed their own

version of PERT, called "Program Evaluation Procedures" (PEP).

Between 1956 and 1957, M.Walker at Du.Pont company and J.E.Kelley at the
Remington Rand Univac division of the Sperry Rand corporation joined together as a
team to work on the problem of scheduling and controlling the time and cost of
construction, maintainance, and shut down of the chemical process plants. They
adopted rational, disciplined, and simple procedures. At the beginning, this became
known as the "Walker and Kelley method", and later the critical path method (C.P.M.)
[2,6,38,118]. Other independent research was undertaken in 1958 at Stanford
University under the sponsorship of the U.S.Navy Bureau of Yards and Docks. The aim
was to improve the process of planning and controlling construction projects. This

research introduced the concept of precedence diagrams.

Before this research, the work at Stanford had been directed toward the
application of industrial engineering techniques to construction. One of these
techniques is the use of the flow diagram in which job operations are represented by
circles, and lines are used to connect the circles and symbols which are representing
other type of operations. When the 1958 research started, it recognized the need for
a project model, and having no knowledge of C.E.Clark's work on the arrow diagram
(AOA) they used what is called a circle-and-connecting line diagram in which the

network nodes represent activities rather than events.

Further work at Stanford resulted in two of the earliest computer programs
using the circle and connecting line diagram. Later authors referred to this type of
network presentation as the activity-on-node diagram(AON). Despite the separate
origins of C.P.M. and PERT, their structure and concepts are very similar. Both use

the same procedures and symbols for building and presenting the network plan. Both
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require time estimates for each activity in a project, which are used in very routine-

type calculations to determine project duration and scheduling data for each activity.

The calculations determine which activities must be kept on schedule if the
calculated project duration is to be realized (critical activities), and which activities
have extra time (float time in C.P.M. and slack time in PERT) available for their
performance. The main difference between C.P.M. and PERT lies in their assumptions
regarding the nature of the time duration of each activity and the project as a whole.

This difference is due to the fact that each of these techniques was evolved and

developed in a quite different environment.

C.P.M. was developed under circumstances which were considered stable at
that time. The calculations for this technique require only a single time estimate of
each activity's duration. It considers the value of this parameter as a constant which

can be predicted with certainty.

PERT, on the other hand, was developed to control a program involving
considerable research and design works. The time and cost of this type of work are
influenced by many variables whose effects can not be predicted with certainty.
Therefore, PERT was designed to accommodate the variability of the time duration of
each activity and the duration of the program as a whole. The calculations of PERT
involves a weighting of optimistic, pessimistic, and most likely estimates of the
duration of each activity to obtain a single expected duration. The resultant single
estimates are used to work out the project duration, in the same fashion as C.P.M.
calculations. In addition to this, the calculations produce statistical output which
allows prediction of the probability of achieving the project within the defined
duration, or the achievement of any other intermediate project event, by a specific

date.
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For a full account of PERT assumptions and analysis, the reader can refer to a

paper published by Malcolm et al [88], who are the originators of this technique.

2.5.2. Advantages Of C.P.M. And PERT :

The main advantages of the network model in general and C.P.M. and PERT in

particular are :

1-1t utilizes the planner's knowledge, experience, and instinct in a logical way
first to plan and then to schedule [105].

2-1t is an excellent model for representing a project's activities and their
interrelationships.
The systematic procedures for drawing the network plan require a level of
breakdown such that each activity must be completed before the following
one commences. In those cases where an an activity can start when another
is partially complete, the earlier one must be broken down further.
This requirement assists the planner in keeping track of all relationships
and helps him to avoid the omission of any element necessary for work
completion. It forces him to develop a more detailed plan, conveying his
thinking more completely to the people who are intended to use it
[2,6,12,54,61,82,105].

3-The network diagram is an effective tool for communication. Since it
displays the interrelationships between the project's activities, managers
of various parts of the project will be able to perceive very quickly how
their portion affects, or is affected by, other parts of the project
[82,103,139,140].

4-The most important property of the network technique is the concept of
management by exception.
Network calculations define a relatively small sub-network of activities in

a project which are critical to its completion. Since critical activities
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usually make up 10-15% of a project [2], they can receive management
attention that is necessary on less important activities. Hence, management
will be able to concentrate on the bottlenecks and trouble spots in a project
rather than spreading their attention to all project activities.
Management by exception is very important, especially on a large and
complex project [6,12,54,140].

5-1t is a good model for forecasting, testing alternative strategies for
executing the work, updating, and taking corrective action.
At the execution phase, as it is known, when the actual performance lags
behind that forecast, the effects of this variation may range from a matter
of no importance to one that is vital. The network plan when updated
frequently provides adequate indications of the effects and consequences of
schedule slippage on project performance. It is a reasonable model for

updating and control [2,6,12,54,82,105,139,140].

2.5.3. Criticism Of C.P.M. And PERT :
Following their introduction in the late 1950s, C.P.M. and PERT received
enthusiastic support in the technical magazines and trade publications, and their

applications quickly spread to a variety of uses in many industries.

Apparently, the idea of the network model and its analysis was oversold to the
top management in the construction industry who expected too much of the technique
and overlooked its limitations. In practice, the performance of both C.P.M. and PERT
did not live up to expectation, and the reality showed that each of them has its own

shortcomings and deficiences.

During the last three decades, and throughout their applications, both have

received much criticism regarding their structure and analysis. The following
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sections list the main criticism and discuss briefly the most important deficiences of

both techniques. They are:

1- The presentation of the network and the output of its analysis involves a
communication problem.

Unlike the Bar Chart, C.P.M/PERT requires a certain degree of knowledge
and computer support for its analysis. With some training, a small
network prepared for a small project or made up of macro-activities of a
large project, is relatively easy to read and use.

While, a large detailed network prepared for a complex project, with the
tabulation of activity times and floats is generally unintelligible,
especially to those involved in the execution of the work.

This is the main reason for using a linked Bart Chart to present the output
of the network analysis to the people who are intended to use the plan
[2,6,12,111,133,140].

2- C.P.M/PERT were not developed to satisfy the needs of construction
planning and control, and were not intended to solve the problem of site
control. It is a time-oriented technique, created in a military
environment, where the main emphasis is usually put on the time
completion of the work,

While in the construction industry, the main aim of the contractor (see
section 1.3.2) is to minimize his total cost rather than minimizing the
calendar duration of the project as a whole [9,12,18,38,61,111].

3-The C.P.M/PERT model does not consider directly and explicitly the
availability of resources. lIts structure lacks the necessary logic and
notation to represent the availability , the flow, and the interaction
between the required resources.

This deficiency has created the following problems:
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a)-The structure of the model and its analysis treat project activities as

independent entities in terms of timing and resourcing. In many cases,
and especially on construction projects, two or more activities appear
on separate parallel lines in the network plan which must be
performed at the same time. In reality, they may have to share the
same workspace, and perhaps the same resources and supervision. By
ignoring these interdependencies between activities, the analysis
underestimates the completion time of the project which in turn makes
the plan and schedule unreliable for project control [12,61,105,
111, 139,140].

The model ignores resource constraints, it assumes that the required
resources can be made available when they are needed. Because of this
assumption, very often if not always, the network study of the project
produces a plan and schedule which is physically unfeasible and of no
use for site control.

The schedule results in a resource profile with big fluctuations, which
means that the manpower can be hired and fired at any time, and
equipment can be brought in and out of the project at any point in time
throughout the construction phase.

This outcome of the network analysis not only ignores the resource
constraints, but also neglects the need for a continuity of work for each
resource to avoid idle time and the cost of those resource movements in
and out of the project that are necessary for economic operation and the
satisfying of contract conditions.

Faced with this situation, the planner has to restructure the plan and
rerun the analysis several times until he obtains a workable solution,
which can satisfy the resource constraints and meet the project targets

[2,6,7,38,131,133,139,140].
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c)-To satisfy the constraints on the availability of resources, and to
provide a continuity of work for all resources, practitioners attempt to
solve this problem using inappropriate techniques that were incapable
of providing valid solutions. This they do by mixing the requirement of
continuous flow of each resource with the technological logic which
defines the relationships between the project's activities (this will be
more clear in chapter three).
This way of going about the problem, in many cases, satisfies only part
of the requirement, and the outcome of the analysis usually turns out to
be a temporary solution.
It results in a plan with a rigid structure vulnerable even to minor
changes. When any change occurs on site, which is normal, it causes
restructuring of the plan as a whole and the process repeats again and
again.
Another problem of the same nature faces the planner very often in
practice. In many instances, he has to satisfy the requirement of
moving different resources between on-going projects. This is to
provide a continuity of work, especially for skilled labour and
equipment, to avoid idle times and the cost and difficulties of hiring and
firing technical staff. He does that by linking the plans of those on-
going projects and imposing a false logic at the linking points which
results in the same consequences mentioned above.

d)-The forecast floats and critical path produced by C.P.M/PERT analysis
are false. They do not represent those in reality, because the
calculation is based on incomplete relationships between the project's
activities.
This is one of the reasons why the network plan and schedule need
updating all the time during the execution phase.

4-The physical meaning of float is not clear and incomplete.
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In general, the execution of any construction activity requires the
following main resources: Labour, material, machines, money,
supervision, and workspace.
Site management is normally able to make these resources except
workspace. If the workspace is occupied by preceding activities nothing can
be done about it (other than in exceptional cases where it may be possible
to introduce alternate technology), and in this case the availability of a
workspace can be looked at as a centre of criticality.
Including the availability of workspace together with the availability of
other resources in the network structure and analysis gives the float clear
physical meaning, and its value becomes complete and reliable.

5-The concept of various types of float is confusing, misleading, and very
difficult to comprehend and use.
Three types of float are produced and listed in the schedule of the network
analysis, namely : total, free, and independent.
Total float is the spare time on an activity. It is shared by a set of activities
on the same path. If it is partially or totally consumed, it will affect the
float on both previous and subsequent jobs on the same chain.
Free float is the spare time on an activity, provided that immediate
preceding activities have been carried out on the schedule, it will not affect
the float of any subsequent activities.
Independent float is the spare time on an activity, if it is consumed, it will
not affect either previous or subsequent activities.
Activities with total float do not necessarily have free or independent float,
but those which have independent float automatically have free float.
Unfortunately very few people, especially at the supervisory level,
appreciate the significance of the various types of float. For the majority
of people on site the word float in the schedule means spare time on the

activity in question [61,101].
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In practice, total float is the most difficult type of spare time to use, even
for well trained staff. At the execution phase, when the site management
decides to move any activity between its earliest start and latest finish,
this action will reduce the float on the subsequent activities on the same
chain, and in extreme cases, it will change the critical path and the
schedule of the project.
In a small network with simple links between activities, it is relatively
easy to spot the affected activities to take the necessary precautions for the
remainder of the work, but this task is almost impossible in a large
complicated network.
In this case, the schedule has to be updated by re-running the analysis.
Because of the dynamic nature of site operations, the updating process
needs to be done very frequently. Each updating may produce a new critical
path and schedule which may confuse the people executing the work. As a
result, in many cases, people using the plan lose their faith and confidence
in it, they put it aside and resort to their experience, intuition, and
common sense to run their work and manage the resources under their
control.

6-The C.P.M/PERT network has a deterministic structure which does not
allow for conditional activities.
In reality, in some cases, the subsoil conditions can not be predicted with
certainty (e.g. the level of the hard soil, the level of subsoil water..etc).
Each condition requires different amounts of work and different types and
levels of resources. Including two or more conditional activities in the
structure of the network, sometimes, is essential for obtaining a reliable
schedule and realistic forecast of completion time.

7-C.P.M/PERT produces hard deterministic information.
C.P.M relies on a one point estimate for activity duration and ignores the

uncertainty affecting project activities (see section 1.6).

61




PERT, on the other hand, considers the uncertainty factors by relying on
three point estimates. Unfortunately, the PERT calculation converts three
estimates into expected duration and produces the same type of information
produced by C.P.M., but includes some statistical statement regarding the
completion time.

In reality, since managers operate in a changing environment, they will
have little confidence in using these deterministic statements as a basis for
action.

8-Problems with PERT's assumptions and its approximate solution.

PERT was not popular in the construction industry, because the data
required were and are still considered excessive and difficult to obtain.

In practice, PERT is mainly used for managing research and development
projects [139].

Since PERT's estimate is included in the proposed model, it is necessary,
here, to introduce the idea with more detail on its faulty assumption and the
solutions proposed in the literature.

PERT assumes that the probable duration of an activity is Beta- distributed.
It uses three point estimates for activity duration, namely: optimistic(a),
most-likely(m), and pessimistic(b).

The values of the mean and standard deviation of the Beta distribution are
assumed to be equal to (a+4m+b)/6 and (b-a)/6 respectively, and the
variance of a project's expected duration is equal to the sum of the variances

of the activities on the critical path.

The theoritical problems of these assumptions have been studied thoroughly
by MacCrimmon and Ryavec [86]. They defined four sources of error:
a)-error introduced by assuming a Beta-distribution for activity time
duration.

b)- error resulting from the inexactness of estimating a, m, and b.
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c)-error introduced by the approximate calculations of mean and standard
deviation values.

d)-A very serious error resulted from ignoring the effects of several
paths converging on one event in the network, and relying on one path
in calculating the expected project time and its variance. They called
this error the "merge event bias" [86].

They proved that the PERT-calculated project's time is always biased

optimistically, and in extreme cases the actual time of the project can be

50% greater than that forecasted by PERT-calculation.

Many authors have justified the assumption of the Beta-distribution. Their

arguments can be summarized as follows :

The estimates of the time duration of an activity are mainly subjective,
because the actual values and their probable occurances are unknown, and
can not be known precisely, for a variety of reasons (see sections 1.3.3,
1.3.4, and 1.3.6). So, the selection of any specific distribution is a
subjective matter, because it relies on the experience and the personal
judgement of the estimator himself.

The adoption of the Beta-distribution is a good choice, because of the
flexibility of this distribution in fitting any skewed sample [27,31,139].
Other authors, e.g. Kamburowski [69], and Van slyke [132] suggested the
use of other distributions such as : Uniform, Triangular, bounded Normal,
Gamma...etc. in addition to the Beta-distribution.

In regard to errors ¢ and d above, much research has been done to provide a
proper solution. The efforts in this area of research have taken two

different routes : the analytical and the simulation approach.

The analytical approach produced plenty of complicated mathematical
algorithms, some of them aimed at reducing the error, others at finding an

exact solution.
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In practice, none of these algorithms received any welcome, mainly
because of their complexity, limited use in a small network, and the time
and cost of their calculation. The features of each of these algorithms will
not be introduced here, because of the limited space. For more detail and

clarification, the interested reader can refer to the following major

contributors to the subject:

charnes, Cooper, and Thompson [26], Bildson and Gillespie [17], Britney
[19], Clingen [28], Dodin and Elmaghraby [42], Donaldson {[43],
Elmaghraby [46,47], Farnum and Stanton [49], Fulkerson [55], Grubbs
[56], Healy [62], Kleindorfer [71], Lindsey-Il [78], Lukaszewiez [83],
Martin [89], Ringer [126], Anklesaria and Drezner [5], and Robillard

and Trahan [128].

In 1863, R.M.Van Slyke [132], led the way in the use of simulation techniques
for network analysis. He argued that in a network any of the paths can be critical, this
depends on the particular realization of the random activity durations that actually
occur. By using simulation, and following C.P.M. rules, for calculating the completion

time, each iteration will produce a different critical path.

In this case, it makes sense to work out the criticality index for each activity.
This is the probability of an activity being on the critical path. This idea (i.e.
criticality index) revolutionized network analysis. It gave considerable thrust to the

development of more advanced network techniques such as: GERT and VERT.

In his work, Van Slyke [132], conducted an experiment on several network
with different configurations. He used a primitive Monte-Carlo method of simulation
to work out the completion time for each of these networks, using different types of

distribution for activity duration. He compared the outcome of the simulation
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experiment with those obtained using PERT calculations for same networks. He

summarized the advantages of using Monte-Carlo in the network analysis as follows:

- Unlike PERT, Monte-Carlo considers and handles the correlation between
activities.

- It considers the shape of the distribution of activity durations which gives
more accurate results, While PERT depends only on the mean and the
standard deviation of the distribution.

- It has flexibility in that any distribution can be used to represent activity
durations, such as: Beta, Normal, Triangular, Uniform, or Discrete in any
sort of mix. This allows the user to try different distributions and observe
the effects.

- It produces unbiased estimates for the mean completion time.

- It gives more accurate estimates for the probability of meeting any
specific scheduled dates.

Despite these advantages, the main problem of the simulation solution is
the lengthy time and high cost of its calculation.

At that time the calculation speed of the computing facility was relatively
very slow and the computing cost can not be justified for practical

applications.

Hvbrid Models:

Several extensions to the original network model were developed. These
extensions are based on procedures which are borrowed from other Operations
Research techniques and added to the original network model as a complement to its
analysis and presentation. They did not change the structure or the rules controlling
the network analysis. Their aim is to eliminate part of the deficiences of the original

model and to provide wider application.
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These added features include ideas such as:

Cost Control, Bar Chart, L.O.B., Resource Allocation, Time-Cost Trade Off, and

Simulation. A discussion of each of these extended models is presented in the following

sections.

2.6. PERT/Cost

The first extension to PERT followed soon after its introduction to answer the
criticism that its time-only consideration was not enough for project control. The

PERT/Cost model was developed by the U.S.Navy in 1961 [65]. [t was an attempt to

include cost accounting in the framework of the original model [41].

This idea appeared reasonable. Instead of accumulating costs on a functional or
departmental basis, the model identifies them by activities, so managers may more
realistically appraise past and projected costs of a project, and identify the sources of
excess costs. Since the way of modelling costs in PERT/Cost system does not match that
of the accounting system, an efficient application of the model entails a dramatic
change in the practice and the organizational structure of the enterprise who wants to

use it.

In reality, and as is known, the construction industry is too used to its
traditional methods. It was and is still reluctant to any rapid and dramatic change. So,
when companies tried using PERT/Cost, they did not abandon their cost-accounting
system, they ended-up using two systems. Obviously, dual cost-systems are not only

costly, but more bothersome than beneficial.

For this reason, nowadays, it is very hard to hear about any practical

application of PERT/Cost, except in a historical review [140].
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2.7. C.P.M/PERT-Bar Chart:

The obvious and simple extension to C.P.M/PERT is to present its output in a
form of a Bar Chart. A more elaborate extension is to include the interrelationships
between activities, and represent the float as well, by linking bars in the Gantt Chart

using horizontal and vertical lines. This method of presentation is known as Linked

Bar Chart.

In 1967, A.L.lannone [64] introduced full detail of the features of this method,
he called it MOST (Management Operation System Technique). MOST or Linked Bar
Chart has the advantage of being simpler than the network presentation to read and
interpret, but to keep its size reasonable, activities have to be kept at a high level of
aggregation. This means that the method is only useful for small simple projects, and
for presenting perhaps the pre-tender and master plans (see sections 1.8.1 and
1.8.2). In essence, the Linked Bar Chart method does not offer any tangible

improvement to the original network model except simpler presentation.

2.8. PERT/L.O.B

In 1967, Digman [39,40], introduced PERT/ L.O.B. technique and employed
this combination for the management of the activities during the design and production
phase of a new product in the manufacturing industry. This model employs a network
similar to PERT's to show the interrelationships and times of the activities needed to
produce one product, and uses the L.O.B. procedures to design the rate of production

and balance the input resources.

PERT/L.O.B. extends the capability of the original network model by including
repetitive activities to reflect the production of multiple items. The network
calculations follow the normal PERT procedures, except that in PERT/L.O.B.
repetitive activities have multiple contact points rather than a single point in the

PERT system. The production chart of this model shows a schedule for the number of
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units to be produced. The idea of this technique was adopted in the construction

industry and used for managing repetitive unit construction such as: housing, high-

rise building, highways...etc.

The method appeared under different names:
The Vertical Production Method (VPM) [104], and the Linear Scheduling Method
(LSM) [66]. PERT/L.O.B. overcomes some of the limitations of both PERT and L.O.B.,

but still has the technical and practical deficiencies of PERT's structure and analysis.

2.9. C.P.M/PERT And Time-Cost Trade Off Analysis:
Time-Cost Trade Off analysis seeks to produce an optimum solution in terms of

time and cost for the project as a whole. The initial development of its model can be

traced back to the early part of 1360s, when concurrently both C.P.M/Cost and

PERT/Cost models were introduced.

In the network model, the analysis assumes that the method and the level of
resources for the execution of each activity have been selected and that single or
multiple time estimates for their durations have been defined. Actually each activity
can be achieved using different methods and combination of resources. The
combination which results in a minimum cost is usually decided by experienced
people in the field, and can be defined using some Operations Research techniques such

as CYCLONE (section 2.15). This combination of resources will achieve the activity

within a specific time called normal duration.

In practice, there are several ways in which an activity can be expedited to
reduce its duration, but usually these methods increase the activity cost. The point at
which an activity duration can be reduced further is called the crash duration.

Between normal and crash points, there are a number of possible time-cost solutions.
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During network planning, using a normal time for each activity will result in a

normal project schedule and normal direct cost, while using a crash time for each

activity will result in a crash project time and all crash direct cost solution.

This all crash direct cost schedule is very uneconomical, because the majority
of a project's activities never became critical and extra expenditure on these
activities to crash their durations is a waste of resources. In the network analysis,
there is a minimum-cost crash solution, where only critical activities are crashed to
their minimum durations. Between the normal and the crash solutions, there are
infinite resource combinations, each producing a different time-cost solution. They
make up the time-cost curve for the project as a whole. Since the indirect cost
increases in the opposite direction of the direct cost, the optimum time-cost solution

will lie between the normal and crash points on the time-cost curve.

The main objective of the network/time-cost trade off procedure is to define
this solution. The efforts expended in developing this procedure have produced two

different models: Heuristic and analytical.

2.9.1. Heuristic Models
The procedure for such models can be summarized as follows:

1-Construct the network.

o_Obtain alternative time-cost estimates for gach activity.

3_Select the normal time and minimum cost alternative for each activity.

4-Calculate the length of the critical path and compare it with the target
date.

5-1f the length of the critical path exceeds the target date, select shorter
time alternatives for one or more of the critical activities which have

the smallest slope in their time-cost curve, between other critical

activities, and repeat step (4).
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6-If the completion time meets the target date, work out the iotal cost of
the project schedule.

7-Select the next shortest time for any activity on the critical path with
smallest time-cost slope, re-run the analysis, work out the total cost,
and compare it with that of the previous run.

8-1f the total cost of the current schedule is less than that for the previous
schedule, repeat step (7). If not, the previous schedule represents the
minimum cost schedule.
For more details, Ahuja [2], Antill and Woodhead [6], Elmaghraby

[47], Fondah! [54], wiest and Levy [139] introduced full accounts for

this model.
Although, the model is mathematically sound, and the idea is very attractive
especially to the management whose goal is to obtain a schedule with minimum cost,
the procedure has never been adopted for construction planning for the following
reasons:
- The model assumes unlimited availability of resources, so the output
schedule is not feasible in terms of resourcing [54,139].

. The time-cost relationships of each activity are difficult to obtain in many
cases, either these data are not available or because estimates are too
bothersome and very expensive to compile.

- Even if the required data are made available the cost of the calculation is

too high to be easily justified.

2.9.2. Analytical Model
The heuristic procedure does not provide an optimum solution because:
_ It assumes a continuous linear relationships between the time and cost of
each activity. In reality, this relationship is not known, it may be neither

continuous nor linear.
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- It ignores the possibility of reducing the direct cost further by using the
independent float of non critical activities.
Time-cost trade off analysis has occupied the efforts of many researchers in the field.

Several sophisticated mathematical algorithms have emerged to provide an exact

answer to the problem.

In 1961 D.R.Fulkerson [55], applied the concept of linear programming to
C.P.M-Cost to obtain an optimum schedule in terms of time and cost. Later, in 1962,
Charnes and Cooper [25] improved Fulkerson's procedures. They assumed a linear
relationship between an activity's normal and crash time in the time-cost curve.ln
1965, W.L.Meyer and L.R.Shaffer [91], devised integer-programming to include any

arbitrary time-cost curve. In 1967, W.Crowston and G.L.Thompson [34] integrated
D.C.P.M. with the concept of integer programming to produce an optimum solution. At

the same time, Bucher [21] applied dynamic programming techniques.

In 1979, T.J.Hindelang and J.F.Muth [63] developed an algorithm based on
D.C.P.M and dynamic programming which improved Crowston's model [34] to include
discrete time-cost relationships. In the early 1980s, S.Perera [112,113,114] used

a chain Bar Chart with linear programming to get a minimum cost schedule.

The literature available on these models is extensive, Ahuja [2], Elmaghraby
[47], and Moder and Philips [93] give full details regarding the structure and the
analysis of such models. Despite these models providing an exact answer, in practice,
they failed to be adopted as a management tool for scheduling and control. The main
reasons for their failure are:

- They did not overcome the practical problems of the heuristic model (see

section 2.9.1).
- They relied on mathematics very heavily which makes them difficult to

understand and apply.
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- They can handle only small networks, because the formulation of a real life
network using these models results in a large number of variables and

constraints which it is impossible to handle even with modern computers.

2.10. C.P.M/PERT Resource Allocation and Levelling

As mentioned earlier, the network analysis on its own results in an
unworkable schedule (see section 2.5.3.3), because it does not consider the
availability and constraints of the required resources. Soon after the introduction of

C.P.M/PERT, people working in this field realized the need for better procedures

which can handle both precedence and limited resource constraints.

The efforts in this area of research produced two different models: analytical
and heuristic. The structure and the analysis of both models can take one of the
following forms:

- A resource allocation algorithm: where the procedure allocates the
available resources to project activities in an attempt to find the shortest
possible project schedule such that its resource demand profile does not
exceed at any point the fixed resource limit.

- A resource levelling algorithm: where the procedure attempts to reduce the

change in resource demand of the project schedule without exceeding the

target date.

2.10.1. Analytical Model

Many researchers have tried very hard to formulate the problem using
mathematical methods to find an optimum solution. The main difficulty was that the
limited resource scheduling and levelling of resources is a combinatorial problem, as
the number of variables and possible solutions increase enormously as the project

size increases. Some of the academics who tried this approach are:
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1. H.Everett-ll [48] who used linear programming procedures to formulate
an objective function to minimize the project's time subject to resource
constraints.

2. F.A.Karaa and N.Y.Nasr [70], applied the same idea for handling the
resource allocation problem in multi-project scheduling situations.

3. R.Petrovic [115], developed a dynamic programming model! for resource
allocation problems.

4. L.Schrage [130], tried to solve the same problem using branch and bound
enumeration methods to minimize project completion time under resource
limit.

5. E.W.Davis and G.E.Heidron [37] improved L.Schrage's method to handle
multiple resource constraints.

6. S.E.Elmaghraby [47], in addition to his contribution, gave a full

description of these models and their analysis.

These models have suffered from the same problems as the analytical models of
C.P.M/Time-Cost Trade Off analysis, no practical applications have been reported in

the literature and none can be expected.

2.10.2. Heuristic Models
Because of the daunting problem of formulating analytical models and their
impractical solution, the majority of researchers and practitioners opted for the

heuristic approach.

Since the early 1960s, extensive efforts have been devoted to the development

of heuristic programs for solving this combinatorial problem. The earliest models

reported in the literature are:
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- Multi-Ship, Multi-Shop workload smoothing program (MS) which was
developed in 1962 by Levy et al [76]. It was designed to smooth the
manpower requirements in naval shipyards.

- Resource Allocation and Multi-Project Scheduling (RAMPS), was
developed in 1963 by Lambourn [73] to solve the problem of allocating
resources to several projects running at the same time.

- A Scheduling Program for Allocating Resources (SPAR-1), was developed

by J.D.Wiest [38] in 1963.

RAMPS was a commercially available product (computerized), the other two
were research tools [140], but eventually they became commercially viable models.
In the following years, many other C.P.M-based scheduling programs were developed
by both academics and industrial users. U.S Steel, General Electric, and several other
firms designed their own software packages. Commercial models were developed by

IBM and other companies dealing in computer software.

Today, one can find many highly sophisticated packages for scheduling projects
with limited resources, designed to handle virtually unlimited numbers of activities
and resource types. All these packages are based more or less on the same principles

as the early models, perhaps with some modification of the heuristic rules.

The following two sections introduce brief ideas on the concepts of heuristic

resource allocation and levelling algorithms.

2.10.2.1. Resource Levelling (heuristic model):
The process starts with drawing resource requirement histogram based on
early start of the project schedule. Then the peak of resource demand is identified, and

a limit value for resource level will be set one or more units below the peak. The
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schedule is considered period by period matching the intervals in the resource demand
histogram. Starting at the first period and moving sequentially, resources will be
allocated to activities in each period according to priority rules (critical activities

first then those with greater float).

When the demand for resources exceeds the limit value, the start of an
unscheduled activity will be delayed, and moved out of the peak period, but not later
than its latest start. At the end of scheduling all project activities, a new flatter

resource requirement histogram will emerge.

The process will be repeated again by identifying a new peak on the new
resource requirement histogram, and setting a new limit value. The cycle then staris
as explained above. The process stops when there is no possibility of improving the
schedule without exceeding the project completion time which is defined at the start of

the analysis.

2.10.2.2. Resource Allocation(heuristic model)

The procedures define the early start resource requirement histogram,
and the limit value of the availability of resources is defined by the user. Then the
process considers the schedule day-by-day and proceeds as follows:

- At each day the available resources will be allocated to all activities which
fall in the schedule on that day.

- When the resource demand exceeds availability the activity with greatest
float will be delayed to the next day.

- When the start of any activity is delayed later than its latest start, the
non-critical activities which are scheduled on previous days will be

rescheduled, if possible, to free resources to the activity in question.
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The process is repeated for every day in the schedule until all the activities are

considered. In many cases, the new schedule exceeds the completion time defined in the

original schedule.

If the new resource requirement histogram is subject to serious fluctuations,
the resource leveling procedures can be applied to reduce the profile variability. The
majority of today's software packages have both facilities (i.e. resource levelling and
resource allocation). The technicality and sophistication of both algorithms are

covered in detail in a number of good texts [2,6,8,47,54,82,105,108,139].

Among all hybrid models heuristic resource scheduling programs were and are

still the most widely used techniques for resource scheduling in several fields and
industries. The reason for their popularity can be referred partly to the fact that they
are the only useable techniques available for solving part of resource scheduling
problem, and largely to the successful marketing efforts of both software houses and

researchers in the field.

Any practitioner with reasonable experience in using these programs for
construction planning will readily agree that these models have the following
deficiencies:

A)-The resource levelling model produces an unrealistic resource profile
which does not match the reality. It may be suitable for a specific type of
manufacturing industry.

In a construction project, the resource demand is usually very low in the
early stages. It builds up gradually as the work progresses until it reaches
its peak, it then declines until the end of the project. The change in demand
happens in a discrete way, the labour force and machinery enter and leave
the project in the form of gangs and crews. It is not as suggested by the

model.
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B)-Since both algorithms rely on using the available float for solving the
problem, the analysis results in a very rigid schedule with almost all the
activities critical.

At the execution phase, when any change occurs, a frequent event, the
entire plan has to be restructured, because the float has already been
consumed at the planning stage.

The solution offered by these methods not only defeats the object of having a
flexible schedule, but also eliminates the best advantage of using the
network analysis (management by exception) (see section 2.5.2.4).

C)-The model makes the following unrealistic assumptions:
1-1t assumes that activity duration is fixed and invariable.

In reality the bulk of construction activities are performed by labour
crews. Obviously the activity duration is a function of crew size.
Although, current programs can handle resources in a form of crew
grouping, they do not consider the possibility of varying crew size at
different stages of the project [111].

For example, suppose an activity is estimated to be performed in
four days with a six-man crew. In practice it can eventually be
performed in six days if only four workers are available (assuming no
scale economies).

In this case, the model will delay the start of this activity until all the
required six workers become available.
Varying the crew size at the construction phase is a normal practice.
Foremen make spot decisions when problems arise. They borrow and
move some labour resource from one crew to another to expedite some
activities and release more workspace for the following trades.

5. The model assumes that activities can be shifted freely between their

earliest start and latest finish. The need for creating work continuity
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for each resource and the balancing of the whole production process are
completely neglected.

Throughout its analysis, as long as the resource demand does not exceed
the given upper limit, the process accepts uneven use of resources and
proceeds to produce the final schedule.

Because of its assumptions and the nature of its analysis, the model is
not able to tell which type of resource, at what quantity, where and
when it is expected to be interrupted and stay idle. These are left to the
user to discover from the final schedule at the end of the analysis.
Actually the process relies on a trial and error concept, and the

required input (resource limit) can be provided only by guesswork,

especially in the case of the resource levelling model.

D)-In many cases the model produces unfeasible, unworkable schedule, either
because it exceeds the target date, or the required resources are
imbalanced, or both.

In this case the planner has either to increase or decrease the level of some
type of resource to obtain a balanced resource schedule or to change the
method of working (i.e. use different technology and resources) to meet the
target date.
With all options available to him, he will find himself at square one.
As he has to re-structure the plan and provide new estimates for all the
affected activities.

Because of these deficiences, the plan and the schedule will have to be changed very

often to cope even with the minor changes which happen very often on site.

In summary, since these models using the unrealistic schedule produced by the
network model, as a base for their analysis, are not capable of producing a practical

solution for site operations.
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Finally, it should be noted, here, that all C.P.M/PERT "Time-Cost Trade off -
Resource Allocation and Levelling " models (heuristic and Analytical) do not consider

uncertainty in the time duration of each activity.

2.11. C.P.M/PERT-Monte-Carlo

The Monte-Carlo method is a simulation process whereby many random values
are selected from distributions and combined to determine properties of the problem
under study [132]. In 1963, R.M.Van Slyke [132], explored the use of the Monte-
Carlo method to find solutions to the PERT problem. Through his research, Van Slyke
introduced the term “criticality index" for each activity. He defined this term as the
probability that an activity would be on the critical path. He concluded that simulation
offers the best solution in determining an unbiased estimate for project duration. It
also eliminates the "merge event" problem in PERT network analysis. His work
stimulated the idea of using simulation for the network analysis. Later many
researchers included the simulation process in the development of the advanced

network models.

In 1964, Berman [14] investigated the effect of uncertainty on the project
schedule. He applied Monte-Carlo methods to PERT network analysis and considered
the resource allocation. His conclusion was that uncertainty tends to direct resources
towards the earliest part of the project. The major disadvantage of C.P.M/PERT

simulation is the time required to simulate many iterations and the cost of calculation.

In 1971, J.M.Burt. Jr and M.B.Garman [20] developed an algorithm based on

conditional sampling to reduce the size of the network. Hence reducing the calculation

time and cost.

In 1976, K.C.Crandall [31,32,33] introduced a model called Probabilistic

Network Evaluation Technique (PNET). It used the same idea as the Van Slyke model
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except that it considers only representative paths in the network to work out the

completion time through simulation. The aim of this model is to reduce the size and

cost of calculation.

In 1979, R.l.Carr [24] developed a model based again on PERT/Simulation
called a Model for Uncertainty Determination (MUD). In this method the random
variables affecting activity duration are classified into two categories :

- Independent of calendar date variables (INCAD) such as : productivity,

sub-surface site conditions, the dependability of new subcontractors ...etc.

- Dependent upon calendar date variables (DECAD) such as weather.

The MUD model instead of relying on a subjective estimate for activity
duration, simulates the effects of these uncertain variables to obtain
unbiased reliable time estimates for each activity and for the project as a
whole.

The process of this model consists of two stages :

- First MUD runs the simulation to produce duration samples for each

activity in the project under the effect of the (INCAD) random variables.

- At the second stage, sensitivity correction values are defined which relate

the effect of the weather conditions and the daily progress of activities.
MUD then simulates the progress of the project by correlating the
sensitivity correction values and the actual weather data.

Samples of activity times are produced by repetition of the PERT calculations using

the actual activity times produced by the first stage.

In 1984, Ahuja[3] developed a model based on PERT/Simulation to simulate a

summary PERT network including the uncertainty of the availability of resources and

cost parameters. The aim of this technique is to help the contractor in taking the

decision to bid or not to bid.
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In 1985, Ahuja and Nadakumar [4], used Carr's idea and developed a model
called Project Duration Forecast (PRODUF) which was similar to the MUD model. All
versions of C.P.M/PERT-Monte-Carlo models appear to be realistic, sophisticated and
powerful, but they have not been applied in a real life situation for the following
reasons:

1-All PERT/Simulation models are confined to produce a distribution of the

expected completion time and a listing of the criticality index of project

activities.

This information is essential to the decision making process but it leaves

unanswered the question of project control. When are the activities likely

to occur? How does management recognize and define a variation from the

schedule?.

Theoritically, the model can produce a distribution for each schedule

parameter of each activity in the project. One can imagine the nature and

the amount of such an output, a distribution for each of the following

elements : early start, early finish, late start, late finish, total float, free

float, and independent float. This is for each activity.

This type of output is not only enough to confuse the management, but also

to confuse a well trained analyst.

A solution for this problem is found in the model proposed in this work.
2-Many practitioners consider the required data excessive and largely

unavailable. In addition to this the statistical output is too complex for

management staff.

3. The capacity of computing hardware which was available to or within the

reach of the industry before the 1980s is not enough to deal with the real

size problem. Also the time and cost of the analysis can not normally be

justified using these models.
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Advanced Models:

Following the adoption of C.P.M. and PERT, and in the light of their
deficiencies, questions were raised regarding the additional capabilities which might
enhance the effectiveness of network analysis techniques. Research efforts have been

made to develop methods able to model a complex system by compounding simple

techniques [74].

2.12.Decision Box Network Technique

In 1962, Eisner [45] developed a new method that could be used in the
planning and scheduling of research programmes. It was called a Decision Box
Network Technique. This method is a generalization of the PERT model, where the
network has several finishing points, and events are represented by new symbols
called the decision box. The network structure of this technique models alternative

procedures to accomplish research tasks.

The analysis requires an estimate of the probability of adopting each
alternative, and ranks the possible research outcomes in terms of the probability of
their occurance. In this technique, Eisner used the standard PERT concepts for time
estimating and scheduling, and imposed these estimates upon the network structure

and analysis.

2.13.Decision C.P.M

In 1964, Magee [87] published his decision tree analysis.
During the same period, Elmaghraby was working on the generalization of PERT and
C.P.M. He developed an approach in which events occur probabilistically. He

introduced extra logics to the network structure: AND, EXCLUSIVE-OR, and

INCLUSIVE-OR. He also developed new algebra for graph reduction in the analysis of

his generalized activity network. His approach appears to be applicable to the analysis

of some practical situations in the construction industry (e.g. bidding decisions).
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In 1967, Crowston and Thompson [34] introduced the concepts of Decision Critical

Path Method (D.C.P.M.).

They described it as a method for considering the interrelationships between
the planning and scheduling phases. They argued that resource constraints in

construction (manpower, equipment, and materials) and weather conditions may lead

to several decision alternatives.

In the D.C.P.M. model, at the planning phase, if there are a number of different
methods of performing some of the jobs in the project, each method having different
technological dependencies and different time and cost, all the different possibilities
can be included in the project network. At the scheduling phase, the effect of the
alternative methods on the total time and cost of the project can be studied, and the

alternative that minimizes cost can be selected.

The D.C.P.M. model introduces decision nodes primarily on a deterministic
basis. The time durations of project activities are assumed to be known with
certainty. The D.C.P.M. network structure permits decision nodes to lead to several
possible alternatives, but it does not allow any looping or representation of the logic
of conditional activities. During the analysis, the realization of only one set of

alternatives represented in the network and leading to the finishing activity completes

the project.

Crowston and Thompson formulated D.C.P.M. as an integer-programming
model to obtain an optimum solution to the Time-Cost Trade off problem.
They solved this problem by using heuristic rules and integer programming analysis.

Their method of solution has some limitations and shortcomings regarding the number

of variables and constraints.
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Later, in 1979, Hindelang and Muth (63] developed an algorithm based on
D.C.P.M and dynamic programming models. They claimed that their algorithm
overcame the problem of the Crowston and Thompson method. As mentioned eatrlier,
all the models which are based on mathematical techniques for their solutions did not
receive any welcome in practice, because of the time and cost of their calculations and

the limitations of being confined to small size problems. D.C.P.M. suffered from the

same problems.

2.14. GERT :

GERT (Graphical Evaluation and Review Technique) was developed by Pritsker
and Happ [119] in the mid 1860s.
As defined by its authors, GERT is a network-based simulation technique combining
the diciplines of flow graph theory, PERT, D.C.P.M, moment generation function,
queuing theory, and simulation.
The first version of this model lacked the necessary logic to cope with the intended
application [36]. This stimulated the process of refinement and improvement of the

technique and its analysis.

Between the mid 60s and mid 70s, several versions of the model have been
developed, each opened new areas of applications. The last version called Q-GERT was
completed by the original author in 1977 [120]. Dabbas [36] reviewed briefly the

development stages of all versions.

The graphical presentation of GERT consists of arrows to represent activities, and

nodes to direct the flow through the network.

Unlike the original mode! (C.P.M/PERT), GERT allows looping paths and

probabilistic occurrences of activities and events in its structure. It also considers

uncertainty in respect of all types of cost and reliability parameters in addition to

time. The simplest version of the model employs eight types of node with four
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different input logics controlling the release of the node, and two output logics : one

deterministic and the other probabilistic to channel the flow through the network.

Since the network structure allows for looping, the input logic of the node
determines how many incoming activities (branches) must be completed before the
node is realized. This may differ between the first and the successive release of the
node. The deterministic output logic initiates all outgoing activities, while the

probabilistic output logic initiates only one activity in accordance with its

probability of occurrence.

GERT has been applied to a diversity of situations:
bidding, test programs, feasibility studies, flood control, missile count-down
procedures, research projects..etc [120,140]. Several good texts [2,47,98,120,
121,122], and articles [100,110,135,140] contain detailed reviews of GERT

development and its analysis.

GERT is a powerful, sophisticated technique. Unfortunately, the spread of its
application was halted by the complexity and the huge amount of data required for its
analysis. Although, its author [120] mentioned that GERT has been applied for
managing some construction projects, there is a great doubt regarding its
applicability in the construction environment. This is due to the following reasons :

1-The majority of its logics are redundant for modelling the dependencies of

the construction activities.

For example: in a construction project when the design is finalized and the

construction phase started, all activities have to be performed (activities
are certain) and there is no need for re-design (looping). Part of GERT's

logics may be suitable for project evaluation at the development stage.
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2-GERT does consider resource constraints and balances them, but in a form
applicable to the manufacturing process where resources are part of a
cycle.
In a construction project cyclic operation represents part of the
production processes at the micro-level of analysis (see sections 1.7.5,
1.7.6, 1.7.7, 1.7.8). Using GERT in this case results in unmanageable
networks which are not only large and complex, but require too much data
that can not be made available.

3-The logic and the structure of the technique is a programming language in

its own right.

The number and the types of its logic together with the conditions of each,

especially those of the last version (Q-GERT) are very difficult to

understand, remember, and comprehend even by specialists.

2.15. CYCLONE :

The name CYCLONE is an acronym of the Cyclic Operation Network. It was
developed by D.W.Halpin [15,36,58,79,80,81,134,141], in the early 1970s, and
defined as a network-based simulation model for the analysis of construction
operations. The formulation of this technique is directed towards the micro-analysis

of the construction operation and its components (processes and work tasks) (see

sections 1.7.5, 1.7.6, 1.7.7, and 1.7.8).

The aim is to study in detail the interrelationships between the different
processes and work tasks, and the interdependencies between the resources. This is
within a defined method of working and technology. The analysis of CYCLONE pinpoints
the bottlenecks in this type of production system, balances the whole process, defines
both the rate of production and the optimum crew size and composition of each of the
resources, and finally produces an estimate for the time and cost of the operation.

CYCLONE focuses attention on how an operation is achieved, and how the interaction
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between resources at the work task level leads to imbalances which affect

productivity and unit cost.

The main objective is to replace the traditional methods of estimating time and
cost which rely on experience and intuition. The concept of CYCLONE are mainly based
on a process interaction simulation model. The structure of its network and analysis
are completely different from those of the original network models (C.P.M/PERT).
With CYCLONE the network consists of a set of cycles. Each cycle represents the flow
of a specific entity (resource or end product) through the production system. The
relationships between these cycles are defined by the technological logic of the
production process. The network can have one or several starting points used for
initiating the simulation experiment, and one or several finishing points used to

record the number of production units produced.

Unlike C.P.M/PERT, CYCLONE analysis does not produce schedules, it treats
time as duration only. In other words, the calculation records only the length of time
during which each entity stayed idle during the simulation run. It does not record the
starting and the finishing time of each process. There is therefore, no consideration of
the greater or equal to relationships between the processes which produces the

schedule and defines the critical path in C.P.M. calculations.

The CYCLONE network consists of a set of nodes and arcs representing the flow
of entities (resources or end product) from their idle states to their active states in

the system. The graphical presentation of the network uses three different symbols:

square node, circle node, and arc.

Five types of nodes are used in CYCLONE to represent the dependencies and the
relationships between the production processes ' NORMAL, COMBINATION, QUEUE,

ACCUMULATOR, and FUNCTION nodes. Each has a specific logic and function in the
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system. The technicality of the structure and logic of these nodes will be introduced in
chapter four. CYCLONE uses Monte-Carlo methods of simulation to chart the progress
in the modelled system. It can handle the time duration of each process in the form of

any standard distribution.

At the end of simulation, the analysis produces time estimates for completing
the operation as a whole with its unit cost of production, and the percentage of time

each resource used is likely to be idle.

The development of CYCLONE was motivated by the deficiences of the existing
network models at that time [79], and mainly of the GERT methodology. The main
shortcoming of the first version of GERT is that it allows only one queue to precede
each process. This causes the requirement for a complex network to model the

construction operations.

Halpin [59] introduced and defined the COMBINATION and QUEUE nodes to
overcome this problem. By using both these nodes it becomes possible to represent the
effect of delays in a simple formulation. That is multi-ingredient processes or work

tasks can be constrained until all the ingredients (resources or end product) are

available.

Also, Halpin [59] assigned another property to the QUEUE node, namely the
logical routing mechanism. That is, entities delayed at the QUEUE nodes preceding
various COMBINATION processes are routed to the first follower that is available. If
two or more COMBINATION nodes are available at the same time, the intrinsic QUEUE
mechanism routes the resource to the COMBINATION node with the lowest numerical

label.

88




CYCLONE continues to develop. In 1973, Halpin directed a project called
computerized construction management [85]. He utilized the basic concepts of

CYCLONE and C.P.M.

Later, Kalk [68] worked on a system called an Interactive Simulation of

construction operation using Graphical Technique (INSIGHT).

During the period 1974-1976, Knott and Woodhead [6,36,58,79] developed
a system at the University of South Wales in Australia called the CYCLONE Time Lapse
Analysis System which is an advanced version of the original model incorporating

discrete event time analysis.

Later, L.S.Riggs [125] developed the original software of CYCLONE to include
cost considerations and automatic sensitivity analysis. At the same time, Dabbas [36]
integrated CYCLONE analysis with C.P.M. He used the model to produce estimates for
the time and cost of the activities which have repetitive processes. These estimates

are used in C.P.M network analysis to produce the project schedule and cost.

In 1983, Tavakoli [134] developed a standard CYCLONE network to study and

analyse the repetitive operations in road construction.

Finally, in 1986, Bernold [15] developed a conceptual model to combine
CYCLONE with a knowledge-based expert system. CYCLONE has been used in practice
for studying specific types of works such as the haulage operation and earthmoving in
road construction [79,134], formwork and cast-in-place operations in  high-rise

building projects [58]..etc.
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There is only one text "Design of Construction and Process Operations”,
written by Halpin and Woodhead [58] containing a full account of the features of

CYCLONE and its analysis.

In conclusion, the CYCLONE methodology is easy to understand and apply. It is a
powerful technique and an excellent tool for modelling a complex system and for

studying the behaviour of all production elements.

The most important feature of CYCLONE is that it considers directly and
explicitly in its structure and analysis the availability of resources and their
interdependencies. With CYCLONE, the manager has the facility to experiment on
paper with different methods of working and different levels of resourcing. He can
choose between the possible alternatives, the policy and the combination of resources

which can result in an economical operation.

Despite these advantages, this thesis contends that the CYCLONE methodology in
its current form has limited prospect for use in practice, for the following reasons:
1-The cyclic nature of its structure and analysis confines its capability to
model only one or a limited number of operations which have, specifically,
repetitive processes and which can be represented through a closed cycle
network.
This feature, as shown in practice, is suitable for modelling the operations
of the manufacturing section in the construction industry and some
operations of linear projects such as :
-A concrete-mixing central plant.
-A pre-fabricated concrete element plant.
-Windows and doors workshop.

-Earthmoving operation in road construction.
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-Placing concrete and using slip-form in high-rise building
projects.

2-As indicated above, the analysis of this technique is not able to produce a
schedule, mainly because of the cyclic nature of the network itself, and
partly because of the detailed level of the analysis.
Inability to produce scheduling information defeats the object of planning,
because it ignores all the requirements of project control. This makes the
technique in its current form not suitable for construction planning and

control.

Nevertheless, the major contribution of this technique is the introduction of
the concepts of COMBINATION and QUEUE nodes which makes it possible to model more
than one queue as precedent for a single activity. This idea is extensively used in this

thesis and these concepts are used in the development of the proposed model.

2.16. VERT

VERT (The Venture Evaluation and Review Technique) is a stochastic network-
based simulation technique designed to model decisions under uncertainty [96]. This
technique dates back to the early 1970s when it was developed by Moeller [94] and
applied to assess the risks in major U.S.weapon system development projects

[94,96].

Since that time, VERT has continued to be modified. Several versions of the
technique emerged, each with added feature and capability to handle more complicated
situations. The current version (VERT-4) was completed in the early 1980s. Iis
features and application are fully described by Lee, Moeller, and Digman [74]. As in
GERT, VERT's structure incorporates probabilistic occurrences of events and

activities, but unlike GERT, it does not allow looping paths in its network.
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The stochastic nature of its structure allows the modelling of several possible
routes for pursuing the work at each stage of research and venture projects. This also
includes the probability of achieving a successful outcome for each route at each stage.
At the analysis phase, in this technique, the inclusion of any route at any stage is

determined by one or more successful routes in the previous stage.

The analysis evaluates each stage of each route in terms of their duration, cost,
and performance, and produces information on the best route for achieving the
venture as a whole. The VERT methodology, as introduced by its authors [95], is a
computerized mathematically oriented network based simulation technique. The
graphical presentation of its network uses an activity-on-arrow (AOA) diagram
where arrows represent activities and nodes represent events, milestones, and
decision points. VERT model deals with up to three types of uncertainty on each
activity, namely: time, cost, and performance. The values of these parameters can be
sampled independently from one of the following thirteen statistical distribution

generators embedded within the structure of the VERT program :

1)-Uniform; 2)-Triangular; 3)-Normal; 4)-Lognormal; 5)-Gamma; 6)-
Weiball; 7)-Erlang(Exponential); 8)-Chi-square; 9)-Beta; 10)-Poisson;

11)-Pascal (Geometric); 12)-Binomial; and 13)-Hypergeometric.

In addition to the possibility of using constant values and a histogram facility.
VERT has a rich set of node descriptors which make it a very robust technique for
modelling very complicated systems. It uses two types of nodes which either start,
stop or channel the flow in the network. The most often used is the split-logic node. It
has separate input and output logics according to the type of its function in the model.

The second less frequently used type is the single-unit logic node.
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There are four different logics available for split-logic nodes :

-INITIAL (to start the network and initiate the flow, multiple starts may
be used);
-AND (requires all incoming arrows (immediate preceding

activities) to be complete before transfering control to the
output logic);

-PARTIAL AND (needs at least one incoming arrow to be completed
successfully before allowing the output to proceed through, it
will await full completion of all active incoming arrows);
and

- OR (also needs at least one incoming arrow to be completed

successfully so transfering control to the output logic without

waiting for further incoming arrows).

There are six output logics that may be combined with any of the input logics to define
the function of any split-logic node
-TERMINAL  (used to define the end of the network, multiple end points may
be used.);
- ALL (initiates simultaneously the start of all arrows exiting a node);
- MONTE-CARLO (allows only one exit arrow to be initiated on a basis of
random choice performed by this logic and based on the
probability of realizing the activity represented by each
arrow, the probabilities assigned to all exiting arrows sum
to unity.); and
- FILTER 1,2,3 (allow the continuation of the flow if one of several conditions
expressed by the user are met, such as the achievement of a
set of targets of time, cost and performance in some

combination, or if a certain number of preceding activities in
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the network have been realized, or if a specific types of

activity have been realized.).

For the single-unit logic nodes, there are four types of logic:

- COMPARE (allows the continuation only for the flow which carries the
best combination of time , cost, and performance parameter
and satisfies the conditions defined by the user.);

- PREFERRED (allows the continuation of the flow whose performance
matches the user preference of conditions);

- QUEUE (routes the incoming flows according to priority diciplines

defined by the user according to time, cost, and performance

parameters.); and
- SORT (routes each flow to the appropriate outgoing route according

to time, cost, and performance criteria.)

As in C.P.M/PERT the nodes in VERT are used to aggregate the accumulation of
data and arrows are used to generate data and pass the accumulated data to the nodes. So
arrows in VERT have a primary and a cumulative set of time, cost, and performance
data, while nodes have only a cumulative set. In VERT, it is possible to link any node
with any preceding node in terms of time, cost, and performance parameters using the

mathematical relationships facility of the program.

For example, the relationship between the time and cost of an activity can be
described by a formula. During the simulation the sampled value of time could through
the formula determine the value of cost for each iteration of the activity. The cost

value would be assigned to the node and used in later aggregations.
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VERT is a powerful , sophisticated tool. It was noted by its authors [74,95]
that it has been helpful to management in cases where there is a need for making
decisions with incomplete or inadequate information about alternatives, such as : the
assessment of risks involved in new ventures, the estimation of future capital

investment, evaluating several possible options for developing a complex system

...etc.

At the same time the originators of VERT [74] stressed that "VERT's advantage
is still primarily in the concept and the design and development stages of the project,
although VERT can be applied to any decision involving chance". This thesis suggests
that VERT is clearer than GERT in terms of modelling and presentation, and more

robust in terms of logic and analysis.

Despite the versatility of VERT, the technique is not suitable for construction
planning for the same reasons introduced in the case of GERT (see section 2.14). In
addition, it does not consider the availability and the flow of the required resources,
and the way of modelling cost through VERT is vague, unclear, and complicated. It may
be very easy, even for the specialist, to make major mistakes in modelling cost. Such
mistakes are very difficult to detect, and their consequences in many cases, will be

vital in taking the final decisions.
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Problem Definition

And The Scope Of The Current Work
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3.1. Introduction

As seen in chapter two the original network model was developed in a
military/industrial environment and designed for planning and controlling new
ventures and complex projects. It was transplanted into the construction industry

without consideration of the special nature and needs of the construction projects.

The reasons for the wide spread of adoption of C.P.M/PERT by the construction

industry during the 1860s and early 1970s can be related to the following:

- The backing that C.P.M/PERT received from the Department Of Defence
in the U.S.A who made the use of C.P.M/PERT as part of their condition of
letting any project.

- The extensive marketing efforts by major computer manufacturers such
as IBM as part of their hardware sales drive.
- The publicity that the technique has received from academics.
In reality the technique has recorded reasonable success at the aggregate level of
planning. It suited the purpose of the top level of management whose main interest is

the determination of targets and objectives.

At the detailed level of planning and control C.P.M/PERT has suffered from
many set backs for the following reasons:
1-The network structure is rigid. [t does not provide any room for
flexibility in modelling.
2-The model lacks the necessary logics and notation for representing the
availability and flow of resources. Therefore the resultant plan and
schedule using C.P.M/PERT are based only on the technological

dependencies between activities.
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3- Since the technique does not consider resource constraints, the analysis in
the majority of cases produces infeasible schedules which are of reduced
value at the execution stage.

4- The inability of C.P.M/PERT to include the effects of uncertainty in the
time duration of the activities. This produces an inflexible schedule unable
to absorb even minor variations.

5- The form of the output of the C.P.M/PERT analysis is difficult to read,
understand, and interpret properly by the people on site.

Also major part of the output information(different types of float) is

confusing and in many cases is redundant.

These deficiences were recognized in the early 1960s, and much work has been done

since to eliminate them.

The strength of the network approach trapped researchers in its framework, so
the majority of people who worked in and are still working in the field of planning

techniques could not depart from the basic concepts of the original network model.

During the 1960s, several hybrid models emerged (C.P.M/PERT; -Cost; -
L.O.B; -Time-Cost Trade-Off; - Resource Allocation and Levelling) to enhance the
capability of the original model, and to provide wider applications. These models did
not survive simply because they failed to address the real problem. Their originators
did not realize that their proposed methodology and solutions do not adapt easily to the

construction environment.

From the available literature, it appears that the hybrid models, especially
those which seek optimum solutions, were developed in an academic atmosphere
isolated from reality. In this type of environment professors and research students

may retreat to theory leaving the problems of construction management to the
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imagination, instead of spending time talking to the people who are on the firing lines
dealing with the diversity of practical problems. This characterization may be unfair,
but it is true that the majority of the hybrid models came from university
environments.

By transplanting some features to the original mode! researchers made the model
more complex and probably less comprehensible to the people on site who are intended

to use it.

For these reasons, nowadays with the exception of C.P.M/PERT there is little
comment about these hybrid techniques in application-oriented publications. More
commonly resource allocation and levelling (heuristic models) are used in practice.
At the same time (early 1960s), another direction of development took place aimed at

modifying the structure of the original network model.

New advanced models such as D.C.P.M, GAN, GERT, and VERT came on the scene.
As we have seen(chapter two), the adoption of these techniques for construction
planning and control is not feasible as they were not intended for scheduling and
control purposes and are too complex to comprehend, especially, by site management.
CYCLONE, on the other hand, is an easy, powerful technique, but has a limited and

specific area of application.

During the 1970s, the use of the original model in the construction industry
saw a sharp decline for the following reasons:
1-The condition of the project's owner that the contractor should submit his
plan in the form of C.P.M was relaxed.
2-Updating the network plan and schedule involve lengthy arithmatical
calculations. This requires a computing facility not only in the head office,

but also on site.
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The computing facility at that time was not within the reach of many
contractors.
3-Since in many cases the network plan was kept in the site office and rarely

referred to, there was little justification for using the technique.

By the end of the 1870s major advances had been achieved in data processing
and computer technology. These advances led to the production of very powerful and

portable microcomputers suitable for field environments.

In the early 1980s the use of C.P.M/PERT for construction planning and
control started to increase and spread, promoted by the computer manufacturers and
software houses. Nowadays, there are many software packages based on C.P.M and
PERT including resource allocation and levelling algorithms of different capabilities
and sophistication. Also computer courses on the use of the technique become part of

student education in the universities and colleges.

This means that the computing facility (hardware and software) and the
necessary data processing expertise became available almost for every construction
project. The computer eliminates the burden of the arithmetical efforts and the
consequences of the possibility of errors in the manual calculation, but it does not
solve the real practical problem. Indeed, many software houses, in marketing their
network analysis packages , claim that their product is so powerful and so useful that
their clients use it many times a week to manage their daily work on site. This claim
is true, because the model is so poor that constant monitoring is required and the plan

has to be continually changed.

In practice, this means that the site controller has to spend his time re-
playing the role of planner recording what happened on the job and updating the

network. Constant changes in the plan is a waste of time and confuses the foremen and
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people executing the work as almost every updating results in a new critical path and
different critical activities which have to be assigned top priority. Ironically the
foremen on site knew by intuition and experience which activities had to be expedited
first to open more workfaces for the following trades. They make spot decisions when

problems arise without reference to the network analysis or even to the bar chart.

On its own this represents a fundamental defect in the concept of construction
planning as represented by the C.P.M/PERT technique. Nowadays, C.P.M/PERT with or
without a resource allocation and levelling facility, and the bar chart are the only
techniques used in construction planning and control. The hybrid models are still
promoted by academics [2,6,47,82,105,139], but there is no sign in the

application-oriented publications of these techniques being used in practice.

In this chapter the problem this work is intended to solve will be defined
through discussing the difficulties facing the planner when he conducts detailed
planning. A brief idea on the heuristic rules used by the site staff for managing their
work to achieve predefined targets will be introduced. These two sections will outline

the scope of this research and its target.

3.2. Difficulties Facing The Planner At The Construction

Phase

The special nature of the construction project as a unique undertaking affected
by many forms of uncertainty (see sections 1.3, and 1.6) faces the planner with
several problems and makes the task of planning very difficult to achieve
successfully. At the construction phase, in addition to the many uncertainties which
have to be taken into account in the plan, the planner is faced with the following
serious problem: How to model management changing policy regarding the deployment

of resources?.
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It is well known, especially in a large contracting organization, that sites are
remote and are not self-sufficient in terms of finance and resources. Resource
allocation, in this case, is usually controlled by top management who move the
available resources between on-going projects. Their resource deployment policy
changes as the work on all projects progresses. The policy is usually dictated by the
state of the construction and labour market, the financial position of the organization

as a whole, and by the organization's overall targets.

During the execution of the construction phase, each day brings new
information on the availability of resources, the reliability of new subcontractors and
suppliers, the productivity of labour in the locality among other factors. A plan in
general can be seen as a formal statement or expression of the judgement, decisions,
and assumptions made by the decision maker (being a planner or a site manager) on
how the work should proceed. Faced with uncertainty in the available information, and
the lack of accurate, timely and systematic technical and production data, the planner
can not simply abandon the decision making process. Because, as mentioned earlier,
the required data on which he can base his decisions flows as the work progresses. It
is generated when the action begins, and the action will not start if all decisions are

postponed until all is clear and certain.

In this environment the planner is obliged to make forecasts of actions and
performance based on his experience, intuition and judgement, and on the information
available to him which is at best incomplete and uncertain. Generally any plan has
three main dimensions: logic, time, and resources [82]. Throughout the process of
planning and scheduling the planner makes decisions on each of these. His decisions,
obviously, are constrained by the contract conditions and by the management policy in
pursuing the work. These dimensions are interdependent linked by very complicated
relationships. A decision on one can not be made in isolation because it automatically

defines the features of the other two.

102




For example, a decision on a specific logic for sequencing the project activities
indirectly identifies the interdependencies between the different resources, also it
affects the duration of the project as a whole. Setting up a target date automatically
restricts the number of possible sequencing logics for the activities and defines the

level of each required resource.

3.2.1. The Logic Dimension

This describes the way the construction phase will be carried out. It
constitutes the backbone of the plan, because the length of time during which the plan
can stay as a viable control tool during the construction phase depends on the quality
of its logic. In any construction project there are two types of logic controlling the

sequencing of its activities; an absolute logic, and a preferential logic [103].

3.2.1.1. An Absolute Logic

This exists where there is only one way of sequencing the work.
For example : Slab construction follows the lower superstructure (i.e. columns or
load bearing walls), foundations come after excavation ...etc. This type of logic

remains unchanged throughout the construction phase.

3.2.1.2. Preferential logic

In a construction project certain parts of the work can be sequenced in
several ways, because the logic is not controlled by the technicality of the production
process, it is based on experience, site conditions, contract conditions, and

management preference.

For example: In a building project, internal partitions can be built before or
after external walls. Finishing works can start at the top floor and move downwards

or start at the bottom floor and move upwards.
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Another area of preferential logic is the sequencing of the works on different

parts of the project which have the same type of activities.

For example: The excavation works of the office block, the manufacturing hall,
and the store building of an industrial project can be done in series or in parallel or a
mixture of both. This may depend on any of the following factors:
- Contract conditions (the manufacturing hall should be handed over first).
- Site conditions (Space on site is insufficient to manoeuver resources).
- the availability of the required amount of resources which is usually
uncertain.
-The management policy such as finishing all the excavation works
simultaneously in order to release equipment to other projects.

The absolute logic is rigid, inflexible and can not be changed. It can be referred to as
the logical skeleton of the project. While the preferential logic is flexible, it can be

considered as the rest of the body of the project.

Preferential logic can remain reasonably unchanged at the summary and
aggregated levels of planning (see section 1.8), but it can not stand firmly at the
detailed level, because of the dynamic nature of the site environment. Indeed,
preferential logic represents the core of troubles facing the planner. The problem of
"what if" questions begins here when dealing with this type of logic. It is up to the
planner to use his ingenuity and experience to design a plan which will remain viable

for as long as possible during the execution phase.

Actually, the site manager and foremen usually manipulate this type of logic to
cope with any problem as it arises in an ad-hoc way, and to provide a continuity of
work for their resources and meet the project targets and objectives. Under these

conditions departures from schedule quickly cumulate removing its monitoring value.
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The dilemma at the detailed level of planning is that a pre-sequenced set of activities
in parallel may have to be carried out in different sequences during the execution

phase for different reasons:

The amount of resources that become available is less than that required
because of unexpected delays in releasing these resources from other on-going
projects. Alternatively, management may move some of the available resources to
accelerate activities on other current projects. A set of activities planned to be
carried out in series may require changing during construction, as for example,
unexpectedly good conditions may prevail and more resources become available. This
may persuade site management to conduct these activities in parallel. None of the
available techniques in use can handle this situation, and in both cases, the plan needs

restructuring to accommodate these changes.

3.2.2. Time And Resource Dimensions

Actually, time and resource are two forms of the same dimension, because a
decision on one defines the other precisely . The time dimension includes both the time
duration of each individual activity and the overall duration of the project. The
resource dimension involves the level of each type of resource required to complete

the project.

Decisions on the methods and technology to be used together with a rough
estimate of the amount of each type of resource are usually taken at the bidding stage.
More accurate estimates of the level of resource together with forecasts of their
availability for each major part of the project are made during the pre-construction
planning stage (see sections 1.8.1, and 1.8.2). At the detailed level, especially for
preparing construction and stage plan (see sections 1.8.3, and 1.8.4), detailed
estimates for the time duration of each activity together with the level of resourcing

are necessary for planning and controlling site operations.
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As time is money, the planner can not ignore the cost implications of his
decisions on time duration and the level of resourcing. He has to provide a plan and
schedule which can meet the project target and result in an economical operation.
Generally, two possible forms of objectives exist in a construction project:

1-The project duration is fixed and the aim is to find a schedule and resource
level which can meet the target date with a minimum cost.
2-The level of resources is limited and the aim is to work out a schedule
which results in minimum total duration and cost.
In all situations, the schedule has to provide a continuity of work for each trade to

avoid the idle time which affects the total cost.

As shown earlier (see section 2.9), the total duration and cost of the project is
a function of the time and cost of its activities with the main effect coming from the
critical activities. The time and cost of each individual activity is dictated by the level
of resources assigned to it, each level producing a different time and cost, and it is
difficult to define the optimum level. The total time is also affected by the sequencing
of project activities, different sequencing logic producing different total time and cost

for the project as a whole.

Further, the time duration of each activity is affected by several forms of
uncertainty (see section 1.6), and one can imagine how difficult it is to consider the
uncertainty in estimating the time duration of each activity with a different level of

resourcing.

From the above description one can easily see the complicated loop of the
decision making process regarding the logic, time and resource dimensions. Making
decisions on these dimensions at the same time taking the constraints and project

target into consideration is difficult, and the difficulty increases with project size. In
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the absence of a tool which can handle this complicated situation and take all the
variables into consideration, the planner is left with C.P.M and resource allocation
and levelling algorithms which are based on inefficient trial and error method of
analysis. The decision making process for planning and scheduling in C.P.M
methodology follows a set of typical procedures:
1- Define the project activities.
2- Design the sequence of project activities and develop the network logic.
3- decide on the level of resourcing for each activity and estimate their time
durations accordingly.
4- Find the critical path and work out the schedule of activities.
5- Based on the schedule develop resource demand histograms for each type of
resource for the project.
6- Level the resource demand within the availability limits of resources.
7- Re-schedule activities to suit resource levelling (which usually does not
guarantee a continuity of work for resources).
8- Repeat steps 2-7 until an acceptable solution is achieved.
These procedures are designed to help the planner to take his decisions on logic, time,

and resources in series rather in parallel.

In reality, the planner finds it hard to isolate his decision on the sequencing
logic from that on resourcing. In many cases, when there are two or more parts in the
project having the same types of activity which technically can be carried out in
parallel, the planner tends to sequence them in series if the forecast amount of

resources is enough to carry out only one of them at a time.

For example : The excavation work in the manufacturing hall and the store
building in an industrial project can be achieved in parallel, if the planner expects
that the amount of excavation resources is enough to carry out one of them at a time,

he will schedule these activities in series. This makes the problem worse, because if
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the amount of excavation resource is greater than forecast, these activities will be

carried out in parallel, and the logic in the plan becomes invalid.

In practice, the planner assumes a normal level of resourcing for each activity
to estimate their time durations. This level is based on experience, records of past

similar jobs, and normal company practice.

In the majority of cases, he relies on a one point estimate for the time
duration, chiefly because of the difficulties of obtaining reliable data regarding the
variability of activity duration, and partly because there is no practical technique

available to handle uncertainty and provide valid solution ( see sections 2.9, 2.56.3.8,

and 2.11).

After estimating the time duration for each activity the planner works out the
schedule which usually fails to meet the target date or resource constraints at the
first instance. Also the output schedule results in fluctuations in resource demand
which means some type of resources have to stay idle during the execution phase.
These fluctuations are due to the assumption of a normal level of resourcing for all
activities. This assumption ignores the reality, where similar types of activity are
carried out by the same crew. Since the amount of work on these activities is not the
same, the normal level of resourcing suggests that when the amount of work changes,
the size of the crew has to be reduced and increased accordingly. This means hiring and

firing part of the crew or the unneeded part has to stay idle until it is required.

By repeating steps 2-7 of C.P.M procedures, the planner may reach a schedule
which meets the target date and satisfies resource constraints. But the requirement of
continuity of work for resources is very rarely satisfied, and the planner has to

review the resultant schedule and perhaps change some sequences in the plan to meet
this requirement.
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The problem with the trial and error method of C.P.M is that it does not direct
the planner as to what to do to reach an acceptable solution in an efficient way. Some of
the information necessary for the balancing of resources is not generated by C.P.M
procedures. Another point is that, there is no facility to consider directly the cost of
resources and other costs to evaluate the output schedule and solution. Through the
C.P.M procedures, the planner at best gets a rigid schedule which is vulnerable to

changes and has to be updated all the time.

In summary, the main problem is how to produce a flexible, workable, and
reliable plan and schedule which can be used by people on site, and can stay viable for
a long time during the execution phase. From what has been mentioned so far, there is
a need for a methodology by which the planner can:

- Isolate decisions on sequencing logic from other decisions.

- Directly model the flow and availability of resources together with their
cost and other costs, as well as the variability of the activity duration in
order that he may evaluate the consequences of any decision in terms of
time and cost.

- Experiment with different resource deployment policies to choose the best
workable solution.

In this case, reasons for following one policy will be clear for all

personnel involved which in turn boosts confidence in the output plan and

schedule.

Also this feature is necessary for accommodating changes and answering

"what if* questions.
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3.3. Heuristic Concept Of The Construction Production

Process :

We have seen that, deficiences in the C.P.M/PERT mean that they are rarely
used at the detailed level for actual construction. Site management tends to rely upon
heuristic methods using past experience and intuition. Since the available techniques
fail to satisfy the site requirement, it is more realistic to look at the ways the site
management thinks when planning ahead for controlling the work, and try to

formulate a conceptual model for a realistic planning process.

This conceptual model is helpful in developing a methodology which can mirror
the thinking of people on site. Site management uses common sense and rules of thumb
in planning and controlling the work. The framework of these rules is called a
heuristic concept. The heuristic concept in the execution of the construction phase is
best described by the following paragraphs (they are quoted from an article written

by G.S.Birrell in 1980 [18]) :

" While carrying out a research project on another topic of management of
construction, the writer spent considerable time examining planning for construction
with more than a hundred project manager, site superintendent of general
contractors, and foremen of subcontractors. It was found that their thoughts of how to
carry out the construction process could be paraphrased along the following lines:
Well, by looking at the drawings, | decide the sequence of the trades on a job and the
route | want them to move through the job or round the site. Then | make the first
work squad begin in a location, work space -whatever you want to call it- do their
work and then move on to the next work space and do work there and so on through the
whole job.

As soon as | can, 'l bring in the second work squad in the first work space-maybe
when the first work squad in the second space.

Maybe Il wait until the first squad is in the third work space before bringing in the
second work squad to the first work space so that | have a "buffer space" between
them. Then | move the second work squad in the same sequence as the first work

squad. Then | add more and more squads through the same sequence.
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Now, once | have these flows of squads moving through these work spaces | push them

all to move-space to space at about the same time, | try to build a rhythm of work and
movement which all of them follow.

It's like the old steam locomotive - the wheels are the work squads each progressing
down the track and the piston and rods linking the wheels are my sequence of work
squads and the work spaces- Me, the site super- I'm the steam governor, controlling
the amount of "push" to move the pistons and rods (the plan) which make the wheels
turn L. Then the rhythm moves them all through the job and | have to keep it as fast as
possible but not too fast or the wheels will bump into each other or fall off.

You know, there is another thing, each of the work squads should be on the critical

path -you can not afford to have one critical path- the job goes too slow !."

A close look at the above description of the heuristic concept suggests:
1- Site management perceives the production process as a queuing system and

the job of planning is to design each production line and balance their

production rate.

2- Site management decides the sequence of trades, the work spaces on the

job, and then the work paths for all work crews through the work.
They think in terms of work crews and work space availability in
designing their plan of work. This is compatible with the nature of the
production process (see sections 1.3.4, and 1.3.5) and with the concepts
of Project Breakdown Structure (P.B.S) which is introduced in section
(1.7).

3-The work space plays a major role in deciding when to deploy resources
and in setting up the pace of production. It also provides a buffer for the
management to balance resources, avoid idleness, and to accommodate
unforeseen conditions.

4- The level of resources builds up gradually to its peak and goes down
towards the end of the construction phase in a discrete manner according to
the number and size of the work crews. So the resource profile should not
have fluctuations, nor should it be levelled and smoothed as the resource
allocation and levelling algorithms attempt to produce.
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5- Finally, for the site management the plan of work should be resource
driven. The availability and the balance between different types of
resources dictate the sequence of carrying out the activities (subject to
the technological constraints) and define their criticality. While in
C.P.M/PERT the opposite is true, the sequencing of project activities
defines the level of resourcing and criticality, and the emphasis is on

critical path and floats rather than on the balancing of resources.

3.4. The Scope Of This Research

The idea for this work was inspired by the heuristic concept of managing the
work on site (section 3.3). From this concept, it is clear that, construction planning
at a detailed level is a matter of designing critical production lines for the available
resources and balancing the rate of production on different lines to avoid idleness and

provide efficiency.

In this sense, activities are orie‘nted to the work of a resource crew in a
specific location. When a crew finishes its work on one or more activities, another
crew moves in to achieve another type of work. Throughout the construction phase,
workspace plays a major role. It channels and holds the flow of resources through

activities. In the author's opinion, the availability of a work space is often more

critical for the progress than any other factor.

Resources such as materials, manpower, and machines can be made available
any time at a price, but if a work space is occupied by a work crew, it can not be made
available before the crew finishes its work in this location. Modelling the availability
of work space forces the planner to conduct detailed planning. Using the work space

concept at the summary level of planning misrepresent reality and other models

should be used for this level of planning.



Detailed planning at the pre-bid stage is not economical for reasons mentioned
earlier (section 1.8), and producing detailed construction plans for the project as a
whole is not worth while, because of the dynamic changes of project environment and
uncertainty of the available data. Since data become more certain as the time comes
closer to the start of the work, detailed planning begins to increase in value. This is

further enhanced when such plans cover a relatively short period of time.

Application of the original network models (C.P.M/PERT) had reasonable
success in construction planning at an aggregate level, C.P.M/PERT, and in some cases
bar charts will be good enough for producing pre-bid and pre-construction plans. For
detailed planning, there is a need for a technique which can incorporate the heuristic
concept and capture the thinking and experience of people on site. The structure, the
logic, and the analysis of both CYCLONE and VERT attracted the author's attention. It
seemed possible to modify part of the structure and logic of these techniques and
combine them with the concept of critical path propounded by the original network

models.
Based on the above mentioned theme, the main objectives of this research are:

1-To develop a network-based simulation technique with the following

features and capabilities:

a)-Ability to model the heuristic concept of the construction process. Its
user can produce a plan and schedule which mirrors the thinking of
people on site.

b)-Ability to accommodate both absolute and preferential logic, with a
flexible structure to remove the burden of making decisions on
sequencing and resourcing at the same time.
The user can model the most feasible sequences without thinking of

resources when taking decisions on the logic dimension, and can then
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experiment with different levels of resourcing to choose suitable
solutions without the need for restructuring the plan itself.
c)-Ability to model the availability of work space and other resources.
The user, after modelling the most feasible sequences, can impose the
flow of the available resources on the plan structure and observe their
interaction.
d)-Ability to accommodate both fixed and probabilistic time for activity
duration.
e)-Incorporation of cost parameters in addition to time.
f)-The analysis has the ability to generate the following information:
- A range of starting times for each activity.
- A range of completion times for the project as a whole together with
the probability of achieving the time and cost targets.
- A range of realization times of each stage of the project together with
the probability of achieving their time and cost targets.
- Criticality index for each activity.
- Expected amount of free float available for each activity, eliminating
the confusion of the total float.
- Expected amount of idle times for each type of resources at each
location, and the total idle time and its cost for each type of resource.
With this type of information the planner can experiment, increase
or decrease resource inputs until he reaches a satisfactory solution.
Any change on site can be accommodated and studied without the
need for restructuring the plan itself.
o To write a software package on a microcomputer 1o facilitate the modelling

procedures and analysis of the proposed technique.

The next chapter introduces the development of the structure of the proposed model.



Chapter Four

Model Development



4.1. Introduction

As noted in chapter three, the aim of the current work is to develop a
network-based simulation technique which can capture the thinking of the planner
(as a decision maker), and the people on site who are responsible for executing the

work. The basic concept of the proposed model is based on a combination of parts of

VERT and CYCLONE methodologies.

VERT network presentation uses activity-on-arrow diagrams, where nodes
play the role of decision points in the model structure, and arrows represent
activities.

CYCLONE, on the other hand, uses nodes to represent processes, work tasks and entity
locations, and arcs to channel the flow of entities (resources or end products) from

their idle states to their active states through the network.

The proposed model adopts the CYCLONE network configuration. In the
structure of the proposed model. Some nodes and logics are transplanted directly from
VERT and CYCLONE, and used as they were defined by their authors. The function of
other nodes are modified and redefined to suit the modelling concept of the proposed

technique.

This chapter introduces a description of the structure of the model with a
justification of each of its nodes and logics. The data input, the analysis, and the output
of the technique will be introduced in chapter five. In the current chapter, the
development of the structure of the model will be introduced step by step. At each
step, a description of the function of each node and logic used will be introduced as
they were defined in the original model (VERT or CYCLONE) as well as any necessary

explanation of incorporated modifications.



Throughout the discussion, the readers are assumed to be familiar with the
VERT and CYCLONE methodologies, those who are not, are advised to refer to Lee et al
[74], and Halpin and Woodhead [58] before reading the following chapters.
An outline of the procedures used in the model will be introduced at the end of chapter
five, following discussion of the structure of the model and its analysis. To help the
reader to conceive the function and the logic of each node used in the model, it is

necessary to introduce a brief idea on the modelling rationale of the technique.

4.2. Modelling Rationale For The Proposed Technique

The idea of the model is very simple. It treats the production process on site as
a queuing system. In this system, each location in the physical structure of the
project represents a stationary component of a certain queue of locations waiting to be
served, and each type of resource represents a moving server flowing through a
specific production line to serve a specific queue of locations. The end product of the
activity of each type of resource changes the feature of the location and moves it from

the current queue of locations to another queue to wait different type of services.

This queuing system has two basic elements that characterize its features.
These elements have to be considered at the same time throughout the analysis. They
are:

- The end product to be constructed at each stage.

- The resources required to achieve the construction work.

4.2.1. End Product
When the planner and the estimator break down the project into its
components (workpackages, functional element ..etc)(see section 1.7), they actually

define the end product at each stage of construction.



For example, the breakdown of reinforced concrete columns construction into
its elements (see figure 1-2) is actually a definition of the following products :
Formwork, Steel fixed according to design, Concrete placed to formulate the body of
the column ...etc. Each location in the physical structure of each part of the project
can be considered as an entity. The position of this entity changes from an idle state
where it is awaiting specific types of resources to arrive to conduct a specific
activity, to an active state where it will be occupied by resources which have to

achieve specific work at this location.

The active state of a location entity involves creating a new product which
changes the feature of this location and transfers it from one specific queue of

locations to another queue awaiting a different type of service.

For example: at the start of the construction work on an industrial project, the
site locations of the manufacturing hall, the office building, and the store building
form a queue of locations: A-1, A-2, A-3 which represents their idle state (figure 4-
1). These locations await the excavation crew to arrive to conduct the necessary
excavation works for foundation. When the excavation crew starts its work in any of
these locations, the status of the location changes from an idle state at (A) (ready for

excavation ) to the active state (B), while the excavation is taking place.

At the end of the excavation work, the end product of excavation changes the
feature of the location and moves it from queue (A) (waiting for excavation) (figure
4-1) to another queue (C-1, C-2, C-3) (ready for formwork and steel fixing). At
this stage one can notice the following two points:

- The C.P.M/PERT network is able to represent only the active state of

locations. It ignores an important element of the production process

(idle states).
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-The concept of the idle state of work location is the essential part of
the heuristic concept of planning which is used by the site management
(section 3.3). When an extra resources become available on site, the
site manager first searches for an idle work location in order to assign
work to these resources to keep them occupied and productive.

The idle state of work locations represents the sequencing logic between activities.

In figure (4-1), if the three chains (1, 2, 3) which represent the works in
the manufacturing hall, the office building, and the store building are linked at their
starts to one starting node, and at their ends to one end node, the figure will represent

a network for the project as a whole. The idle state (C) represents the absolute logic

(see section 3.2.1) between the excavation and formwork activities.

A close look at the network reveals that each type of activity (i.e. excavation,
formwork) in all three parts of the project are modelled to be performed in parallel.
This is the ultimate case of performing the project activities. It depends on the
availability of resources, they can be achieved in parallel, in series or a mixture of

both.

The sequence of achieving these activities will be left to the modelling of the
flow of resources. In this way the logical structure of the network will remain viable

as it relies only on the absolute logic.

4.2.2. Resources

In the proposed queuing system each type of resource required flows
through a specific production line to achieve its specialized work. The physical
resources on site can be classified into two different categories : reusable and non-

renewable resources, each having a different type of flow through the project work.
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4.2.2.1. The Flow Of Reusable Resources

This resource category includes labour, machinery and tools. The flow of each
type of this category starts at a specific physical point in the project structure and
flows through a predefined set of locations. This type of resource moves from an idle
state where it awaits the availability of the next work location, to an active state

where it conducts a specialized type of activity.

The resource leaves the project either when all its activities are completed or
when part of its activities have to be conducted at a later point in the construction
phase. The sample network in figure (4-1) is reproduced in figure (4-2) to show
the flow of this resource category. In this figure (4-2), suppose that two excavation
crews and one formwork crew can be made available for executing the work, and the
priority is given first to the manufacturing hall, second to the office building, and
finally to the store building.

The two excavation crews will be initiated at the start of the work. They move
to their idle state (node EX-1), then each crew leaves the idle state to their active
states (excavation activities B-1, and B-2). The first crew to finish its activity will
flow back to the idle state (node EX-1), then directly move to the next available work
location (excavation in store building B-3). On finishing this activity B-3, the crew

will leave the site (node EX-3).

The other excavation crew, when it finishes its activity, returns to the idle
state (node EX-1), then directly exits the site (node EX-2). The formwork crew will
be initiated immediatly after the completion of the excavation activity (B-1). It
moves to its first idle state (node FM-1) and then to the first available work location
(activity D-1).

When activity (D-1) finishes, it moves 1o its second idle state (FM-2)

where it awaits the availability of work location (C-2) to conduct activity (D-2),
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and so on until it finishes all formwork activities. It then leaves the site (node FM-
4). At this point the following can be noted :

1-Since two excavation crews can be made available, two of the three
excavation activities can be carried out in parallel, with the third being
started after the finish of the smaller of the other two. This
demonstrates how the preferential logic can be represented through the
modelling of the flow of resources.
If three excavation crew can be made available, the three excavation
activities could be done in parallel with the others.
Different possible sequencing logics for executing the work can be
modelled without changing the main structure of the network. The
absolute logic which controls the main structure of the network
remains valid all the time, while the preferential logic can be changed
by changing only the flow of the relevant resources.

2-The formwork crew may stay idle at the node (FM-2) awaiting the
excavation activity (B-2) to finish and release the work location (C-
2). By recording the time during which the formwork crew stays idle at
the node (FM-2), the planner can observe the interaction between this
resource and the excavation resources. He is then able to change the
deployment point of the formwork crew, increase the size of the
excavation crew, or decrease the size of the formwork crew to eliminate
the idle time.

3-Each activity has two main ingredients : work location and resources. It
can not start before both become available. The availability of
resources, the interaction between them, and the dependencies between

the activities and resources can be modelled and studied at the same time.
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4.2.2.2. The Flow Of Non-Renewable Resources

This includes all types of material.
Materials are usually ordered in bulk at discrete intervals during the construction
phase. The size of the order for each type is usually large enough to keep the work

going during a specific period of time, but small enough to minimize stocking and

handling costs.

The flow of this resource category is simpler than the flow of the reusable
resources. Materials arrive at the site in an idle state (either to a temporary store on
site or to a place close to the relevant work locations). When this resource is needed,

it moves to its final destination work location to become part of the end product.

Figure (4-3) shows a graphical presentation of the flow of this resource
category. Since the schedule of ordering materials is by product of the activity and
resources schedule, this work will not consider the flow of this resource category.

A summary of the concepts of the model is shown on figure (4-4).

As may be noted in figure (4-2), presenting all the elements of the proposed
model (i.e. work locations, activities, and the flows of all required resources) on a
single graph makes the network too busy. It becomes unreadable and very difficult to
modify. For this reason the graphical presentation of the model is divided into two
parts :

- The main network shows only the project activities (the active state of

work locations) and the idle states of all work locations.
The structure of this network is based on the absolute logic alone which
defines the technological links between activities. This network remains

valid throughout the execution phase.
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- Small sub-networks represent the flow of a specific type of resource.
Some of these may change slightly when any change occurs on site,
because they are based partly on the preferential logic to define the

sequence of executing the work.

Before the structure of each type of these networks is introduced, it is
necessary to discuss the concept of the space queue node and the critical path as defined

in the model.

4.3. The Concept Of Space Queue Node And Critical Path :
One of the main contributions of this work is the introduction of the concept of
the Space Queue node (S.Q.node) and its role in defining critical path and float in the
model network. This node models the idle state of each work location in the project. It
records the period of time during which the work location or work space remains
empty awaiting the arrival of resources which are required for performing the work
at this location. The function and use of this node will become clear later in this

chapter.

4.3.1. Types Of link In The Network Structure

This model adopts the activity-on-node diagram. The structure of the network
using this type of presentation consists of a set of nodes connected by a set of arrows.
The start of the network is usually marked by a dummy node called a start node, and
the end is marked by another dummy node called the end or terminal node. The
structure of the network of any configuration has in general different types of link
between its nodes. These links can be classified into four major simple types :

Activities or nodes in chain.

Activity or node in source.

Activity or node in sink.

Activity or node in dipole.
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They are shown in figure (4-5).

The simple network has a small number of links. Complicated networks
involve a large number of combinations of these links at several points in their
structure. The number of links and combinations depends on the size of the network
and the complexity of the logical sequencing of the activities the network represents.
The combination of types of link may appear in one or several locations in the
network, some section of the network may only have one type of simple link, other

sections may have combinations of more than one type.

In practice, there are an infinite number of network configurations: An
activity in source should have more attention than any other activity, because a delay
in its performance halts the start of its successors. An activity in dipole has a more
sensitive position in the network. It represents a bottle neck which must be carefully
monitored if smooth progress at the execution phase is to be obtained. The easiest

links to control are the chain and activity in sink.

4.3.2. Conventional Network Analysis
The forward calculation pass in the network analysis defines the early start

(ES) and early finish (EF) of each activity and the completion time of the project.

The early start (ES;) of an activity in sink (figure 4-5-c) is equal to the
maximum early finish of its immediate predecessors, and its early finish (EF;) is
equal to its early start (ESj)plus its estimated time duration (Dj).

ES;=max (EF of all immediate preceding activities) (1)
EF=ESj+D;j (2)

The same is true for any activity in dipole (figure 4-5-d).
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The backward calculation pass defines the late finish (LF) and late start (LS)

of each activity. The late finish of an end node (LFg) is equal to its early (EFg), and its
late start (LSg) is equal to its early start (ESg).
LFe=EFg=ESg+Dg (3)

For activities in source (figure 4-5-b) the late finish (LF;) is equal to the
minimum late (LS) of all its immediate successors, and its late start (LS;) is equal to
its late finish (LF;) minus its estimated time duration (Dj).

LFj=min(LS of all immediate succeeding activities) (5)
LS;=LF;-Dj (6)

Again the same is true for any activity in dipole (figure 4-5-d).

The next step in the network analysis is to calculate the float on each activity
and define the critical path. The total float on an activity is the spare time shared
with other activities on the same chain in the network. If this time is totally consumed
the following activities on the same chain become critical. The value of the total float
(TFj) on an activity is equal to the difference between either its late and early finish
or its late and early start.

TFj=LF-EF; (7)

TF=LS;-ES; (8)
The free float is the flexible time available to the activity. If consumed, it will not
affect the early start of any succeeding activities. The value of this type of float (FF;)
for an activity in source or dipole (figure 4-5) is equal to the minimum early start
of all its successors minus its early finish.

FFi=min(ES of all immediate succeeding activities)- EF;j (9)
Independent float is the spare time on an activity that if consumed, will not affect the
early start of any succeeding activities nor the float of its immediately preceding

activities.
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The independent float is part of the free float, its value is equal to the free float
minus the difference between the maximum late finish of all immediate preceding
activities and the early start of the activity in question.

IDFij=FF|-(max LF of all immediate preceding activities - ES;) (10)

In practice, a small number of activities in the network have independent
float. An activity with no total float is called a critical activity. The free float is part
of the total float, so an activity with no total float will not have any free float,
however the opposite is not true. An activity with no free float is not necessarily
critical. It may have total float. The critical path is the longest continuous path which

links the start with the end of the network.

We have seen earlier (section 2.5.3.5) that it can be difficult and confusing to
use the total float, as it is shared with a set of activities on the same chain. At the
construction phase the independent float is useless because its value is linked to the
late finish of the preceding activities (see equation 10). Earlier events on site can be
recorded but have passed beyond control. Corrective actions and precautions can be

taken only for future activities. So in that sense the value of independent float is

redundant.

The important data for making decisions and taking corrective actions at the
execution phase are the expected start of each of the following activities and the spare
time available for the current activities. The free float is very valuable for control,
because its magnitude is only linked to the early start of the immediate succeeding
activities (see equation 8). This spare time on an activity is not shared with any other
activity in the network, so the controller on site can use it without being concerned

about the effects on the remainder of the work (as the case with total float).
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Another important property of this float is that it can be defined through the
forward pass of calculation without the need for the backward pass, as its value is
based on the early start and early finish of activity times (see equation 9). While the
definition of the value of the total float requires both the forward and backward

calculations (see equations 7,8) which are necessary to define the critical path.

This property eliminates the need for the backward calculation during the
simulation which reduces the time and cost of the network analysis. The next section
shows that by using the concept of the space queue node, it is possible to record the
value of the free float and define the critical path without the need for the backward

calculations.

4.3.3.The Concept Of Float And Critical Path In The Model:
The discussion of the concept of float will be introduced step by step on the

types of possible links in the network structure (see section 4.3.1).

1. A Chain Link :

Let us consider a simple case where the network consists of a set of activities
in chain (figure 4-6). The idle state of the work locations are represented by the

space queue nodes (i, and n), and the activities are represented by nodes A,B, and C.

In this type of network all the activities are critical because there is only one
path in the network. If all resources required are assumed to be available when they
are needed, the space queue nodes i, and n will record zero idle time through the
forward calculations. Now, suppose that the resources required to conduct activity
(B) are delayed, the space queue node (i) will record an idle time equal to the
difference between the early start of activity (B) and early finish of activity (A).
This idle time represents the value of the free float available for activity (A) (see

equation 9).
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This is a very interesting point, the inclusion of the availability of resources
created a float on the critical path. This means that if the required resources for any
activity on the critical path are expected to be delayed the immediately preceding

activity which is critical will have spare time equal to the amount of delay.

Suppose this chain (figure 4-6) is part of a network, the space queue nodes

(i, and n) behave in the same way described whether the chain is critical or not.

2. Source Link :

Let us consider activity (A) in a source link in a part of a network as shown on
figure (4-7). The space queue nodes (i, n, and p) will record zero idle time through
the forward calculation if the required resources are assumed to be available at any
time.If the resources required for all succeeding activities (B, C, and D) are delayed
(the extreme case), each of the space queue nodes records the delay on the relevant

resource.

In this case the smallest delay recorded represent the free float for activity
(A) (see equation 9). If any of the space queue nodes records zero idle time the free
float available for activity (A) will be zero. If one or more of the succeeding activities
are critical, activity (A) will be critical as well because the critical path is a

continuous path.

So, during the analysis, is is enough to know the position of the immediately

succeeding activities to decide whether or not the activity in source is critical.

3. Sink Link :

Figure (4-8) shows activity (D) which is located at a sink position in the
network structure. If activity (D) is not critical and the resources required for it are

assumed to be available, the space queue nodes (i, n, and p) will record the free float
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available for activities (A, B, and C). One of these activities will have no free float

because its early finish will be equal to the early start of activity (D).

Suppose that activity (D) is critical, one of the activities (A, B, C) will be
critical, and in this case the one which has obviously no free float. So the activity
preceding the space queue node, which records zero idle time will be critical. Now if
the resources required for activity (D) are delayed and activity (D) is critical then
the activity preceding the space queue node which records minimum idle time will be

critical.

Suppose that node (D) is the end of the network, in this case, the node (D) is
definitely critical, because it represents the end of the critical path and its early
start equals its late start. Also the activity preceding the space queue node which

records the minimum or zero idle time will be on the critical path.

Using the property of the end node, the property of the critical path as a
continuous path, and the feature of the space queue node, it is possible to define the
critical activities and the critical path as well. This is done as follows :

After conducting the forward calculation, each space queue node recorded the free float
available on its immediately preceding activity. This float is created by the

technological constraints and resource constraints as well.

Now the process starts by scanning the network backward starting at the end
node. The end node, as shown earlier (figure 4-8), is critical. If the end node is
preceded by a chain, all the activities on that chain are critical. If it is preceded by a
set of activities in parallel (figure 4-8), the activity preceding the space queue node
which records minimum idle time will be on the critical path. The defined critical

activity has only three possible types of link with the preceding activities :
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- It may be linked to a chain.
It may be linked to a set of activities in parallel, in this case the previous

solution will be applied.

- The last possibility is for it to be linked to an activity in source (figure

4-7), in this case the activity in source will be critical.

The process continues in this fashion until it reaches the start node (which is the

same as activity in source) where the critical path has been defined.

Throughout the simulation, each iteration produces a different critical path. At
the end of the simulation the number of times each activity was on the critical path
will be divided by the number of iterations to work out the criticality index of each of

the project activities.

4.4. The Structure Of The Main Network
As mentioned earlier, the main network represents the project activities, the
idle states of the work locations and the milestones in the project. The structure of

this network is based on five modelling elements :

- Activity nodes,
-Milestone nodes,

- Space queue nodes,
- Function nodes, and

-Arcs.

The symbols and the label of the logic of each of these elements are shown in figure

(4-9).
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4.4.1.

Activity Nodes

There are two types of nodes to represent project activities :

COMBINATION and NORMAL.

COMBINATION Node :

This node is used in CYCLONE to model a work task that has ingredient

constraints on the mix of resources that must be available before the work task

commences [58, pp-84].

The symbol of this node is a square with a corner slash (figure 4-9-a). It has

AND input logic and ALL output logic. This node is used in the current model to

represent an activity that has two constraints : work space or location and other

physical resources.

It is used in the same sense as in CYCLONE with the following features added to it:

The node has to be preceded by at least two queue nodes :

one represents the availability of the work location, the other represents
the availability of the resources.

It has two sets of cost :

Primary cost which includes the cost of materials and the cost of the other
resources (labour and machinery) incurred during the work it
represents.

Cumulative cost which is passed to it from the incoming flow carried by

the immediately preceding space queue node.

- It is capable of working out the variable cost of resources (labour and

machinery), added to the material cost and the cumulative cost. It then
passes the total to the out-going flow through one of the immediately
succeeding space queue nodes or accumulator nodes.

This node is used to represent all those types of activities :
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excavation, formwork, plastering ...etc. which require both the workspace

and resources.

As with CYCLONE the time duration of this node is a user defined function.
It can be specified either as a constant or as random values represented by
a probability distribution (several types of distribution are built into the

structure of the model. This will be explained in chapter five).

NORMAL Node :

The symbol of this node is a square (figure 4-9-a). It is used in CYCLONE to
model unconstrained work tasks. Thus a resource entity arriving at the input side of
this node is given free access to initiate work task processing for a period of time that

is user-defined [58, pp-82].

In the current model it is used to describe any activity which does not consume
any physical resources such as : the curing of concrete , the settlement period of the

soil under the foundation layer of the road... etc.

The logic controlling this node is the same as of the COMBINATION node except
that the NORMAL node is preceded by only one node and can not be preceded by either a

space queue node nor a resource queue node.

Since it does not consume physical resources, the node records only cumulative
costs. It receives the cost accumulated through the incoming flow and passes it to the

outgoing flow.

4.4.2. Milestone Node
These nodes are used to model the start and the end of the project, also the end

of each important part of the project. They use the concept of split-logic which is used

by the VERT network [74].
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There are two input logics for these nodes : INITIAL and AND, and seven output
logics : ALL; FILTER-1,2,3; and TERMINAL-1,2,3. The combination of these logics
are shown on figure (4-9-b). The symbol of each of these node is a rectangle divided
into three sections. The horizontal section is used for the node's label, and the vertical

sections are used to label the input and output logic. The duration of all these nodes is

zZero.

1. INITIAL-ALL Node :

This is used to initialize the start of the project. In the current model only one
start node can be used, while in VERT several nodes may be used. This node can be
assigned two parameters : time and cost.The assigned time is the date when the project
is to start, and the cost is the initial cost of moving in at the start of the work. The

node initializes the necessary work locations and resources for the starting activities.

2. AND-ALL Node :
This node has AND input logic and ALL output logic. In VERT the AND logic ls

defined as follows :

AND input logic requires all its input arcs to be successfully completed before the
combined input network flow is transferred to the output logic for the appropriate
distribution among the output arcs. If at least one of the input arcs is failure, the

network flow will be sent out to the escape arc.

The time computed for the nodes bearing AND input logic is computed as the
maximum cumulative time of all the input arcs. Cost and performance are computed as
the sum of all the cumulative cost and performance values of all the input arcs. ALL

output logic is defined in VERT as output logic which simultaneously initiates the

processing of all output arcs.
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In the current model the function of AND logic is defined as follows: AND input
logic requires all the immediate preceding nodes to be finished or realized before it
can transfer the flow to the output logic. The realization time of the node bearing AND

input logic is equal to the maximum finishing or realization time of the immediately

preceding nodes.

The cost transferred through the node with AND input logic is equal to the
sum of all cumulative cost carried by the immediately preceding nodes. ALL logic is

the output logic which initializes simultaneously the start of all immediately

succeeding nodes.

It transfers the cumulative cost to the appropriate succeeding node. This type
of node (AND-ALL) is used to link the flow through the network or to mark the end of
any phase in the project. Figure (4-10) shows an example of using this node. In this

figure node (D) will be realized when all the space queue nodes (1,2,3) are realized.

It accumulates the cost carried by all these space queue nodes and transfers
the sum to the space queue node (4). It initializes simultaneously the space queue

nodes 4, and 5.

3. AND-FILTER Nodes :

This type of node is used in the model only to represent the end of a stage at the
construction phase. These nodes have AND input logic. The function of this logic is as
defined in the previous section of AND-ALL node. They have FILTER output logic with a

function quite different from that defined in VERT. FILTER output logics are defined in

VERT as follows :
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They can initiate one or a multiple number of output arcs, depending on the

joint or singular satisfaction of time/ or cost/ and or performance constraints placed

on this node's output arcs.

The difference between the three types of FILTERs (1,2,3) is in the number
of constraints put on the output arcs and the type of input logic each can have. In the

current model the definition of the FILTER output logics are simplified to suit the

technique.

The function of FILTER in this work is the same as the function of ALL logic

with extra facility.

FILTER-1:

FILTER-1 is assigned a time constraint, so when it receives the flow from
AND input logic, it compares the realization time of the node with the time constraint
put on it. If the realization time is less than or equal to the time constraint, FILTER-1
triggers a built in register to add one to the register value. If the realization time is
more than the time constraint, the register will add zero. In both cases FILTER-1
initiates the start of all succeeding nodes and passes the cumulative cost to the

appropriate succeeding node.

At the end of the simulation experiment the value of the register will be
divided by the number of iterations to give the probability of realizing the node with

time less than or equal to the time constraint.

FILTER-2

FILTER-2 has the same function but in relation to the cost constraint.
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FILTER-3 :

FILTER-3 has both time and cost constraints. Figure (4-11) shows an
example of using this type of node. Suppose node (A) represents all substructure
works, and node (C) represents all superstructure works in a building project. Node
(B) (AND-FILTER-3) represents the end of the substructure work. If it was
estimated that the substructure work was to be finished within (X) days and (Y) units

of currency, (X) days will be the time constraint, and (Y) units of currency will be

the cost constraint.

The milestone (B) through the simulation will register the number of times
the finishing time and cost of the substructure work did not exceed the time and cost
limits.

The analysis will work out the probability of achieving these targets.

4. AND-TERMINAL Nodes :
This type of node is used to mark the end of the project. AND input logic is used

as defined in AND-ALL nodes. TERMINAL output logic is defined in VERT as follows:

TERMINAL output logic serves as an end point for the network. It is a sink for
network flow(s). TERMINAL nodes can be given a class designation, which allows for

optimization within a class as a function of time and or/ cost/ or performance values

carried by the active terminal nodes.

In VERT several terminal nodes can be used for the same network, while for
the proposed technique only one terminal node is allowed. The TERMINAL output logic

is simplified and extra functions are added to it to suit the proposed model. Three

types of TERMINAL output logic are defined:
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TERMINAL-1

It works as a sink for the network to mark the end of the project works. At
each iteration, it receives the accumulated total net cost of the work and registers its

value, and the value of the realization time of the project as a whole which is equal to

the realization time of AND input logic.

It accumulates the total cost of the idle time of all used resources and registers
this value. At the end of the simulation, this node will have data recording the
realization time of the project, the total cost of idle resources, the total net cost of the
work, and the total cost including the cost of the idle time. TERMINAL-1 has a time
constraint which is defined by the user. It has a register which works in the same

fashion as the register of FILTER-1.

TERMINAL-2

It has the same function as TERMINAL-1 except that TERMINAL-2 has a cost
constraint and two cost registers. One is to record whether the total net cost is less
than or equal to the cost constraint, the other is to compare the total gross cost with

the cost constraint.

TERMINAL-3

It has two constraints (time and cost), and three registers one for the time
parameter, and the other two for cost. With the exception of AND-TERMINAL-1,2,3,
all other activity nodes (COMBINATION and NORMAL) and milestone nodes (AND-ALL
and AND-FILTER-1,2,3) can initiate the deployment of resources at any point in the

network. The relationships between all the modelling elements of this technique will

be introduced diagrammatically at the end of this chapter.
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4.4.3. Space Queue Nodes:

The idea of the Queue node is borrowed from CYCLONE. In CYCLONE the Queue

node is used to model the idle state of a resource entity [58, pp-86].

In the proposed technique the function of this node is modified to represent the
idle state of the work location. VERT models the cost in a very complicated way. In the
current model the author created two types of Queue nodes to serve the purpose of
modelling and accumulating the cost throughout the network. They are:

Space Queue node and Space Queus node (+) with cost function.

S Q Node (without {function):

The symbol of this node is half a circle with a slash at the bottom right side
corner (figure 4-9-c). It represents the idle state of a work location. Its function in
the network is to model the technological logic (absolute logic) of the sequencing of the
project activities. The time duration recorded by this node is produced during the
running of the model. It records statistics on the idle time experienced by the work

location waiting to be occupied by the resource required to achieve a specific activity.

It receives the flow from its immediately preceding node and holds it until the
conditions of the immediately succeeding node are met. Then it releases the flow to the
next following node. The statistics of the idle time recorded by this node are the

probable values of the free float available for the immediately preceding node (being

activity or milestone node).

Space Queue Node (+)(with cost function):

The symbol of this node is a circle with a slash on the right hand side bottom
corner (figure 4-9-c). It has the same feature as the previous Queue node except that

it has the following extra function: It receives the accumulated cost carried by its
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preceding node, and passes it to its succeeding node when the conditions of this

succeeding node are satisfied. Figure (4-12) shows an example of the use of these

types of nodes.

In this figure node(A) represents plastering works, nodes B,C, and D
represent the 2nd fixing works and painting, nodes 1 to 6 represent the idle state of
work locations. Because cost is an additive function, it is not possible to pass the

cumulative cost to all parts. This is the reason for using two different types of Space

Queue node.

The cumulative cost carried by node (A) will be passed only to the Space
Queue node (1) which in turn passes this cost to node (B). The other Queue nodes 2
and 3 represent only the idle state of the work location pending the start of the
activities C, and D. The costs incurred by the work achieved by activity C and D are

passed to the Space Queue nodes 5 and 6.

In VERT, in order to model the cost, the user has to define a very complicated

relationship between different arcs in the network.

4.4.4. Function Nodes
In CYCLONE several function nodes are used, each has a predefined function in

the network such as : GENERATE, CONSOLIDATE, STATISTICS, MARK, ACCUMULATOR,

and BETWEEN functions [58,pp- 93].

ACCUMULATOR in CYCLONE has a counter function. It is used to count the
number of units produced by the system . In the proposed model two function nodes are

used: the BETWEEN node and the ACCUMULATOR node.
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BETWEEN Node :

The symbol of this node is a circle with BT label to mark the node as a

BETWEEN node . This node is used to represent the cost of any type of resource shared

by more than one trade.

For example, the crane in a building project is usually shared by the
majority of trades. It is difficult to assign the operational cost of this resource to the
project activities. Another case is the site overhead cost. It is also difficult to divide

this cost by all the project's activities. This node can be assigned the cost/time unit of

the resource it represents.

Throughout the simulation it records the difference between the time at
which it passes the cost to its succeeding node and the time at which it is initialized.
Then it works out the cost incurred during this time by multiplying the cost/time
unit by the amount of time it has recorded. It keeps this total cost in its record as one
sample and passes it to the succeeding node. At the end of simulation, this node will
have data on the total cost incurred throughout the simulation run. Figure (4-13)

shows an example of the use of this node.

On this figure nodes (S) and (E) represent the start and the end of the
project. Node(BT) represents the site overhead cost. When the project starts, the
node(BT) marks the start date, and when the project ends it marks the end date. It
then works out the duration, multiplies it by the cost/time unit to obtain the total
overhead cost of the site. Then it passes this total cost to the TERMINAL node(E), and

maintains a record of this cost. At the end of simulation the analysis will produce the

mean value of this type of cost.
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ACCUMULATOR Node :

In a construction project, it is very useful to have information on the cost of
each stage of the construction phase. This type of node is created to serve this
situation.

The symbol is a circle with an (ACC) label to mark it as an ACCUMULATOR
function node. The function of this node is 1o receive the accumulated cost carried by
any node in the network and accumulate it with other received costs then pass it to any

identified node in the network. Figure (4-14) shows how this node can be used.

In this figure node(A) represents the substructure work, node(B) the
superstructure work, nodes (M-1) and (M-2) the end of these two stages, node(E)
the end of the project. The milestone (M-1) receives the accumulated cost of the

substructure work and passes it to the accumulator node.

The milestone (M-2) only receives the accumulated cost of the
superstructure work and passes it to the ACCUMULATOR node. In this case, the user
can evaluate the total cost of each stage instead of evaluating the total cost of all stages

mixed together.

The ACCUMULATOR node adds up these costs and passes the sum to the TERMINAL

node (E).

4.5. The Structure Of Resource Networks
This type of network is used to represent the flow of each type of resource. It
is designed separately to make the network presentation readable, manageable, and

easy to change and understand. This network uses activity nodes (which are used in the

main network) to model the active states of the resource and to initiate the deployment

of the resource in question.
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The milestone and start nodes are used to initiate the resource as well. The idle state of
the resource is modelled by using two types of Queue nodes : A Resource Queue node

with Single Successor and a Resource Queue node with Multiple Successors. The

resource leaves the site at a SINK node.

1.Resource Queue Node (with a Single Successor) :

The symbol of this node is a circle divided into two parts (figure 4-15-a).
The top is used for the node's number, and the bottom part is used to mark the type of

resource this node represents. For example, (L) for labour, (M) for machinery ...etc.

This node is used when the resource flows through activities which have to be
conducted in serial fashion. It receives the flow of the resource either from the node
which initiates the deployment of this resource or from an aotivity node which
represents the active state of this resource. The node records the time at which the

resource arrives .

The resource stays idle in this node until the work location and other
ingredients of the next following activity become available. Then the node releases this
resource to flow to its next active state, and calculates the difference between the
arrival time and the release time, and multiplies the value by the number of resource

unit that stayed idle in this node. In other words, the node produces the idle man or

gang or machine.unit of time (i.e. man.days, gang.days, crew.days.. etc).

It stores this information for each iteration, so that at the end of the
simulation, it will have statistics on the idle time of the resource it represents at this
point in the network. At each iteration, the idle time recorded by all Resource Queue
nodes of each resource network will be multiplied by the cost/ unit of the resource in
question to obtain the total cost of its idle time. Then the cost of the idle time of all

involved resources will be accumulated and passed to the TERMINAL node.
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2. Resource Queue Node (with Multi-Successors)

The symbol of this node is the same as the previous node but with an
additional vertical line in the middle and slash at the base (figure 4-15-b). This node
is used when a number of activities can be carried out in parallel. It receives the flow

of the resource from its preceding node and captures the flow until the conditions of

one of its succeeding nodes are satisfied.

Then it channels the number of required units of the resource to the following
activity. If the number of units required by the following activity is less than the
number of units available, the number of units left in this node will be used to
calculate the idle time of these units alone. When the conditions of any other following
activity are satisfied the node will channel the required number of units to this

following activity.

When the resource completes the work required by the following activity, it
will return to the node to await another activity, and this continues until all the
following activities are realized. This process is controlled by a built-in priority
function linked with the nodes' number of following activities. If there is any SINK

node among the following nodes, it will have the lowest priority.

When all the following activities are realized and the resource has left the
node to continue its flow the node will work out the idle time in terms of resource
unit.time units (e.g. gang.days), and the cost of this idle time will be calculated and
passed to the TERMINAL node at the end of each iteration. This is done in the same

fashion as with the previous Resource Queue node.
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3. SINK Node :

The SINK node is represented by a triangle. Its number and the label of the
resource it represents are written inside its symbol (figure 4-15-c). This node is
used to mark the end of the work for a particular resource in the project. This node

registers the time at which the flow of the resource arrives at it.

This time represents the point at which the resource can be released from the
site. The node collects statistics on this parameter, so the user will have information

on the probable date at which a specific amount of a particular resource can be

released.

At this point, a simple example is drawn from figure (4-2) to illustrate the
functions of the Resource Queue nodes and SINK node. Figure (4-16) shows the flow of
the formwork crew through the formwork activities for the foundations in the

manufacturing hall, office building and in the store building of an industrial project.

In this figure the formwork crew is initiated at the end of the excavation
activity in the manufacturing hall. The crew flows to the RQ-node (2) and waits until
the conditions of activity (A) are met. Then it moves to node (A) to achieve the

foundation formwork activity in the manufacturing hall. It flows in the same fashion

until it reaches the SINK node (8) where it leaves the site.

Figure(4-17) shows the flow of this type of resource, but assumes that two
crews are available and activities (A) and (B) can be conducted in parallel. The
number on the top of the RQ-node (2) and SINK nodes (4) and (6) represents the

number of crew. When the two crews are initiated, they stay at node (2) until the

conditions of any of the following activities (A,B,C) are met.
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Each of the crew moves to (A) and (B), the first crew to finish its activity
flows back to RQ-node (2) then to activity (C), the other crew when it finishes its
activity, returns to RQ-node (2) then exits the site at the SINK node (4). When the
other crew finishes activity (C), it exits the site at the SINK node(6). The priority at
the RQ-node (2) is assigned first to activity (A), secondly to activity (B), thirdly to

activity (C), and finally to the SINK node(4).

4.6. The Relationships Between The Modeling Elements:
Figures (4-18) to (4-26) show the types of nodes which can precede and
succeed each of the nodes used by the model.

It has to be emphasized here that any node can not precede or succeed itself.

154



% Exgava Foundation Formwork Activities.
n

manuf
hall

: 7 > >
Manuf .
% ac’t_{u E:Ii?g % B(l?if!?ici:r?g n Biitl?jriig

Figure (4-16)

A
/. 1
Manufa
cturing
Hall
C 1
2
/Excava 2 /SFor'e
in . 2 &1 Building
manufa
Hall

/Office

Building

Figure (4-17)

155




TIPITY

COMBINATION

Figure (4-18)

156

166 8 O PO

O Z >
—r >

O Z >
—

O Z >
o m -

1,2,3

1,2,3



>

Oz >

Oz >

1,2,3

l
|
:

NORMAL

i

D 1,2,3

DIR] 1,23

Figure (4-19)

157



—

OZ>»

O Z >

1,2,3

AT

Queue
Nodes

O zZz>»

—

OZ>»

Figure (4-20)

158

OZ>»

om -

1,2,3

1,2,3



—

O Z >

O Z >

1,2,3

ve
— >
—81 A | A
N1|L
O[T
AT
NIT
D 1,2,3
BETWEEN
And
ACCUMULATOR
Nodes — AT
NI E
DIR| 1,23

Figure (4-21)

159



/
E——
| A
N| L
TIL
Resource
Queue
Single
Successor
AlA
N| L Node
D{L
Al F p———p
NI T
D 1,2,3

Figure (4-22)

160



- »
|
/
—
Pl A
N1 L
TYiL
Resource ‘—’4
Queue
ﬁ ’C > Multi-
olL Successor
Node
Al F———p
N|T
D 1,2,3

SINK

Figure (4-23)

161



1A
N|L
T(L

Starting
Node

bodd oar

Figure (4-24)

162




1,2,3

P9 Yy

AND-ALL
And
AND-FILTER-1,2,3
Nodes

£

pzd
I m -

1,2,3

Figure (4-25)

163




ozZz>
T m-

1,2,3

TERMINAL
Node

AlA
N|L
DiL

D 1,2,3

Figure (4-26)

164




Chapter Five

Utility Data
And

Next-Event Method Of Simulation

165




5.1. Introduction

As mentioned earlier (chapter three), in this thesis the C.P.M. or Bar Chart is
deemed good enough for planning at the summary level (pre-bid plan and master
plan) (see sections 1.8.1 and 1.8.2). The process of planning starts by dividing the
project into its components in developing the Project Breakdown Structure (PBS)
chart (see section 1.7). Depending on the size of and complexity of the project, the
details of PBS for the process of pre-bid and pre-construction planning may be

confined to the workpackage and functional element level.

After drawing the summary plan (pre-bid or master plan), quantity take offs
are obtained from detailed drawings, the bill of quantities and the PBS chart to define
the amount of work involved in each activity. The next stage is to estimate the time and
cost of each activity and work out the total time and cost of each stage of construction

and for the project as a whole.

For many years, contractors relied on the unit-cost system in which overall
unit cost, including the cost of labour, materials, equipment and overheads, were
applied directly to the actual quantity take offs. In the last decade, as sharp price
changes for all components occurred, requiring more clear comparison for control,
this method is becoming increasingly rare in successful companies [12]. Nowadays,
almost all successful contractors estimate new projects using separate categories and

evaluations for labour, material, equipment usage and subcontractors. This method

eases the application of the proposed model.

The output schedule for the master plan gives a rough guide to the time and

cost targets for each stage of construction, as well as the amount of each type of

resource required for achieving the construction works. The proposed model offers

flexibility in modetling the cost and its accumulation. The planner can accumulate the

cost of each stage separately and define the target cost of each stage. At the
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construction phase, each stage of the project will be monitored separately in terms of
cost variations. In other case, he can accumulate the cost throughout the project, and
the cost constraint at the end of each stage representing the cost target at this point

for the whole work from the start of the project until the end of the current stage.

Detailed planning starts after the production of the master plan and schedule.
It depends on the size of the project and its time span. Detailed construction plans can
be prepared either for part of the project or for the project as a whole. At this stage
in the plan, the Project Breakdown Structure (PBS) will be expanded to the required

level of detail which may reach the work item level (see section 1.7).

At the start, each stage of the project shown in the master plan will be studied
in isolation. The main network will be designed and drawn for each stage using the
modelling elements of the technique(activity nodes, milestone nodes, and space Queue
nodes) (see section 4.4). All the networks will then be linked together through their
interface points to obtain a main network for the part of the project under
investigation or for the project as a whole. This main network is linked to the master
plan through common milestones. These have the same time and cost targets already

defined in the master plan.

After drawing the main network, all activities and milestones will be arranged
in a list, then the quantity of work involved in each activity will be defined using the
detailed drawings, bill of quantities and PBS chart. The Space Queue nodes shown in
the network will be arranged in a separate list. From the master plan and schedule,

the main network and the PBS chart, the planner defines all types of resources

required for the work.

After defining the policy of proceeding and deploying resources, a resource

flow network for each type will be designed, using the relevant modelling elements of

167




the technique (see section 4.5). The PBS chart is of great help throughout the process

of drawing this type of network. It shows the type of work which can be achieved by

the same resource crew or by the same mixture of resources.

After drawing the resource flow networks, all the Resource Queue nodes of
each type of resource together with summary information on the relevant resource
will be arranged in separate lists. The next step of planning is to produce cost
estimates for all resources and time estimates for each activity. These are called

utility data [6].

5.2. Estimating Cost
The total cost of completing an activity and of the project as a whole includes:
- The material, labour, and equipment costs.

- The administration, supervision, and site expenses.

The first group of costs are directly related to each individual activity, they
are thus classed as direct costs. The second group comprises the indirect costs, they
are not related to individual activity duration, and generally vary approximately
linearly with project time. For this thesis the "all-in-rate" cost is adopted to define
the unit cost of each resource category. This is used as defined by the " Code Of

Estimating Practice" [29], but with the following slight difference:

The cost of items related to the site supervision, administration, and other site
expenses are considered separately under site overhead cost. This is because, unlike
other models, the technique is able to consider overhead costs directly in the
structure of the network. For details of the "all-in-rate" cost calculations, the reader

can refer to the above mentioned reference and other texts [60,123].
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5.2.1. All-In-Rate Material Cost

This is the cost per unit of material in place including the unit price charged
by the supplier, unloading cost, overhead cost (placing and expediting orders),
expected storage cost, and the cost of double handling (if materials have to be stored
off the site or far from the work location area). When the unit cost of each type of
material is defined, the total cost of materials for each activity can be calculated by

multiplying the required quantity (including a wastage allowances) by all-in-rate

unit cost.

In the model the direct cost of completing each activity consists of fixed and
variable costs. The cost of material represents the fixed cost of an activity, in a sense

that this cost is not related to the activity duration.

5.2.2. All-in-Rate Labour Cost

The rate per hour for the employment of labour depends on the type of labour
and period of employment on the project. The rate can be calculated either for a
specific category of labour or for a crew consisting of more than one category. The

calculation goes through the following stages:

1 - Determine the number of normal working hours which an operative or
crew is expected to work during a specific period or one year as required.

2 . Calculate the cost of employment during the specified period for wages,
bonus allowances, sick and holiday payments and other expenses.

3 - By dividing the total cost in (2) by the number of working hours

calculated in (1), the all-in-rate labour cost/hour will be obtained.
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5.2.3. All-In-Rate Plant Cost -

The rate per hour of plant is dependent on the type of plant and whether it is
contractor owned or hired. The calculation of the all-in-rate cost for plant items is as
follows:

1 - Determine the average number of operating hours the plant is expected to
work on the project during a specific period.

2 - Calculate capital, depreciation, maintenance, and operating costs for the
defined period.

3 - The all-in-rate for plant cost/hour can be obtained by dividing the total

cost produced in (2) by the number of operating hours calculated in (1).

After defining the cost/hour for all types of resource, it is possible to produce
the cost/hour or cost/day for gangs or crews of resources made up of several skills or
types of machinery and equipment. Figures (9, and 10) in the appendix show an
example of the make-up and cost/day for the machinery and labour resources used in
the case study in this work. Some types of equipment have to be shared by several
trades and the model is able to determine the cost of this type of equipment using the
logic of the BETWEEN node (see section 4.4.4). Figure(42-apendix) shows an

example of this type of equipment and their cost/day.

5.2.4. Overhead Cost

This includes the wages and other benefits paid to the site administrative,
management, supervisory, and technical staff. The cost of site services such as :
water, electricity, telephone charges, canteen and travelling to and from the site
expenses are also included. The cost of these items is very low at the beginning of the
work where the level of activity is relatively low. The changes in this type of cost can
be represented in the model using different BETWEEN nodes. Figure (42, appendix)

shows site overhead costs for different parts of the case study.
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5.3. Estimating Time Durations

The technique is able to consider directly in its structure only the part of the
uncertainty due to variation in the time duration of an activity (see section 1.6.1).
The effects of external interference on activity time duration are considered
indirectly. When defining the target date of the project in the pre-bid and master
plan, 10-20% of the agreed contract duration is considered as spare or contingency
time to compensate for unforeseen conditions and for the impact of those external

factors (see section 1.6.2).

The process of estim?ting the time duration of each activity is quite different
from that of C.P.M. In C.P.M or any other techniques. In C.P.M, the estimate is based
on a normal level of resourcing for each activity without considering that the same
types of activity are carried out by the same crew or resource. With the current
technique, the same types of activity are grouped together to make a production line
for a specific type of resource. This is represented by the resource flow network of

this specific resource.

The process of estimating the time duration of each activity starts by defining
the normal size of the crew or gang which is supposed to achieve the activities on the
same production line. This normal size is based on company practice, and the
planner's experience and judgement. It depends on the amount of work involved in each
activity. The size of the crew matches what is called a normal level of resourcing for

some activity, for others the size may be less or more than the normal level.

The aim of this arrangement is to provide a continuity of work for each type of
resource. It should be noted here that the technique allows changing the size of the

resource crew by using the Resource Queue and SINK nodes (see section 4.5). When

the structure of each gang and crew is designed and the size of the crew is defined at
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each stage of its resource flow network, the planner estimates the productivity of each

resource gang or crew.

His estimates are based on normal company practice, past records of the same
structure and size of the crew, and on his experience with the same types of resource.
Productivity is the amount of work which can be achieved by a worker or a crew per

unit of time. The value of productivity of a specific resource is affected by several

random variables (see section 1.6.1).

The planner produces a range of productivity figures to represent its
variability. Relying on the productivity estimates of each type of resource and on the
quantity of work involved in each activity, the planner produces an estimate for the
time duration of each activity. Throughout the process of estimating, the planner takes
into account the location of the work, the difficulties involved, the nature of the crew
make up, and other factors affecting the time duration of an activity. It depends on his
judgement of the situation. For some activities he may produce a one point estimate if
the amount of work involved is small and the variability is expected to be so small
that it can be neglected. For other activities, the variability may be expected to be

large, and in this case, he may produce a range of time estimates for their duration.

Four types of probability distribution are built into the structure of the
developed software in addition to a constant value to provide flexibility in

representing activity time duration. They are:

1. Uniform Distribution

In some cases, the type and amount of work, and the expected work
environment of specific activities makes it difficult for the planner to estimate the

most probable value of the time duration. In this case, it is easier for him to estimate

172




a minimum value which coincides with very favourable conditions and a maximum

value which matches the worst scenario. The Uniform distribution fits this case.

2. Beta Distiribution

Usually the first time estimate that naturally comes to the mind of the
estimator when considering variability is an approximation of the mode of the
distribution of possible times. The next are the extreme values (minimum and
maximum). The estimator, in many cases, may have little confidence in the
occurrence of good conditions, so his estimate of the minimum value falls closer than

the maximum value to the most likely point.

In this case the Beta distribution is a good representation of the probability of
occurrence of particular durations. The most important feature of this distribution is
its ability to represent any skewed sample. In the software, the shape of the Beta
distribution is defined by relying on these three point estimates, and by solving the
resulting cubic function to define the mean and standard deviation. This eliminates the

arrors resulting from PERT approximation.

3. Triangular Distribution

This is used for the same situation mentioned in the previous paragraph,
but where the planner feels that the variability between the three point estimates is

likely to be linear.

4. Bounded Normal Distribution :
In some cases, the planner feels that the extreme values fall at equal
distance from the mean. In the software, the Normal distribution is bounded at the

extreme values which are considered at three standard deviations from the mean.
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The sampling procedures from each of these distributions are demonstrated and
explained in almost every text written on simulation. The interested reader may refer

to the following texts [1,52,77,92,99,102,116].

The facility of representing time as a fixed value is provided in order to
represent the time duration of an activity which does not vary, such as the hardening
period of concrete (i.e. curing time) or the primary settlement period of the
foundation layer in road construction. It is also useful for those activities for which
the duration is almost certain. For example, inspection activity, testing activity

(especially in road construction).. etc.

5.4. Preparing The Data For Input And Analysis:

Three types of list ( showing data on the network structure, resources, and
time and cost estimates) are designed to facilitate the process of software
development. They are used to design all parts of the computer program, for validating
the internal logic of the computer simulation module and the output of its analysis.
They also serve the purpose of inputting the required data to the developed software.
They are:

-The Activity and Milestone list.

-The Space Queue nodes list.

-The Resource list.

5.4.1. The Activity And Milestone List

This list contains information on the sequencing logic for each activity,
milestone, and on the start and terminal nodes, together with resource information,
time, and cost. Figure(5-1) shows the data for the activity represented by a
COMBINATION node. The right hand side of this record displays the information which

is generated during simulation.
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The data required for a NORMAL node are shown on figure(5-2), it is clear
that this type of node can not be preceded by a Resource Queue node or Space Queue
node. The starting node (INITIAL-AND) information is shown in figure (5-3). The
time duration of this node is zero. It can have different times to initiate the network,
also it has an initial cost which represents the cost of moving to the site. The node is
always on the critical path. So its criticality index equals unity. Its starting time is
fixed because it initiates the start of the work. Figure (5-4) displays the record of
AND-ALL and AND-FILTER,1,2,3 milestone nodes. Their time and cost equal zero, and

they can not be preceded by Resource Queue nodes.

The data of AND-TERMINAL,1,2,3 nodes are displayed in figure (5-5). Again
these nodes can not be preceded by Resource Queue nodes, and obviously have no
succeeding nodes. They are always on the critical path, so their criticality index

equals unity. Their cost and time duration equal zero.

5.4.2. Space Queue Nodes List

This list contains data on the Space Queue and Function nodes in the main
network. Figure (5-6) shows the record of the Space Queue node. Each Space Queue
node is preceded and succeeded by only one node (either an activity node or a milestone
node). The record can be used for a Space Queue node with or without a cost function.
At each iteration, the idle time observed can be recorded together with the cumulative

cost passed to the node in the relevant field in the record.

The data for the BETWEEN node are shown on figure (5-7), where the time
period and total cost incurred in each iteration can be recorded on this record. Figure
(5-8) displays information on the ACCUMULATOR node. This node is succeeded by only
one node, and can be preceded by several nodes, each passes a cumulative cost to the

ACCUMULATOR node. At the end of the iteration the sum of the costs passed to it will be

passed to its succeeding node.
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Figure (5-1)- COMBINATION Node Data Record.
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Cum-Cost

Forward

Idle Time

Figure (5-6)-Space Queue Node Data Record.

Node-Des | Pre-Node |Succ-Node|Cost/Time Ilteration-No
Time Duration
Total Cost
Figure (5-7)-BETWEEN Node Data Record.
Pre-Nodes ;
Node- Succ- Cost G od ':\leurr?\tb':rn
Des Node ost Larrle
° Label Forward
Total Cost

Figure (5-8)- ACCUMULATOR Node Data Record.
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5.4.3 Resource Lists

The data regarding each type of resource are arranged in a separate list.
This list contains information on all Resource Queue nodes and SINK nodes in the
resource flow network, and summary information regarding the resource itself.

Figure (5-9) shows the data for a Resource Queue node with Single Successor.

The node is preceded and succeeded only by one node. At each iteration the idle
time recorded by this node is multiplied by the number of resource units (number of
gangs or crews) to obtain the idle resource time unit (such as X gang.days). The result
is recorded in the record in the relevant field. The data for a Resource Queue node with
Multi-Successor are shown on figure (5-10). This node is preceded by only one node

and succeeded by several nodes each requiring a different number of resource units.

At each iteration, if any number of resource units is left idle in this node, the
idle time will be multiplied by this number to obtain a sub-idle resource time unit.
When all the activities succeeding this node are achieved, these sub-idle resource
time unit will be accumulated to obtain a total idle resource.time unit. Figure (5-11)
shows the data for a SINK node. At each iteration, the time at which the number of
resource units is released is recorded on the record. Finally, figure (5-12) shows
the summary data on the resource. It displays the cost of the resource unit/unit of
time which is estimated or worked out before the start of the simulation (see section
5.2).

At each iteration, for each resource, all the idle time recorded by all its
Resource Queue nodes will be accumulated. The result will be recorded in the record of
figure (5-12) to get statistics on this parameter. The total idle time will be
multiplied by the resource cost/time unit to obtain the cost of the idle time of this
resource. This will be recorded in the record to be accumulated with the cost of the

idle time of other resources and passed to the TERMINAL node.
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Node- Pre- Succ- No Of

It ion-
Des Node Node Units eration-No 12

ldle Resource
Unit. time unit

Figure (5-9)-Resource Queue Node(Single Successor) Data Record

Node- Pre- Succ-Nodes

D Ilteration-No 112
es Node Label No.of.units

Sub-ldle Res.T

Total idle time

Figure (5-10)-Resource Queue Node (with multi-Successor) Data Record

Node-Des Pre-Node No.Of.Units lteration-No 1 2

Figure (5-11)-SINK Node Data Record.

Resource-Des Cost R.unlt/T.unit Iteration-No 112

Total idle Resource
Unit. time unit

Total idle
Time Cost

Figure (5-12)-Summary Data On The Resource Idle Time And Its Cost
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5.5. Next-Event Method Of Simulation

The objective of designing the main network and resource flow networks for
the project is to examine the interaction between different resources and activities,
determine idleness of productive resources, locate bottlenecks, balance the level of
resourcing to eliminate idleness and produce a workable plan and schedule. In order to
achieve this, the flow of resources through the modelled queuing system must be

studied in a manner that simulates the movement of the real world production

resources.

Since the technique is able to consider the variability in activity time
duration, Monte-Carlo simulation can be used to move the flow of resources through
their production lines (resource flow networks) and advance them from their idle
states (Resource Queue nodes) to their active states (activity nodes). The period of
time during which the resource stays active (activity duration) can be defined using
pseudo random numbers. These are used to select variants from probability
distributions (see section 5.3) that represent the randomness of the activity
durations. If the activity duration is deterministic (i.e. constant), a simple
simulation can be performed without the need for using pseudo random numbers and

sampling processes.

In both cases (constant or random duration), the movement of resources takes
place at discrete points in time. That is, the simulation of resource activity (e.g.
excavation for column foundation) is defined in terms of its starting event and its end
event. The resource is captured between the start and the end of the activity. The start
of the queuing system represented by the network is related to the movement of
resources at fixed points in time (i.e. when resource become active). Also when the
resource is delayed at the Resource Queue node, and when the work location stays idle

awaiting the availability of resources at the Space Queue node, all are discrete events

along a line representing the passage of time.
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Because of the discrete nature of the flow of resources and the state of work
locations in the network model, the procedure for simulating this system is called a

discrete system simulation [58,52,92,99,116].

In this system, the state of the modelled system is reviewed at regular time
intervals, where the changes in the system are recorded. Depending on the nature of
the modelled system, the simulation process stops after a specific amount of time or
when pre-defined conditions (such as a certain amount of production) are met. The
most important element of the discrete system simulation is the simulation clock.
There are two techniques for handling the simulation time:

- The time slicing method.

- The Next-Event method.

In the slicing method, the simulation clock is advanced in even or equal time
steps (every one or two units). After each step, the system is reviewed to see if its
state has changed since previous step. This method is acceptable if the change in the
system occurs regularly in a uniform way. However, the state of the current modelled
system changes at irregular intervals of time. On any day, many activities may start

or finish, followed by several days of no major change. The method in this case is

inefficient.

in the Next-Event method the advance of the simulation clock is based on the

scanning of the start and end event times of the activities and of other nodes in the

system as scheduled during the simulation.

The advantages of this method are that, first the time increment automatically
adjusts to periods of high and low activity during the simulation. This avoids wasteful

and unnecessary checking of the state of the system. Secondly, it makes clear when
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significant events have occurred during the simulation. This method is used to

simulate the CYCLONE network.

This section introduces a set of algorithms based on the Next-Event method to
simulate the modelled system, to balance the level of resourcing and to obtain a
schedule for project activities and resources. The readers who are not familiar with
this method are referred to Halpin and Woodhead [58] who give a full account of the

technicality of this method through a hand simulation of the CYCLONE network.

The use of this method in a hand simulation requires two types of list: An Event
list and a Chronological list. The Event list is used to schedule the events of all nodes
in the system. The Chronological list is used to move the scheduled nodes from the

Event list to increment the time and advance the simulation clock.

This section introduces the simulation algorithms as they are designed for
computer simulation. In these algorithms, there is no need for the chronological list,
because the simulation clock will be advanced by relying only on the Event list. The
simulation algorithms of the CYCLONE system [58] consist of two major routines: a
generation phase and an advance phase routine. For the current model which has more
logical elements and nodes, and where the network is not cyclic or closed, these two
routines are not enough. Therefore, a third routine is designed to suit the requirement

of the model.

Throughout the process of simulation, the records of all types of nodes (see
figures 5-1 to 5-12) are used to obtain the utility data of each node and to store the
relevant output data produced by simulation. The structure of the Event list used for
simulating the system is shown on figure (5-13). In this list the first three columns
are self-explanatory, the fourth column (ST) is used to store the Start Event Time of

any node, and the fifth column (DUR) is for storing the duration of an activity or for
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calculating the idle time recorded by any Resource Queue node or Space Queue node.

The sixth column is to store the End Event Time (E.E.T) of any node.

Finally, the last column is used only with the Resource Queue nodes to show the
number of resource units available at these nodes. The process of simulation moves
resources and schedules the start and the end of each node by observing the logical

constraints on the sequencing of activities and nodes. The simulation algorithms of the

model consist of three major routines:

1. Generation Phase Routine :

It is designed to schedule the end events of the Resource Queue nodes, Space
Queue nodes, and Function nodes. Also to schedule the start event of activity, milestone
and terminal nodes. Figures (5-14) to (5-19) show the structure of the algorithms

of this routine.

2. Compilation Phase :
This is designed to schedule the end events of an activity, milestone and
TERMINAL nodes, and the start events of Resource Queue , Space Queue and Function

nodes. Figures (5-20) and (5-21) demonstrate the process of its algorithms.

3. Advance Phase Routine :

Figure (5-22) shows the structure of its algorithm. Its function is to advance

the simulation clock(TNOW) to the minimum value of E.E.T entry in the Event list.

These routines are used continuously throughout each iteration. The frequency
of using them depends on the size and complexity of the network. Another routine, the

"criticality index routine” (see figure 5-23) is designed to define the critical path or

paths at the end of each iteration.
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At the end of the simulation experiment (i.e. after finishing the required
number of iterations), statistical analysis will be conducted on the simulation output.
Minimum, maximum, mean and standard deviation values are defined for each
parameter and displayed on the record of each node (see figures 5-1 to 5-12). This

information will be introduced in detail in the next chapter when discussing the

structure of the developed software.

Node Node Starting Duration End Event No.Of

SEQ| Number Type Time(ST) DUR Time(E.E.T) | Units

—_

OQIOiINITOO | O]~

Figure (5-13)- The Structure Of The Event List.
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}
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Initialize The Simulation
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(T= Initial Time Of
Starting Node )

}

A-3

Initialize The Start of
Initial Node
ST=E.E.T=TNOW
(because Duration=0)

!

A-4

-Intialize All its Succeeding
Nodes, move them to
the E.List
-The Start of all Succ-nodes
= TNOW
-Pass Initial Cost To One of
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Figure (5-14)-Generation Phase.
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?

Figure (5-14)-Continued.
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Figure (5-14)- Continued.
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Figure (5-15)-Resource Queue Node  Generation Phase Routine
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Figure (5-15)- Continued.
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Figure (5-15)-Continued.
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Figure (5-15)- Continued.
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Figure (5-17)- AND-(ALL, FILTER-1,  2,3) Generation Phase Routine
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Figure (5-17)- Continued.
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Figure (5-21)-Activity And Milestone Compilation Phase Routine.
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Figure (5-23)-Criticality Index Routine.
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5.6. Balancing Resources

The first simulation run may not satisfy the project targets or may result in
non-zero idle time for some resources. In this case, the model has to be manipulated
using the output of the simulation as a guide to obtain zero idle time schedule and
satisfy the project targets. The process of manipulating the model is based on the idea
that a minimum cost schedule can be obtained when the resource input and their idle

time are kept to a minimum.

The author started developing a set of algorithms to computerize the
manipulation process, but because the number of possibilities is large and the process
needs to rely on a knowledge based system, this area is left for future research
(chapter nine, para 2-b). A set of heuristic rules are developed to achieve the
balancing of resources and satisfying the project targets. They can be considered as a
base for computerization. They are :

1 - Rank the resources in the descending order of their idle time cost.

2- Study the record of each of these resources, define bottlenecks and the
critical resources which have recorded zero idle time and interrupted the
progress of the resources in question.

3 - Study the critical resources in the order of their effects, and consider the
following options for each:
a-change the deployment points.
b-change the sequence of its activities.

4 . Consider the following courses of action for each of the idle resources:
a-change the deployment points.
b-change the sequence of its activities.
c-decrease its level at the bottleneck points, and increase the level at the

points where there are critical activities, provided that the change will
not result in a part of the resource staying idle.

5 . Consider increasing the level of the cheapest critical resource.
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6 - Consider overtime for the cheapest critical resource.
7- Consider a planned break for the idle resources. In other words, plan a
return visit to the site by those resources whose activities spread along

different stages of the project (e.g. finishing trades in building project

have 1st and 2nd fixing activities).

After manipulating the model, the simulation will be run again for the same
number of iterations to allow comparison. The experienced planner or site manager

can get the desired schedule within two attempts.

5.7. Summary Of The Procedures Of Using The Model
1 - Prepare summary Project Breakdown Structure (PBS) chart.
2 - Define the method of working and the technology to be used.
3 - Prepare a summary plan {master plan) using C.P.M or Bar Chart.
4 - Produce an estimate for the time duration of each activity and the cost of
resources.
5 - Produce a summary schedule showing the project targets at each stage, and
work out a rough estimate for the required resources.
6 - Expand the (PBS) chart to the level of detail suitable for the construction
phase.
7- Design a main network for each part of the project, then link these to
obtain the main network for the project as a whole.
8 - Define the level of each type of resource and design a resource flow
network for each.
9 - Prepare cost estimate for each type of resource and time estimates
for each activity.
1 0- Compile the utility data and the sequencing logic information in a list.

11 - Conduct the simulation experiment and analysis.
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12 - 1If the output schedule has zero idle time for all resources and meets

the project target, then end.
13- Study the flow of each resource, define the bottlenecks and decide a course
of actions.
14 - Change the utility data of the nodes affected by the chosen actions.

15- Go to step 11 to repeat the process until satisfied.

The next chapter introduces the structure of the software, its analysis, and

outputs. The case study in chapter seven demonstrates in detail how the model can be

used and its capability.
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6.1. Introduction

The advances achieved in semiconducting and computer technology since the
turn of this decade produced small, powerful, cheap and portable computers. The mass
production of these machines makes it possible for almost everybody in any business
to use computers for handling administrative works and the data generated throughout
the business. Nowadays, microcomputers with very powerful capacity are available in
the market with cost less than a small car. This means that any contractor can afford

to buy the hardware necessary for site operations.

The major objective of the developed technique is to help site personnel to plan
and control their work. This means that the software required should be written for
microcomputer use to enable the site staff to use the technique and its analysis. This
also means that the input procedure should be clear, user friendly and understandable
for those people with no knowledge of programming. The output of the analysis should

be in a format suitable for direct use by the site staff.

The software is written for an ACT-Apricot PC-XI microcomputer with the
following capacity :

- 256 KB(kilobytes) expanded to 768 KB.

- 8087 mathcoprocessor to speed the mathematical calculations.

- 5 MB winchester disk storage.

- 315 KB floppy disk storage.

MS-DOS version 2.11 is used as an operating system, and Micro-Soft BASIC version
5.28 as a programming language to develop all the programs. The compiled version of
the package is produced, after validating the structure and the input-output of all the

programs, using Micro-Soft BASIC Compiler version 5.38.

The final version of the package reaches 387034 bytes in size in a compiled form.
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6.2. The Development Process And Difficulties

The purpose of this chapter is to introduce and describe the software and to
provide some guide to the way in which it can be used. The chapter begins with

assessment of the difficulties encountered during the work in developing the software

and validating its structure.

It is understood that the only way of validating the structure and the output of
any computer program is to run the computerized model by hand and compare the

output of each stage with the output produced by the computer.

For analytical models based only on mathematics, the validating process is
straightforward and relatively easy, but with simulation systems as is the case of the
current model, this process needs team-work because of the sheer volume of input

and output data and the complexity of the analysis.

A hypothetical project was designed for the purpose of developing the software
and validating its internal logic and analysis. Its activities and their time durations

cover all types of nodes and probability distributions of the model.

This hypothetical project is used in this chapter to introduce the input-output

of the package and its capability.

The package consists of a flexible data base for storing the data required to
represent the model and to run the simulation; a simulation routine; and a set of

programs to produce reports on the simulation experiment and its analysis.

The format of the records for all types of node introduced in chapter five (see

figures 5-1 to 5-12) is used for developing the necessary data files in the programs.
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The structure of the package is divided into three separate modules : Input,
simulation, and output modules. They comprise thirteen main programs to handle the
input, the simulation process, and the output of the model. Another five programs are
designed to control the access to the main programs and to regulate the transfer of data

between them. This is achieved through eighteen main menus and several sub-menus

within the software structure.

Each program of the input module creates a random access file to store part of
the input data. It has several subroutines which provide a facility for adding, deleting,
changing, sorting, and accessing any piece of information stored in the data file.

The structure of each data file is designed to match the form of records introduced in

chapter five (see section 5.4).

The utility data of the hypothetical project are used to design and debug all the
programs of the input module. The main difficulty here is not only to design a flexible
data base which can be linked to other programs in the future, but also to provide

error trap routines to prevent inputting the wrong data to the wrong file.

Many prompts are provided in all programs to draw the user's attention to the

wrong input which provides the opportunity to correct any mistakes.

The second part of the package is the simulation module. It represents the core
of the software. The speed of calculation and data processing is a crucial factor
affecting the efficiency and usability of computer simulation. It would not be practical

if each iteration of the simulated model takes too long a time to achieve.

For this reason extensive efforts have been made to design a simulation

program which can achieve simulation with maximum speed. A special program is

designed to create what are called working data files. This program checks all the data
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files created by the input module to make sure that all the data required for
simulation are input to the system, otherwise the program instructs the user to go
back to the input module to provide complete data for the system. If the data are
complete, this program creates new data files which have the same utility data as the
original data files, but their records are linked together according to the sequencing

logic between the nodes of the main and resource flow networks.

With this method each record in each file is linked at the front and back ends to
the appropriate records in the same file or another file according to the logic in the

technique. This eliminates the need for searching the data files (which takes

considerable time) throughout the simulation process.

The validating stage of this program took plenty of effort and a long time to
achieve. At each point a printout of the content of all the records of eleven data files
are produced and checked figure by figure to make sure that the program transfers
and links the right information to the right records in the new data files. When any
error is spotted in the program, the process is repeated again, and in many cases the
structure of the original data files are changed in order to produce more efficient
codes and gain more speed for the simulation process. Obviously, this results in the

need for debugging the input module again and again. This validation process took

many months to achieve.

The second major program of the simulation module contains the actual
simulation routines and analysis. This program relied on the working data files

created by the previous program for loading the required data and storing the result of

the simulation process and analysis.
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The main problem of validating the internal structure and the output of this

program is the enormous volume of coded data which the program handles throughout

each iteration.

In order to make sure that the program follows the algorithms of the model and
produces correct results, an iteration of the hypothetical project network is
performed on the computer. The values of all random numbers, and all lists of coded
data used and produced by the program throughout this iteration are printed out. Then
the network is simulated by hand using the same random numbers which are used in
the computer run. By comparing the data generated at each stage in both hand
simulation and computer run, errors in the structure and the output of the program
are defined and corrected. One can imagine the difficulties of this process and the
length of time required to achieve it. In correcting each error, the author had to work
through more than 500 pages of tables full of figures and codes to make sure that the

results obtained using the program match those produced by hand simulation.

The third part of the package is the report module. Validating this model was
relatively easy, and less time consuming than the other two. Because it displays and

prints out the results produced by the simulation module which is already debugged

and validated.

The development of the package together with the daunting problems of these
validation procedures consumed considerable time of this research.
The following sections introduce the hardware requirement to use the package ,

describe the structure and the input-output of each program in detail.

6.3. Hardware Requirements

The aim of designing the package in the form of modules and separate programs

is to minimize the need for keeping the whole package inside the RAM. Each part of
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each module can be loaded from the external storage separately and automatically by a

set of main menus designed for this purpose.

The simulation routine is designed to rely on external storage for loading the
necessary input data and for storing the output of the simulation. This puts no
restriction on the size of the network the package can handle, because the network data

are not stored in the RAM.

The minimum hardware requirements for using the package are:

- A microcomputer that can use any version of MS-DOS as an operating
system.

- A minimum of 256 KB RAM to accommodate the operating system and the
simulation routines.

- External storage with a minimum capacity of 600 KB, 400 KB to store the
package and 200 KB for storing the input-output of a medium size network.

- A printer to produce hard copy of the output schedule and the analysis.

6.4. The Structure Of The Package

A small program called " VC.EXE" is designed to display summary information
on the structure and functions of the package. The user can start the package by typing
"\/G" which loads the "VC.EXE" program and displays the information that guides him
through all parts of the package. The "CR" key loads the program called "MM.EXE"

which displays the main menu of the package which is shown on table (6-1).

VERT-CYCLONE main menu
1- Input Module.

2. Simulation Module.
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3- Report Module.

4- Exit To The System,

Table(6-1) - Main menu.

This menu gives the user the opportunity to access each part of the package and also to

exit the package to the operating system.

The program "MM.EXE" channels on the request of the user. It loads one of the
following programs:
- IM.EXE (to load the menu of the Input Module).
- SM.EXE (to load the menu of the Simulation Module).
- RM.EXE (to load the menu of the Report Module).
On exiting the package, "MM.EXE" program closes all the opened files and passes

control to the operating system.

6.4.1. Input Module

The input module consists of six separate programs designed to create data
files for the project networks and the utility data. The structure of the data files
mirrors the records of all the types of node introduced in chapter five (see figures 5-

1 to 5-12).

This module allows the user to create the data base for the new project and to
change the data of an on-going project or of the project under study.
Each of the programs has a large number of prompts to guide the user. There is also an
extensive list of error messages. When option (1) is chosen in the main menu (see
table 6-1), the program "MM.EXE" loads automatically from the external storage the

program "IM.EXE" which displays the Input Module main menu which is shown on

table (6-2).
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The first six options of this menu are designed to create six different random

access data files representing the structure of the project's main network and the

flow networks for all the necessary resources.

Three types of resource are modelled in this data base: Labour, machinery,

and equipment and tools (such as scaffolding, concrete slipform ...etc ).

Input Module Menu

1-Summary Data On Project Network Specifications And Resource

Flow Networks.
2-Detailed Data On The Activity And Milestone Nodes.
3-Detailed Data On The Space Queue And Function Nodes.
4- Detailed Data On The Labour Resource Network. '
5- Detailed Data On The machinery Resource Network.
6- Detailed Data On The Equipment Resource Network.
7- Return To The Main Menu.

8- Exit To The System.

Table (6-2) - Input Module Menu.

6.4.1.1. Project Network Specification Data File :

The first option of the input module menu loads a program called "NET.EXE ".
This program creates a data file containing general information on the project
network and resources. This data file has one record only of 255 bytes, and has a six

letter name with "DAT" as an extension.

The first three letters of the name of any data file in the package represent the

project number (to distinguish between the data base of different projects). The

second three letters are used to mark the type of the data file.
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For example : P10SPC.DAT represents a data file containing the specification

(SPC) of the network and the resources for the project number (10). DAT stands for

data file.

The aim of creating this type of file is to control the structure and the number

of records of other detailed data files of the same project.

The program "NET.EXE", at the start, displays a menu which allows the user to
create a data file for a new project, to change the content of the same type of file of the
project under study or under control, and to list the content of the file to check if any
part of it is in need of change. The structure of this menu is shown on table (6-2-1).
All input module programs have the facility to produce hard copy of the content of the
data file they create. This gives the user the opportunity to check his input. Also,
several error trap routines are built into the structure of each program which warn
the user of any illogical input, and give him the chance to check the input and correct

it if necessary.

Project Network Specification Input Menu

1- Create A Data File For A New Project.
2- Change A network Specification Of An Old Project.
3- List A Network Specification.

4- Return To Input Module Menu.

Table (6-2-1) - Project Network Specification Input Menu.

A print-out of the content of the SPC.DAT file of the hypothetical project is shown on

figure (6-1).
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The main network of this project has 24 activity and milestone nodes, 29
Space Queue and Function nodes, 8 labour resource categories, and 2 machinery

resource categories: The flow network of each resource category has a different

number of Resource Queue nodes.

6.4.1.2. Activity And Milestone Nodes Data File

The second program of the input module which is loaded by the second option on
the menu (table 6-2) is called "IA.EXE". This program creates a random access file
for storing data on the network activities and milestones. The data for each node are
stored in one record of 255 bytes. The file created by the program is stored under the

name AND.DAT. Figure (6-2) shows a sample of the content of this type of file.

In this figure the data of each node includes: the technological logic controlling
its position in the main network; the resource dependencies (i.e. preceding and
succeeding Resource Queue nodes); the time duration (type and values), and the fixed

and variable costs.

The program "IA.EXE" has a main menu shown on table (6-2-2-a), and a
secondary menu shown on table (6-2-2-b). This is to facilitate the process of
creating a detailed data file on the activity and milestone nodes of a new project,
deleting or, adding new nodes to an old project network, and changing the utility data

of some nodes of an old project network.

Main Network Data Input(main menu)

1- Create A Data File For The Network Of A New Project.
2. Change The Network Of An Old Project.

3- Return To The Input Module Menu.

Table (6-2-2-a)
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PROJECT DESCRIPTION :

SCBOOL BUILDING

NETWORK SPECIFICATION.
RO O OOROROR XS K KKk k%

1-NO OF ACTIVITY AND DECISION NODES (MAX 9998): 24
2-NO OF SPACE Q-NODES AND FUNCTION-NODES(MAX 39998) : 289

GENERAL INF ON THE RESOURCES INVOLVED.
KKK KR KKK KR KOKROK KKK K KO K KK K KRR K XXX

A-LABOUR RESOURCE.

1 -NO OF Q-NODES(MAX 89) OF LABOUR CATEGORY NO : 1 IS 2
2 -NO OF Q-NODES(MAX 939) OF LABOUR CATEGORY NO : 2 IS 2
3 -NO OF Q-NODES(MAX 99) OF LABOUR CATEGORY NO : 3 IS 3
4 -NO OF Q-NODES(MAX 99) OF LABOUR CATEGORY NO : 4 IS 3
5 -NO OF Q-NODES(MAX 89) OF LABOUR CATEGORY NO : 5 IS 3
6 -NO OF Q-NODES(MAX 99) OF LABOUR CATEGORY NO : 6 IS 2
7 -NO OF Q-NODES(MAX 98) OF LABOUR CATEGORY NO : 7 IS 2
8 -NO OF Q-NODES(MAX 99) OF LABOUR CATEGORY NO : 8 IS 2

B-MACHINARY RESOURCE.

-NO OF Q-NODES(MAX 99) OF MACHINARY CATEGORY NO : 1 IS
2 -NO OF Q-NODES(MAX 99) OF MACHINARY CATEGORY NO : 2 IS

—
oo N

C-EQUIPMENT RESOURCE.

Figure (6-1)- The Content Of Project Network Specification Data File.
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DETAIL DATA OF THE MAIN NETHORK
AR KA KKK KKK KRR KK K K

1 NODE’S LABEL : d- 5

NODE’S TYPE : 28
NODE’S DES . START
NO.OF.SUCC-NODES: 3 NO.OF. SUCC-R-Q-NODES: 1
NO LABEL LABEL NO.UNIT
1 s- 15 ml -1 1
2 s- 20
3 f- 10
STARTING TIME= 10 INITIAL COST= 1000

2 NODE’S LABEL : a- 25

NODE’S TYPE : 10
NODE’S DES : EXCAV-1
NO.OF. PRE NO. OF. SUCC NO.OF . PRE NO. OF . SUCC
NODES: 1 NODES: 1 R-Q-NODES: 1 R-Q-NODES: 2
NO LAREL LABEL LABEL NO.UNI LABEL NO.UNI
1 s- 15 s- 35 ml -1 1 ml1l -1 1
2 11 -1 2
ESTIMATED TIME DURATION
TYPE MIN MAX MEAN S.D
NORMAL 6 4.5 7.5 5
FIXED COST= 1000 VARIABLE COST/TIME UNIT= 500
3 NODE’S LABEL : a- 30
NODE’S TYPE : 10
NODE’S DES : EXCAV-II
_ﬁéjég.PRE NO.QF. SUCC NO.OF. PRE NO.OF. SUCC
NODES: 1 NODES: 1 : R-Q-NODES: 1 R-Q-NODES: 1
NO ~i;£££ _____ igééi__A— LABREL NO. UNI LABEL NO.UNI
1 s 20 s- 40 -1 1 o1 :
ESTIMATED TIME DURATION
——%;;E ——————— QIN MAX MEAN S.D
NORMAL 5 4.25 5.75
FIXED COST= 700 VARIABLE COST/TIME UNIT= 500

Figure (6-2)- Activity And Milestone Nodes Data File.
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8 NODE’S LABEL : a- 75

NODE’S TYPE : 11
NODE’S DES : CURING-I
NO.OF.PRE-N: 1 NO.OF.SUCC-N: 1 NO.QF.SUCC-RN: O
NO LABEL LABEL LABEL NO.UNIT
1 a- 85 s- 85
ESTIMATED TIME DURATION
TYPE DURATION
CONSTANT 7

10 NODE’S LABEL : d- 95

NODE’S TYPE : 18
NODE'S DES i FRAOR 1 FINISHID
g?;?ﬁ,PRE—N: 2 N0.0FT§66C~N: 2 NO.OF. SUCC-RN: 1
wo e P Lo v ot
p v cuwo
TIME CONSTRAINT= 48 COST CONSTRAINT= 33600

11 NODE’S LABEL : a- 110

NODE’S TYPE : 10
NODE’S DES  : B.HWORK
NO.OF . PRE NO.OF . SUCC NO.OF.PRE NO. OF . SUCC
NODES: 1 NODES: 3 R-Q-NODES: 1 R-Q-NODES : 4
NO LABEL LABEL LABEL  NO.UNI LABEL NO.ONI
1 s- 105 s- 115 12 -1 1 12 -2 1
2 s- 120 13 -1 1
3 s- 125 14 -1 1 51
4 15 - 1 1 ~
ESTIMATED TIME DURATION :
TYPE MIN MAX
UNIFORM 6 8
FIXED COST= 2000 VARIABLE COST/TIME UNIT= 400
24 NODE'S LABEL : d- 265
NODE’S TYPE : 27
NODE’S DES  : END
NO.OF . PRE-NODES= 3
————— NO LABEL
L s- 260
5 £~ 10
5 £~ 100
TTME CONSTRAINT= 93 COST CONSTRAINT= 30000

Figure (6-2)- Continued.
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Main Network Data Input{(secondary menu)

1- Change The Data Of The Network.

2- Add Or Delete Nodes Within The Network.
3- List The Contents Of The ADN.DAT File.
4- Print The Content Of The ADN.DAT File.

5- Return To The Previous Menu,

Table (6-2-2-b)

The secondary menu is loaded by the second option of the main menu.

The program sorts the records of the ADN.DAT file in the ascending order of the

node's number in the main network. It also contains a search routine, by which the
record of any represented node can be accessed and displayed on the screen. All the
programs of the input and report modules have the facility of sorting and searching

the data file.

6.4.1.3. Space Queue And Function Nodes Data File

The third program of the input module is called "SI.EXE". This program creates
a random access file called SQN.DAT, with a record size of 100 bytes. This file stores

detailed data on the Space Queue and Function nodes in the main network. Figure (6-

3) shows a sample of the content of this file.

In this figure, the node number 10 represents a BETWEEN node which models
the overhead cost. Nodes 15, 20, and 260 are Space Queue nodes which represent the
idle state of work locations. Node number 100 represents the ACCUMULATOR node
which accumulates the cost along the network. Like "IA.EXE", "SI.LEXE" has two menus,

a main menu shown on table (6-2-3-a), and a secondary menu shown on table (6-2-

3-b).
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COPY OF THE CONTENT OF S@N.DAT FIL
THIS FILE HAS: 29  SQNODES. B
************************************

1 NODE’S NUMBER= 10
NODE’S TYPE = 1
NODE’S DESCRITION: OVERHEAD-COST
PRE-NODE’S NUMBER OR NO OF NODES PRE-ACC NGDE= 3
SUCC-NODE’S NUMBER: 265
COST/TIME UNIT= 100

2 NODE’S NUMBER= 15
NODE’S TYPE = 3
NODE’S DESCRITION: READY TO EXCAV-I
PRE-NODE’S NUMBER OR NO OF NODES PRE-ACC NODE= 5
SUCC-NODE’S NUMBER: 25

3 NODE’S NUMBER= 20
NODE’S TYPE = 4
NODE’S DESCRITION: READY TO EXCAV-II

10 NODE’S NUMBER= 100
NODE’S TYPE = 2
NODE’S DESCRITION: ACC-COST

29 NODE’S NUMBER= 260

NODE’S TYPE = 4
NODE’S DESCRITION: PAINTING FINISHED

PRE-NCDE’S NUMBER OR NO OF NODES FRE-ACC NODE= 255
SUCC-NODE’S NUMBER: 265

Figure (6-3)- Space Queue And Function Nodes Data File.
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Space Queue And Function Nodes Data Input(main _menu)

1-Create S.Q.Nodes And Function Nodes Data File For A New Project.

2-Change, List, Produce Hard Copy Of The Content Of SQN.DAT File Of An Old

Project.

3-Return To Input Module Menu.

Table (6-2-3-a)

Changing Data Of S.Q.Nodes Data File Menu

1-Change The Data Of S.Q. And Function Nodes.

2-Add New S.Q. And Function Nodes To The File.

3-List The Content Of The SQN.DAT File.

4-Produce Hard Copy Of The Content Of The SQN.DAT File.

5-Return To The Previous Menu.

Table (6-2-3-b)

6.4.1.4. Resource Data Files

The other three programs of the input module are designed to create data files
for each type of resource (labour, machinery, and equipment and tools).
The structure of these programs is the same. They are called "LI.LEXE" (for labour

resource), "MI.LEXE" (for machinery resource), and "ELEXE" (for equipment and tool

resource).

Each program creates a random access file with a record size of 100 bytes.
These files are: LQN.DAT, MQN.DAT, and EQN.DAT. A number of records equal to the

number of resource categories are allocated at the beginning of the file to store data on

each resource category.

These data include : the number of Resource Queue nodes in the flow network of

this resource category this record represents, a description of the resource category,
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DATA OF LABOUR RESOURCE CATEGORY NO= 1
R AR KK KKK KA KK KKK AR K K KKK K K K KA

THE NUMBER OF RQNODES =2
LABOUR CATEGORY DES :FORMWORK CREW
UNIT RATE/TIME UNIT = 700

1 NODE’S NUMBER= 1
NODE’S TYPE = 8
PRE-NODE’S NUMBER= 25
PRE-NODE’S TYPE = 10

NO. OF. SUCC-NODES= 3

NO SUCC-NODE NO SUCC-NODE TYPE
1 45 10
2 50 10
3 2 9

2 NODE’S NUMBER= 2
NODE’'S TYPE = 9
PRE-NODE’S NUMBER=
PRE-NODE’S TYPE =
NO.OF. UNITS =

DATA OF LABOUR RESOURCE CATEGORY NO= 2
HOK K KKK K K H AR AR R A K AR KKK F K KKK K

THE NUMBER OF RQNODES = 2

LABOUR CATEGORY DES :B. WORK CREW
UNIT RATE/TIME UNIT = 400

1 NODE’S NUMBER= 1
NODE’S TYPE =7
PRE-NODE’S NUMBER= 95
PRE-NODE’S TYPE = 18
SUCC-NODE’S NUMBER= 110
SUCC-NODE’S TYPE = 10

9 NODE’S NUMBER= 2
NODE’S TYPE = 9
PRE-NODE’S NUMBER=
PRE-NODE’S TYPE = 10

Figure (6-4) A Sample Of The Content Of LON.DAT File.
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and the cost of the resource unit/time unit. The rest of the records are allocated for
storing data on the Resource Queue nodes of each resource category.

A sample of the content of LQN.DAT file is shown on figure (6-4).

Each of the resource data programs (LI.EXE, MI.EXE, and EI.LEXE) has a main
menu shown on table (6-2-4-a) and a secondary menu shown on table (6-2-4-b).
The program sorts the records of this data file in the ascending order of the resource

category and the Queue node's numbers of its flow network.

Labour Resource e N Data In main_men
1-Create L.R.Q.Nodes Data File For The New Project.
2-Change, List And Produce Hard Copy Of The Content Of L.R.Q.Nodes Data
File.

3-Return To The Input Module Menu.

Table (6-2-4-a)

Labour R.Q.Nodes Data Input(secondary menu)

1-Change The Data Of The L.R.Q.Nodes.

2-Cancel Some L.R.Q.Nodes.

3- Add New Resource Queue Nodes To LQN.DAT File.
4-List Part Or The Whole Content Of LON.DAT File.
5-Produce Hard Copy Of The Content Of LQN.DAT File.

6-Return_To The Previous Menu.

Table (6-2-4-b)

6.4.2. Simulation Module
As mentioned earlier, the simulation module has two large programs.

The first program is called "S1.EXE", it is designed to create working data files for the

simulation process. During the simulation, each record of each of the data files created
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by the input module has to be accessed to retrieve the necessary data on the sequencing

logic, time, and cost.

This requires a continual search of all the random access files which is time
expensive, increasing the calculation time of the network and reducing the efficiency

of the simulation program. The "S1.EXE" has the following functions :

-To scan the SPC.DAT file to ensure that the detailed data files (ADN.DAT,
SQN.DAT, RQN.DAT files) are created and have the necessary data for the
simulation process.

-To create new data files which have the same data as the original data files,
but in a coded form and their records are linked together forward and
backward according to the sequencing logic stated in all the networks.

These working files are : AND.SIM, SQN.SIM. and RQN.SIM files.

The second program is called "S2.EXE". It conducts the simulation process and
analyses its output. The structure of this program is based on the same simulation
algorithms which are introduced in chapter five. A large number of subroutines were

designed to handle all types of logic and control the flow of the simulation process.

Throughout the simulation, the program accesses all the working files to load
the necessary input data in the memory and store the output data in the relevant file.
Also, the program creates a random access file called TER.SIM to sore the completion
time, the net cost, the idle time cost of all resources, and the total cost of the project
at each iteration. At the end of the simulation this file and part of the structure of the

other working files will have statistics on the time and cost of each activity, each

stage and the project as a whole.
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The program has a set of statistical analysis routines which access these files
to conduct statistical analysis on the simulation outputs and store the results in a

special section of the structure of the working files and TER.SIM file.

The simulation module is loaded by the second option of the main menu (table
6-1). The program "MM.EXE" loads the simulation module menu program "SM.EXE".

This program displays the simulation menu of which is shown on table (6-3).

Simulation Module Menu

1-Create Working Files.
2-Run Simulation And Statistical Analysis.

3-Return To The Main Menu.

4-Exit To The System.

Table (6-3)

The first option of this menu loads the program "S1.EXE" which creates the o
working files. The "S1.EXE" program has a menu as well to allow the user access to
the input module menu in case the necessary data files are not complete.

The structure of its menu is shown on table (6-3-1).

Working Files Menu

{-Create Working Files For The Simulation Process.

2_Exit To The Input Module Menu.

3.Return To The Simulation Module Menu.

Table (6-3-1)
The second option in table (6-3) loads the simulation program "S2.EXE". This

program checks whether all the necessary working data files are created. If not, the

program prompts the user to go back to the simulation module menu and then to the
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input module menu to create what is necessary. The menu provided in this program is

shown on table (6-3-2).

Network Simulation Experiment Menu

1-Run Simulation And Statistical Analysis.

2-Return To The Simulation Module Menu.

Table (6-3-2)

The number of iterations is input by the user, and the program displays on the screen
an estimate of the time duration of each iteration and for the simulation experimen