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SUMMARY 

This investigation was concerned with the study of the various aspects of 
the theory of bidding strategy. 

This study was conducted using two methods. The first method is that of 
analysing actual bidding data by attempting to fit known statistical 
distributions to them. However, the amount of bidding data available 
was not enough to draw general conclusions and an alternative method was 
sought, 

The second method is that of computerised simulation using pseudo-random 
numbers to sample from theoretical distributions. A sub-routine to 
generate pseudo-random numbers was developed and tested. The influence 
of important parameters like the number of competitors, the estimation 
accuracy, the applied mark up and the effect of the job value were studied, 
A study of the break even mark up was also conducted. The simulation 
results obtained compare very well with those available in the published 
literature. 

A complete listing of all the computer programs developed is presented 
together with their flow charts. 

BIDDING STRATEGY COMPUTERISED SIMULATION
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CHAPTER ONE 

INTRODUCTION 

There are some contractors who believe, with justification,that 

contracts are won or lost by sheer chance. However, a fact that can- 

not be denied is the existence of a relation between the bid price and 

the probability of winning the tender. Every bid submitted is 

sandwiched between the two limits of: being too high and, thus, 

ensuring a profit, if successful, but having a low probability of 

success, or, being too low and thus resulting in a loss but having a 

high success rate. The probability of success, associated with bid 

prices between these two limits, has been a subject for research 

carried out by several authors, which resulted in the introduction of 

various models capable of estimating this probability. 

Most of the bidding strategy models are aimed at maximizing the 

expected value of the contractors profit. In some special cases the 

contractor's objective from tendering is not making a profit and some 

models which take the contractor's work load into consideration were 

also introduced. 

In general, bidding strategy models require the analysis of the 

past behaviour of the contractor and his competitors in order to predict 

their future behaviour. Therefore a large volume of relevant bidding



data is required; this is a problem in itself for civil engineering 

contracts, where it can be said that no two contracts are alike. 

Another problem associated with bidding data is its availability, 

as most contractors are reluctant to give any information which they 

fear can be used to discover their strategies and/or bidding behaviour. 

However, two sets of data were obtained for this investigation and 

their analysis is presented in Chapter 4. 

An alternative approach to bidding strategy is that of applying 

operational research techniques solved by numerical methods. A widely 

used numerical method is that of simulation which uses random sampling 

in the solution process. The use of random numbers is central to the 

application of a simulation technique, and the accuracy of the results 

depend on their degree of randomness. Pseudo-random numbers are the 

form of random numbers suitable for computer programming and a sub- 

routine for their generation was written and tested. 

Several concepts of the theory of bidding strategy were studied 

and the influence of important parameters, such as the number of 

competitors, the estimation accuracy, and the applied mark-up were 

analysed using computerised simulation. The results of these 

investigations are presented in Chapter 5. 

During the time period available for this research, it was not 

expected that all aspects of a theory as wide and as diverse as that 

of bidding strategy would be covered. Therefore, some important



bidding situations were not simulated, due to the lack of time, and 

were left as subjects for future research. A brief summary of these 

situations is presented in Chapter 6. 

The objective of this work was to investigate the possible appli- 

cation of the technique of computerised simulation to study the effects 

of the various bidding parameters (e.g. number of competitors, estimation 

accuracy and job value) on success ratio, average net profit, etc. A 

set of typical situations is arrived at, which can be used by a contractor 

to supplement, not replace, his subjective assessment of a particular 

bidding situation.



CHAPTER TWO 

ESSENTIALS OF STATISTICAL THEORY 

2.1 Introduction 

The method used by a contractor to achieve his aims from entering 

into a bidding competition is called the bidding strategy of the contractor. 

The fact that, even when using the same strategy, the contractor might 

finish at either end of his competitors range of bids for different 

contracts, justifies the belief that contracts are won by the chance 

occurrence of some estimator's mistake. Although the winning of a 

contract with the required profit margin remains an uncertainty, several 

models have been ape to assist the contractor by predicting the 

success ratio associated with each mark-up he may decide to use. All 

these models, which will be described in the next chapter, are based on 

studying the bidding history of the contractor and his competitors in 

order to predict their future behaviour. Statistical theory, which can 

test if data sets are representative of a wider group and test if con- 

clusions based on it can be applied to the whole group, is used exten- 

sively in bidding strategy. 

For the convenience of reference, a summary of some of the 

essential results of statistical theory is presented in this chapter.



2.2 Averages 

An important way of describing a group of numbers is averaging, in 

which a single numerical value represents the group. There are three 

averages: the mean, the median, and the mode, of which the most conmoniy 

used is the mean. There are three types of means,[1]: 

1) The arithmetic mean: This is the average of a set of 

numbers and is given by: 

AM = x = 34 | (2.1) 

where x = the value of each score to be averaged 

n = the number of scores averaged. 

2) The harmonic mean: This mean is used when the time 

factor is the variable and is given by: 

HM = —2 (2.2) 
= (=) 

  

1 
X 

3) The geometric mean: This method of averaging cannot be 

used when one score is zero or has a negative value 

and is given by: 

Oise VY (x-\ix,)..... (x_) (2.3) 
n 

The mean is defined as that point about which the sum of the 

deviations is zero. The deviations are sometimes referred to as moments. 

The median is defined as the point in a distribution with an equal 

number of cases on each side of it.



The third average, the mode, is defined as the datum value which 

occurs most frequently. It can also be defined as the midpoint of the 

interval containing the largest number of cases in a frequency table. 

The mean deviation, M.D., of a set of variates is defined as the 

arithmetic mean of their absolute deviations from their arithmetic mean: 

ma M.D = — 

i
S
 

(2.4) 
  

  

i=] 

It is important to distinguish between the true population 

parameters and those of a sample of n randomly selected observations. 

If the population has a mean (u) and a standard deviation (co), then 

the sample mean (x) is an intuitive estimate of (u). 

The variance of the sample (s2) is given by: 

J n 

+e acy. - (x, - x) (2.5) 
i=] 

The standard deviation is the positive square root of the 

variance: 

oo _ xy248 
S=[ n-1 e (x, x)" J (2.6) 

In the rare case when the population mean (u) is known then the 

variance (o°) is given by: 

(2.73



and the standard deviation is: 

n 

Baty a) (2.8) 

However it -can be shown that 52 is an unbiased estimate of the true 

population variance 0°, eae 

2.3 Probability distribution 

An important concept in probability is the idea of a probability 

distribution. These distributions can be of a variable (X) which takes 

- a discrete or continuous form. 

In the discrete case, a variable (X) can take values 

and P. =. forall i. This defines a discrete probability distribution 

for X Fig. (2.1). The probability that X takes a value of (x) is 

denoted by P(X = x), and the sum of the probabilities is defined as: 

n 
eo Py 8.1 (2.9) 

The expected value E(X) is given by: 

E(x) = X=D. (2.10) 

o
d
 
oS
 

The observations of a continuous variate can be plotted as a 

histogram. As the number of observations is increased, the histogram 

approaches a smooth curve called the frequency curve, Fig. (2.3).
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If the height of this curve is standardised, so that the area 

underneath it is unity, it is called the probability curve. The 

probability density function (p.d.f) f(x),is the height of the probab- 

ility curve at a point x. From definition: 

f- t(x)dx = 1 (2,11) 

And the expected value is given by: 

E(X) = Sxf(x)dx (2.12) 

In the continuois case the probability of an observation falling 

in a given range can be found only and is given by: 

X2 
P(x, < ¥u< X») =f f(x)dx (2.33) 

Xy 

Another way of describing a probability distribution is by 

specifying the cumulative distribution function (c.d.f), which is defined 

as the probability of observing a value less than or equal x: 

F(x) = P(X<x) (2.14) 

The c.d.f. can describe both discrete and continuous distribution. 

In the discrete case it is a step function rising from 0 to 1, Fig.(2.2). 

For the continuous case 

Xo 

F(x)) = f f(x)dx (2.15) 
-O 

and



«10-6 

P(x, Chie Xo) = F(x.) - F(x) (2.16) 

It also rises from 0 to 1 as Fig. (2.4): 

F(-0) = 0 (2.17) 

and 

a | (2.18) 

2.3.1 Discrete random variable distributions 

A) The binomial distribution: The distribution is 

expressed as, 
n 

P(X=x) -| jp (2.19) 
X 

where: 

n n! 

: ~ — -XT(n-x)! (2.20) 

and 

p: the probability of success of any given trial 

q: the probability of failure of any given trial 

n: number of independent trials 

xX: number of successes 

P(X=x): probability of x successes in n trials. 

The theoretical mean of binomial distribution is: 

np (@.2q) Hy 

It can be shown that the expected value of a binomial distribution is: 

E(X) = np (2.22) 

The variance of X for this distribution is given by 

V(X) = np(1-p) (223)



A) = 

f (x) 

  

  

  

  

                  

Fig. 2.3 

  
  

  

Fig. .2.4



ie 

and hence the standard deviation o is given by Ynp(1-p). The shape 

of this distribution is shown in Fig. (2.5). 

B) The Poisson distribution: The form of this distribution is 

given by: 

“Uo 7 

P(xX=r) = £ “i (2.24)   

where fie else2.c. 

yu = mean 

and its shape is shown in Fig. (2.6). 

This distribution describes, satisfactorily, the occurrence of an 

isolated event x in terms of the mean number of occurrences of these 

events u. 

The expected value is: 

E(X) =n (2.25) 

and the variance, 

V(X) =u (2.26) 

C) The negative binomial distribution: considering the binomial 

distribution given by equation (2.19). If it is required to 

find the probability of the Ao success on the trial, which 

can occur only if in the first (n-1) trials, there are exactly 

(x-1) success, i.e. 

a] 
P(X = x-1) + Je a (2.27) 

x-]



a 

and the next trial results in a success, therefore 

n-1 
P(X = x) = ( pa (2.28) 

x-1] 

This equation defines a negative binomial probability distribution: 

D) The geometric distribution: This is a special case of the 

negative binomial distribution and is given by: 

x-] 
P(X = x) = pq (2.29) 

Wheres xe ees oe 

Which gives the probability that the first success occurrs 

after x failures. 

The expected value is given by, 

E(X) = ‘ (2.30) 

and the variance by, 

v(x) = 45 £2.31) 
p 

2.3.2 Continuous frequency distribution: 

A) The uniform (rectangular) distribution: It is a constant 

over an interval (a,b) and is 0 elsewhere, i.e. 

file th- a)! ames , (2.32) 
0 elsewhere 

Its p.d.f. and c.d.f. are shown in Figs.(2.7) and (2.8).
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The probability of an observation falling in any interval 

c < x < d within (a, b) is equal to (Gua times the length of interval, 

i.e. 
d 

P(c<x<d) = (b-a)”! f dx = : - = 
c 

  (2.33) 

B) The normal distribution: The probability density function for 

this distribution is given by: 

Ss O75 ae 

f(x) = (xn) "/20 (2.34) 
ov2t 

where wu = mean 

o = standard deviation 

The shape of this distribution is shown in Fig. (2.9), where it 

can be seen that there are two parameters which determine the position 

and relative proportions of the normal curve. 

It is sometimes required to employ the density function that is 

independent of the units used. The standard deviate, Z, is used 

  

aot Z= a (2.35) 

whose effect is to place the origin of Z at the mean u and to use o 

as a horizontal measure. The curve is now known as the standard form 

of the normal density function and is expressed as (x). 

The standardised normal distribution has a mean of zero anda 

variance of unity.



Ag: « 

C) The Gamma distribution: The Gamma function (I) is defines as: 

T(p) =s xP Te Xay (2.36) 
0 

where, p > 0 

X has a Gamma probability distribution if its p.d.f. is 

given by: 

f(x) = Try a er if > 9 (2.37) 

and = 0 elsewhere 

This distribution depends on two parameters r and a, both of 

which are required to be greater than zero and its shapes for various 

values of r are shown in Fig. (2.10). 

The expected value is: 

E(X) = r/o (2.38) 

and the variance 

¥(X) © r/ae (2.39) 

A special case of this distribution, where a = + and r=n/2 

(n = positive integer), is the chi-square distribution whose p.d.f. is: 

F(Z) = opt 2) 17/2 7 sg (2.40) 
- rinse) 

and E(Z) =n (2.41) 

2n (2.42) —
 

—
 

I
N
 

~
—
 

u



Pin. 

The family of curves given by the gamma distribution for different 

values of r= 1, 2, 3 etc. all have the same expected value. 

Another special case of the gamma distribution is where r = 1, 

is covered in the following section. 

D) The exponential distribution: The probability density function 

of this distribution is given by, 

f(x) = ae ** if x > 0(. > 0), 

= 0 1h x <-0 

and the cumulative distribution function by, 

-rX 
Fix) =1l-e 1f 228, 

= 0 1f..% eee, 

It can be shown that the expected value is,B2]: 

E(X) = 

>
|
 

and the variance is: 

V(X) = 

»
 

The shape of this distribution is shown in Fig. (2.11). 

(2.43) 

(2.44) 

(2.45) 

(2.46)
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2.4 Simulation and Sampling 
  

It is not always possible to find a mathematical solution when 

applying an operational research technique to a real problem. This 

can be attributed to the simplifying assumptions that have to be made 

to apply a particular technique. Hence, it becomes necessary to 

resort to alternative solution procedures such as numerical methods. 

A numerical method widely applicable is the method of simulation. 

This method makes use of random sampling as an essential part of the 

solution of problems with an explicit stochastic element. 

The use of statistics is to make an inference about a larger group 

on the basis of information obtained from a smaller group. In other 

words it is required to make a statement about a population by studying 

one or more samples drawn from it. Samples are of two types: the non- 

probability type in which there is no way of estimating the probability 

that each element will be included, and the probability type in which 

each element has an equal chance of becoming a part of the sample. The 

work in this thesis is concerned with the second type of sample which 

will be discussed later in this section. 

2.4.1 Simulation 

The use of random numbers is central to the application of 

a simulation technique, and the results obtained will depend on the 

accuracy of the method used to generate them. A random sequence is 

defined as a sequence of digits formed in such a way that each one 

has an equal probability of appearing at each point in the sequence.
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There are several tables for random numbers and various types of 

machines which can produce them, but to be able to use them in a 

simulation study, they will have to be stored (e.g. on a magnetic tape). 

As the study may require thousands of these numbers, this method is 

ruled out. An alternative will be the generation of a sequence by 

using predetermined conditions. This alternative implies the pre- 

dictability of the sequence and hence contradicts the concept of 

randomness. However, the characteristics of the sequence can be 

compared with what is expected of a genuine random sequence; and if 

the difference is statistically insignificant, the sequence can be 

accepted as pseudo random. 

For the work presented in this thesis, a computer subroutine was 

written to generate pseudo random numbers, and the results were sub- 

jected to several statistical tests. A detailed description of this 

subroutine, together with a survey of the various methods used to 

generate pseduo random numbers, statistical tests of randomness, and 

examples, will be presented in Appendix (7.1). 

2.4.2 Generation of specifically distributed random variables 

A pseudo random numbers generator produces values, 

X a oe (2.47) 

which are uniformly distributed over the interval (0,1). 

Random variables conforming to a specific distribution may be 

generated by direct operations on pseudo random numbers. The two 

types of distributionsused in the present work are the normal and 

uniform distributions.



_o. 

The PRN's generated are uniformly distributed by definition hence 

they can be used directly when sampling from a uniform distribution. 

Following is a description of the generation of these variables 

for a normal distribution, [3]: 

_ Generating standardised normal variates: 

There are several methods which give standardised normal 

variates, but the one used in this work which results in independent 

ones is due to Box and Muller,[4]. The method is based on selecting 

two random numbers (ry) and (r5) and evaluating, 

Z 1 (-2 &n 5)? cos 27 ro (2.48) 

and 

N
 il (-2 en r,)? sin 2m r, (2.49) 

where Z, and Z, = two independent standardised normal variates. 

2.5 Regression and Correlation 
  

2.5.1 Introduction 

It is often required to fit a curve to a set of plotted 

points to discover or measure a trend or a relationship, if it exists. 

The curve fitting operation can be carried out in three stages: the 

decision on the type of curve, the calculation of the constant of the 

curve to fit the data, and the interpretation of the results. The only 

type of curve fitted to data throughout the present work is the straight 

line and hence it is the only one discussed in this section. In 

studying the relation between two variables x and y, a dot diagram and 

least square line may be used. Such a line is called a regression line.
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In a regression problem it is known or suspected that one variable x 

is the cause of the variation in the other variable y. 

Correlation can be defined as the amount of similarity in direction 

and degree of variations in corresponding pairs of observations of two 

variables. A problem of simple correlation is that of determining 

the degree of association between these pairs of observations. 

In a pure regression problem, there is an independent variable x 

and a dependent one y. While in a pure correlation problem, a sample 

of pairs of observations are chosen from a bivariate population in 

which the functional relationship, if it exists, is reversible. 

2.5.2 The method of least squares 
  

A linear equation is that of a straight line and is given by: 

y=mx +b (2.50) 

where b = the point of intersection with the Y-axis 

m = the slope of the line. 

It is sometimes required to find the equation of a straight line 

which fits best a set of points, i.e. to evaluate the parameters b and 

m of equation (2.50). 

The least square method assumes that the best fitting line is the 

one for which the sum of the squares of the vertical distances of the 

points (x5 y;) from the line is a minimum. Considering a point -



: 33.5 

Pi(x., Ya)s the ordinate of a point Q. on the straight line vertically 

above or below P. can be found. The coordinates of Q. will be 

(x5, mx +b). The vertical distance e, between P. and Q: is given by: 

ey, - (mx, + b) (2.51) 

The quantity e; can be positive or negative and is referred to as 

the residual or error. 

According to the least square method, the best-fitting line is 

that for which the sum of squares of the errors is a minimum, i.e. 

. c 
Ze, = minimum (2.52) 

The problem is reduced to find the parameters m and b which satisfy 

the condition stipulated in equation (2.31). It can be shown that 

these values are, [5]: 

2 

  

EXC OW 6 = OLX 2K Vis 
Ree al 5 i 1 7 7) (2.53) 

a. = (Ex, ) 
1 i 

= y - mx (2.54) 

and 

NIx.y. - IX. Ly, 
m= 71; (2.55) 

NIX, (Zx.)
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2.5.3 A study of the regression trend and the variance of the errors 

The regression trend can be studied by observing the slope 

of the regression line, and if the line has:no upward or downward trend 

(positive or negative slope), i.e. it is parallel to the x-axis, it 

can be concluded that the value of y is not influenced by that of x. 

If all the points lie on the regression line it can be concluded 

that the relation is expressed in terms of the equation, 

y = mx +b 
(2.56) 

and the variance 5, is the mean of the squares of the lengths of the 

vertical line segments between each point and the one above or below it 

on a horizontal line y, Fig. (2.12). 

However, in the general case the points do not lie on the 

regression line, which implies that some, but not all, the variability 

in y can be explained by regression. The values e; are used to measure 

the variability that regression cannot explain. 

For every point (x;) there are two values: y; given by the data, 

and Ye: from the equation of the regression line. 

yi = mx, + b (2.57) 

The value e, for these points is given by: 

I (mx. + b) (2.58) 

<—y,* (2.59)



y ; regression line 
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It can be shown that the mean of the estimated y'’s is equal to 

the mean of the observed y's,[5]: 

y'=y (2.60) 

The mean of the squares of the vertical distances e., is called the 

variance of the errors of the estimate and Ses which is the standard 

error of the estimate, is given in terms of it by: 

y e.? (2.61) 

Sy', is the standard error of the estimated values and is given by: 

: = I eat 2 Syi pe ~ y') (2.62) 

It can be shown that, [5 ]: 

Cia eg 2 
Sy = Se ty Sy! (2.63) 

This relation shows that the overall variance, sf. can be divided 

into two parts, the explained variance, Syi and the unexplained 

5 2 
variance, Se 5 

2.5.4 The two lines of regression 

In a correlation it is useful to consider two lines of 

regression: the y on x described previously, and the x on y. In the 

new line x on y, the sum of squares of the horizontal distances is 

minimized. The equations are obtained by interchanging the x and y, 

hence:
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x= my +.b' (2.64) 

et os nexy - aa, (2.65) 

Nzy" - (Zy) 

b' =x -m'y (2.66) 

2.5.5 The coefficient of correlation 
  

The ratio of the explained variances to the unexplained ones 

is given by: 

re =o DY (2.67) 

It can be seen that if all the points lie on the regression line, 

ie: Sy: = i the coefficient is (r=1), and if no regression exists 

then Si = 0 and hence (r? = 0), the ratio 

>, 8 
ret (2.68) 

y 

is called the coefficient of correlation. 

It can be shown that, [5], 

re ee (2.69) 
y 

where m = regression coefficient 

and that 

Y's r (22%) (YY) (2.70) 

It must be noted that a high correlation coefficient between two 

variables does not necessarily indicate the existence of a relationship.
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A third variable can cause simultaneous changes of the two variables 

resulting ina spuriously high correlation coefficient, [2]. There- 

fore a controlled experiment needs to be run in order that a relation- 

ship is established as will be seen later in Chapter 4.
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CHAPTER THREE 

LITERATURE SURVEY 

3.1 Introduction 

The method of competitive tendering, in which a number of con- 

tracting companies are invited to submit closed bids, is the one which 

is mostly used in awarding contracts; and the lowest bidder is usually 

the successful one. Therefore a contractor can apply a very low mark- 

up, risking ending up with a loss but ensures obtaining the contract, 

or bid with a very high mark-up and hence ensuring making a profit but 

decreasing his chances of being the successful bidder. It is clear 

that, knowledge of the probability of winning a tender, associated with 

each particular mark-up would be very valuable to the contractor. A 

lot of research had been carried out to produce a probabalistic model 

capable of supplying this information and some research workers have 

attempted to predict from their models an optimum mark-up which wil] 

achieve the best balance between the profit realized from a contract 

and the chance of securing it. Although most of the published work 

in the field of bidding strategy is dedicated to the determination of 

such a model, it must be pointed out that the short-run objectives of 

some of the bidders is not to maximize profit. Alternatively, the 

objective can be minimize competitor's profits, maintain a work force 

during a slack period, or increase his share of the market. In cases 

like these the basic probabalistic model is weak because it does not 

take the contractors work load into consideration.
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It must be noted that the mark-up is not the only variable con- 

trolling the probability of winning. As it is applied to an estimated 

cost of the contract, any errors in this estimation will effect the 

final tender value. This is the basis of the belief that contracts 

are won by the bidder who makes the biggest mistake. 

Other factors which have some bearing on the probability of winning 

are the number of competitors and the tender value. 

A survey of the published literature in these areas will be 

presented and discussed in the following sections of this chapter. 

3.2 The basic concepts of bidding 

In all probabalistic bidding strategy models, a relationship 

between the tender price and the probability of winning is assumed to 

exist. However, the mathematical expression defining this relation- 

ship differs from one model to another. There are two extreme cases 

for which the results are almost certain: 

1) To bid very low and thus secure the job but 

make no profit or even lose money. 

2) To bid very high to ensure a high profit but 

the chances of winning are virtually nil. 

Between these two extremes there are corresponding probabilities 

of success for each tender.
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3.2.1 The concept of expected profit 

It is seen that a relationship exists between the probabi- 

lity of winning and the tender price submitted. Assuming that all 

competitors maintain the same estimation accuracy in all their bids 

this relation can be transformed to one between the applied mark-up 

and the probability of success. 

This concept was introduced by Friedman, [6], and later used in 

the models of Gates, [7], Whittaker, [8], Morin and Clough, [9], and 

several others. 

Each one of these authors had his own probabilistic model, 

therefore, to introduce this concept, a hypothetical linear model is 

assumed, Fig. (3.1). For every mark-up there is a corresponding 

success ratio and hence an average net profit. The average net 

profit is the total profit made from the winning bids divided by their 

number. The product of the success ratio and the average net profit 

for various mark-ups has the form shown in Fig. (3.2), where it is 

seen that there is an optimum mark-up which maximizes the expected 

profit. 

3.2.2 The concept of the expected utility value 

The bidding process can be viewed as a process of decision 

making, one of which is the determination of the mark-up. As each 

level of mark-up is associated with a success ratio, it appears to be 

logical that a decision maker will try to find an optimum level of mark- 

ups, for each bidding situation, which maximizes the expected value. 

This value can be viewed as either, the amount of money which
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may be obtained or, the utility value equivalent which he assigns to 

this amount of money, with the utility being defined as a number 

between 0 and 1 measuring the attractiveness of a consequence. There 

are several available models,as will be seen in the following sections, 

for maximizing the expected monetary value. However, there are some 

models in the published literature which suggest maximizing the 

expected utility value, [11]. Following is a brief description of this 

concept. 

A) Utility functions: 

The modern utility theory is due to Neumann and Morgenstern, 

[12], who based it on a set of axioms which an individual must satisfy 

in order that the utility function has a meaning. An intuitive 

definition of these assumptions is listed as six axioms,[13]. One 

of these axioms implies that there is a probability value between 0 

and 1 (0 < P < 1) for which the decision maker is indifferent 

between a certain prospect M, and an uncertain one composed of My with 

a probability of P and M3 with a probability (1-P), Fig. (3.3), where it 

can be seen that the indifference point can result from a probability (P) 

‘for which the individual. is indifferent between a sure prize of B or 

a chance of either prize Aor C. If it is assumed that A> BSC, then 

a probability P near to 1 will make the choice of risk more attractive 

as it may result in prize A, while a P value near to 0 will make the 

choice of certainty more attractive as the lottery may result in C. 

The equation which represents this situation in, [14]: 

U(B) = PU(A) + (1-P)U(C) 

where:U(A), U(B) and U(C) are the utility equivalents or prizes A, B 

and C.



34's 

B) Basic shapes of utility functions: 

It has been seen that utility varies from 0 to 1 with the 

value of 1 awarded to an infinitely attractive consequence. However, 

in practice, it is assigned to what is known as the upper financial 

horizon. There are three basic shapes of utility functions shown in 

Fig. (3.4). All three types increase monotonically (GF Gi, 1.8: 

prefering more money to less, but their attitude to extra gain differs. 

Type I has a constant marginal utility (d2uam2 = 0), i.e. the last lot 

of money is as attractive as the first. Type II has a decreasing 

marginal utility (d2u/am? <0), i.e. the last lot is less valuable than 

the first. Finally, type III values the money gained more, the more 

of it is gained (d2usame >o). A contractor with a type III utility 

curve is willing to take an unfair risk, while one with a type II curve 

prefers certainty. 

A type II utility curve will be applied to a contractor's data,in 

view of finding an optimum mark-up at a later stage, as an example for 

the application of the theory presented in this section. 

3.2.3 The concept of target probability 

In the concept of expected profit, the work load of the 

contractor is ignored. Trimble, |10] introduced the concept of a 

target success ratio for the contractor to aim at when deciding on 

his mark-up policy. The contractor is assumed to plan a required 

turnover over a period of time. This time period is limited by his 

ability to plan his work requirements and his profitability will 

depend on the correct assessment of the required turnover.
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By breaking up the time period into sub-sections, the contractor 

can compare his actual work load with the required turnover and 

determine a success ratio which enables him to meet it. The mark-up 

corresponding to this success ratio is applied over the next time sub- 

section after which a similar assessment is made. 

3.3 The probability of winning 

3.3.1 Introduction 

Several investigators have proposed a number of competitive 

bidding strategy models. To be able to use these models, it is 

necessary to define the objective aimed at, and to develop a probabi- 

lity distribution to assess the probability of winning with a given 

Eric ik: With few exceptions, bidding models have adopted the 

concept of maximizing expected profit discussed in section (3.2.1). 

However, there is a lot of disagreement in assessing the probability 

of winning with a given mark-up. 

Following is a critical review of the important models available. 

3.3.2 Friedman's model 

Friedman, [6], was the first to develop a relationship 

between the probability of winning and the mark-up and most of the 

models that followed were based on his model as will be seen later. 

This model will be examined at this stage for the simple case of a 

single competitor.
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The method requires the collection of data on bid prices of this 

competitor in several previous tenders in which we have competed with 

him. A histogram is built from the ratio r (competititor bid/our cost 

estimate) and the particular class of the bid value. This histogram 

can be converted to a probability density function. <A statistical 

distribution can be fitted and the goodness of fit tested. The 

Suitable statistical distribution, which is usually a normal or a 

gamma one, is used to evaluate the probability of success associated 

with each mark-up when competing against this particular competitor. 

In practice the number of competitors is normally more than one 

and they can be known or unknown to us. Following is a description 

of this model for the two situations. 

A) Known competitors: 

The model again assumes that it is possible to construct a 

distribution similar to that of the case of a single competitor for 

each one of the competitors. According to Friedman: 

The probability of winning a contract at a given mark up = 

(Prob. of beating A) x (Prob. of beating B) x (probability of 

beating C)... etc. 

B) Unknown competitors: 

In this situation all the competitors bids are aggregated into 

a single distribution, which will be similar to that of the single 

competitor. The distribution may be considered as that of a "typical 

competitor". For this case Friedman suggests that:
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The probability of winning against 'n' unknown competitors 

for a given mark-up = (Probility of beating the typical 

competitor)”. 

Friedman suggests a relationship between the job value and the 

number of competitors. He argues that higher cost jobs attract more 

competitors. This suggestion was a subject for discussion by other 

authors as will be seen later. 

This model assumes implicitly that the probabilities of beating a 

competitor are statistically independent. From the definition of 

independence: 

Probability (contractor beating A & B) = 

Prob.(contractor beats A) x Prob.(contractor beats B). 

Therefore for 10 evenly matched contractors competing for the same 

job, the probability of one of them being the winner is: 

Prob(A, beat Ay) x Prob. (A, beat A3)...Prob. (A, beat A ] 10) 

= (0.5)” = 1/512 which is very small. 

Also the sum of the probabilities of all ten contractors does not add 

to unity which is hard to justify as one of them must win the contract. 

It can be shown in fact that Friedman's model attaches a probability 

to the outcome "all lose", which is untrue. It assumes that each 

competitor is paired successively with each of the other competitors 

and the successful competitor must win all of these competitions.
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Another criticism of this model is that it includes, indiscrimi- 

nately, all competitors past bids in its distribution. As the 

winner is the lowest competitor, the inclusion of very high losing 

bids will affect the distribution. 

The profit according to this model is the difference between 

estimated cost corrected for estimation inaccuracies and the bid amount. 

No allowance for overheads is made. 

3.3.3 Park's model 

This model, [15], is basically Friedman's model. Park re- 

inforced Friedman's suggestion of the existence of a relation between 

the job value and number of competitors and express it as: 

where Ny and No Number of competitors on jobs 1 and 2 

M and M, = mark-ups of jobs 1 and 2 

X = appropriate exponent 

and that 

faye Me 
C, mM 

where C, and C, = cost estimates of jobs 1 and 2. 

It is not clear, however, how bidding data is required to 

develop the value of x. It is not known also whether the second
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relation assumes the same number of competitors for both jobs and 

what influence has this number on the relationship. 

3.3.4 Broemser Model 

This model, [16], like Friedman's, maximizes the expected 

value of a bid, but is much more complex than Friedman's. His linear 

model is adopted from a statistical decision theory approach suggested 

by Christenson, [17]. Here, low bidder j's bid/cost ratio = ZBLX sy 

where 8, = regression coefficient k 

X independent descriptive variable. jk 

This model takes into account the criticism of Friedman's model 

that it includes all bids and is based on the lowest bid. It also 

does not assume independence between the probabilities of beating 

typical competitors. 

Although this method is statically sound and superior to 

Friedman's, its application is difficult as it requires breaking the 

estimates into percentages of subcontractor work. 

There is no provision in this model for estimation inaccuracies 

nor for over-heads.
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3.3.5 Casey and Shaffer Models 

Casey and Shaffer, [18] proposed two models which are an 

adaptation of Friedman's model. In arriving at their models, they 

assumed that there are no estimation:inaccuracies and that the profit 

is given by: 

p= b+ ¢ 

where b = bid price 

c = true cost of contract. 

This reduced the problem to finding an optimum bid which maximized 

the expected profit. 

In the multi-distribution model, normal probability distributions 

of the ratios of ‘competitor's bids'/'our cost estimate’ are constructed 

from data obtained from previous tenders similar to Friedman's model. 

It is assumed that, in a given situation, the contractor expects n 

known competitors, and other unknown ones, to bid against him. 

In this model, the geometric mean of the probabilities of beating 

each of the known competitors, is taken as the probability of beating 

an average competitor. 

f 5 Ee a [1 re Fite) J 

Where: P = prob. of beating an average competitor 

F (2) = cumulative distribution function 

evaluated at (b/c).
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The one distribution model corresponds to Friedman's unknown 

competitors one with a bias correction of 1, i.e. no provision for 

estimation inaccuracies is made. The cost estimate was taken as 85% 

of the bid price, hence, it can be assumed that the cost estimate contains 

provisions for general overhead. 

3.3.6 Gate's Model 

Marvin Gates, [7], proposed a model of the Friedman type in 

the sense that it aims at maximizing the expected profit. However, 

his model differs from Friedman's by assuming that the probabilities 

of beating competitors is not statistically independent in the 

construction industry. He proposed, without a proof, the following 

model for beating n known competitors: 

prob. of beating n known comp. = 

] 
14 I-prob.of beating A iz l-prob. of beating B A l-prob. of beating n 

prob. of beating A prob. of beating B ** prob. of beating n 

Benjamin, [11], tried to justify this model and showed the 

reasoning required to derive it. He wrote this model in terms of the 

cumulative distribution functions of the competitors bid/cost ratio as: 

prob. of beating n known comp = 

] 
F (b/c) F,(b/c) F (b/c) 

Ts TF y(e/ey) *  T-F,(b7e)"-*-* * TF(b7ey 

where: F(b/c) has the same meaning as in section (3.35).
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For the situation of unknown competitors, Gates in a similar way 

to Friedman, proposed a probability distribution function of a typical 

competitors bid/cost ratio. The probability of beating n typical 

competitors is: 

] 

1 n(1-prob.of beating the typical comp, 
prob. of beating the typical comp. 

Prob.of beating n unknown comp = 

  

No provision for estimation inaccuracies is made in this model 

and the profit is taken as the difference between the bid price and 

the estimated cost. 

The sum of the probabilities of winning for all the competitors 

in any bidding situation, adds up to unity according to this model. 

Hence, it can be argued that Gates arrives intuitively at a correct 

model. Gates, [7], states that there is no evidence that the number 

of bidders, for a construction project, is in any way related to the 

magnitude of the cost of the job. Hence he disagrees with Friedman 

and Park. 

3.3.7 Optimum bid (OPBID) Model 

Morin and Clough, [9], developed a computer program OPBID 

(Optimum bid) to evaluate the probability of success of a contractor 

in a particular bidding situation. 

In this model, the mark-up is assumed to consist of a fixed 

percentage for over-heads and a variable percentage for profit.



caw so 

The expected profit is maximized after subtracting the percentage of the 

over-heads. 

The identity of the competitors was not divided into known and 

unknown, as in other models, but as being either key or average. 

Key competitors are identified on the basis of the ratio of their 

past biddings to the total number of biddings which were available to 

them. If this ratio is greater than an arbitrary key factor between 

QO and 1 they are considered to be key competitors. According to this 

method the values 0.4 and 0.5 yielded the best results. All other 

competitors are grouped into an average competitor. 

Unlike other models, no attempt was made to fit a known continuous 

distribution function to the available data. Instead, a discrete fun- 

ction was used, which works for any contractor, as the data is the 

controlling factor and there are no curve-fitting errors, also, it 

is more suitable for programming. 

The probability of being the lowest bidder according to this 

model is given by: 

Neey Nave 

rob. of winning = II rob.of beating E i p oe io (p g E..) ]fprob. of beating Se = 

: th . 
where E. = the r~ key competitor 

Fs = an average competitor 

Neey = number of key comp. 

N = number of average comp. 
ave
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Estimation inaccuracies are not taken into account and the true 

cost is assumed to be the estimated cost. 

Morin and Clough do not conclude that a relationship exists between 

the job cost and the number of competitors, and their computer program 

results support Gates in this respect. 

3.3.8 Whittaker's Model 

Whittaker, [8], argues that mathematics cannot supersede 

judgement entirely and hence some allowance for managerial jud§ement 

must be made. His method aims at maximizing the expected profit also. 

His model assumes that: 

1) All bids are drawn from a distribution with a known 

density function and parameters. There is no 

knowledge among bidders about the individual bidding 

behaviour of their competitors. 

2) The number of competitors is known. 

3) The contract cost is known. 

An S-shaped curve was found which fitted the data studied by 

Whittaker at a 5% level of significance (by y?): 

Y = 6(0.974449 + 0.1352319F(Y) - 0.005555/F(Y)) 

where Y = bid for contract 

F(Y) = cumulative probability distribution 

= i f(b)db, where f(b) is the density function for a bid of b. 

§ = ptitaeic mean of competitive bids for the contract and is 

the parameter the manager must estimate.
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It was concluded by Grinyer and Whittaker, [19] that competitors 

do not vary a lot in their mark-ups for a given tender and, hence, 

winning the contract depends on the accuracy of the cost estimate. 

The estimation error was considered to be uniformly distributed about 

the true tender cost and the profit was calculated by evaluating a 

break-even mark-up associated with each estimation accuracy and 

number of competitors. They concluded also that there was no clear 

relationship between the number of competitors and the job cost. 

3.3.9 The Local Market Model (LOMARK) 

Wade and Harris, [20], proposed this model by borrowing 

arguments from various authors and applying them in a local market 

frame-work. This model uses the complementary probability of 

winning which is: 

(1.0 - probability of losing), 

The probability of losing to a specific group of contractors is 

given by: 

(Prob.of losing with A,B,C bidding)=(Prob.of losing to A,B,C)x 

(Prob. A.B.C will bid) 

To find the probability of success, the competitors bid/own cost 

ratio is evaluated from the lowest value of A, Bor C. This concept 

of the lowest competitor was used also by the Costain Operational Research 

Group,[10], and by Hanssmann and Rivett, [21].
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The authors of this model agree with Friedman and Park that a 

relation between the job cost and the number of competitors does exist, 

but do not specify it, and their study indicates that it is probably 

not linear. 

This method maximizes the expected profit by choosing an optimum 

mark-up but does not allow for over-heads. However, it does not assume 

that the bids of competitors are independent and their dependency is 

implicitly assumed in the method used to generate the probability curve. 

3.4 The controversy between Friedman's and Gate's Model 

It was seen in the previous section how Friedman's model for 

evaluating the probability of success assumed that competitors bids 

are statistically independent which led to the result that the sum of 

the chances of winning for all competitors does not add up to unity. 

Several authors criticised Friedman and presented different models, 

however, the most notable was that due to Gates. The model presented 

by Gates assumed that competitors bids are dependent but had no 

mathematical proof. Never-the-less it yields probabilities of success 

which add up to unity in any given tendering situation which is a true 

reflection of the actual situation, as one bidder must win the contract. 

The difference in results obtained by applying both models to a 

particular bidding case is so large that it cast a shadow of doubt on 

the validity of all probabilistic bidding models. 

Mathew Rosenshine,[22], examined the two models and tried to
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resolve the controversy. He argues that Gates' model is independent 

of mark-up. Friedman assumes that competitors randomly select their 

factors (competitor's bid/own cost estimate) from the Friedman's 

distribution, while the contractor's own bid factor is fixed at the 

mark-up he is investigating his chances of success at. In order 

that Rosenshine's interpretation of Gates' model is correct, i.e. the 

probability of success is independent of mark-up, the contractor's 

own bid must be a random selection from the common Friedman's distri- 

bution like other competitors. He concludes that both models are 

correct if interpreted correctly. His explanation of the low 

success ratio associated with Friedman's model is that it is correct 

if the contractor choses a mark-up that results in giving him this 

chance against a competitor. 

Rickwood, [10], made an extensive study of this controversy. He 

concluded that Friedman's model is more accurate when estimation in- 

accuracies are neglected and bids vary due to mark-up only. On the 

otherhand Gates' model is more accurate when mark-ups are the same 

and the variation is due to cost estimates. The Costain Operation 

Research Group, [10] arrived at the same conclusions also. Rickwood 

proposed a weighting average of the probability predicted by Friedman 

or Gates, in which the weighting is relative to the variability in 

mark-up or estimation.
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3.5 Effects of errors in estimation 

The true -cost of a job is the cost which would obtain if the job 

is completed exactly as predicted by the original design and specificat- 

ions and unforseen conditions and circumstances do not arise. This 

Situation rarely, if ever, applies tocivil engineering projects and 

variations in contract are the rule rather than the exception. There- 

fore an estimate of the true cost must be made at the stage when the 

bid is being prepared. The accuracy of this estimate depends on several 

factors and many of the probabilistic models include some facility to 

take these errors into consideration. Pim, [23], summarises these 

errors as follows: 

1) Errors of calculation. 

2) Errors of quantity in: 

a) Bill items 

b) Rates and standards 

c) Magnitude of over-heads 

3) Errors of judgement in: 

a) Planning and method 

b) Assessing learning factor 

c) Estimating non-productive costs 

d) Evaluating economic environment 

e) Guessing the number of competitors 

f) Guessing the attitude of competitors 

g) Assessing penalty of failure 

4) Errors of policy in: 

a) Method of application of over-heads 

b) Choice of market
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It must be noted that the term error does not mean that a measure- 

ment or a judgement is wrong. It only means that abilities and atti- 

tudes are different for each competitor. It can be argued that it is 

partially due to these errors, a successful contractor may end up with 

a smaller profit than the one implied by his mark-up. This gave rise 

to the concept of the break-even mark-up investigated by Fine, [24], 

and Whittaker, [8]. 

3.5.1 The break-even mark-up 

The cost estimate of a contractor can be expressed as: 

cost estimate = likely cost + A% 

where A% is the estimation accuracy 

and the tender value can be expressed as: 

Tender = cost estimate + mark-up. 

As the least bid is the winner, the contractor with the highest 

negative 'A' value is awarded the contract and will end up with a 

profit less than the one he intended. The average difference between 

the intended profit and the actual one over a large number of contracts 

is called the break-even mark-up. The break-even mark-up depend on 

two factors: 

1) The level of estimation accuracy. 

2) The number of competitors. 

Fine, [24], adopted a simulation technique to evaluate the break- 

even mark-up. He assumed that all competitors have the same mark-up
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and constructed tables of the value of M (Estimated careiautual cost) 

obtained from random numbers tables. To correspond with 5%, 10%, and 

15% levels of estimation accuracies, the values of M were 

foe <M <.4,05, .9<M<.1.1, ..85 <M < 1.15 vespeeeeuely ~~ The 

columns of the tables represent the number of bidders which was taken 

from 2 to 10, and the rows represent the number of contracts they bid for. 

By examining the minimum M value in each row, i.e. that of the winner, 

the break-even mark-up corresponding to this number of bidders and 

accuracy is found. 

Whittaker, [8], proposed a mathematical expression for the break- 

even mark-up as a percentage of estimated cost: 

BEMU = 100XZXn 

n(200-Z)+400 

Z=range of estimation accuracy i.e. (if A = +5%, Z = 10%) 

n= number of competitors. 

Whittaker assumes in his model that the mark-ups for a given 

situation do not vary very much between competitors. Therefore, 

both Fine's and Whittaker's estimations of the break-even mark-up are 

Suitable for models which consider the estimation accuracy as the 

major factor in determining the probability of winning only. Fig. (5.24) 

will show the difference between the two approaches in evaluating 

the break-even mark-up.
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3.6 The number of competitors 

A very important factor which influences the profit made and the 

strategy used is the number of competitors. Its accurate estimation 

is essential as it affects the optimum mark-up for a given situation, 

as will be seen later. 

Some authors (Friedman, Park, Wade and Harris) tried to find a 

relation between the number of competitors and the job value, while 

others were unable to arrive at any conclusions. In the OPBID model 

the total number of competitors was divided into key competitors and 

other competitors according to their past bidding behaviour. The 

LOMARK model distinguishes between major competitors and others. 

The major contractors are the small percentage of firms who have won 

a major percentage of the jobs in the data analysed by Wade and Harris, 

[20]. 

If the number of competitors is unknown, it can be found by making 

use Of a prediction theory. If A is the best estimate of the number 

of competitors and assuming it has a Poisson distribution, then the 

probability of (n) competitors is given by, [25]: 

uu -r 

P(n) = n! 
  

If Friedman's unknown competitors model is to be used then the 

probability density function will be: 

Pe P(n).(Probability of beating the typical competitor)" 

The distribution can now be used to determine the optimum mark-up.
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3.7 The use of feed back information 

The use of feed back information can be directed towards improving 

the present strategy used by a certain contractor regardless of its 

type. In the methods which will be described in this section, it is 

not required to know the identity of each competitor, but only their 

bid values. Following is a description of three of these methods: 

A) The first method is proposed by Fine, [23]. The mark-up is 

increased and decreased by intervals of 4% until 5% on either side. 

For each increment the number of contracts won is plotted against the 

new mark-up. If the present mark-up is in the middle of the graph 

and 3% to 1% variation in mark-up does not result in a significant 

increase in the number of jobs won, it indicates that the present policy 

is good. Studying the curve will also give information about the 

advantages associated with each change of the mark-up. 

B) A second method was proposed by, Pim, [23]. The average of 

all the tenders submitted for a given contract is taken as the true 

cost and the ratio of each competitors bid to our bid is evaluated. 

The results are plotted on a curve with the job value on the x-axis 

and the ratios on the Y-axis. On every job value a line parallel to 

the Y-axis is drawn and the ratios of the competitors bids to ours 

are marked on it. The ratio of 1.0 which represents our bid is taken 

as the datum. Three lines can be drawn; the higher trend line, the 

lower trend line, and the trend of bidders immediately above the datum. 

From the first two lines, the effect of the job value on the bidding 

performance can be studied. The money left on the table by us and
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its variation with the job is shown by the difference between the 

third line and the datum. The application of this method is shown in 

Fig: (3,5): 

(C) The method described in (B) does not show the variability of 

our bid with respect to the job value. Pim, [23], suggested repeating 

the same procedure but using the average bid as the datum. By drawing 

our trend line it can be seen how it varies with the job value. The 

method of regression analysis can be used in drawing the trend lines. 

The results of the application of this method are shown in Fig. (3.6). 

3.8 Survey conclusions: 

The previous articles of this chapter have identified the following 

weaknesses in the existing theories: 

1. The difference between the probability of success evaluated 

by different methods. 

2. The different results obtained for the BEMU using Fine's 

and Whittaker's models. 

3. Most of the probabilistic bidding models stem from the concept 

of maximizing the expected profit but do not consider the 

contractor's work load. 

4, The possibility of the existence, and the type of relation 

between the job value and the number of competitors. 

Therefore a further investigation into these areas is intended in 

this thesis.
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CHAPTER FOUR 

ANALYSIS OF DATA SETS 
  

4.1 Introduction 

One of the disadvantages of the theory of bidding strategy is that 

it requires a large volume of correct and relevant bidding data for the 

building of its models and the application of its various concepts. A 

known statistical distribution is then fitted to these data sets, which are 

considered as samples, and the analysis is performed on them. However, 

such data sets are expensive to prepare, difficult to obtain, and their 

accuracy is doubtful. During the course of this work, several attempts 

were made to obtain data sets of actual bidding situations from contract- 

ors, but only two sets were finally obtained. Due to the limited amount 

of information in them and the fact that two sets are not enough, it was 

not possible to apply and test most of the concepts and models described 

in the previous chapter. An alternative approach would be to assume a 

statistical distribution and draw samples from it using simulation 

techniques. The applications which could not be done on the data sets 

were tackled using computerised simulation in. the next chapter. In the 

following sections, the available data sets are described and known 

statistical distributions are fitted to them. A detailed study of 

the effects of the job value and the application of the concept of 

maximizing the expected utility value are presented also.
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The curve fitting experiments, to the various parameters in the 

available data sets, were conducted to test if known statistical distri- 

bution describes a particular parameter and hence can be used in the 

future by a contractor to predict the behaviour of this parameter in a 

particular situation of interest. 

A study of an individual contractor's bidding behaviour, with 

respect to the job value compared to his competitors will be conducted 

by examining the percentage spread and the average standardised bids. 

This will illustrate the possibility of improving the success ratio or 

the achieved profit. 

4.2 Description of the data sets. 

The two data sets were obtained from two major contracting 

firms who will be called firm A and firm B. The data set of firm A 

consists of 24 tenders in the year 1967, 31 in the year 1968, and 21 

in the year 1969. For each tender value of firm A, the tender value 

of the winning bid, the mark-up applied by firm A,'and the number of 

competitors are given. The values of the winning bids are between 

£5 and £3750k. Firm B's data set consists of the tender of firm B 

and all its competitors for 47 tenders ranging between £5 and £15000k. 

The two sets are presented in Appendix (7.3).
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4.3 Distributions fitting to data sets 
  

The values, to which a known statistical distribution is to be 

fitted, are plotted first and a visual fit is attempted. If the 

plotted values show a similarity to a known distribution then the 

parameters of this distribution are evaluated and the goodness of 

fit is checked by methods like the y* test or linear regression and 

correlation. However, if the plotted values do not indicate any fit 

with a distribution, the fitting attempt is abandoned. 

4.3.1 The tender values of B's set 

The grouped frequencies of B's tender values are evaluated 

in Table (4.1) when plotted against the log of the job value Fig. (4.1) 

it is seen that the curve does not fit any statistical distribution. 

4.3.2 The winning tender value of B's set 

A similar attempt was made for the winning bid of each 

tender in the data set of firm B. The frequencies are presented in 

Table (4.2) and plotted in Fig.(4.2) which again shows no fit to a 

statistical distribution. 

4.3.3 The winning tender value of A's set 

When the frequencies of the winning tenders for this set 

were evaluated and plotted in a similar way to the previous two sections, 

they indicated a fit with a normal distribution, Fig.(4.3), the theore- 

tical normal curve being evaluated from Table (4.3). If it is 

suspected that the distribution is normal, then the goodness of fit 

can be checked as follows:



TABLE (4.1) 

  

Tender value 

  

  

pup range in k frequency log i 

A B 

] 1 > 2 0 0 

2 2 - 5 0 “e a 

3 5 10 2 7 1.0 

- 10 - 25 4 1.0 4 

5 25 - 50 7 1.4 AZ 

6 pu = 100 2 Tee 2.0 

7 100 - 200 13 oa ac3 

8 200 - 500 22 tan oF 

9 500 - 1000 28 ioe 3.0 

10 1000 - 2000 38 oa 3.0 

11 2000 - 4000 66 aa 3:6 

12 4000 - 8000 56 3.6 3.9 

13 8000 - 15000 50 3.9 4.2 
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TABLE (4.2) 

  

Winning tender 

  

  

ea range in k frequency a log 

A B 

] Le 2 0 

2 2. 5 0 Px. ot 

3 5 - 10 ] of 1.0 

10 - 25 1 1.0 1.4 

> 25 - 50 0 1.4 ae 

6 50:.2=-- 100 ] Tf 2.0 

J 100 - 200 2 2.0 cus 

8 200 =" 500 5 Zs £67 

9 500 - 1000 3 eon 3.0 

10 1000 - 2000 10 3.0 

11 2000 - 4000 9 $ea 3.6 

12 4000 - 8000 10 3:6 3.9 

13 8000 - 15000 7 K Fa 4.2 
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TABLE (4.3) 

  

  

  

Group Winning tender log.grp. freq. Cami.. =Prob. = = w.. Odie = Exot 2 
No. range in k average (0) - (yy? freq. ne 2 ae freq. (0)? = 

ee i i ha ; (e) ; 
] 1 - 2 #45 0 0 0 0 0 0 0 ~2.20 3.873 0.0002 .0087 

2 2 - a -50 0 ] ; ] 0 0 0 0 -1.85 3.257 0.002 . 087 

3 a 40 85 ] 2 4 2 4 ] 1.31. +180 2508 .§.012 seu 

4 1 +: 2e 1.20 4 3 9 12 36 > 0.95 <§.15 2.0ce G.0514-~° 2.30 17 5.8] 

5 oo. 50 ia0 6 4 16 24 96 11 14.47 -0.80 1.408 0.1480 6.6 36 5.45 

6 50 - 100 1.85 12 2 eo OO.. 300 25 30.26 -O.50 Gee 0.270 12.791 144 ~=-11.89 

7 100 - 200 e.19 43 6 36 76. 900. 3% . 47,37. -0.20 0.35¢ 8.474... 16.75 169 10.09 

8 200 - 500 2.50 26 7 49 ioe. 1274 . 62 -8).58: 40.15:.0.264 0.3852 17.24 676 39.21 

9 500 - 1000 2.85 8 8 64 Of fie... 70: “Se.10- 40.50 0.88 8.270 ° (12.41 64 5.28 

10 1000 - 2000 act 5 9 8] 45 405. 75 . 98:68 40.60 1.408: 0.7880 (6.6 36 4.04 

1] 2000 - 4000 3.50 ] 10 100 10-100 «=-7@2 100.0. 94,15 2.074 -6.0a4 2.3 

y 76 AZ}. S199 76.63 81.77 

  

RS 2.39, S = 0.568 
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i) The c.d.f. is determined in terms of percentage 

probabilities. 

ii) These percentages are transformed, for selected 

values of x, using a table of probits. 

iii) If the original distribution is normal, a linear 

relationship between x and the probit (percentage 

F(x) should exist, and the goodness of fit can be 

checked by linear regression and correlation. 

An alternative method is the y? test. Both methods were used to 

check the goodness of fit, and are described subsequently. 

A) Probit transformation and linear regression and correlation: 

In Fig. (4.4), the probit (y) is plotted against the group 

average (x) from Table (4.4). A visual check shows good fit with a 

straight line as the scatter is very little. The goodness of fit 

with a straight line is checked by linear regression and correlation. 

With reference to Table (4.4), the coefficient of correlation r is 

given by: 

  Yr = (4.1) 

0.9819



TABLE (4,4) 

  

  

  

  

Group Winning tender log.group Prob, Probit 
No. range in k average 9 9 

B (x) % y xy X y 

] Te 2 Re 0 0 0 0.022 

2 . = 5 50 0 0 0 0,25 

3 a ox 10 85 tea nee 2.29 0.722 7.29 

4 10.2 25 ie 6,58 3.45 4.14 1.44 11.90 

5 25. « 50 1.55 14.47 3.94 6.10 2.40 $5.82 

6 ot 100 1.85 30,26 4.48 8.29 3.42 20.07 

7 100.—i= 200 2.10 47.37 4.95 10.64 4.62 24.50 

8 200 —- 500 2,50 81.58 5.92 14.80 6.25 35.04 

9 500 - 1000 2.85 92,10 6.43 18.32 8,12 41.34 

10 1000 == 2000 3.15 98.86 7.30 22.99 9.92 53.29 

11 2000 —- 4000 aa 99.90 8.00 28. 31 12.20 65.44 

20,25 47.26 115.89 49.414 274,39 
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Degrees of freedom = 11 - 2 = 9 

For nine degrees of freedom and a 5% level of significance, the co- 

efficient of correlation given in statistical tables is r = 0.6021. 

As 0.9818 > 0.6021, the fit is very good and no further analysis 

of variance is required because the calculated value for r is very 

close to unity. 

B) The x? test: With reference to Table (4.3), the null hypothesis 

(Ho) is made that the curve fits a normal distribution. 

The area under the frequency diagram = (Zfrequency) x group interval 

76 x 0.335 = 25.46 ul 

e) = Area under the frequency curve x ordinate Expected frequency ( 

0° 
x22 25 -n = 81.77 - 76 = 5.77 

Number of degrees of freedom = 7 - 2 = 5 

For five degrees of freedom and a 5% level of significance, the value 

of x* given in statistical tables is x? = 11.070 

RS 11.070 > 5.77, H5 is accepted. 

4.3.4 The net profit of A's set 
  

The mark-ups for most of A's bids are given in the data, 

otherwise a value of 10% was assumed. A fixed break-even mark-up of 

5% was assumed, and the percentage net profit which firm A will 

achieve, if all its bids are successful, is evaluated and tabulated in
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Appendix (7.3). The frequencies of the net profit are plotted in 

Fig. (4.5), and a visual inspection indicates a fit with a normal 

distribution. 

The goodness of fit was checked in a similar way to section (4.3.3). 

A) The probit transformation and linear regression and correlation: 

With reference to Table (4.5), the probit (y) is plotted against 

the group range (x), and a visual fit shows very little scatter as seen 

in Fig. (4.6). The goodness of fit with the straight line was checked 

by linear regression and correlation. With reference to Table (4.5) 

the correlation coefficient r evaluated using equation (4.1) is: 

r = 0.9986 

The number of degrees of freedom = 5 - 2 = 3 

For 3 degrees of freedom and a 5% level of significance the value of r 

given in statistical table is r = 0.8783, 

As 0.9986 > 0.8783 the fit to a normal distribution is good. 

Similar to section (4.3.3.(A)) there is no need to do any analysis of 

variance as the evaluated r value is close to unity. 

B) The x? test: The null hypothesis (H,) that the curve fits a 

normal distribution is made. With reference to Table (4.6): 

02 
2: ——= - = x zr z n = 2.9



TABLE (4.5) 

  

  

  

  

  

  

  

  

  

Prob. Probi 2 2 ae ‘ i bs it “y : y 

] ] 4147 3.80 3.80 ] 14.44 
2 3 arf 4.69 14.07 9 21.99 
3 5 85.7 6.07 30.35 25 36.84 
4 97.4 6.95 48.65 49 48.30 
< 9 100.0 8.10 72.90 81 68.61 

x 25 29.61 169.77 165 187.18 

TABLE (4.6) 

Group Group Group Freq. Cum. Prob. u = Ordi Expt 0° 
No. Range Avge 0) te) Freq. % xXx-XX-xX pa oer (0) ~— ne 1 9 3 xe 1x3 5 nate Freq. e 

] 0-2 ] 9 0 0 0 0 a tad =3.35 ¥.82 0763 6.4 8] tad 
2 2-4 3 20 1 ] 20 20 29: O7L7 -1.35 .74 3033 25.4 400 5,7 
3 4 - 6 5 37 2 4 74 =148 GG 85.7 .. 40.65 i35 3849 g2.3 1369 42.4 
4 6 - 8 7 9 3 9 at 81 15. Si,4 +72.65 1.44 1416 11.9 121 9.1 
5 8-1 9 2 4 16 8 32 77 +100 +4.65 2.03 0164 1.4 

z 77 129 = 281 77.4 79.9 

x = 4.350, S$ = 1.835 

= 
0
/
:
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The number of degrees of freedom = 4 - 2 = 2 

For 2 degrees of freedom and a 5% level of significance the value of 

x? given in statistical table is x? = 5.991 

As 5.991 > 2.9 therefore Ho is accepted. 

4.3.5 The number of competitors in A's set 

The frequencies of the number of competitors for each tender 

are plotted in Fig. (4.7). It must be noted that a discrete type 

distribution, only, can fit the number of competitors and the null 

hypothesis (H,) that the frequencies fit a Poisson distribution is made: 

With reference to Table (4.7) it can be seen that: 

E(x) = x = 582 = 9.06, V(X) = S¢ 76 = 15.008. 

It must be noted that for a perfect fit with Poisson's distribution: 

  

E(X) = V(X) 
oa 

aS 
Expected frequency = 76 x 2 

2 
and the x? = ee) . 12.37 

cs 

The number of degrees of freedom “5 eo 2 89, 

For 3 degrees of freedom and a 5% level of significance the value of y? 

given in statistical tables is x? = 7.815. 

As 12.37 > 7.815 therefore Ho is rejected and the frequencies are 

considered as not fitting a Poisson distribution.



TABLE (4.7) 

  

  

  

  

  

  

  

2 Group No. of 2 2 expected (0 - e) 
competitors preaey (freq. x) ‘ hee frequency e 

(x) @ 

1 3 0 0 9 0 0.177 
2 4 0 0 16 0 1.075 0.49 
2 5 6 30 25 150 3.260 

4 6 18 108 36 648 6.58 5.39 
5 7 8 56 49 329 9.97 . 

6 8 14 112 64 896 12.08 
7 9 7 63 81 567 12,20 oe 
8 10 6 60 100 600 10.50 
9 1] ] 1] 121 12] 8.00 4.96 

10 12 6 72 144 864 5.39 

1] 13 0 0 169 0 3.80 
12 14 2 28 196 392 1.79 
13 15 ] 15 225 225 0.908 
14 16 0 0 256 0 0.423 
15 17 0 0 289 0 0.183 1.09 
16 18 4 72 324 1296 0.074 
17 19 0 0 361 0 0.028 
18 20 2 40 400 800 0.010 
19 21 0 0 44] 0 0.003 
20 22 1 22 484 484 0.001 

76 689 7372 75.91 fever 
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4.4 The relation between the number of competitors and the job value 

It was seen in the previous chapter that Friedman suggested a linear 

relation between the number of competitors and the job value by assuming 

that higher job values attract more contractors. Park assumes the 

relation to be parabolic, Wade and Harris assume that it exists but do 

not determine it and, finally, Gates and Morin and Clough are inconclusive 

about the existence of such a relationship. The two sets of data 

available were used to investigate if a linear relationship, between the 

number of competitors and the job value, exists by using a logarithmic 

transformation followed by linear regression and correlation. 

4.4.1 Firm A's data set 

The job values were grouped logarithmically and the numbers of 

bidders were also grouped. The results of these groupings are tabulated 

in Table (4.8), and illustrated in fig. (4.8A) where circles indicate the 

positions of the group means. However these group means must be weighted 

-by the number of jobs in each group. Note that the extreme value of 39 

bidders for one of the jobs has not been included in the tabulation. 

‘The coefficient of linear correlation between the logarithms of the 

job values (grouped) and the number of bidders (grouped) within each job 

value range was determined (see Table 4.9A). The number of pairs of 

observations is 75 therefore for a significant positive correlation at the 

5% level the coefficient of correlation (r) would have to exceed 0.2275. 

With reference to Table (4.9A) the coefficient of correlation is 

given by:



  

eRe 

NEfo we (rf we) (zf_u ) 
X_y X X ay 

2 2 2 Z / [Nzf uy -(Zfu.) JINEF uy “(ZF uy) ] 

N= 0212 

Therefore the sample shows no linear correlation. 

4.4.2 Firm B's data set: 

The job values were grouped logarithmically and the spread of 

the numbers of bidders is much lower than is the case for A's data set. 

It is possible that the higher values jobs, apparently preferred by B, 

are all of the invited tender type whereas in A's case many of the jobs 

appear to be of the open tendered variety. Table (4.10) and Fig.(4.8B) 

refer to B's data set. 

The coefficient of linear correlation was evaluated similar to 

(4.4.1) from Table (4.9B). The number of pairs of observations is 47, 

therefore for a significantlpositive correlation at the 5% level r would 

have to exceed 0.2817. With reference to Table (4.9B): 

r = 0.1282 

Therefore the sample shows no linear correlation. 

4.4.3 Comments 

Further analysis of the data in order to determine whether 

certain non-linear correlations existed were not considered worthwhile.



  

TABLE 4.8 

  

  

  

  

Number of Average 
ee 3-5 6-8 9-11 12-14 15-17 18-20 21-23 anh Value Log job Wider ae “Ginbar oF 

Rvarsee wunBer Range £K value Jobs in competitors 

of competitors Kiet fie fo 7 dare ag Sa ga 22 Average Range Mees 
in range g 

] 5 - 10 0.85 ] 7 

2 ] ] 10 - 25 7,20 4 7 

] 2 ] ] ] 25°=°50 is 6 10 

a8 3 2 3 50 - 100 1.85 1] 12 

8 ] 2 ] 100 - 200 2.15 12 10.5 

] 16 7 ] ] 200 - 500 2.50 26 8.b 

] 6 ] 2 500 - 1000 2.85 9 8.3 

] a ] 1000 - 2000 3.15 5 7.6 

] 2000 - 5000 3,50 ] 7 

TOTALS 6 40 13 8 ] 6 ] 
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TABLE 4.10 

  

  

  

Number of 5 6 Job Value No. of jobs in Average number of 

Competitors Range £K Range competitors 
in range 

] 5 - 10 ] 5 

10 - 20 ] 8 

20 - 50 0 

] 50 - 100 ] 5 

2 100 - 200 2 6 

] 2 200 - 500 5 6.2 

] 2 500 - 1000 3 Dae 

2 4 1000 - 2000 8 6 

4 6 2000 - 5000 13 o.7 

] 7 5000 - 10000 11 5.9 

] ] 10000 - 20000 2 »> 

TOTALS 12 24 47 
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4.5 Effect of job value on the coefficient of variation 

As each bidder assumed his own method in estimating the true tender 

cost, the value arrived at is obviously not unique. Furthermore the 

mark-up applied by each bidder is based on his own considerations and 

hence is a variable also. These factors and several others (e.g. the 

bidder might not want to win the contract in the first place), are 

responsible for the wide range in which the bids for a particular 

contract fall within. The measure of this dispersion can be made by 

evaluating the mean and the standard deviation of each contract. To 

include the job value in the picture, it is required to know the 

relative variability of the bid distribution with respect to the job 

value expressed as the mean of each contract. A commonly used measure 

for such cases is the Pearson's coefficient of variation given by,[26], 

  

A computer program which evaluates the mean and standard deviation 

of each contract in Firm B data set was developed and is presented in 

Appendix (7.2). The results of the program were used to calculate 

the coefficients of variation which were plotted against the mean of 

each contract. 

It is not expected to obtain an apparent functional relationship 

from this graph and hence correlation and regression techniques were 

applied to find it and test its degree of correlation by the product 

moment correlation coefficient (r) and the analysis of variance similar 

to section (4.4.2),



  

ee 

With reference to Table (4.11), it can be seen that: 

ay = 9.99 

ay = X 3-2/5 

b, = -4.560, b, = -0.0864 
2 

r= Vb,b, = 0.627 

The number of degrees of freedom = 47-2 = 45. 

The value of r for 45 degrees of freedom and a 5% level of sig- 

nificance given in statistical tables is r = 0.2875 

As 0.63 > 0.2875 then the correlation is significant at the 5% 

level. 

It was seen that the value of r obtained is significantly smaller 

than unity and an analysis of variance was conducted to test the 

correlation. 

With reference to Table (4.12), 

_ goge.17 
F= hn = 154.96 

The value of F for the degrees of freedom (2,47) and a 5% level of 

significance from statistical tables is F = 4.05. 

As 154.96 > 4.05 therefore reject (Ho: 8, = 0) indicating that the 

correlation is significant at that level between the job value and the 

coefficient of variation.
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TABLE (4.11) 

  

  

  

Ref. Mean log. Std. Coeff. Percen- 9 9 9 
No. in mean devia- of tage yy xy] Yo XYo 

£k bid tion var. Spread 
(x) (y}) (yo) 

1 Gore g.ee 1310 © 19.13 3.2 14:71. 365.9" 3s oe 10.24. 10.35 
2 319m 3.90 480 . 12.83 12.36 12.77 164.6 “86.0 152.76 43.26 
3 A910) 9.0 91 6.04 4.2 10.11 36.48 36.99 17.64 13.48 
4 Sart 3.9 893. 10.67. 10.93 15.38 113.84 9126) 119.46. 42.63 
5 9890 4.0 630 ao/. 5.18 168 40.57 25.48 26.32 20.52 
6 e148 3.6 353 Bind 69.158 13.086 72 76 ee $483.72 oe. oe 
7 7o00° 3.60 21} 679 9.08 12.67 39,52 oe 82.464 37.2 
= (10506 4.02 S68 p.41 2.65 16.16 29.28 9 7e $7.02 10.65 
9 gous 3.90 §369°.10:24 7.68 12.65. 104,88 96.38 58.98. 27.26 

mr 1050). 4.02 739 7.04 4.61 16.17 49.56.88 .90 21.25 16.63 
1] 2937 |. 3.46 240 6.18 5.73 12.02 66,9) em ee 92.83 190.82 
12 #207) 3486 359 €.95 2.60 14.90 20,50 ee 86.76 10.08 
72 1800 .. 3.25 99 3.03 8.28 10.59 <3G0Ge gee 65:55. 26.0) 
14 108°. 2.03 19): 78.55. . 2.66. 4.12 21) eee 7,07 5S 
5 Sea; 6.8 420 6./4. 0.24 14.39 45.49 2581 0.05 0.91 
16 +19 9.25... 239. 19,17 4.75 10.62 Wiehe eee. 20.56 The 
17 469 2.67 m> 6 41.79 13.95 7.13 F590 ede 194.6 37.25 
18 A995. 3.7 317 6.34 5.78 13.68) 40,2 eee 33.4 : 21.38 
19 Hie oe a t,o0 618.2 1.08. 997,32 eee 6115.2 81.33 
20 9086 -.3.95 © 637 7.02 5.96 15.66 49.35 ge 35.5 23.68 
Zi gie0° “a.ce°. 14] 6.65 7.50 11.06. 44.2 age 56.25 24.4 
22 6314 3.8 435 6.90. 11.85 14.44 47.6 326.22 140.42 45.03 
23 168 22.26 260, 14.60 9.09 5.13 213,16 8 82.63 20.54 
24 1771 giee 96 5.4 6.98 10.552: 29) ieee 9 48,72 22.6) 
25 S06) as dees 14.5 4.61 13,65. 210,25) s9.ee 21.25 17:66 
ee 12548. 4.09 1789: 74.2 4.01 16.79 201.64 58.08 16.08 16.4 
27 Boy 2.7 oe 70,14. 0.52. 7.4 229.2 eee 0,27 1 ae 
28 314 2.49 oo 11,52. 3.93 6.23 132 7. eee 15,46. 2 
29 el oe 124. 10.6 6./8 9.42 112,386 32.83 45.95 20.75 
30 £ig9 © 3,38. 103 4.8 6.38 11.09 23.08 18 oe 40.7 21.35 

31 G97. 2.7 a3 6./8 9.87 .7,27° S69) se 9/42 2a 
32 615..% 2.78 49 S.12 0.76 “7.77. Gage ee ee. 057 2 
33 165° 52,22 12 7.8 1.37: 4.91:> 66,86 ae 8?) Se 
34 8488 3.93 804 9.4 4.72. 15.43. 88.36 -gbc9@ -22.28° 18.55 
go. 10978 §4.04 »..963 8.7 4.20 16.32 75.69 25.19 17.64 16.97 
36 346... 2.54 os. 15.9: 30.68 - 6.44 252.8) S66 941.26 77.92 
37 "739° 3.67. 327 6.92 0.34 13.51 47,88 ae O.11S: tage 
38 670 2.82 O97 40.35. 5.25 7.98: 10) 1g eee. 27,56 14,20 
39 4603 3.66 401 6.7/3 0.38 13.42: 76:20 eee 0,144 1.4 
40 £g08 7 3.427 137 9.04 3.61 11.37 34:10 39.68 13.03 12.16 
4] 3/84 .* 3,58 °..218 mare §6=©.0.92 128 33.4: 207 0.85": 3.26 
42 265 TA) 6-23.12 30.83 2.0. 534,63 6 950.5 43.47 
43 oe eee = 102. 13.56 -.7.97 - 8.3 185 er ees 63.5 . 22.98 
44 goon aoe. 168 7.45 2.57 1.28) See eee 66.6 8.6 
45 4206 =» 3.62. =265 6.32. -5.45 13.92 29g ee gee, 29.70 19.78 
46 1908 -) 9.19. 206. 13.17. .6.95- 10.20 13.48 me Ot 48.390 22.17 
er. 10453 44.02. © 602 9./6 2.84 16.15 33-0, ee 68.06 13,4 

zr 153.96 469.91 377.5 527.9 5941.78 1431.83 979347 10028 
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TABLE (4.12) 

  

  

Source of Degree of Sum of Mean F 
variation freedom squares squares 

Total 47 5941.78 

] 4698.2 R(B,) 
] 490.14 2594.17 154,96 

R(B,/8,) 

Error 45 733.43 16.74 

  

 



ans 

The regression lines are, with reference to Table (4.11), 

Y = 24.92 - 4,56 X 

X = 4,13 - 0.0864 Y, and are drawn in Fig. (4.9). 

The type of relationship given by the correlation lines of 

Fig. (4.9), is thought to be due to the fact that small contractors 

with low over-heads bid for contracts with a low job value together 

with larger contractors operating at the lower end of their market 

and submitting bids based on an over-estimation of the true cost 

due to their inexperience in this field. While contracts with 

high job values are tendered for by experienced contractors 

specialized in the particular field and taking more care in their 

estimations due to the high element of risk involved. Another 

reason for the high variation in the low job value range, is that 

a small difference in the estimates of competitor will represent 

a high percentage of the overall cost. While for high job value 

contracts the small variations are insignificant with respect to 

the job cost estimate. 

These results can very well be a special case for this 

particular set of data. McCaffer, by studying (185) bids for 

building work contracts, concludes that there is no correlation 

between the job value and the coefficient of variation, [26]. 

A study of a large number of data sets is required to establish 

if such a relationship exists.
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4.6 Effects of the job value on the percentage spread 

The percentage spread is defined as: 

second lowest bid - lowest bid 
Towest bid x 100 

The values for the percentage spread were calculated for all 

contracts of firm B data set, and a study similar to that of section 

(4.5) was conducted. 

With reference to Table (4.11), it can be seen that 

a * y = 8.03 

3:879 

b, = -9.92, bo = -0.0345 

r = yb,b, =, 0.585 

The number of degrees of freedom = 47 - 2 = 45 

The value of r for 45 degrees of freedom and a 5% level of signifi- 

cance given in statistical tables is r = 0.2875. 

As 0.585 > 0.2895 therefore the correlation is significant at the 

5% level. 

It was seen that the value of r obtained is significantly smaller 

than unity and an analysis of variance was conducted to test the 

correlation.
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With reference to Table (4.13) 

_ 2675.57 
aa iT = 27.10 

The value of F for the degrees of freedom (2, 47) and 5% level 

of significance from statistical tables is F = 4.05. 

As 27.10 > 4.05 therefore reject (Ho: B = 0) 

indicating that the correlation is significant at that level between 

the job value and the percentage spread. 

The regression lines are with reference to Table (4.11), 

Y 40.51 - 9.92 Xx 

X = 3.55 - 0.0345 Y 

and are drawn in Fig. (4.10). 

It can be seen that there is a negative correlation between the 

job value and percentage spread. The Slope of the line is greater 

than that of the coefficient of variation indicating that at the 

low job value side there is a lot of money left on the table but 

it decreases rapidly as the job value is increased. This again can 

be due to the lack of care and inexperience in estimation for contracts 

with low job values which is not tolerated at the high job value end.
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TABLE (4, 3a3 

  

  

Source of Degree of Sum of Mean : : 
variation freedom squares Squares 

Total 47 9793.47 

R(B,) 1 3032.04 

R(B,/8,) 1 aig. Oe 27.10 

Error 45 4442.3 98.717 
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4,7 The effect of job value on average standardised bids 

An average standardised bid is calculated by dividing the original 

bid by the mean of all bids for a given contract. This value can be 

used in examining the behaviour of a certain competitor and that of 

all the competitors as well. McCaffer, [26], suggests listing the 

average of these values of several bids for any competitor and check 

to see if that competitor normally bids below, above, or near the 

mean. Also, if the average of all competitors is close to unity, it 

means that their behaviour is consistent, or similar, in estimating 

and marking-up tenders. However, the identities of the competitors 

are not known in firm B's data set, and the values obtained for the 

average standardised bids of competitors have a much larger spread 

than that seen in McCaffer's data and therefore there is no indication 

that their policies are similar. 

Another approach which makes use of the average standardised 

bid, and relates it to job value, is that suggested by Pim, [23], and 

discussed in section (3.7). In this approach, the values of the 

average standardised bids, including that of firm B in its data set 

for each contract, are plotted on a vertical line at the mean of 

each particular contract. Trend lines of the highest and lowest bid 

can be drawn and their variation with the job value can be studied. 

The bids of a contractor can either be strung out along the graph, in 

which case it is concluded that his strategy is not consistent, or 

they show a definite trend with respect to the job value. An 

imaginery bic can be plotted on each vertical line which is:



7 

mean - 2 standard deviation 
mean 

This is an imaginary minimum bid whose trend can be studied with 

respect to the job value also. 

Fig. (4.11) shows that the trend lines for the maximum and 

minimum bid are symmetric with respect to the datum, which is in this 

case the mean bid, and they come down closer to each other as the. job 

value increases. This indicates again the extra care taken in 

bidding for high job value contracts. Firm B's bid trend shows 

very good correlation with the mean for intermediate and high job 

value contracts but some fluctuation is observed at the lower end 

which could be the result of two factors. The first is that firm B 

may be bidding in an area where they are not experienced and entered 

in because of market circumstances. The second reason is that a 

large number of inexperienced competitors bid for small job value 

contracts thus distorting the mean away from good estimates. 

Another way of displaying these results was suggested by Pim 

also in which the datum line is taken as firm B's bid and the 

remaining bids for each contract are expressed as fractions or 

multiples of it. Maximum and minimum bid trends can also be drawn 

and they were found to be similar to those obtained when the datum 

was the mean bid, [23]. However, the advantage of this method is 

that a line may be drawn through the points representing the bids 

of the contractor immediately above the datum and the difference
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between this line and the datum will represent the amount that firm 

B's mark-up can be increased without affecting the order of the bids. 

This difference was found to be very small in the present set of data 

and, hence, not justifying the drawing of this line. The display of 

the result, using this approach is presented in Fig. (4.12).
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4.8 Application of the concept of expected utility value 
  

_ A method proposed by Mr. Bulman of Tarmac, [27] enables each company 

to reflect its policy towards profits and losses on the mark-up chosen 

for its tenders. It uses the utility curve, which assigns a value on 

an arbitrary scale between 0 and 1 to any profit or loss the company 

might achieve. If it is a straight line it will indicate that both 

losses and gains are treated similarly. However, if large losses are 

to be avoided more firmly than large profits, the proposed curve is 

shown in Fig. (4.13). 

4.8.1 Method of Analysis 

The proposed method was applied to firm B's data set. The 

mean of each tender was evaluated and the variation with respect to it, 

of each bid was found. A histogram of the cumulative variations, with 

respect to the mean, is plotted in Fig. (4.14) which indicates a possible 

fit with a normal distribution. | The goodness of fit was tested by 

logarithmic transformation followed by linear regression and correlation. 

With reference to Table (4.14) it can be seen that: 

a Fe y = 5.494 

" <
I
 

" 1.025 

b, = 11.965, b, = .083 

yb4b, = 0.9965 

The number of degrees of freedom = 9 - 2=7 

“y
s ul 

The value of r for 7 degrees of freedom and a 5% level of 

significance given in statistical tables is r = 0.6664.
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TABLE (4.14) 
  

Group Group Group Cumulative Prob. Probit 9 

  

No. range ee freq. frequency 4 y X y xy 

] a = 85 .825 5 5 1.87 2.80 | 68 7.84 oot 

2 30 +" .30 810 23 28 10.49 3.95 .765 15.6 3.456 

3 90> US 925 50 78 oe) 4.45 855 19.8 4.116 

4 95 - 1.0 “wie 67 145 54.30 557) .950 26.11 4.98 

5 10 = 1.03 1.025 50 195 43,03 5.6] 1.05 31.47 5.05 _ 
6 1.05: = 4.10 ore 4] 236 88.39 6.18 ti19> . 38.19 6.64 S 

7 1.10. +.7,35 1.400 16 252 94.38 6.55 1.265 42.9 7.368 

8 1.15 = 1.20 1.445 3 255 25.50 6.70 1.38 44.89 7.87 

9 1,20 - 1,25 1.225 Vr 267 100.0 8.10 1.50 65.61 9.992 
  

zr 9.200 267 49.45 9.6 292.4] 52.4 
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As 0.9965 > 0.6664 therefore the correlation is significant at 

the 5% level. 

The evaluation of the mean and standard deviation for this 

distribution is shown in Table (4.15). 

Grinyer and Whittaker, [19], suggest that mark-ups do not vary 

greatly between firms, and in 159 contracts studied by them the 

mark-ups variation was within +0.35% of a mark-up mean of 6.8%,. 

which is very small. If this argument is applied to the distribution 

obtained in this study it may be said that the distribution represents 

estimated cost as well as tender values. By using the area under 

the normal curve from statistical tables it is possible to determine 

the probability of winning associated with each particular deviation 

from the mean. 

A hypothetical contractor is assumed to have estimates generally 

10% below the mean. A mark-up of 1% to 8% is applied to his estimates 

from which table (4.16) is constructed. Column 1 is the mark-up and 

column 2 is the probability of winning associated with it, obtained 

from tables as discussed earlier. Across the top of the following 

5 columns the probabilities of errors and their values are shown. 

They are obtained by assuming the error to be normally distributed. 

The four rows for each mark-up are as follows: 

1. Gross percentage gain: the error value + mark-up 

2. Average percentage gain: row(1) x probability of success
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3. Utility: the utility factor between 0 and 1 corresponding 

to row (2). 

4, Weighted utility: row(3) x probability of error. 

The mark-up with the highest utility is the one with the highest 

total weighted utilities. 

From Table (4.16) it is seen that the optimum mark-up is 6%. 

This result compares well with that obtained by computerised simu- 

lation which will be presented in the next chapter. The advantage 

of this method is that it does not assign an estimation accuracy value.
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TABLE (4.15) 

  

  

  

  

Group Group Group ; 2 s oq range Average freq; <2 freq.x x'*. freqx 

] 7B -. 85 .825 5 0 0 0 0 

2 soo = §.90 .875 23 ] 23 ] 23 

3 90 - .95 .925 50 2 100 4 200 

4 aa + 7.0 .975 67 3 201 9 603 

5 1.0 - 1.05 1.025 50 4 200 16 800 

6 1.05 - 1.10 1.075 4] 5 205 20: 1025 

7 1.10 = 1.15 +425 16 6 96 36 576 

8 1.15 - 1.20 1.175 3 7 21 49 147 

9 1.20 - 1.25 1.225 12 8 96 64 768 

x 267 942 4142 

x = 1.001 

S = Std.dev. = .087
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TABLE (4.16) 

  

  

  

Mark Prob. Probability 
up of of error «05 ed . 36 er .05 

SUCC. error +16 +4 0 -4 -16 

1.Gross % gain 16.1 4.1 0.1 -3.9 -15.9 
2.Av. % gain 1E.75 2.99 --QuO7d oo 0G 

| fo peUtility .98 92 -0.88 .82 59 
4.W.Utility .05 2 Ale ee .029 

1.Gross % gain 16.2 4.2 Die -3.8 -15.8 
2. Av. % gain 71,04 °° 2.94 14. -2.66.  =941..06 

dt 3.Utility 2.97 .0.91 9 .83 0.6 
4.W. Utility 0.048 0.24 ae -te 0.03 

1.Gross % qain 16.3 4.3 2 -3.7 -15.7 
2. Av. % gain 0. de 2.83 .198 -2.44 -10.36 

oS <66 3,Utility .28 9): 0.8 84 .63 
4.W.Utility .05 .24 <oe eee .03 

1.Gross % gain 16.4 4.4 4 -3.6 -15.6 
2.Av. % gain S.03° 2515 19 © To Fe =? ,63 

oes 49 3 .UtT lity 96. 0.91 .89 .85 7. 
4.W.Utility “Uae. <24 «de eee .035 

1.Gross % gain: 16.5 4.5 ‘oS -3.5 -15.5 
2.Av. % gain toe. +93 see -6.66 

i ao 8. Utility .95 9 .89 .85 a5 
4.W. Utility 47 .24 coe .229 . 037 

1.Gross % gain 16.6 4.6 6 -3.4 -15.4 
2.Av.% gain 6.4 lw 22° ee -5.69 

aor 6 SUC ity ie 3s .89 86 EIT 
4.W. Utility ORT > ee Jae vee .038 

1.Gross % gain 16.7 4,7 7 -3.3 -15.3 
2.Av. % gain She AS ol -4,74 

afoot = O.UtTiity 06d BRO ee .87 .79 
4.W. Utility 6046. 238 2 ae »205 .039 

1.Gross % gain 16.8 4.8 8 -3.2 -15.2 
2.Av. % gain 4.2 12 re -0.8 -3.8 

oo... 29° 3. Utility .92 O85" Cae .85 8 
4.W. Utility 046. 238. 4ai6 oaeg .04 

Total 
W. 
Utility 

-849 

.858 

.860 

sore 

.873 

875 

.874 

869 
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CHAPTER FIVE 

COMPUTERISED SIMULATION 
  

5.1 Testing the simulation program 

A computerised simulation program was developed by Armstrong,[28], 

to investigate the effects of improving the estimation accuracies (ER), 

of a contractor and his competitors, on their success ratio and achieved 

profit. The key results of this investigation were checked analytically 

using order statistics by McCaffer, [24], who summed them up in six 

typical and indicative situations. McCaffer's results served as a 

good check on the accuracy of the preliminary simulation experiments 

carried out by the authoress in view of finding the number of simulations 

required to give a satisfactory degree of agreement with these results. 

It was noted that the limits of the distribution of bids, and 

hence the integration limits, differ between McCaffer's solution and 

the simulation program developed in this thesis. Therefore, to be 

able to draw conclusions about the accuracy of the program, the six 

situations considered by McCaffer were solved analytically applying 

the limits used in the program and their results were the ones against 

which the computer program was checked. 

In this thesis mark-up is expressed in terms of prime cost where- 

as in McCaffer's papers mark-up is in terms of the tender price or bid.
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To illustrate the difference between the two sets of limits, situation 

one is solved using these two sets. All the relations for the proba- 

bility of success and the expected values, used in this section were 

derived by McCaffer. 

Given a uniform distribution in the range (a,b), Fig. (5.1), so 

that for any bid x, where a < x < b, and, if five bids are selected 

and the lowest is in the range (L - dL) to (L), then all the others 

must be in the range (L) to (b). 

The probability of one being in the range (L - dL) to (L) is: 

it (5.1)   

The probability of the other 4 being in the range (L) to (b) is: 

Poe: pot (5.2) 

Therefore, the probability of one being in the range (L - dL) 

to (L) and the other four being in the range (L) to (b) is 

dL [ be-L . 
(b-a) (5.3) 

Since any one of the five bidders can be the lowest, then the 

probability density function of the lowest bid is given by: 

f(L) = SC poy l REI] (5.4) 

and the expected value of this function is:
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f (x) L = low bid 

  

            

dL bid (x) 

rin St
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Sie res tay f a L db (5.5) 
a -a -a 

2a + Abad (5.6) 

Following are the six situations considered by McCaffer: 

Situation 1: 

In this situation, contractor E and his four competitors have an 

estimation accuracy of +10% and a mark-up of 10%. 

a) McCaffer's limits: 

Likely cost 
  

Distribution of 

cost estimates         
~ 10% 1:00 + 10% 

Likely cost +10% mark-up 
  

        

F(x) Distribution of 

possible bids 

1.00 1.26 

FL) | Distribution of 

L winning bids
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The expected value of the winning bid 

  E(L) =at 5 

1.00 2 1.033 

Since the likely cost is defined as 1.00, therefore actual 

achieved profit is 3.3%. 

b) The computer program limits: 

  

Distribution of 

      cost estimate   

  

      
  

-10% 7:00 +10% 
90 100 110 

Distribution of possible bids = 

f(x) Cost est. + 10% of cost est. = 

90 + 0.1(90) = 99 

0.99 1.10 1.21 110 + 0.1(110) = 121 

Distribution of 

f(L) 
winning bid 

  

1.21 = ;99 
Therefore, E(L) = .99 + 8 1.0267 

i.e. achieved profit = 2.67% 

The success ratio for both cases is 0.2 as all contractors 

stand equal chances.
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Situation 2: 

In this situation: E's estimation accuracy = +5% 

Competitors estimation accuracy = + 10% 

All have a mark-up of 10% 

1.045 ia 1.155 
  

E's bid from this distribution 
        

ae +) 1a) 
  

Competitors bids from this 

      distribution 
  

E's probability of winning is: 

1.155 
4 

[ i. ] dl = 0.0992 

ts Oh 0.11(0.22) 

  

and 

1.155 4 
] otcet Niet L) i dL 

1,045 0 ne a 
eT ee BORN 1909) 

E(E) = = 1.07179 
.0992 

i.e. the achieved profit is 7.179%
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Situation 3: 

In this situation: E's estimation accuracy = +5%. 

E's mark-up = 7.5% to secure a share equal to 

situation 1 (i.e. 20%). 

conve tors estimation accuracy = +10% 

Competitors mark-up = 10% 

E's bid is in a range k to (k + 011) such that the probability 

_ of winning is 0.2 as in situation 1. 

k+0.11 ees yt 
: or § “gra J dh = 0.2 

which results in 

k = 1.029 

Similar to situation 2, E's achieved profit is = 5.06% 

Situation 4: 

In this situation: All contractors have an estimation 

accuracy of + 5% 

All contractors apply a mark-up of 7, 5% 
Likely cost 

  

| Distribution of 

| cost estimates 

      
a5. ¥.00 $53 

Distribution of 

bids 

  
1.02125 1.12878
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Success ratio = 0.2 as all have the same chances 

bea 
6 

E (winning bid) = a+ 

(1.12875 - 1.02125) 
6 

1.02125 + 

1.039166 

j.e. the achieved profit is 3.9166% 

Situation 5: 

In this situation: All contractors have an estimation 

accuracy of +5% 

All contractors apply a mark-up of 10% 

1.00 
  

Distribution of 

    | cost estimates 
-5% +5% 

  

Distribution of 

bids 

        

1.045 1.355 

The success ratio is 0.2 as all contractors have equal chances. 

The expected value of the winning bid is: 

o b-a 
a 6- 

1.155 - 1.045 
6 1.045 + = 1.06333 

i.e. the achieved profit is 6.333%
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Situation 6: | 

In this situation: Four contractors including E have an 

estimation accuracy = +5% 

The fifth has an estimation accuracy = +10% 

All five apply a mark-up = 10% 

| 
}. 00 

Distribution of 4 

contractors bids 

  

  
  including E. 

1.045 1.155 

  

Distribution of the 5th 

competitor's bid     
  

0.99 121 

The probability that the four competitors bids including E is 

greater than a value L is: 

If the fifth competitor's bid is between 0.99 and 1.045 he must 

win, this probability is: 

r.0s5 0.99 1 
a2" 099 4 

Therefore, the probability of the fifth contractor winning is: 

0.25 +0.103 = 0.353
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The probability of any other contractor (including E) winning is: 

rl = .0,353).= 0.16175 

The expected value of E's bid is the same as situation 5, 

i.e. 1.0634. 

The probability of the fifth contractor being in the range 1.045 

te 1,155: 1s: 

iptoo = 1,065 _ . 
ee pee 8 2/2 

(1.155 - 1.045) 
5 = 1.067 a+ MA = 1.045 + 

The probability of the fifth contractor being in the range 1.155 

oe 7,21 is: 

tial= 155 a 
ee tt 8 

the expected value of E's winning bid is: 

2 
3 x 1.0634 + 3 %1,067:= 1.0646 

i.e. the achieved profit = 6.45% 

A computer program, whose flow chart is presented in Appendix 

(7.2), was developed to conduct the simulation study using the PRN's 

generated by subroutine RANDY which is presented in Appendix (7.1). 

The number of simulations required to yield results comparable to the 

analytic solutions was found to be (500). The computer program
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results are compared with the analytic ones evaluated in this section 

and are presented in Table (5.1). It can be seen that very good agree- 

ment is obtained between the simulation and analytic results for a fairly 

low number of simulations which gives confidence in the PRN generation 

subroutine and the simulation technique adopted. 

5.2 Application of the concept of maximizing the expected profit 

A computerised simulation investigation was conducted to study the 

influence of the level and type of estimation accuracy and the mark-up 

policy on the results obtained by using this concept. The following 

assumptions, which were guided by the values used in the published liter- ; 

ature or the recommendations of contracting firms consulted during the 

course of this research were made: 

a) The number of computing contractors is equal to five. 

b) The levels of estimation accuracy considered (ER) were +5%, 

+10% and +15%. 

c) The true contract cast was fixed at a hypothetical figure of 100. 

d) The mark-up, M, for the four competitors was fixed at 10% of the 

estimated cost while, for the fifth contractor, E, the mark-up 

M(E) varies from 5% to 15%. 

. e@) The distribution of the estimation accuracy was assumed to be 

uniform by, [8], and normal by, [29]. Therefore for the purpose 

of this investigation, sampling from both the uniform distribution 

and the normal distribution were considered, for estimating 

accuracies (ER) of +5%, +10% and +15%. ™* In addition, two types 

of curtailed normal distributions were considered, where 20= ER 

and 30= ER. 

  

* Note that in the computerised sampling from the two normal distributions, 

generated values of x outside the range x = C+ER are assumed to be equal 

to the appropriate extreme values.
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Poot (8:1) 

  

Analytical solution Computerised simulation 
  

  

Situation 

Success Average net Success Average net 
ratio profit ratio profit 

% % % % 

] 20.0 2.67 19.66 2.686 

2 9.92 2ct7S 9.76 223 

3 Cn 5.06 19.140 5.091 

4 20.0 3.9166 19.66 3.926 

5 20.0 6.333 19.66 6.343 

6 16.175 6.45 15.82 6.474 
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If ER is an informed but subjective estimate of the likely 

estimating accuracy, then for a particular value of ER where +ER defines 

the range of the distribution, the three distributions of the prime 

cost (c) are shown in fig. (5.2). 

In certain cases it was found that no maximum value for the 

expected profit was found in the mark-up range 5% to 15%, therefore, 

further cases were considered in the range 0% to 5% or 15% to 20% 

depending on where the maximum value is expected. 

For the uniform distribution of estimation accuracy, the computer 

program developed for section (5.1) was used. For sampling from the 

two types of normal distributions two new programs were developed and 

their flow charts are presented in Appendix (7.2). 

The results obtained from this study are shown in Figs.(5.3) to 

(5.15). It can be seen from these figures, that, regardless of the 

type of distribution of the estimation accuracy, a general trend 

exists between both the success ratio versus the mark-up of the fifth 

competitor, and the average net profit versus the same mark-up for 

each accuracy. 

The relationships between the success ratio and the mark-up, 

whose determination is the central aim of all bidding models, are 

plotted for the various levels and types of estimation accuracy in 

Figs. (5.3) to (5.5). For all types of estimation accuracy, the
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three levels meet at the point of 10% mark-up and 20% success ratio. 

This is because the competitor's mark-up is 10% and, when the mark-up 

of the fifth contractor M(E) is also 10%, all bidders stand the same 

chance of winning. As their number is five, this ratio is 20%. When 

M(E) > 10% the shapes of the curves are similar for the three types 

of estimation accuracy, with the higher success ratio associated with 

the low accuracy (+15%). This is because the competitors are applying 

a mark-up of 10% and contractor E, who is applying a mark-up greater 

than 10%, can only beat them when their estimation accuracy is bad. 

When M(E) < 10% the relationship is linear for all types of estimation 

accuracy at +10% and +15%. However for ER = +5% the success ratio 

remains very high when the M(E) is low and drops rapidly to a value of 

20% just before M(E) = 10%. This is because the accuracy is high and 

as the fifth contractor is applying a mark-up less than his competitors 

he stands a better chance of being the winner. This is more so when 

the estimation accuracy is normally distributed as it most likely results 

in a small distribution of bids than that of a uniform distribution as 

will be explained in the profit case. 

From Figs. (5.6) to (5.8) it can be concluded that a higher aver- 

age net profit is associated with better estimation accuracy. For 

M(E) = 10%, and when the estimation accuracy was improved from +15% to 

+5%, the average net profit improved from -0.97% to 6.34% for the uni- 

formly distributed case, from 0.29% to 6.76% for the normally distributed 

case (20 = +ER%), and from 3.53% to 7.85% for the normally distributed 

case (30 = +ER%).
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In the normally distributed case (30 = +ER%) the average net 

profit increased by 38% when the estimation accuracy was improved from 

+10% to +5%. This result will be used later when comparing with a 

variable job value problem. These results also indicate that more 

profit is achieved at the low mark-up side if the distribution of 

the estimation accuracy is assumed to be normal. This is due to the 

fact that when the estimation accuracy is normally distributed, the 

bids fall most likely in a small range around the true likely cost 

and the probability of having an estimate at the lower end of the 

estimation accuracy range is small, particularly in the case where 

30 ER. This also explains why the slope of the curve of the 

normally distributed estimation accuracy is large at the low mark-up 

side but reduces as the mark-up is increased, because the small errors 

involved are only significant when the mark-up is low. 

It can be seen from figs. (5.9) to (5.11) that the effect of 

the estimation accuracy on the expected profit depends on the mark-up. 

Higher expected profits are associated with better estimation 

accuracies at mark-upsunder 10% only. If M(E) > 10% higher expected 

profits are sometimes associated with the poorer estimation accuracies. 

Taking the normally distributed (30 = +ER%) case as an example, for 

M(E) = 5% the expected profit increased by 124% when the estimation 

accuracy was improved from +10% to +5%. However if M(E) = 15% the 

expected profit is reduced by 95% for the same improvement in estima- 

tion accuracy. It can be concluded that if contractors are applying 

high mark-ups, they do not need to spend extra time, and hence cost, 

trying to improve their estimation accuracy.
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However, because of the associated low probability of success with 

wide ranging estimating accuracies and high mark-ups the contractor 

must bid for more jobs (assuming that these are available) and, hence, 

the cost of estimating may still be high. In such cases job values 

are important. 

There is a significant difference in the maximum expected profit 

for the three distributions of estimation accuracy when it is +5%. 

This difference is reduced and the curves become more similar as the 

accuracy becomes +10% and +15% because the shape of the normal distri- 

_bution approaches that of the uniform one. 

To increase the scope of the investigation, the normally 

distributed estimation accuracy (20 = +ER%) was chosen to study the 

case where the four contractors, including the fifth (US), have an 

estimation accuracy of +5% while that for the remaining one is +10%. 

The mark-up for the four competitors, including the one with an 

estimation accuracy of +10%, was fixed at 10%, while that of the fifth 

was varied between 5% and 15%. To illustrate the sensitivity of the 

result to the reduction of the estimation accuracy of the first 

contractor, the success ratio of the fifth contractor was 1 contract 

in 5 when all had an estimation accuracy of +5% and a mark-up of 10%. 

‘ This was reduced to 1 contract in 6, when the first contractor reduced 

his estimation accuracy to +10%. The remaining results of the 

investigation are shown in Figs. (5.12), (5.13).



- 122 - 

The uniform distribution of estimation accuracies of +5%, +10% 

and +15% was chosen to study the sensitivity of the success ratio, 

average net profit, and expected value of the fifth contractor, to 

the change of mark-up of one of the four competitors. The results 

are shown in Table (5.2). and figs. (5.14), (5.15).
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TABLE (5.2) 

  

peccer M ER M ER WM ER: MER 
  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

A oo 7.5. > 5 5: 5 

B om ewe § 10 .§ 3. 

C mo © 310 5 10: 8 30223 

D 70 10-5 10. 5 os 

E oe 10. §& 6 610. 8 ae 
Success ; ; : : 

ehan 7 oho 1 in? | inl. we 

Average net 
profit 6.34 6.19 5.86 5.84 

E( profit) 1.24 0.863 0.504 0.483 

Bidder M ER M ER M ER M “ER MER 

A 1 40. 7.5.10 5 10 10: 1 aa 

B 10 “40: 10°10 . 10° 10. 10. 40 7 ae 

C 10°30. 1010 $10 10 10 haw 

D 10°10 =3=(10:10. 10: 10°) 10: 16 

E 10: 10 10 10 :: 10..10-7,6 40 a 
Success : : i i : 

fatto 1 785 = 1in 6:1 in] 148s oe 

Average net 
profit 2.686 e.0er = 2:352 te10 0.928 

E(profit) 0.528 0.429 0.329 0.355 8 2o/ 

Bidder MER M ER -M ER 

A He ae 7.5 15. -5. 45 

B 1 6 10 15« 310 35 

C 17 ee” = 10. 18 10°. 15 

D 70 45° 10 15 10 15 

E 10°15 =6©10' 15 10.15 
Success : : : 

Satio Jeno) in 6 1 ine6 

Average net 
profit -0.97 wt, 174°: -1.303 

E (profit) -0.191 -0.2092 -0.2095 Untiore Dist 
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normal distribution (36 = * ER%) 
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5.3 An investigation into the effect of the number of competitors: 

In the previous section the number of contractors was fixed for 

all the bidding situations investigated. It was seen earlier that 

the number of competitors has an important effect on the results and 

an investigation was carried out to determine these effects. The 

uniform distribution of estimation accuracy was chosen with accuracies 

of +5%, +10% and +15% for all the contractors. The mark-up of all 

the competitors was fixed at 10% and that of the last contractor 

M(E) was varied. The number of competitors was varied from 1 to 10. 

Fig. (5.16) shows the effects on E's optimum mark-up and expected 

profit where it can be seen that this effect is considerable when the 

number of competitors is small but is insignificant for a large number 

of competitors. When the number of competitors was increased from 1 

to 4, the optimum mark-up was reduced by 38%, while an increase from 

4 competitors to 9 reduced the optimum mark-up by 10% only. The 

corresponding values for the expected profit are 52% and 34% respect- 

ively. This study was limited to the case + 5% estimation accuracy 

only as it required varying M(E) in 0.5% and 0.25% steps in the 

optimum region to determine its value accurately. The same conclusion 

was arrived by Gates, [7]. 

The effect of the number of competitors on the optimum bid, which 

is the bid submitted at the optimum mark-up maximizing the expected 

value of the profit, for the three levels of estimation accuracy can 

be seen in Figs. (5.17) to (5.19). For the +5% estimation accuracy
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the effect of increasing the number of competitors results in decreasing 

the optimum bid value and reduce the mark-up at which it occurs. For 

the cases of +10% and +15% estimation accuracy, although the optimum 

bid value decreases as the number of competitors is increased, the 

mark-up of the optimum bid remains constant to within (+0.5%). The 

other observation made in the case of these two levels, is that in- 

creasing the mark-up beyond the optimum has less and less effect on 

the value of the expected profit. as the number of competitors is 

increased and the level of estimation accuracy is reduced. This is 

implied by the slope of the curves which gets flatter (approaches 

zero) beyond the point of optimum mark-up as the number of competitors 

is increased and is moreso for the +15% level of estimation accuracy. 

The effect on the relationship between the mark-up M(E) and the 

probability of success of the three levels of estimation accuracy is 

shown in Figs. (5.20) to (5.22). It can be concluded that the 

number of competitors has little effect on the case of good estimation 

accuracy ER(+5%) as the curves shown in Fig. (5.20) are in a thin band. 

The effect increases as the accuracy becomes +10% and +15% as the width 

of this band increases in Figs. (5.21) and (5.22) respectively. At 

M(E) = 5%, the success ratio is reduced by 43% when the number of 

competitors is increased from 1 to 10 for an estimation accuracy of 

+5%. This value becomes 58% and 80% for accuracies +10% and +15% 

respectively. In fig.(5.23) the effect of three selected mark-ups 

M(E) = 5%, 10%, and 15% for the three levels of estimation accuracy 

on the relation between the number of competitors and the probability
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of success is shown. In the case of M(E) = 10% all contractors 

apply the same mark-up, therefore the level of estimation accuracy 

has no effect on their success ratio which is governed by their 

number only. This curve follows Gates' model as it gives all con- 

tractors equal chances which add up to unity. 

It is also seen that when a contractor applies a lower mark-up 

than his competitors M(E) = 5%, improving the level of estimation 

accuracy gives him a higher Success ratio. However, if his mark-up 

is more than that of his competitors M(E) = 15%, then improving the 

level of estimation accuracy will make his competitors more competi- 

tive and hence reduces his success ratio, therefore his success ratio 

is higher when the estimation accuracy is +15%.
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5.4 Sampling the number of competitors and their mark-up; 

In the previous simulation experiments, which will be referred to 

as simulation 1, the number of competitors was equal to four and their 

mark-up M(THEM) = 10% while M(US) was varied as 5%, 10%, and 15%. = In 

a true bidding situation, the number of competitors and their mark-ups 

are not known to the contractor who can only control his own mark-up. 

A computer program, whose flow chart is presented in Appendix (7.2), 

was written to sample the number of competitors from a discrete 

distribution with limits (2<\<9), where A is the number of competitors. 

Each competitor's mark-up was sampled from a continuous distribution 

with the limits (0.0% < M(THEM) < 10.0%). This simulation experiment 

will be referred to as simulation 2. The subroutine RANDY was used 

to generate the PRN's required for the simulation and for convenience 

the distributions were assumed to be uniform. 

It is noted that to conduct a true sensitivity analysis all 

variables are held constant except one, therefore the results of both 

simulation 1 and simulation 2 cannot be subjected to a strict sensiti- 

vity analysis. However to be able to draw conclusions regarding the 

effects of sampling M(THEM) and the number of competitors, simulation 

2 results were compared with the case of 5 competitors from simulation]. 

The case of 5 competitors was chosen because it represents the 

average number of competitors when sampling between 2 and 9. 

With reference to Table (5.3) it can be seen that in simulation 1 

when the estimation accuracy is reduced from +5% to +15%, the success



TABLE (5.3) 

  

  

  

  

  

  

  

  

  

  

            

M (US) % 

10 15 

‘M (THEM) % 

10 0-10 10 ‘0-10 10 0-10 

Success 
. Watio 62.2 13.0 16.96 10 0.72 0 

ANP B52 1.94 6.06 4.867 9.87 - 

oe Success 
= +10 atic 38.7 19.0 16.9 5 4.26 120 

i ANP -0.838 -1,94 2242 2.69 5.964 4.26 

Success 
+15 wate 31.6 21 16.96 12 123 3.0 

ANP -4.79 -5.7 -1.82 hel 7. 1.79 3.94 

NB=5 

+ 
O
L
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ratio decreases when M(US) = 5%, remain constant when M(US) = 10%, and 

increases when M(US) = 15%. However, in simulation 2, the success 

ratio increases with reducing the estimation accuracy for the three 

cases of M(US) = 5%, 10% and 15%. It is also noted that the success 

ratio value in simulation 2 is always less than that of simulation 1, 

with the difference being significant in the case M(US) = 5%. 

It seemed logical that better comparison between simulation 1 

and simulation 2 could be obtained if the means of the random variables 

in simulation 2 corresponded with the ebatioie | values of simulation 1. 

Therefore, the M(THEM) range in simulation 2 was changed to (5% - 15%) 

to correspond to 10% in simulation 1 and the results of this case will 

be referred to as simulation 3 and are shown in Table (5.4). 

It can be seen that the success ratio of simulation 3 for ER(ALL) 

of +10% and +15% corresponds to that of the mean number of competitors 

of simulation 1. However for ER(ALL) = +5% the success ratio of 

simulation 3 seems to depend on the mark-up M(US). Where M(US) = 5% 

it is less than that of 10 competitors of simulation 1. As M(US) 

increases to 10% and 15%, the success ratio of simulation 3 improves 

relative to that of simulation 1 and corresponds to the cases of 8 

competitors and 5 competitors respectively. 

The average net profit of simulation 3 must correspond to the 

average net profit of simulation 1 for the number of competitors which 

gives a similar success ratio to that of simulation 3. This is because



TABLE (5.4) 

  

  

  

  

* 
O
S
 

2 

  

Be Simulation-3 SIMULATION 1 -  M(THEM) = 10% M(THEM)=5-15% 

ER(ALL) | M(US) NB 3 4 5 6 7 8 9 10 3°10 

Suc.ratio 75.8 69.98 64.78 62.2 59.2 59.08 57.0 54.78 54.0 
5% A.N.P. 4.01 3.65 3.42 3.2 3.08 2.97 2.82 2.76 2.825 

E(Profit) 3.04 2.55 2.2 1.99 1.82 1.75 1.60 1.5] 1.52 

Suc.ratio. 33.36 24.8 19.66 16.96 14.2 12.68 10.9 9.74 13.0 
10% A.N.P. 2.22 6.69 6.34 6.06 5.953 5.73 5.58 5.46 6.797 

5% E(Profit) 2.4 1.66 1.24 1.02 0.845 “927 .609 .53 . 883 

Suc.ratio 6.44 2.92 730 ee 24 . 40 .10 .08 1.0 
15% A.N.P. 10.88 10.48 10.27 9.87 9.73 9.60 9.60 9.6 9.633 

E(Profit) .701 .285 .113 .07 .023 .009 .009 .007 .096 

Suc.ratio 54.86 46.98 41.5 38.7 35.16 34.4 33.08 31.32 i BOD) 
5% A.N.P. 1.367 . 332 =535 - 2838: : 41.08 -1.43 —Vtel °<+1.83 «O32 

E(Profit) .749 .156 -.145 = 324 -.38 -.49 +357 -.57 =:363 

Suc.ratio 33.3 24.8 19.66 16.96 14.2 12.68 10.9 9.7 19.0 
10% 10% A.N.P. 4.4 3.3 2.68 i 1.9 1.46 2-17 .93 2.722 

E(Profit) 1.48 84 52 235 ‘21 .18 .128 09 .517 

Suc.ratio 16.12 10.04 6.2 4.26 2.86 1.86 1.48 .96 6.0 
15% A.N.P. 7.89 7.06 6.46 5.964 5.87 5.46 5.18 5.23 7.89 

E(Profit) 127 .709 .40 .25 .16 .10 .07 .05 .473 

Suc.ratio 47.42 39.68 34.4 31.6 26.92 26.6 25.6 23.64 32.0 
5% A.N.P. 21.325 2.78 -3.96 -4.79 -5.34 -5.69 mt eB -6.30 4.68 

E(Profit) -.59 = -1.36 Be ES) -1.44 -1.5 -1.56  -1.489 -1.49 

Suc.ratio 33.3 24.8 19.66 16.96 14.2 12.68 10.9 9.74 21.0 
15% 10% A.N.P. 1.683 .092 nm O7 182 eo 4g 2.79 ~3.23 -3.59 o32371 

E(Profit) 561 .022 =.791 -. 308 =. 30 5 5 -. 352 -.353 -.254 

Suc.ratio 20.98 14.16 10.02 7 5.32 4.0 3.42 2.62 12.0 
15% A.N.P. 4.93 3.49 2.47 1.8 1.8 .747 -68 37] 3.314 

E(Profit) 1.035 -495 -247 «433 096 029 023 . 009 coor 
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M(US) and ER(ALL) are the same for both cases therefore the contractor 

makes the same amount of profit if he wins the contract. 

Another way of analysing the results obtained by simulation 3 is 

to carry out a simple decision theory analysis. Assuming that the 

relevant decision model is that of Decision making under Uncertainty 

(DMUU), where the number, identification, and the frequencies of the 

environments (in this case ER) are unknowns, the appropriate criteria 

are: 

>
 ' The WALD CRITERION:- Which is the action of an extreme 

pessimist choosing the best of the worst. 

B - The MAXIMAX CRITERION:- Which is the action of an extreme 

optimist choosing the best of the best. 

C - The WEIGHTED MAXIMIN-MAXIMAX CRITERION:- Which is a 

compromise between A and B using an index of optimism. 

D - The SAVAGE CRITERION:- Which minimizes regrets where a 

regret is defined as an opportunity cost. 

E - The LAPLACE-BAYES CRITERION:- Which assumes that equal 

probabilities are allotted to the likelihood of each 

environment (i.e. ER). 

Following is an application of these criteria to the results 

obtained from simulation 3.



MAXIMAX MAXIMIN CRITERION 

MATRIX OF EXPECTED PROFITS (M(THEM) 5 - 15%) 

  

ER(ALL) (NB 3 - 10) 

MAXI MAXI : WEIGHTED 
+ 5% + 10% + 15% MIN MAX - - OUTCOME 

°6 Xx “4 x 
WORST BEST WORST BEST 

S1 5% 1.52 ~, 363 -1.49 -1.49 1,52 -,894 608 -~ 286 

M(US) 

S2 10% 883 .517 -.254 -.254 .883 -.1524 3532 +.201 a 

S3 15% 096 473 aor .096 473 .0576 . 1892 +. 2468 ' 

(A) Maximin Criterion: choose S3 rank $3 > S2 > $1 

(B) Maximax Criterion: choose $1 rank S1 > $2‘ $3 

(C) Weighted Maximin - Maximax Criterion: choose $3 rank S3 > $2 > SI. G@= .4 

(a is Hurwicz's index of optimism, i.e. if a = 1.0; subject is an extreme optimist, if a = 0 subject is an extreme 

pessimist. Note similarity to Utility).



SAVAGE CRITERION 

MATRIX OF REGRETS 

  

check for intransitivity 

  

ER(ALL) 
WORST 

2c +10 +15 WORST S] 0 880 1.744 1.744 
$1 0 .880 1.887 Ter 52 637 0 0 .637 

u(Us) S267 0 651 65) S2 0 0 -651 -651 
53 .787 044 0 .787 

$3 1.424 044 0 1.424 S] 0 836 1.887 1.887 

53 1.424 0 0 1.424 

(D) Savage Criterion (Minimise Regrets) S2>S3>S1. 

Note that a check for intransitivity must be made - in this case 

the test is negative and the criteria can be used. 
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Probabilities jas cao ao 

ER(ALL) 

+5 + 10 ¢ 45 

S$] - . 507 -.121 -.497 

M(US)  S2 10 294 s172 -.085 

$3 15 .032 . 158 eae 

(E) Laplace-Bayes Criterion: choose $2 rank $2 >S$3 >Si 

-.111 

+. 38] 

*. 322
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5.5 The break even mark-up (BEMU) :     

Fine, [30], and Whittaker, [8], studied the BEMU and presented 

different relationships between it and the number of competitors for 

uniformly distributed estimation accuracies of (+ 5%, +10%, and +15%) 

as discussed in Section (3.5.1). In their study they assumed the 

mark-up to be constant for all contractors (4%-13% in Fine's case). The 

simulation results of the previous section were used to develop a 

similar relationship and to include the effect of varying the mark-up. 

In the first stage, the case where all contractors apply the same 

mark-up (10%) and a uniformly distributed estimation accuracy was 

considered in order to check the results against those of Fine and 

Whittaker. The BEMU was calculated by subtracting the percentage 

average net profit, obtained by the computerised simulation, from the 

applied mark-up. These results are plotted with those of Fine and 

Whittaker in Fig. (5.24) where it can be seen that they are similar to 

‘Fine's when he assumes a mark-up of 10% for all contractors. 

In the second stage, BEMU was calculated similar to the first 

stage but from the simulation results where the last contractor varies 

his mark-up relative to his competitors whose mark-ups are fixed at 

10%. The results are presented in Figs. (5.25) to (5.27). The 

results are clearly different and hence justify the criticism of the 

previous models which do not include this possibility in their deri- 

vation. The first stage results and hence those of Fine and Whittaker 

can be considered as a special case of a more general field which is 

that of stage two.
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As an example, the effect of the varying in mark-up M(US) on the 

BEMU for the +5% estimation accuracy will be discussed. With reference 

to fig. (5.25), and when all contractors have the same mark-up (10%), 

the increase in the BEMU when the number of competitors was increased 

from | to 10 is 135%. If the mark-up of all competitors, M(THEM) 

remains at 10% and that of the last one M(US) is taken as 5% this 

increase becomes 318% while if M(US) is 15% it becomes 12% only. 

Another way of looking at the variation is that the increase in BEMU 

when M(US) is increased from 5% to 10% and then to 15% with one 

competitors is 83%, and 31% respectively. These values become 89% 

and 22% when the number of competitors is 10.
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5.6 The effect of the job value 

In al] the previous simulation experiments, the job value was 

fixed at a hypothetical figure of 100. For the results to reflect 

true bidding situations, where the job value is a variable, it was 

thought desirable to investigate the effects of varying the job 

value on the simulation results. The various aspects of this study 

are discussed subsequently. 

5.6.1 Data Generation 

In order to cover a reasonable range of the market a 

computerised method, using pseudo random numbers generated by the 

subroutine developed and tested previously, was used to sample job 

values from a uniform distribution between £50k and £1000k. As this 

subroutine has one stream, the PRN's required for sampling the esti- 

mation error were generated by using the standard NAG library routine, 

which is available at the University Computer Centre and statistically 

tested in Appendix (7.1). The job values generated were assumed to 

be the true tender cost without taking the estimation accuracy or the 

mark-up into consideration. 

5.6.2 The computerised simulation 

The number of bidders was taken to be (5). Their estimation 

accuracy of +10% to +5% with intervals of +1% uniformly and normally 

distributed (30 = +ER) were applied together with a mark-up of 10%. 

From the experience gained in applying the computerised simulation 

to fixed job value tenders it was found that at least 500 simulations
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need to be considered for the method to yield good results. As it is 

not possible in the true situation to bid for 500 tenders per year, 

the study was conducted to cover 10 years with 50 tenders bid for at 

each one. The flow chart of the program is presented in Appendix 

(7.2) and its output includes the following information: 

+ The sum of the true cost of the 50 contracts per year 

bid for by the 5 bidders. 

Zi The sum of the true cost of the contracts won by each 

contractor per year. 

a By subtracting the true tender cost from that after 

applying the estimation errors and mark-up, the net 

profit achieved by each winner is obtained and the 

sum of it per year is outputed. 

4, The sum of profit in step 3 is divided by the number 

of contracts won for each contractor to give the 

average profit per contract per year for that 

particular contractor. 

5S; The percentage success of each contractor per year is 

calculated from the number of bids he won divided by 

the ones he bid for i.e. 50. 

The results are shown in Fig. (5.28) to (5.31) and Tables 

(5.5) to (5.8).



- 163 - 

5.6.3 The simulation results: 
  

A. The success ratio: 

By averaging the success ratios of the five bidders over 

10 years they were found to be the same as those obtained with the 

fixed job value simulation i.e. 20%. This is expected as all the 

competitors are applying the same tendering policy (estimation accuracy 

and mark-up) therefore they all stand the same chance of winning and 

the job value has no bearing on it. These results are shown in Tables 

(5. 5) to (5.8). 

B. The Break even mark-up 
  

By averaging the profit sum over 10 years for each 

contractor and dividing it by the same average of the sum of contracts 

won by him, an average net profit over the 10 years period is obtained. 

As the intended profit per cent was 10% (mark-up), the difference 

between it and the value obtained is the break even mark-up, as shown 

in Tables (5.9) and(5.10). This value for an estimation accuracy of 

+10% uniformly distributed was 7.3%, and 4.4% for the case of +10% 

estimation accuracy normally distributed. 

By comparing these results with Fine's and Whittaker's, it 

was seen that the first corresponds to Whittaker’s model while the 

second one corresponds to Fine's. However both models do not consider 

mark-ups or varying job values and only yield similar results for +5% 

estimating accuracy. However, the method for determining the break 

even mark-up used in this simulation can be considered more realistic.
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C. The average net profit 

The average net profits were evaluated in the previous 

section. In the fixed job value situation, when the estimation 

accuracy and mark-up are the same for all contractors, their average 

net profits are identical. However, for a variable job value, even 

if the estimation accuracy and mark-up are the same, the average net 

profits of the contractors differ slightly. By averaging them for 

the five contractors comparisons can be made with the fixed job value 

cases, which are obtained from Figs.(5.6) and (5.7). These averages 

are obtained from Tables (5.9) and (5.10) and shown in Table (5:11). 

_ It can be seen that the average net profits are very similar in the 

variable and fixed job value situations and hence it can be concluded 

that the job value has no effect on them. 

D. The overall profit 

Neal, [29], suggested that an improvement of the normally 

distributed estimation accuracy from +10% to +5% will result in 

increasing the overall profit by 40%. The run with +5% estimation 

accuracy was checked with +10% run and the improvement was found to be 

39.4% . This result corresponds to 38% in the fixed job value case 

as shown in Section (5.2). When the error was assumed to be uniformly 

distributed the improvement was 120%. This is expected as the normal 

distribution gives a lower chance of a bad estimate than the uniform 

One and the winner is the one with the greatest inaccuracy when the 

mark-up is constant. By plotting the increase in overall profit, as 

the estimation accuracy is reduced with respect to that obtained from
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+10%, it was found that the relation is nearly linear, as shown in 

figures (5.32, 5.33) and Table (5.12). However, the increase in 

average net profit, per contract won, is less than that of the overall 

profit. This is thought to be because some contracts are won with 

very little profit and hence offsetting the average, i.e. the increase 

in the total profit is not shared evenly by all contracts won.



TABLE (5.5) 

SUM OF CONTRACTS WON 
  

  

    
  

    
  

  

    

h, 10 year 
ope ] e 3 4 5 6 ? 8 9 10 fiverace 

] 5110745 7861101 1284434 444495] 3660682 4867722 1747041 5169083 1999898 4827583 4097324.0 
2 3085391 4621228 4339334 2627910 2213198 6374377 5770350 2577689 6809953 4080619  4250005.9 
3 5238830 4099029 3638865 5238316 7664987 5560262 3988085 4140233 4916580 3059807 4754499.4 
4 6514306 3770190 6736332 4035132 5901531 4620401 4200326 8368746 7749918 5475236  5737211.8 
5 8077003 _ 3703676 10943949 6723895 5561928 5891129 5608083 6614915 4910608 7681657 6571684, 3 

PROFIT SUM 

] 333901 515861 80748 273387 209380 324151 151500 360319 123727 318465 269143.4 
2 185397 261886 294585 131564 123820 371348 379151 206769 385694 256462 259667.6 
3 328833 261479 220707 321136 470120 378562 258070 239866 322516 193444 299473.3 
4 439966 252065 411517 288727 331980 286805 248604 513968 493207 395802 366264. 1 
5 515856 230081 666442 405464 319010 345656 316359 440058 294849 548020 408179.5 

AVERAGE NET PROFIT/CONTRACT WON 

] 30354 39681 20185 30376 23264 36016 18937 40035 30931 28951 29873.0 
2 30899 21823 32731 21927 24764 37134 34468 25846 32141 36637 29837.0 
3 36537 32684 24523 29194 36163 31546 25807 39977 32251 27634 31631.6 
4 43996 31508 34293 26247 25536 31867 22600 36712 37939 39580 33027.8 
5 36846 25564 41652 31189 31901 34565 31635 33850 26804 36534 33054.0 

SUCCESS RATIO 

1 22 26 8 18 18 18 16 18 8 22 17.4 
2 12 24 18 12 10 20 22 16 24 14 | Wee 
3 18 16 18 ee 26 24 20 12 20 14 19.0 
4 20 16 24 22 26 18 ce 28 26 20 22.2 
5 28 18 32 26 20 20 20 26 22 30 24.2     
  

Uniform distribution M = 10%, ER = +5% 

- 
39

.



TABLE (5.6) 

SUM OF CONTRACTS WON 
  

  

  

  

  
  

  

  

    

10 year by 1 2 3 4 5 6 7 8 ) 10 Average 

] 4637280 6925887 5197488 4723481 2975078 4644595 4340566 5688239 6996772 4255482  5038486.8 
2 3589738 1989425 5279585 5499039 5895899 5740242 4507008 4881529 4785132 3701552 4586914.9 
3 9617615 4954495 6571384 6281756 6125201 5041491 5335098 3222377 4240516 2284771 5367470.4 
4 3417970 4445479 2910383 3029351 4169841 6074488 2678101 4751349 2776405 6680407 4093377.4 
5 6768172 5739938 6984073 3536575 5836306 5813076 4453112 8327173 7588144 8202689  6324925.8 

PROFIT SUM 

1 366407 565381 425635 395285 248625 351882 34137] 434601 531041 344235 400446.3 
2 295353 161652 400599 429007 473117 464902 350093 394664 407041 301892 367832.0 
3 789361 369294 534263 515648 483807 367380 453294 244250 31094] 196529 426476.7 
4 249477 367688 240843 221043 308679 498853 176287 400067 218776 527866 320957.4 
5 524397 442114 525473 289549 426045 437583 362303 67492] 569304 694090 494577.9 

AVERAGE NET PROFIT/CONTRACT WON 

1] 45800 40384 42563 43920 49725 35188 37930 33430 37931 43029 40990.0 
2 49225 40413 44511 35750 39426 51655 29174 4385] 45226 37736 41696.7 
3 49335 33572 38161 46877 40317 36738 34868 48850 31094 28075 38788 .7 
4 31184 45961 34406 24560 34297 41571 44070 66677 43755 40605 40708.6 
5 43699 34008 52547 32172 35503 48620 30191 39701 47442 49577 41346.0 

SUCCESS RATIO 

1 16 28 20 18 10 20 18 26 28 16 20.0 
2 12 8 18 24 24 18 24 18 18 16 18.0 
2 32 22 28 22 24 20 26 10 20 14 21.8 
4 16 16 14 18 18 24 8 12 10 26 16.2 
5 24 26 20 18 24 18 24 34 24 28 24.0       

Normal Distribution, 30 M = 10%, ER = +5% 

~ 
f
e



TABLE: (6.73 

SUM OF CONTRACTS WON 
  

  

  

  

    
  

    
    

10 year o)" 1 2 3 4 5 6 7 8 9 10 Average 

1 3514396 4508935 3964340 5246955 5170504 5960347 2716350 6103095 6399550 4452452  4803692.4 
é 4744007 5349658 6857996 7058691 2691728 4612682 5178666 2799671 6115619 6551177 5195989.5 
3 7655202 6626243 2815240 4859641 7456871 6719133 8124491 7745671 4322570 4767150 6109221.2 
4 6176074 3153631 3561892 2481792 3630943 5383492 3231807 5128314 6481574 3851142  4308066.1 
5 9936596 4416756 ~— 9743445 3423124 ~— 6052280 —« 4638238 ~—- 206257] 5093915 3067656 550298] 4993756 2 

PROFIT SUM 

1 135016 182078 146106 50860 85620 119980 95265 202780 182675 109132 130951.2 
2 23972 107810 219548 179325 39662 105550 149446 77299 237115 205394 Jano.) 
3 105853 285139 54401 101136 226590 139071 209585 115067 69126 125089 143105.7 
4 102341 86925 104501 26464 189333 175924 77708 187216 137637 187293 127534.2 
5 231179 203173 247293 162413 166022 223/00 47468 254480 112040 191468 183929. 1 

AVERAGE NET PROFIT/CONTRACT WON 

] 19288 18207 18263 5086 9513 9229 8660 20278 15222 10913 13465.9 
2 2996 10781 15682 13794 5666 15078 13586 11042 21555 14671 12485. 1 
3 10585 20367 9066 10113 14161 10697 13099 8851 6912 12508 11635.9 
4 8528 9658 13062 3308 27047 19547 11101 17019 tcote 23411 14519.3 
5 17783 29024 17663 18045 15092 27969 9493 28275 18673 23933 20595.0 

SUCCESS RATIO 

1 14 20 16 20 18 26 22 20 24 20 20.0 
2 16 20 28 26 14 14 22 14 22 28 20.4 
3 20 28 12 20 i 4 26 32 26 20 20 23.6 
4 24 18 16 16 14 18 14 22 22 16 18.0 
5 26 14 28 18 22 16 10 18 dz 16 18.0     
  

Uniform Distribution M = 102, ER = +10% 

= 
S
3
b
-



TABLE (5. 8) 

SUM OF CONTRACTS WON 
  

  

    
  

    
  

          
  

10 year 
by te 1] 2 3 4 5 6 Zz 8 g 10 here 

7] 4996445 3025067 5722941 5920150 7220545 4512080 5695204 3894528 727592€ 4474058  5273694.4 
2 8543950 3129481 4996627 3896594 4848994 6316764 2525852 5595573 4222287 3084109 4716023.1 
3 4475261 3907915 5082036 4230245 4695272 3575235 5615970 5747280 617785C 8924887 5243195.1 
4 7351616 7973640 4250184 4606840 3052827 7030960 3475975 5565574 #7164337 3453405 5392535.8 
5 2659004 6019121 6891126 4416373 5184688 5878852 4000885 6067711 1546570 5188443 4785277.3 

PROFIT SUM 

1] 349219 164832 361060 341449 426130 233701 308939 232231 447301 290465 315532.7 
° 542950 208046 228337 100409 292934 398452 121167 269951 265802 155062 258311.0 
3 269310 186459 206739 205919 199237 179075 382291 429265 30514: 536962 290040.2 
4 465645 439207 221178 239318 241621 296165 182807 310476 37506€ 183182 295466.5 
5 176366 435910 388320 294004 292738 251094 226801 400589 7880- 319204 286 383.0 

AVERAGE NET PROFIT/CONTRACT WON 

1 38802 20604 32823 31040 28408 38950 22067 33175 29827 36308 31199.7 
2 49359 23116 22833 12551 29293 30650 24233 2454) 3797} 19382 27392.9 
3 29923 31076 20673 25739 22137 29845 27306 35772 27745 31586 28179.7 
4 33260 31371 27647 26590 40270 26924 20311 34497 26797 26168 29382.8 
5 25195 33531 35301 21000 29273 17935 28350 36417 2626& 31920 28519.0 

SUCCESS RATIO 

1 18 16 22 22 30 12 28 14 30 16 20.8 
2 22 18 20 16 20 26 10 22 14 16 18.4 
3 18 12 20 16 18 12 28 24 22 34 20.4 
4 28 28 16 18 12 22 18 18 28 14 20.2 
5 14 26 22 28 20 28 16 22 6 20 20.2 

Normal Distribution M = 10%, ER = +10% 

>
i
s
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TABLE (5.9) 

  

Uniform Distribution, M = 10%, ER = +10% 
  

  

  

  

Bidder 

No. Profit sum Sum of con- Average net ‘BEMU 
tract won profit 

] 130951.2 4803692.4 2.726 7.274 

2 134512.1 5195989.5 2.588 7.412 

3 143105.7 6109221.2 2.342 7.658 

4 127534.2 4308066. 1 2.960 7.04 

5 183929.1 4993756.2 3.683 6.317 

M = 10%, ER = +5% 

1 269143.4 4097324.0 6.568 3.432 

2 259667.6 4250005.9 6.109: * 3 a0 

3 299473.3 47544994 6.298 3.702 

4 366264. 1 5737211.8 6.384 3.616 

5 408179.5 6571684.3 6.211 3.789 
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TABLE: (5.10) 

  

Normal Distribution, M = 10%, ER = +10% 
  

  

  

  

Bidder 

No. Profit sum Sum of con- Average net BEMU 
tract won profit 

1 315632.7 5273694.4 5.983 4.017 

2 258311.0 4716023.1 5.477 4,523 

3 290040. 2 5243195.1 §,631 4.469 

& 295466.5 5392535.6 5.479 4.521 

5 286383.0 4785277 .3 5.984 4.016 

M = 10%, ER = +5% 

] 400446. 3 5038486.8 7.947 2.053 

2 367832.0 4586914.9 8.019 1.981 

3 426476.7 5367470.4 7.945 2.095 

4 320957.4 4093377.4 7.840 2.160 

5 494577.9 6324925.8 7.819 2.181 
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omeee (5.1.1) 

  

Uniform Distribution 
  

Average net profit 
  

  

  

  

ER% 
Fixed job value Variable job value 

$5 6.34 6.314 

+10 2.686 2.856 

Normal Distribution 

= 5 7.843 7.914 

+10 5.686 5.690 

 



- 173 - 

TABLE (5.12) 

Normal Distribution 

  

  

ee ypacy Total profit ratio Percentage increase 

10% ] 0% 

9% Fo 11% 

8% tte 15% 

7% tien 22% 

6% 1,30 30% 

5% 1.394 39.4% 

  

Uniform Distribution 

  

10% ] 0% 

9% 1.18 18% 

8% 1.5 50% 

7% 1.7] 71% 

6% 1.896 90% 

5% Ee 120% 

  

Profit sum at accuracy (+ER) 
Total profit ratio = Profit sum at accuracy (+10%)
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5.7 Application of the concept of target probability 

It was found from the previous section that the resulting annual 

work load of a contractor may be as far as +100% from his annual average 

for Eectain years. As no contractor can handle such a variation, 

Trimble's target probability concept, [10], discussed in Section (3.2.3) 

was applied to influence the work gained. The relation between the 

success ratio and the applied mark-up is presented in Fig. (5.3) 

with +10% estimation accuracy. For convenience the curve was appro- 

ximated to a straight line and is shown in Fig. (5.34). From the 

previous section an average value for the annual available work was 

found and each contractor's annual target was set at 20% of that value. 

The intervals at which the obtained work is compared with the 

target value were 1 year, 6 months, 3 months, and 6 weeks. These 

time intervals are much longer than the ones suggested by Trimble 

in his method but are necessary to keep a reasonable number of 

simulations in each interval. 

The results are shown in Figs.(5.35) to (5.38). The important 

conclusions which can be drawn from them is that it is better to 

apply a fixed mark-up policy rather than alter it for a long interval 

as seen in the case of one year. The results improve as the period 

is reduced to 6 months and 3 months respectively, but the trend starts 

to reverse in the 6 weeks case. It is expected, intuitively, that 

results improve with reducing the time interval and its failure to 

do so in the six weeks case is attributed to the number of simulations
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in this period. If the case of a contractor who exceeds his target 

in the first six weeks is considered, he will apply a higher mark-up 

to reduce his volume of work. The number of simulations is so few 

(12) that he might not get any job and hence reduce his mark-up 

drastically for the third stage and gain still more work. This can 

work against a contractor by reducing his work volume also. To 

obtain good simulation results the number of simulations must be 

increased to a much higher level which then will not reflect a true 

bidding situation. 

This method is concerned with maintaining a stable level of work 

load to the contractor without taking into account the price he pays 

for obtaining this work. By reducing the mark-up to become more 

competitive, the contractor risks taking jobs at a loss. For the 

best distribution of work load achieved, i.e. comparing every 3 months 

with the target, the values of the total net profit of each contractor 

were plotted for every year in Fig. (5.39). It can be seen that each 

contractor had a certain number of years in which he was operating at 

a loss and the average of the five contractors profits for each year 

is less than that of the fixed mark-up policy shown in Fig. (5.28). 

‘A modification to the theory can be made to safeguard against 

losses by setting a minimum limit to the chosen mark-up. The value of 

this limit and that of the optimum checking time period can be the subject 

of an independent. investigation due to their importance and originality. 

A computer program flow chart for this simulation experiment is 

presented in Appendix (7.2).
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true curve 

approximated curve 
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Fig 5.34



  

   



= 6 months comparison interval  
   

10 yr 

  
 
 

UOl| IW 
UI 

“
U
O
M
 

$
}
3
D
J
}
U
O
D
 

JO 
W
H
S
 

“
o
v
e



    
 
 

oe 
s
e
 

_ 

a
 

-
 

n 
a
e
 

5 
>
 

5 
a
 

”
 

o
e
 

°
 

*
 

= 
x 

= 
a
 

B
s
 

—
 

oy 

5S 
—
 

e
a
e
 
O
E
 

A
N
 

ae 
3
 

O
e
 

m1 
| 

as 
of 

| 
3 

o. 
/ 

v
m
 

m
e
g
 

| 
mil 

S 
so 

-
 

a
 

a
 

p
e
 

e
e
 

e
e
e
 

b
e
 

—
 

| 
| 

| 
| 

| 
oO 

@ 
Ss 

0 
wm 

wv 

v
o
l
]
 

[iw 
Ul 

U
O
M
 

}
I
D
J
Z
U
O
D
 

JO 
W
N
S
 

~ 
S
B
 = 

 



- 
18
6 

- 

su
m 

of
 
co
nt
ra
ct
 

wo
n.
in
 

mi
ll

io
n 

oO
 

5)
 T 

SS
 

—-——- 2 
son 
Lean <elaoee e 

nm Kone 

target 
comparison interval 6 weeks 

  

     

        

    

Fi
g.
 
5.
38
 

  

      1.4



pr
of
it
 

su
m 

in
 

K 
e2OowW 

260}- 

240/- 

220}/- 

1i8Oj;- 

160 } 

140/- 

120 7 

loOor 

80r- 

o O T 

———= target 

comparison interval 3 months 

   

  

  40r 

Fi
g.
 
5.
39
 

     



- 188 - 

CHAPTER SIX 

DISCUSSIONS AND CONCLUSIONS 
  

6.1 Discussions: 

The study of the various models and concepts of the theory of 

bidding strategy requires the analysis of a large volume of correct 

bidding data. Although two sets of data from two major contracting 

firms were available for this study, several attempts to obtain more 

sets resulted in failure due to the lack of cooperation from contract- 

ors who regard such information as a trade secret. 

The goodness of fit of known statistical distributions to the 

data sets was tested and showed good agreement in some cases while 

no fit was found in others. 

The relation between the number of competitors and the job value, 

which is a subject of disagreement between authors in the field of 

bidding strategy as discussed in Chapter 3, was investigated with the 

help of the two data sets. As each set indicated a different result, 

the study was inconclusive. 

A study of the effect of job value on the coefficient of 

variation, the percentage spread, and the average standardised bid 

was conducted. The information available in the data sets indicated
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that the spreads of bids, in the high job value market is less than 

that in the low job value one, which is thought to be due to better 

estimation and similar mark-up policies in the high risk region. 

The concept of expected utility value discussed in Chapter 2 

was applied using one of the available data sets. 

It is expected that the analysis of two data sets is not enough 

to draw firm conclusions especially in a field of controversy like 

that of bidding strategy. Even if more data sets are made available 

the reliability of their information remains in doubt as it is known 

that the contractor's site staff manipulate their reports to hide 

discrepancies. An example of this is sharing the time lost or money 

wasted on a certain item among several other items which were 

efficiently executed. 

An alternative course of action which can be resorted to, is to 

assume known statistical distributions, of the elements involved in 

bidding strategy models, and draw samples from them using simulation 

techniques. The generation of random numbers is central to the 

application of simulation and the accuracy of the results depends on 

their true randomness. 

The random numbers suitable for computerised simulation are 

pseudo random numbers for which two independant sources of generation 

were available. The first source is the Nottingham Algorithm Group 

Library routine available at the University's computer centre. This
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routine was tested and found satisfactory but its disadvantage is that 

it gives different random numbers every time it is called and a 

sequence cannot be regenerated for a later test. Although its cycle 

length is known, it is open for all users and it is not initiallized 

every time it is called. The second source of pseudo random number 

is a subroutine developed specially for this study which can be initial- 

lized and hence reproduces the same sequence. This subroutine was 

successfully tested by various statistical methods and subsequently 

used in the simulation experiments. 

The number of simulations required to arrive at a satisfactory 

accuracy was found by comparing the simulation results of selected 

problems to those obtained analytically by order statistics. 

The concept of maximizing the expected profit was applied using 

computerised simulation. The effect of estimation accuracy was 

first investigated by fixing the number of competitors, the job value, 

and the mark-up of competitors M(THEM). The estimation accuracy was 

sampled from a uniform distribution and two curtailed normal distri- 

butions (20 = ER and 30 = ER), and ER was taken as +5%, +10%, and 

15%, The results obtained by assuming a normal distribution of 

estimation accuracy, resulted in bids closer to the likely true cost 

than those obtained by assuming a uniform distribution. 

The second investigation was concerned with the number of 

competitors. This number was varied between 1 and 10 and the effects
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on the success ratio, expected value, optimum mark-up, and optimum 

bid was studied. It was seen that the accurate estimation of the 

number of competitors is important when they are few and an error in 

this estimate of +] competitor has a great influence on the results. 

This accuracy becomes less important as the number of competitors 

increases and the difference in results between the cases of 9 and 10 

competitors is very small. 

The concept of the break even mark-up was tackled from a new 

angle taking into account the applied mark-up. In the special case 

of all contractors having the same mark-up, the results agree well 

with those published by other authors. 

In a true bidding situation, the contractor's only control is 

over his mark-up, while the number of competitors and their mark-ups 

are uncontrolable by him. A study simulating this situation was 

conducted and the results were found to be dependent on the competi- 

tors mark-up range. When this range was from 0% to 10% a signifi- 

cant drop in the success ratio of the last contractor, whose mark-up is 

controlled, compared with results obtained for various number of 

competitors with a fixed mark-up of 10%. However when the sampled 

mark-up range was changed to 5% - 15% so that its mean will correspond 

to the fixed mark-up case, the success ratio of the last contractor 

corresponded to that of the mean number of competitors with a fixed 

mark-up.
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A simple decision theory analysis was conducted to the results 

obtained by sampling the competitors mark-ups between 5% - 15%. The 

decision model was assumed to be that of decision making under un- 

certainty and the various relevant criteria were applied. 

An investigation to study the effect of the job value was also 

carried out. The job value was sampled from a uniform distribution 

whose limits are £50k and £1000k. Although no effect on the success 

ratio or average net profit was observed, the increase in overall 

profit was found to have a linear relation with the estimation accuracy. 

Finally the concept of target probability was applied. It was 

seen that the mark-up can be used as a controlling factor of the work 

load. 

Although a lot of important situations were simulated and the 

influence of several relevant factors was tested, there remains agreat 

scope for further development and study. Some areas of possible 

further research are suggested in the following section. 

6.2 Suggestions for further research 

A) Verification of the computerised simulation results by 

comparisons with actual bidding data: 

The confidence in the simulation results can be fully established 

when they compare well with actual bidding data. It is not certain, 

however, how such data can be made available but attempts must continue 

to do so.
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B) The break even mark-up: 

Previous studies of the BEMU neglected the effects of the mark-up 

and the job value. In this thesis these effects were included and 

they indicated that the results of the previous studies can be consi- 

dered as a special case of a more general field. However, the mark- 

up of competitors M(THEM) was fixed at 10% which, in a true bidding 

situation, would be variable. This factor can be included in a 

simulation program which samples the competitors' mark-ups from various 

distributions with various limits and compare the results ideally with 

a contractor's set of data. 

C) The number of competitors: 

It was seen that some authors suggest a linear relation between 

the job value and the number of competitors while others suggest that 

it is non-linear. A third group are inconclusive about the existence 

of this relation. The results of this work are inconclusive also. 

Due to the importance of this factor, further attempts could be made 

to see if a relationship exists in a particular job value range or 

a special type of job. Factors, other than the job value, can be 

considered and their effect assessed to arrive at a model capable of 

predicting the number of competitors. 

D) The estimation accuracy: 

Of all the factors studied in this investigation, the estimation 

accuracy is the one which influenced the results most. A study of 

the job value indicated a possible relation with the estimation accuracy. 

The high job value bids had a lower spread indicating their being samples
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from a normal distribution while low job value bids, with their high 

spread, can be samples from a uniform distribution. The limits of 

the distribution can also be estimated. 

E) Job availability: 

In the simulation results the number of simulations, which re- 

present the number of tenders bid for, was fixed at (500) which was 

found to be the number at which simulation results approach the 

theoretical ones. However, in a true bidding situation it is un- 

likely that a contractor has the opportunity to bid for 50° jobs per 

year and hence a study can be made to determine the optimum mark-up 

if the number of available jobs is fixed at a more realistic figure 

(say 20). 

F) Development of a comprehensive simulation program: 

A computer program can be developed incorporating the results 

of sections C and D. When selecting a job value range the number 

of aieeti tors and the type of distribution and limits of the estimated 

accuracy are evaluated. Another factor which needs to be determined 

is the range of the competitors mark-up. The simulation experiment 

is conducted by varying M(US) and calculating the probability of 

winning and the average net profit associated with each one. 

G) Further investigation of the concept of target probability: 

The importance of this concept is that it does not aim at 

maximizing the profit but at maintaining a target volume of work for 

a contractor. The main factor in this concept is the time period
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after which the target value is compared to the amount of work obtained. 

The influence of the number of simulations, number of competitors, type 

and range of estimation accuracy, and the job value, on the time period, 

can be determined by conducting simulation experiments varying one or 

more of these factors and keeping the others as constants. 

6.3 Conclusions 

Two sets of bidding data were analysed and applied to some aspects 

of the field of bidding strategy. However, the results obtained from 

them cannot be generalized, as a general conclusion requires the 

analysis of a much larger volume of data. 

As an alternative, computerised simulation was adopted and a 

pseudo random numbers generation subroutine was developed and tested. 

The subroutine was satisfactory and yielded good simulation accuracy 

with a relatively small number of simulations. The simulation 

results compare well with the theoretical published literature. The 

method can be developed further to examine other fields which were 

untackled in this thesis.
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CHAPTER SEVEN 

APPENDICES 

7.1 The Computerised generation of Pseudo Random Numbers 

7.1.1 Introduction 

' A ramdom sequence of numbers is a finite sequence in 

which each number has the same chance in appearing in any position in 

the sequence as any other number in the sequence. 

There is no mathematical definition of a random sequence but it is 

possible to define the degree of randomness by subjecting the sequence 

to a number of statistical tests, [31]. 

There are several types of machines which generate random numbers, 

but the sequence produced by them cannot be regenerated which is clear 

from the definition of a random sequence. Due to this limitation, the 

testing or comparison of a sequence generated by this method is difficult. 

As an alternative, a Pseudo-Random-Number sequence may be generated by 

defining criteria for the sequence and then constructing a process that 

will satisfy the criteria, [31]. 

7.1.2 Generation of Pseudo-Random-Numbers (PRNs) 

There are several methods for the generation of PRN's, but
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it must be noted that there is no method which produces perfect sets 

or is the best of all methods. It must also be noted that parts of 

a random sequence are not necessarily random but must be tested for 

local randomness, [32]. 

The method used in this thesis is the multiplicative congruential 

method which is described subsequently. 

If two integers (a) and (b) differ by a multiple of a fixed 

natural number (m), it is said that (a) is "congruent" to (b) with 

respect to (m): 

i.e. a=b (mod m) 

or 

a 25 (m) 

This means that the difference between (a) and (b) must be 

divisible by (m) so that: 

  

where (d) is an integer. 

This suggests a method for the generation of PRN by: 

ms n 
Rs =k A mod b . 

where 

Ra = mth random number generated from the m-1 random number. 

k = multiplier 

and the length of the cycle is given by pine
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This method will produce integers, so if random fractions are 

required, the result is divided by bth properties of the sequence 

were found to be insensitive to m, [3], therefore the length of the 

cycle can be determined by the computer characteristics. Fora 

computer with a word length of b bits, the value of m can be chosen 

as m= 2. The power of 2 is used to increase the speed of the machine 

as it will reduce the division to an operation of arithmetic shift. 

However, this may be true if lower level languages are used, but there 

is no advantage in it when using a high level language like Fortran. 

To make the best of the word length of the computer, the product of 

integers is evaluated in floating point form using the (FLOAT) 

statement so that each value involved in the multiplication process 

can have the maximum size allowed by the computer. 

For a binary computer the following parameters are recommended, 

[3]. 

Rn 
any integer 

k 8t + 3 where t is any integer, whose value was 

chosen as 10 in this work. 

Following is the flow chart of subroutine RANDY:
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N=N+] 
  

No Yes 

No 

  

RNEXT=1023.0           

      
RLAST=RNEXT 
      

  

NUM1=2**18 

K=83 

PRODUCT=K*RLAST 

FACTOR=INT(PRODUCT/NUM1 ) 

RNEXT=PRODUCT-FLOAT ( FACTOR) *FLOAT(NUM1 ) 

RANDO=RNEXT/NUM1 
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7.1.3 NAG routine for PRNs generation 

The University Computer Centre has a standard routine 

for generating PRN's from Nottingham Algorithm Group Library. It was 

not possible to determine details of the technique used in this routine. 

This routine was used together with the one developed in this thesis 

in simulation problems where PRN's from two independent streams are 

required.
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7.1.4 Statistical tests 

The NAG routine and RANDY were used to sample from a 

uniform distribution of estimating accuracy (+ 10%) using 5 bidders 

and a 10% mark up on estimated cost. The exact average net profit on 

bids won is 2.67%. The simulated results for 500 simulations were 

as follows: 

NAG ROUTINE 2.684% (av. net profit) 

RANDY 2.686% (av. net profit) 

Although both generators appear to be reasonably efficient it was; 

decided to apply two statistical tests of randomness namely the 

frequency and serial tests. 

i) Frequency test: 

The properties of the sequence generated were 

k = 83 

Ry = 1023 

2. 518 

This test is carried out to ensure that the PRNs generated by the 

sequence in every subsection differ from the expected number by an 

acceptable amount, [33]. The range between 0 and 1 was divided into 

ten equal subsections (0.0 to 0.1, 0.1 to 0.2..etc.). A computer 

program was written to sum the PRNs in each sub group from a sequence 

of 500 PRNs, and taking the expected frequency at each sub-section as 

500/10=50 the resultswhich are presented in Table (7.1) show that: 
10 2 

wer. (6. = 0:)“/e, = 12,04 ay i i
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The value of x? at a 5% level of significance and 9 degrees of 

freedom is x? = 16.919. 

As 16.919 > 12.04 therefore the sequence is random for this level 

of significance. 

The parameters of the sequence were changed to: 

k = 83 

R = 255 

914 

and the same test was applied. The result was 

x2 = 9.12 

As 16.919 > 9.12 therefore the new sequence is random for this 

level of significance also.
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TABLE (743 . 

  

  

ee oe Gl ee 
(0) (e) : 

54.0 50.0 -4.0 16.0 07. 320 

65.0 50.0 -15.0 225.0 4.50 

51.0 50.0 -1.0 1.0 0.02 

52.0 50.0 -2.0 4.0 0.08 

36.0 50.0 14.0 196.0 3.92 

45.0 50.0 5.0 25.0 0.50 

44.0 50.0 6.0 36.0 Oi 7e 

59.0 50.0 -9.0 81.0: 1.62 

47.0 50.0 a 9.0 0.18 

47.0 50.0 a0 9.0 0.18 

  

x 500.0 500 12.04 
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The NAG library routine was subjected to the same test and the 

result was: 

x? = 2.88 

As 16.919 > 2.88 therefore the NAG library routine satisfies this 

test. 

The results for the sequence with parameters k = 83, R = 1023, 

18 
and m= 2 and the NAG library routine are shown in Fig. 7.1 

Following is the flow chart of the computer program used 

in this test?
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ii) Serial test: 

This test studies the relation between each two consecutive 

numbers in the sequence and records how many times a number between 0 

and 9 follow the number 0, similarly (1), (2)..... (9); (331... By 

constructing a matrix of 10 x 10 the sum of the rows and columns must 

be equal. The results are shown in Table (7.2). 

It is seen that the total of the +o row and column are equal. 

Since there are 10 linear constraints, imposed by the condition 

that the total of corresponding rows and columns are equal, the number 

of degreesof freedom is 90: 

It has been shown that 

2 Pay * 
100 (e.-0.) 10 = (e.-0.) 5¢ = 5 ~ LL ee Le 

i=] i i=] e. j 

where 

7 expected frequency in each cell 

0, = observed frequency in each cell 

e. = expected column Or row total 

0, = observed column or row total 

100 (e,-0,) 
z ae = 122.2 

i=] j 

10 (8,-0,)° 
zr 11 

i=] i 

s¢ = 122.2 - 11.54 =110.66
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TABLE (7 og]   
54 10 12 

65 

5] 

52 

36 

45 

46 

59 

48 12 

47 

65 ae oe 36 45 46 59 48 47 503 54   
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The value of x* at a 5% level of significance and 90 degrees of 

freedom is x? = 113.1. 

As 113.1 > 110.66 therefore the sequence is random for that level 

of significance. 

Following is the flow chart of the computer program used in 

this test:



  

Ot 

\ 
START } 

  

  

  

  

  

      

ee Hl 10 

| 

_ so J=1 (1) 10 > 

| 
| K(I,J)=0 
    
  

  

CALL RANDY(R1) 

I=INT(10*R1) 

CALL RANDY (R2) 

J=INT(10*R2) 

K=(1+1,d+1)=K(1+1,J+1)+1 

I=J 

M=M+1 
  

  
  

No 
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7.2 Computer programs flow charts 

7.2.1 Introduction 

The simulation experiments carried out can be divided into 

two groups, namely the ones with a fixed job value and the ones with 

a variable job value. The other computerised simulation carried out 

was to apply the concept of taryet probability. For the fixed job 

value programs the estimation accuracy distribution was assumed to be 

uniform, normal where 30 = +ER%, and normal where 20 = +ER%. In all 

three cases the master segment is the same and the only difference is 

in subroutine (LEBIDDER), therefore the master segment flow chart will 

be described once only. The concept of target probability was applied 

with a uniformly distributed estimation accuracy only. In all programs 

subroutine RANDY is used but its flow chart will not be included here as 

it was described in the previous section. 

7.2.2 The program to evaluate the mean and standard deviation 

This program evaluates the mean and standard deviation of 

sets of bids for a given number of contracts. The steps performed 

are as follows: 

1) The number of contracts are read and a loop around 

it is constructed. 

2) The number of bids for the first contract are read. 

3) The values of the bids are accumulated and divided 

by their number to give the mean. 

4) The standard deviation is calculated. 

5) The results of step 3 and step 4 are outputed. 

6) The procedure is repeated from step 2 for the subsequent 

contracts. 

Following is the program flow chart:
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7.2.3 Programs for simulations with a fixed job value 

A) 

1) 

4) 

5) 

Uniformly distributed estimation accuracy: 

The steps carried out in the master segment are as follows: 

The number of jobs with different parameters are read. 

The number of simulations and the number of competitors 

are read. 

The profit margin and estimation accuracy of each contractor 

are read. 

The total profit and the number of contracts won are 

initialized. 

Subroutine LEBIDDER is called to find the winner in 

each simulation. 

The success ratio and the average net profit of the 

last contractor are evaluated and outputed. 

Following is the flow chart of the master segment:
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Subroutine LEBIDDER finds the winner in each simulation, and if 

it is the last contractor then it accumulates his profit and number 

of won contracts. The steps carried out are as follows: 

1) Subroutine RANDY is called to generate a random number 

which will be used in sampling a value for the estimation 

accuracy from a uniform distribution for each contractor. 

2) The prime cost, tender value, and achieved profit for 

each contractor are evaluated. 

3) The tender values are compared to find the winner 

(which is the lowest). 

4) If the winner is the last contractor then his achieved 

profit and number of contracts won are accumulated and 

stored. 

Following is the flow chart of the subroutine.



  

- 218 - 

  

iF —— — <_ Jel (1) Cel 

  

  | CALL RANDY (R, ) 
    

  
  A=RI 

| PC(J)=100+( ((A-0.5)/0.5)*ESTER(J)) 
TEND (J )=PC(J)*(1+PMAR(J) ) 

| ACHP(J)=TEND(J)-100       a eee eee lee ewe 

  

      

  
  

2 

    

      

Yes 

  

[S=I 

I=]         

    IL<IC+] 

    

NO 

  

TSUM=ISUM+1 

TOTP=TOTP+ACHP( IL)         
    

END



  

- 219 - 

  

  

“wagTER ALT 

    

     

  

== DIMEN STOS=34 AR C50, S36 CS   
COMMON Sethe Pak TSM POT OSES PER = 
  REACH Ao —   
  

— C NJORSNO UF Jé 
= 00-48 «        

S$ Each WITH DIFF PAPANETESS 

  

  

   WRITEC2/19)K 
  

  

a eno: OF COMPARED CONTRACTS 
SS SS SSS SSS 

  

  

  
  
  
  

seancnstaiouaecy esteect) 
  4 We PFE C 2.73) by OM Ag CE) ES TES CD == 

mere PMARSPROFIT MARGIN 

  

  ==(=ES TERS ESTIMATION -eRRGe 
  
    

  

  

  

  

: 1S FORMATCFIO, S4F10, 3) =e = 

Sg   
  

  

  
  TaTos0 

    

      _00 5 Tost te —— EXTERNAL 24ND 
CALL LERIDOFRCRANAY) 
  — 3=—CONT ENUF 

a eieao ) OF 31D§ wON BY E IN 
  

NO OF COMPARED CONTRACTS 
  
  
  
  
  

  

SC TOT Pa TOT a Peo FY FF 0a wa SCONTRACTS 
_€ AVNETPBE AVERAGE NET PROFIT PER WON CONTRACT 
  
  
  

  

ET PstoT pe Sy 
  

  e SUCRE PERCENTAGE SUCCESS tN 
   

NO OF CUMPARED CONTRACTS 
  

  

  

RTE sue 
   

      

    

   

  

== 
ee 

        

te 
FORNATT IT, 310" s Fi0" oo 

Heetit gas kvighoe Ait eanetr a setanstr 

  

  

    

  
  

    
  
  

  

  

  
  
  
  
  
  

  
  
  
    

  

  
  

  

  

  

  

  
  

  

   
  

    
    
  

      
  

    

  
      
  
    

“PROFMAR ESTERKOR) 

ae a eee = == 
INTEGER FACTOR — - 

= SS SSS ———=— = SSS 
IF(N,GY,1) GOTO 19 

SSS 2 = = SSS 
RLASTERNEXT |



  

- 220 - 

NUMTS2e418 

  
  
  

  

  
  
  

    

  

  

  

  
  

Kas 

PRODUCTSKeeLAST=— 
FACTORaILNT¢(PRODUCT/NUMY) 

= RNEXTEPROPUCTwELOATCPACTOR) * FLOR TCAUNTS 

  

  

  

  

  

~RANDOSRNEXT/NUM4 
  

  

  
  a eTURS 
  

JEN) 

  

  
  

  

  

  

  

STS “pC( 50)» Tie ACHP (SUT ESTERGOT PMAR (90) 
  
  
  COMM ONSFe TC PMAR TS US FOTD ESTER 
    

09 12 JRisIC+4 
  
  

  

  
  
  

  
  
  

  

  
  
   

A=Q1 

PCG ee a 5 SST ERED 
TEND J) BPC Cd eC 1 eOMAR CY)? 
  

  

  
  

  “ROW P CEPETE NO CP et OG 
  

    

  

“42 CONTINUE 
  
    
  
  
    
    

  

  

  

  
  

wee =a fi $=} Ss a : SSS 

09 20 182, 1C+4 

==TECTEND CES) =TEND CE} 245-72 22 
  
    
  —JLSIS _ 
  
  
  
  

  

  

  

  
  
    

20 CONTINUE 
    
  

Ss EE “A Ee Eo 

TSUMaIgUMe] 
  
  
  

= Oa Cre 
  

  
  
  
  

44 “CONTINUE 

  
  

  
  
  
  
  

  

 



- 221 - 

B) Normally distributed estimation accuracy 30 = +ER%. 

The only difference in this case is that the PRNs generated 

are used for sampling from a normal distribution with 30 = +ER% as 

described in section (5.2). 

Following is the flow chart of subroutine LEIBIDDER: 
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C) Normally distributed estimation accuracy 20 = +ER%. 

Subroutine LEBIDDER is the same as that in the previous section 

except that 20 = +ER%. 

Following is its flow chart:



  

- 227 - 

  

ee SS (1) CH > 

  
  

CALL RANDY(R1) 
A=R1 
CALL RANDY (R2) 
B=R2 
U=((-2*ALOG(A) )**0.5)*COS(2*3.14159%B)       

  

      

  

  

          
    
  

PC(J)=100*(ESTER(J)/2)*U 

TEND(J)=PC(J)*(1+PMAR(J) ) 

ACHP(J)=TEND(J)-100     

| 

| 

| 

| 

| 

| 

| 

| 

| 

| 

| 

U=-3.0 

| 

| 

| 
io 

          

    

  

  

Yes 

      
  

       



- 228 - 

YES 

NO 

  

  

ISUM=ISUM+1 

TOTP=TOTP+ACHP (IL) 
      

  

  

END 

 



  

- 229 - 

    
  

  

  
    

    
      

  

    
    
    
    
    B= 
  

  
            

  

    
  
  ate 

READ CE SET ES Ee 
¢ Sealy QF COMPARED CO 
      
           
          

    

   
    

    
    
  
    
  

    
  

        
  

    ara Ten GTS ESTFRCT 
WRT TEC2 33 51 OMAR ERT ERED — 
ea oh 

  
  

    
  

    
  

  

    

    
  

  

    

    
  
                  

  
    

  

Se epee AARON = c ISUMSNO OF B1D§ woN RY E IN NO OF COMNPAREH CONTRaCTS ToT Pst 10 TAL PRO RE Ee ee =€ AVNETPSE AVERAGE NET PROFIT PrR WON CONTRACT 
=== Weiter 
¢ SUCHE PERCENTAGE SUCCESS IN NO OF COMPARED CONTRACTS = SU : { 

——— 

  

        

    
    
  

    

  

  

    

  
  

      

   

  
  

   

  

    
      
    

  

          

  
  
            
  

  

  

      

            
      

    

   

    

coeeeree si 
: PORN AT CGH JGR =-NUMR ERS =   

  

      
  
            

        
        

  
  
      

  

5S FORMAT(29W atodeée PROFMAR ESTERROR) 
CONT EN ye 
s79° 
= SS 

=             

                    
    SUaROUTINE eee ee 

LOMMON— A :   
  
  

  
  

  

    
    

ise 
a Gt GT, 1) Goro 10 

== RN TSE == ; —= 
10 MLAS TeRNEXY 

ee ee ae 

    
      
    

  

    
   



  

- 230 - 

NUMTS2a%18 

__Ka83_ ee 

   
  

  

  

      
    

  

    

FACTORSINT, eases 
RNEXT=pRODUC LOAT(CPACTOR) FLOAT CHUM: 
_RANDOSRNEXT/NUMT 

  
  

  
  

    

  

  
  
  

    SURROUTINE=LER inp rep 
DIMENSION pC(50), TEND (50) ,ACHP(9y))ESTER(5Q), PMAR (SU) 
= COMMONENS T (31 FRUAR TSM, FOTD, FST ER 

      

  
    

  

      

   

    

   

  

  

  
    
  

      

      

  
      

  
  
  
  

      
  
    

  
  

    
    

    
  
  
  

   
    

    
  
    
  

  
  
      
  

  
    

    
    
      
  
    

  

  

  

  
    
  

    
    

        
      
    
      
    

    
    
  
  
        

    

po te Ee mt a == 

cAaaY 

use 1 (= 2s bO gta years yHEOS EERSTE 
ot at. aL as, 

. Pe(dist 00st eSTeeCit/ 3371 - 
= STENO CH yart (iets sae G9 ——————— 

ae acHoCJaTENN C= 190 
3 = — CONTIN — aS = st — 

= = = ——_—SSSSSSSSSSSe__E__E_E__— — —_— = TRCTEND(IS)=TEND(1) 21, ees 22 

    

          

  
    

    
  
    

To ¥ Bs ef 0 r é +aCdD r IL) —eoOoeee eo 
=n SS = = 
  

  
  

  

  
  
      
        
      

 



  

A) 

- 231] - 

7.2.4 Programs for simulations with variable job value 
  

Uniformly distributed estimation accuracy: 

The master segment consists of the following steps: 

1) 

2) 

4) 

6) 

9) 

The PRN generation subroutine of the NAG Library is 

initialized. 

The number of simulations are read. 

A loop around the number of contractors (five) is 

constructed and the profit-margin and estimation 

accuracy of each one is read. 

An integer to initialize subroutine RANDY is set 

to zero. 

A loop around the number of years is constructed. 

The total tenders values and the number of contracts 

won, total value of contracts, and the total profit for 

each contractor are initialized. 

A loop around the number of simulations is constructed 

and subroutine LEBIDDER is called each time. 

The average net profit and the success ratio of 

each contractor are evaluated. 

The results are outputed. 

Following is the flow chart of the master segment:
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Subroutine LEBIDDER is similar to that of the fixed job value 

except that it samples a value for the job value from a uniform 

distribution with limits of £50K and £1000K. Following are the 

steps followed: 

1) Subroutine RANDY is called and a tender value is sampled 

from a uniform distribution between £50K and £1000K. 

A loop around the number of contractors is constructed and 

the PRN generation subroutine of the NAG Library is called. 

The estimation accuracy of each contractor is sampled from 

a uniform distribution and the tender value and achieved 

profit are calculated. 

A comparison is conducted to find the winning contractor. 

For the winning contractor, the number of won contracts is 

increased by one, the total value of contracts won is 

increased by the amount of. the new tender value, and the 

total profit is increased by the achieved profit of the 

new contract. 

Following is the flow chart of subroutine LEBIDDER:
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B) Normally distributed estimation accuracy 30 = + ER%. 

The master segment is the same as section (A) but subroutine 

LEBIDDER differs by sampling the estimation accuracy from a normal 

distribution with 30 = + ER% similar to section (B) of (7.2.3), 

therefore the flow chart of this subroutine will not be presented.
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7.2.5 The program for the application of the concept of target 

probability 

The estimation accuracy in this program is sampled from a 

uniform distribution, therefore subroutine LEBIDDER is similar to that 

of section (7.2.4)A. The steps of the master segment are as follows. 

1) 

3) 

The PRN generation subroutine of the NAG Library is 

called from the computer store. 

The number of simulations for the period of comparison 

is read. It is assumed that 48 tenders are bid for 

each year, therefore, for 6 months, 3 months, and 6 

weeks, the number of simulations are 24, 12 and 6 

respectively. 

A loop around the number of contractors is constructed 

and the profit margin and estimation accuracy of each 

one is read. 

An integer initialize subroutine RANDY is set to zero. 

A loop around the number of cycles of the check time 

period in ten years is constructed. If the check is 

conducted every year this number is 10. However,if the 

check is conducted every 6 months, 3 months, or 6 weeks, 

this number is 20, 40 and 80 respectively. 

The total tenders values and the number of contracts won, 

total value of contracts, and the total profit for each 

contractor are initialized.



  

7) 

10) 

11) 

12) 

13) 
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A loop around the number of simulations and subroutine 

LEBIDDER is called each time. 

The target tender value for the simulation period is set. 

This value is 4878860 if the simulation period is a year. 

If the period is 6 months, 3 months, or 6 weeks; this 

value is multiplied by oy and 5 respectively. 

The total value of contracts won for each contractor 

is evaluated. 

The value obtained from step 9 is compared with the 

the target value and the mark-up is adjusted simultaneously. 

If the number of contracts won by any competitor is zero 

for this time period it is made 1 to avoid failure of the 

program due to overflow arising from the division by zero. 

The average net profit and the success ratio for each 

contractor are evaluated. 

The results are outputed. 

Following is the flow chart of the master segment.
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TTVJOB4=0.0 TTVJOB5=0.0 

TOTPR1=0.0 TOTPR2=0.0 

TOTPR3=0.0 TOTPR4=0.0 

TOTPR5=0.0 

| — — << I=] (1) 1 
  

  

CALL LEBIDDER | 
    

  

 



ae 

2 
  

  

CTTV=4878860 

ATTV=5*CTTV 

CTTV1=((2*CTTV)-TTVJOB1) /ATTV 

CTTV2=((2*CTTV)-TTVJOB2) /ATTV 

CTTV3=( (2*CTTV)-TTVJOB3) /ATTV 

CTTV4=( (2*CTTV)-TTVJOB4) /ATTV 

CTTV5=((2*CTTV)-TTVJOB5) /ATTV 

PMAR(1)=(CTTV1-0.58)/(-0.58/0. 17) 

PMAR(2)=(CTTV2-0.58) /(-0.58/0. 17) 

PMAR( 3)=(CTTV3-0.58) /(-0.58/0. 17) 

PMAR( 4)=(CTTV4-0.58)/(-0.58/0. 17) 

PMAR(5)=(CTTV5-0.58) /(-0.58/0. 17) 
  

  

  

  

Yes 

TSUMI=1 
NO 

ISUM2=0 Yes 
ISUM2=1 

1o——— 

<< ISUM3=0 he 
ISUM3=1 

NO 

Yes 

TSUMA=1 
NO 

Yes 

TSUM5=1 
NO   
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AVNETPR1=TOTPR1/ISUM1 

AVNETPR2=TOTPR2/ISUM2 

AVNETPR3=TOTPR3/ISUM3 

AVNETPR4=TOTPR4/ISUM4 

AVNETPR5=TOTPR5/1ISUM5 

SUCT=(100. O*ISUM1) /IE 

SUC2=(100.0*ISUM2)/IE 

SUC3=(100. O*ISUM3)/IE 

SUC4=(100.0*ISUM4) /IE 

SUC5=(100, O*ISUM5)/IE 
  

OUTPUT RESULTS 

  

  

\ 
‘ ‘ 

) 

 



  

«289 

TRAVE 4 

TRAG Base 

MASTER VAKT IN 
DINENSTON PUARCS0) ESTE, Ob0) 
COMION Lelie STERCPUAR ST UMT, potty ae TSUNS,TSUhGe TSUMS, 

eTTVIOGT TTY 0b2,TIViubds, TIVIobe, TTVuGb de 
WTOTMRIGTOTPR 2 TOTPR5, TOTPRG TUT PRE GT TV 

CALL GOSHGF 
READ CT CSIIE 
nO 6 181,93 

6 REANC1 +7) PHARCLI ESTER CHD 

n=O 
ho 39 Let,dty 

TTVe0.0 

rslyi10 

TSUN 280 

1SUj380 
TSUii489 

TSUi5s0 

TTV Ob TROY 
TTVJ0b2R80,0 

TTVyO63e0,0 
TTVJOK480.,0 

TT¥y0USS0,4 
TOT PRI =() . 0 

TOTPRESO, 4 
TOTPRIBO,O 

. = FOTpRsa0 0 
peter O- 

EXTERNAL RAL: ‘DY, GO5A: a 
— GALL LEBIODERCRANDY, GUS AF) 

“$3 CONTINUE 
= EF Fe 2439425 = 
ATTVe5*CTTV 

S=ETT yp slloeltTV) @TIVJOK4)/ATTY ae 
~ETTV2e C2" TV) =TIY Ub! /ATTV fe 
CTTVSSCCAwC7TVINATIVG G63) ATTY 
CTTVGSC C20 YTV He TTV 064) JATTV 
CTTVSHC Coes TV MTV ObSD/ATTV 
PHAR CTI BOCTYV1"99.93)/ 08), 98/0517) 

PHAK C22 BCETTV2-G,58) / C9, 58/0217) 
PHAR CSI SCCTYV399,98)/ 0, 58/0217) 
PHAR COI MCOTYV680,26)0/ C9y 28/0617) 
PHAR CSIs CCTYV5"O,28)/ 680 98/0.17) 
TF (7 5UHT, EQ. 0) rgunied 
TF CL SUID, EQ. 0) (Sviles 

LFCTSUH3, yu. 0? PSUidawi 

TF CISUNGLEQ.0) SUMget 

Sj Tefi SUNS EQ. 0) SUHoe1 eee



  

44 =—FORHATCSOH SUH oF C: 

AVUETRPRISTOTR
K iiou 

AVHETPR2eTOTPR
A/ Tod 

AVE TPRIBTOTPRS/
 TOU 

AVE TPRgeTOTeRS
/ 194 

AVieTRRSsTOT
PRS/ TSU 
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1 
je 

13 
ite 
15 

sUC1EC100, Owl SiNIV? Jit 
sUC2E CTO, Owrs Ni2d/ 

suCzECTOG, Ont Suyse/ 

SUC, (100.01 SU4)/ 

guC52 (100, 04185) / 

URirete, 41d "TV 

WHITE(2 422 7TV dus 

WkRITE¢2,43) ‘"TVJ0b¢< 

WRITECS 640 7TVIUB2 

wetTe (2,45) 1TVI0b% 

WHITE(2] 2460) TT Vdube 

WRITEC2,61) TOTPRI 

WkITE(2,62) TOTPR2 

WRITE (2,63) TOTPRS 

WITTE (2,64) TOTPKG 

WRITE(C2,65) YOTPRS 

WkTTE C2772 AVHETPHI 

WRITE (2s Pad nVNETPRA 

WHITES 2 P32 AVHETPRS 

WRITES 2+ PSV AVINETERS 

URTYEC 2. PD AVHETPRS 

wktTre¢2,a1)suci 

WRITEC2,82) sUC2 
WRITEC2 6832 5UC3 

WRITE(2,66)SUC4 
“URITE (2,89) 5UC5 

Ee 

iE 

Le 

ie 

NTRACTS THUg COST & 2F10,2¢/f) 

2 FORIIAT(1AH SUM OH BY Not § 1F10,9¢/) 

=63— =FORHATC1 8H SUH Ol oY Na2 = ,#19,34/) 

o&  FORHATOTBH SUM VON oY Nod &® eF10.50/) 

45 = =FORHAT{18H “SUH YOK. a¥ Noa gw. ,+i0,3¢/) 

46.  FORHATCVSH gull WOW oY NoS # ,F10.9¢/) 

= 64 PORHATC24ii PROFIT SdH OF HOY & ,F10,5¢/) 

69 BORHATC21A0 PROFAGT Sua Ox NO? & ,#10,50/) 

63 fURHAT C214 PRUFIT SUA QO; NO3 = ,£10,3+/? 

64 FORIATC21H PROFIT Sut O, NO4 F EI OS SEtD 

65 FORHAT(24H eRUFIT Su: Of HOS .# 7 EO S42 

74 FORIIAT(26H AVERAGE JET PROFIT NOW & pEVG Se /) 

72 FORVATS 26H AVERAGE HET PROFIT NO2 8 eF40,3¢/) 

73 FORMATC260H AVERAGE fET PROFIT Wod 3 ,F10,5,/) 

74 FORHAT( 26H AVERAGE JET pPRUFIT NOK Fey ses 22= 

75 FORHATC26H aVERAGE weT pROBIT NOS @ eF10.50/?
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ia
t!
 

44 FORHATC21H SUCCESS uATIO NO4 eET ES ehh 
Be FORMAT 21H SUCCESS KATY UNO? RID SEL) 
a3 FORHATC2 TH SuCCHESS waATIU 90% 0F10,5./) 
44 FORIATC OTH SUCCES aT Li) NO% TRIO SSL 

35 FORHATCOTH SUCCESS «ATI NOS «@ #10, 50/4) 

5 FORMATCY?) 

7 FORLATCF 6.2, FO.2) 
$9 CONT THUE 

STup 

FilD 

R 
B
R
E
 

LENGT) 016+ NANE YARTEY 

SUBROUTINE ANDY CKAK DU) 
COMMON NeHeESTER MUNK eTSU41, 8UMge TSUNS, Taulige 1SUBS, 
*TTVIOST-TTVI0Ob2,TTV 5063, TTVy obs, TTVI0KS, 
eTOTPRIeTOTPH2eTuTPR$, TOPPR4,TUTARS TTY 
INTEGER FACTOR 
Niall 4 

IFCW.GT.L9) GOTO 40 
RHEKXT=1023.0 

10 RLASTHRRIEXT 
HU we we to 
Ka83 eee 

PROPUCTSK*K, AST 

FACTORSINTCPRODICT/ FUN 
RNEKTSPRODUCT@ FLOAT (FACTOR) wELUAT CHUM) 
RANDOBREEAT/HU'N4 : 
RETURH 

END 

ENGTH-- 84+ -WAHE RANDY, : : a 

SUBROUTINE LEBT DDE RK CRANDY + GOSAAR) : 
DIHENSTON PEC55),TEYO(S5) ACHP (59) -ESTEK (30), PHAK(S5o) 
COMMON NU ESTER, PHARe TU41, 1SUn2e¢TSUuN3s,1SUigeTSUMS, 

—SeFTV 001, TIVG0B2, TTY 08S, TTVuOb4, TTVG0eS:e oe 
—#*TOTPRIGTOTPK2¢TUTPRS,TOTPRG,TOTPROTTV 

Hed . 

CALL RAHDYCR1) 
BeR4 
TVE525000"C¢(B80,922/0.9) 4475000) 
TTVaTTVerty 
pO & J#145 

2 — ABGUSAAF (CX)
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PCCIVETV HCO CATIOLSI/S 5, a) He CESTEX CS) *TY)) 
TEND CJ PECL HCP eRit AK Cy) 
ACHP (JI BTEN Gd) TV 
HMalln4 

8 COWPTUUE 
ad = 2564 

00°70 TR2,5 

TFCTEND CIS MTEC elec dees 
e1 TL81s 

GU TO 2G 
ee row 

Tl my 
20 CONTLTNUE 

IFCIL.GT.12GOTU v1 
TSUNTSET SUNT 41 
TTVUObTSTTViObt TY 

TOTPRIBTOTPRISCTEND CTL = TV) 
60Tu 11 

94 IFCIL.GT.22 GOTO 92 

TSUH2eIQUH2 +4 
TTVIOKBZRTTVIOB2+TV 

TOTPRESTOTPRAHC TEND CIT LI a TV) 
GOtG 41 

92 FPCLL ST, 32800 93 
ree TSUNi3s=1Suil3+4 

TTY OG S8T TV Op 3eTY 
TUTPRISTOTP. SHC TEND CTL) =TV) 
G0Tu 11 

93 IFCIL.GT.4) GUTU %4 
toUHgelSurlow4 
TTVOb4eETTV Ob 4+ TV 

— Tot pReeTuTPegse (FEO CIL)=TV) 
GOTO 11 pe 

=-94 SUNSelsuni.4 
ee: TIVIGOBSSTTY  Ob5+TV 
= _ =FOTPROSTOTPRS# (TEND CI Let) 
41 CONTINUE 
= oe 

. “Cups
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7.2.6 The simulation program sampling the number of competitors 

and their mark-up 

The estimation accuracy is sampled from a uniform distribution, 

therefore procedure LEBIDDER is similar to that of section (72-2; 378; 

The steps of the master segment are as follows: 

1) 

2) 

9) 

The number of simulations, the estimation accuracy, and the 

mark-up of the last contractor M(US) are read. 

An integer to initialize subroutine RANDY, the number of 

contracts won and the total profit of the last contractor 

are initialized. 

A loop around the number of simulations is constructed. 

Array RM, which stores the PRN's for sampling the 

estimation accuracy, is initialized. 

Subroutine RANDY is called and the number of contractors 

sampled from a discrete distribution. If the number of 

contractors is less than 3 then a new PRN is generated 

and the sampling is repeated. 

A loop around the number of competitors (number of 

contractors - 1) is constructed and their mark-ups are 

sampled from a continuous distribution by generating 

PRNs from subroutine RANDY. 

Subroutine LEBIDDER is called to find the winning contractor. 

The average net profit, success ratio, and expected value 

of the last contractor are evaluated. 

The results are outputed. 

Following is the flow chart of the master segment?



mee ele el 
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START 

i READ IE 

READ ERROR 

ie READ PM 

N=0 

ISUM=0 

TOTP=0 

ie va om ant ol EI=1 (1). 1 

g WRITE II J 

.--*. IJ=1 (1) 50 a * 

PM(J)=0.0 
      

  

CALL RANDY (R2) 

NCOMP=INT(10*(-R2) 

Se 
a WRITE NCOMP _s*) 

a -<— J=1_ (1) NCOMP-1 > 

    
  

  

  

  
  

CALL RANDY (R1) 

RM(J)=RI1 

PMAR(J)=(10.0*(1-R1))/100     
  

  

| PMAR(NCOMP)=PM | 
  

  

c CALL LEBIDDER | 

  
©)
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©) 
  

  

AVNETP=TOTP/ISUM 

SUC=(100. O*ISUM)/IE 

EXVAL=SUC*AVNETP/100 
  

    
( OUTPUT RESULTS _) 
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MASTER SIM 
  

  

  

  

  

      
  

  SSSSREADET; (aay tes ee 
-READC1,91) FRROP 
=“READCH; eae == 

N=Q 

  

  

See SS rer er 

    
    
  

      

     

    

  

  
  
  

  
“T0 tPs0 <0 : 2 3 “Sooo: 

=O O== 621sE +7 
  
  
  

  
  
  

  
  
  

  
  
  

  

  

  

  
  

  

  

THREE NCDMP 
Sis = ST yNCOMD ey 

—= 

CALL RANDYO(R1) 

  

    
  

  

  

  
  
  

  
  

  

  

TEAR c “RANDY 
=== CREE Eee) 

CONTINUE 
“AVNET Pa toto/ Esa 

~~ §UCE(100, 0wlSUmM)/ TE 
36s D8 0 Ce 
IRITEC2,¥ISIIC 

—. WRETEC2,TSPAYNETD 
WRITE C2, 40)0EXVAL 
3 — 
91 FORMATCETI. $) alt 

2 a 
SC FORMATC16H CONTRACT NO. & ,130/) 

FORMAT O25 [epee 
PORMAT(20H ESNCCESS PERCENT @ ,FT0,5,/) 

5 RARMAT (22H AVERAGE NET PRI EM=Se Se = 
FORMAT OCTOH FXPECTER VALUE = -F1U0,3,/7/) 
roe 

END 

     
  

  
  

  

  

  

  

  

  

  

  

  

   

  

  

  

  

  

  

  

  

  

  

  

   
  

  
  

  

  

  

  

  

  
  

  
  
  
  
  
  

  

  
  =e SEE 

NSN¢4 
eet a 

RNEXT=9023,0 

=+6 “REASTERNEXT = == = 

NUMTS2e*18 

K=333 

—PRODUCTSKeELAST. 
FACTORSINT (PaSnUCT AUN SS SS 
RNEXTSPRUDUCT@ELOATCFACTOR) #FLOAT(NUM4) 

  

  

  

   
    
  

  

  

  

  

  

  

  

  

  

  

  

  

         
  

  

-RANDOQSRNEXT a = si ed 

RET We 

a= SSS SSS SS 
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Seep eg OER CRAND YD 

SS Bees eH     

        

   

    
    

  

          
  

  

  
      

        

  

—— 
————————— —— 

  
  

  

        

  

        
  

    

      

  

          

  
    

    

        
    

        

Leth: LT. NcOHD) “GoTo. Ms 
ST Si]Ma | giiteg— = 
_ TOTPsTO B+ 

  

     
“TENDER VAL) 

SSS 

= SSS 
30) FORMATC(A9IH RINR ant MARK uP R: PRIME E CUST YEN 
‘33. FORMAT (IG, FA 3, FP PRPS 
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7.3 Bidding data sets 

7.3.1 Firm A data set 

  

  

Tender iebe Winning Firm 'A' Gross Net Nominal No. of 
No. Tender Tender Profit Profit Cost Competi- 

figure figure % % tors 

1 27.2.67 182,455 208,127. (10) — ta 197,500 8 
2 28.2.67 504,000 504,000 12.4 7.4 466,000 10 
3 28.2.67 30,347 44,168 13.0 8.0 40,600 20 
6 +9. 3,67 57,405 83,839: (10) 18) 79,500 7 
5 178 G7 500,000 687,888 9.4 4.4 657 ,000 6 
6 14.4.67 356 ,892 393,750. 6.5 ¥i6 387 ,000 9 
7 10.5.67 34,800 34,800 10.0 a.0 33,100 7 
8 5.07 83,000 109,780 7.4 2.4 107,000 20 
9 19.6.67 430,000 603,147 14.1 o.4 553,000 9 

10 19.6.67 69,000 79,790 = Sa 3.3 67,500 10 
11 5.767 141 ,596 169,750: ie 2.2 166 ,000 9 
12 B.5c0T 254,644 284,350 9.6 4.6 272,000 8 
13 347767 1,800,000 1,840,000 (10) oy -4,745,000 12 
14 17.8.67 87,085 87,085 10.4 5.4 82,600 10 
15 10.8.67 488 ,000 488,000 12.9 73 454 ,000 7 
16 23.8.67 511,000 515,646 G7 2 506 ,000 6 
17 6.9.67 71,224 78,000 (10) (5) 74,000 8 
18 25.9.67 398,511 398,51). 9a 4.3 382 ,000 6 
19 oo. 1 <44770,500. 1,278,500 6.7 T+ 205,000 5 
20 16.10.67 187,286 188,200 5.0 0 188,200 8 
21 29.11.67 719,496 855,800 7.0 2.0 840,000 12 
22 25.10.67 16,828 18,037 (10) (5) 17,100 5 
23 1,1.68 788 ,204 944,522 9.9 4.9 900,000 5 
24 o2y tis 07 279,222 299,670 10.1 5.4 286 ,000 9 
25 10.1.68 608 ,723 650,556 8.0 3.0 631,000. 12 
26 22.1.68 283,675 377,200 11.8 6.4 354 ,000 8 
27 8.1.68 200 ,000 270,000 (10) (5) 256,000 6 
28 22.1.68 106 ,821 138,325 tig) (5) 131,000 6 
29 4.3.68 485 ,000 494,050 9.9 4.9 471,000 8 
30 11.3.68 536,515 547,750 (10) (5) 520,000 8 
31 6.3.68 338 ,600 338,600 (10) (5) 321,000 6 
Fo 6.3.68 234,519 249,900 10.8 5.8 235,000 10 
33 19, 3.00 25,584 29,000 (10) (5) 27,600 6 
34 1.4.68 47,000 87,380 (10) (5) 83,000 11 
35 3.4.68 162,000 184,800 (10) (5) 176,000 18 
36 1.5.68 t3900,e0) § 1,930,261 3.3 4.3 1,850,000 7 
37 24.4.68 22,692 22,692 “9,6 4.6 21,700 8 
38 79,5,58 380 ,094 All 727. 27 8 2.6 400 ,000 8 
39 14.4.68 67,051 119,175. 3.8 4.5 114,000 12 
40 20.5.68 275,000 325,290: 12-9 i 301,000 8 
4] 24.5.68 78 ,000 124,425 (10) (5) 18,500 ~ 39 
42 20.5.68 17,856 20,680 12.0 i 19,300 5 
43 14.6.68 263,800 263,900 10.4 5.4 250,000 9 
44 6.8.68 460 ,000 509,428 10.3 53 483,000 7 
45 6.8.68 180,000 222,000 0.1 4.] 213,000 7 
46 4.8.68 124,000 144,300 (10) (5) 130,000 22 
47 18.9.68 3,750,000 3,946,000 10.0 5.0 3,760,000 6 
48 28.8.68 264,575 264,575 6.0 1.0 266,000 6 
49 29.8.68 436,022 531,692, 102) Se 505,000 14 
50 11.9.68 5213 lL, 24a 1G (5) 10,650 6 

  

CONT" D
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oe Winning Firm'A' Gross Net Nominal No. of 
Tender Tender Profit Profit Cost Competi- 
figure figure % % tors 

28.11.68 1,480,000 1,509,900 8.3: ged 1,460,000 8 
4.11.68 216,000 234,500 8.0. 3,0 227 ,000 5 
25.11.68 1,058,000 1,058,000 9.0 4.0 1,018,000 6 
4.11.68 380 ,000 694 ,840 8.9 34 668 ,000 9 
9.12.68 160,000 235,935 nao ae 226,000 8 
14.1.69 268,000 464,600 7.8 ae 450,000 9 
10.1.69 20,695 27,400. 10,2 “22 26,000 12 
22.1.69 30,701 42,500: 42.0.2 7 39,700: 74 
22.1.69 135,104 157,000 3 45 150,000 18 
12.2.69 618,000 618,000 *-12.3- 73 576,000 6 
10.2.69 433,652 450,600 lsd 441,000 6 
12.2.69 95,986 125,875 5.7 4s 125,000 7 
25.3.69 317,000 411,400 Tf: ae 400,000 6 
28.3.69 60,958 81,900 1d ee 19,700 «19 
10.4.69 314,000 325,860 134 Ge 318,000 7 
29.4.69 403,434 479 ,300 7.8. °23 466,000 15 
11.4.69 222,000 306 ,530 8.2: See 297 ,000 6 
9.4.69 66 ,000 80 ,850 7.6 325 48,700 2 
10.4.69 31,900 31,906: 32.6. ae 29 ,600 5 
28.4.69 795,000 838 ,300 9.6. AS 800 ,000 6 
2.5.69 121,220 121,226 il a 118,000 8 
1o,ncG9 104,128 114,800 9.4.48 110,000 8 
28.3.69 79,700 111,000 8.4 34 107,400 18 
9.6.69 94,860 160 ,000 8.5; 424 154,000 18 
9.6.69 229 5365 287,700 6.8 “48 283,000 6 
8.7.69 151,915 151,915 6:6. 1,6 149 ,000 6 
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7.3.2 Firm B data set 

  

maicer Date Tenders figure 

] December 1968 5,879,913 
6,069,464 
6,696,729 
8,740,694 

2 February 1969 3,142,189 
3,530,646 
3,550,441 
3,717,603 
3,978,280 
4,552,692 

3 1,379 ,640 
1,437,529 
1,480,301 
1,501,344 
1,587,684 
1,611,572 
1,615,340 

6 6,942,790 
7,701,606 
8,496,400 
8,803,060 
8,900,002 
9,382,239 

5 March 1969 8,992,354 
9,453,821 
9,594,142 

10,346,022 
10,437,083 
10,521,001 

6 3,5/a59ce 
3,900,069 
4,216,232 
4,252,828 
4,426,138 
4,523,966 

7 March 1969 3,283,858 
3,584 ,937 
3,668,264 
3,728,727 
3,744,651 
3,915,248 

8 9,918,163 
10,181,753 
10,416,735 
10,603,000 
11,414,819
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Tender 
No Date Tenders figures 
  

  

9 June 1969 3,098 ,937 
3,337,039 
3,779,345 
3,842 ,488 
3,966,504 

10 9,760,110 
10,210,122 
10,220,799 
10,424,448 
10,472,968 
11,921,362 

1] July 1969 2,653,798 
2,805,983 
2,847 445 
2,853,028 
3,200,147 
3,264,350 

12 6,727,920 
6,902,772 
7,248 ,049 
7,273,864 
7,338,754 
7,508,054 
7 ,804 ,994 

13 1,648,106 
1,784,481 
1,795,706 
1,860,402 
1,912,647 

14 92,688 
95,157 

106,718 
120,263 
129,347 

15 5,852,795 
5,866,900 
6,165,723 
6,209 ,478 
6,290,036 
7,004,430 

16 October 1969 1,629,851 
1,707,286 
1,708,483 
1,/87 pee 
1,792,472 
2,293,809
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a Date Tenders figures 
  

17 385 ,249 
438 ,988 
443,696 
505,653 
515,665 
525 ,882 

18 4,538,757 
4,801,104 
9,159,823 
5,172,316 
5,307,731 

19 5,606 
9,990 

12,528 
13,918 
14,091 

20 November 1969 8,054,614 
8,534,680 
8,953,647 
9,072,082 
9,469,862 
9,741,376 
9,776,689 

2] 1,923,745 
2,069,571 
2,025,992 
2,096,189 
2,119,168 
2,284 ,678 
2,424,000 

22 5,598 , 383 
6,262,030 
6,262,760 
6,331,573 
6,484,996 
6,948,152 

23 148 ,803 
162,325 
176,054 
194,021 
200 ,981 
222,288 

24 1,608,918 
1,721,260 
1,763,077 
1,826,810 
1,842,471 
1,868,450 »
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Tender 
ey Date Tenders figures 
  

  

25 4,437,801 
4,642 ,603 
4,704,745 
6,021,738 

26 10,487 ,060 
10,908,741 
12,504,013 
12,567,168 
13,381,292 
15,443,850 

27 January 1970 454 ,049 
456,422 
510,582 
579 ,669 
637 ,367 

28 278,702 
289 ,664 
302,922 
305,775 
315,075 
315,578 
390,295 

a 1,033,551 
1,103,595 
1,117,995 
1,268,280 
1,332,244 

30 1,979,101 
2,105,423 
o,leesiie 
2,133,244 
2,211,740 
2,285,203 

31 431,726 
474,350 
503,677 
507,500 
510,879 
525,545 
526,758 

32 563,131 
567,404 
623,301 
641,952 
680,059
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Tender 
No. 

33 155,663 
157 ,800 
158,232 
160,024 
168 ,897 
189 ,583 

Date Tenders figures 

34 7,589,020 
7 5947 ,463 
8,000,371 
8,548 ,849 
9,148,925 
9,695,029 

35 10,124,618 
10,549 ,654 
10,663,318 
10,931,316 
12,621,260 

36 250,052 
326,780 
340,341 
Si tsi oe 
389 ,696 
401,010 

37 4,390,841 
4,405,901 
4,808,318 
4,996,166 
5,095,383 

38 575,404 
605,607 
656,515 
708 , 366 
725,321 
748,959 

39 4,259,806 
4,276,202 
4,567,028 
4,667,175 
5,247,922 

40 

2,550.7 oe
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Tender 
No. 

4) 399/05190 
3,608,510 
3,681 ,463 
3,760,533 
3,932,774 
4,147,900 

Date Tenders figures 

42 15,826 
20,705 
23,001 
27,777 
29,852 
30,467 
31,454 
33,710 

43 642,814 
694 ,046 
739,850 
756 392 
769,831 
945,224 

ae 2,080,629 
2,134,051 
2,218,643 
2,253,064 
2,300 , 467 
2,560,285 

45 3,782,825 
3,988,917 
4,147,656 
4,178,491 
4,379,336 

* 4,413,506 
4,553,482 

46 1,361,029 
1,455,653 
1,460,319 
1,574,157 
1,596,366 
1,948,726 

47 oie sre 
9,998,494 

10,255,053 
10,437,998 
10,992,971 
11,313,685
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