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ABSTRAGT

This study is concerned with several proposals concerning
multiprocessor systems and with the various possible methods of evaluating
such proposals. After a discussion of the advantages and disadvantages of
several performance evaluation tools, the author decides that simulation
is the only tool powerful enough to develop a model which would be of
practical use in the design, comparison and extension of systems.

I

The main aims of the simulation package developed as part of
this study are cost effectiveness, ease of use and generality. The
methodology on which the simulation package is based is described in
detail. The fundamental principles are that model design should reflect
actual systems design, that measuring procedures should be carried out
alongisde design, that models should be well documented and easily
adaptable and that models should be dynamic.

The simulation package itself is modular, and in this way
reflects current design trends. This approach also aids documentation
and ensures that the model is easily adaptable. It contains a skeleton
structure and a library of segments which can be added to or directly

swapped with segments of the skeleton structure, to form a model which
fits a user's requirements.

The study also contains the results of some experimental work
carried out using the model, the first part of which tests the model's
capabilities by simulating a large operating system, the ICL George 3
system; the second part deals with general questions and some of the
many proposals concerning multiprocessor systems.
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1'1.1.

1

ChaEter 1 INTRODUCTION

zBackggound.

The need for performance evaluation.

In the past relatively unsophisticated methods were used to
assess computer system performance., The speed of processing various
types of instructions or instruction mixes or memory cycle times were
compar;d, usually on paper (06) (G4) (J7) (S12) (C1). These methods were
probably sufficient in comparing systems where programs were introduced
and run to completion before another program was introduced to the system.
With the advent of multiprogramming and multiprocessing, parallelism
became an integral part of the functioning of systems and their complexity
has grown immensely, thus making performance measurement more complex.,
A more systematic-and rigorous approach to'the tagk was therefore
required (06). The realisation of this is reflected in the mushroom
growth of the interest in comguter performance and evaluation. The topic
has grown from approximately ten or feweé papers in 1967-68 to the
situation today witk over one hundred and fifty technical papers per year
and a large number of popular and semi-popular articles,

While the cost of particular hardware units within a system
has decreased recently the total cost of systems has increased, thus
Placing more emphasis upon efficient use of resources and hence upon the

techniques of performance measurement.

Performance evaluations are required for three main purposes:-
1. Selection of the best among several existing systems -

comparison
2. Analysis of an existing system with a view to improvement -
extension.
3. gragiction of performance of & not-yet existing system -
esign.

Hence, an evaluation must be delivered whether a system exists

ot not.
In the latter case, one of the most difficult problems in the
design of large complex systems is, in fact, gaining an insight into the

performance of a system before it is implemented. It seems obvious, then
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that some technique for predicting the performance of system programs and
for evaluating the impact of various design alternatives on that
performance must be considered, and that these must be considered alongside
the design. It is expensive to build machines based o;ra an intuition of
how well it will perform. Intuition can be wrong as is explained by
Estrin, Muntz and Uzgalis (E9). To combat this the designer must be
hﬁrovided with predicted performance characteristics so that he can re-
design, 1f necessary, in order to meet his specified performance
objectives. This counteracts the tendency of designers to incorporate
design features from previous systems without careful assessment of
their suitability to new systems, (This is particularly valid today with
the general trend away from single processor systems to multiprocessor
systems being made). Calingaert (c1) stresses this, "design without
evaluation is usually inadequate”, and Morrison (M25) points out that
the means of understanding the performance consequences of changes in
design and configuration, without the expense of implementing them,
has still to be improved.

In the case where the systems existlit is the manager, who
is responsible for the choice of machine or for efficient and affe;tive
use of his existing resources (T4). When computer usage grows to utilize
available resources and then continues to grow until the system can no
longer supply the demand (as is the case in many installations (Ls),
the manager's usual response has beea to requést more financial aid to
expand the hardware of the system. Thus, expenditure on computer systems
has grown without any regard to whether the existing facilities are being
fully utilized. In this kind of attempt to meet the differing demands
of his users the manager has sacrificed efficiency.

"Many of today's systems are poorly co-ordinated and have
wasteful operations with much idle time and little overlap between

various system resources." (W1)
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Technical development, then, has reached a point of diﬁiniahing

returns. Although the hardware is fast, an efficient use of that hardware
is rare. In fact, it has been suggested that improving usage on current
systems will have significantly greater profit potential than upgrading to
fourth generation hardware (Wi). This could probably be correct in view
of the various examples in which a rigorous performance evaluation effort
has improved the effectiveness of computer systems. A report by the U.S.
General Acoounting Office (U3) provides a good example of the productivity
improvements that are possible from its study of NASA's Goddard Spaceflight
Centre: Performance evaluation techniques in this case resulted in:-

1. The number of jobs processed in a set time increasing by 50%

2. On another computer the number of jobs processed in & set

time increasing by 25%

3. A 10% increase in hours of usage

L. A 7% increase in C.P.U. activity

5. Computer time worth $433,000 annually being saved,

This report and others on the subject (H2) (W3) (E3) (L)
indicate that performance evaluation technigues can lead to an estimated
15 - 30% producti7ity gain on all types of computers, and that these gains
may be made through a variety of means such as a change in software, using
faster i/o devices, adding more channels or adding more memory (E2).

To summarize, then, computer performance evaluation can be
defined as a design and management tool which involves.the process of
gathering information and analysing a computer system as an aid to making
decisions about that system,

It is used as such a tool in many situations (P7),

1. Systems design

2. System acquisition

3. Changes in configuration

4, Software production

5. System checkout

6. Normal operation

7. Advanced research

and should provide the user with the following facilities (M25)

1. Ability to translate objectives into component performance
statenents and vice versa
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L.

5.

6.

7.

9.

10.

11.

4

Ability to determine how changes to the machine and program
architecture will affect system performance

Ability to determine the effect on performance of shifting a
function to a different component

Ability to quantify, on an incremental basis, the
performance effects of adding, deleting or changing system
functions

Ability to determine the performance of & new system from
the performance of existing systems

Ability of designers and implementers to estimate resource
(hardware and software) usage of various design
possibilities

Ability to get feedback during implementation about actual
values of design parameters and resource usage, and a
procedure to relate this to objectives and effect any
necessary reconciliation

Ability to reconstruct after development the rational
(performance consequences) supporting decisions during
development .

Ability to estimate the potential performance of a specified
combination of hardware, software and workload '

Ability to determine how much of the potential performance
of a given system is being achieved by an installation
using that system

Ability to assess performance of & given system relative
to that of competing or alternative systems.



"1.1.2. Computing power
| The main goal of designers in creating new equipment is to gﬁin
more computing power. This is the same goal as that of the manager in
selecting new equipment or extending his present equipment. Computer
performance evaluation techniques, then, should measure computing power.
But what is meant by the term "computing power"? The interpretations of
this can vary and are never precise,

The earlier attempts at computer performance evaluation (06) (GL)
(J7) (s12) (c1) (M15), took hardware times to be a measure of computing
power. This is now considered inadequate (TL4) (X15) since computing power
is a function of both haédware and software., For example, a system which
does not utilize a fast machine efficiently and whose organisation results
in system overhead and idle times will not be improved by replacing it with
a faster machine.

The most common measure of computing power is throughput. This
measure takes into account both the hardware and software functions of a
system as it gives an overview of the system as a whole. However, it
gives no insight into the usages of separate facilities. Edwards (EL)
explains the need for a measure of the amount by which competition for

| particular facilities will degrade the throughput of the whole system.

In support of this from the other viewpoint, Kimbleton (K8),
after noting several studies which report separate analyses of CPU.usage,
scheduling algerithms, i/o models and memory management models, says that
performance predictions should not be made in terms of the performance of
a subsystem, but in terms of the relationships between these. This is
implicit in Boehm and Bells remark (B26).

"A particular difficulty is that what looks like a performance
improvement at one level, actually degrades performance at a higher level,."

From these observations, it can be seen that computing power cannot

be measured simply, but depends upon the performances of individual facilities



in terms of their interrelationships in the context of the whole system.
This view is implicit in the Kiviat graphs (K11) (¥21) which represent
8 system facilities and their overlaps to give & 'picture' of the
overall performance of that system.

In order to measure computing power, therefore, it is necessary
to assess various system parameters (06), which are

1. Overall system efficiency (e.g. throughput)

2, C.P.U, utilization (e.g. CPU% busy, idle, system)

3. I/o channel utilization {e.g. active-idle times)

L. Storage device utilization

5. I/o device utilization

6. Queuing statistics

7. Instruction information (e.g. number executed)
in the context of their interrelationships within the whole systex.

Another factor important to computing power, besides its
various assessment parameters, is the relation of these parameters to the
objectives of those who design or use a system. The efficient utilization
of a computer system is not an end in itself but is one of a number of
means towards improving performance with respect to overall
organisational objectives and criteria. It is in considering this that
the effect of the trade-offs between parameters becomes important.
For example, in order to have 100% channel utilization, C.P.U.
utilization may degrade. This example of a trade-off may be acceptable
to one computing system but not to another due to the differing

.

objectives of each system.

These objectives, therefore, are necessary in interpreting
the results of & computer performance evaluation, for the computing
power of a system can only be judged in terms of the degree of success

in attaining them.
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1.2, The trend in 3rd generation computer systems,

Third generation hardware was initially very exﬁensive and it
was this factor which prompted the system designers to utilize the hardware
as much as possible. In order to do this the operating system became more
complex as it had to deal with sharing resources, multiprogramming and
all their consequent problems of allocation, blocking etc. In fact,
many of these large systems are now suffering from problems arising from
their complexity.

The advent of cheap micro processors and mini computers, however,
has now prompted a trend towards multiprocessor and distributed systems,
which can provide the same amount of computing power but at less cost, and
which has the added bonus of giving more reliability to a system. With these
considerations in mind, Whitby-Strevens (W8) (W9) has predicted that such
systems will probably replace the large centralized resource - multiplexing
computers in many environments. This view is also supported by Enslow (E7).

"There is no question that we will continue to see multiprocessors
utilized in applications where high availability and high reliability are of
paeramount importance.”

The primary characteristics of multiprocessor systems which makes
them preferable to single processors are:

1. There can be a better utilization of the resources that the

customer buys, since the system can be tailored to his needs
2. The incremental modularity of all the major functions

(processing, memory, i/0) will provide the customer with a
smoother price/performance curve from which to select his
equipment

3. Development, production and maintenance costs can all be reduced,
since a few of the models of each functional unit will provide
& broad range of performance capabilities

L. For special extra large jobs, the multi-processor system
organisation may be the only way to assemble sufficient power
in any one system at a given point in time.

Examples of the trend towards multiprocessing are becoming more
numerous. There is the twin processor Modular One system at Warwick University
(W8), the Pluribus system (H6) (05), the Flessey system 250 (W15), the

distributed system which Jensen of Honeywell Incorporated is developing (33),
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the system now being implemented by the Digital Eguipment Corporation
which is based on Wecker's theoretical model (W6) (W7), Farbers
Distributed Computer System (¥2), (¥3), (F4), (F5) (®6) (¥7) (¥8) (®9)
(r10) (¥11) (H7), and the Hydra system which is being developed by Wulf
at Carnegie-Mellon University (W2i) (W25). The latter system runs on a
multiprocessor PDP-11 configuration operating with a potentially vast
shared memory., The envisaged applications of Hydra imply that there will
be & need for multiprocessor operation and part of the Hydra project is to
discover the potentials and problems of such systems.

The literature on various aspects of multiprocessors is now
quite diffuse, covering the areas of the design features or possible
design features of multiprocessors (L2) (B12) (B1) (P11) (a12) (c21)

(L1), the interconnection of small computers to form systems (J8), and
the poseibility of exploiting the inherent parallelism in programs via
multiprocessing (B2) (R2) (R3) (R13) (R12) (69) (F16) (H12) (p8) (D20).

The large centralized third generation campﬁters placed & great
burden on the operating system soff?are, &5 mentioned earlier, but this
burden was ignored by early computer performance evaluation studies,
which dealt only with hardware performance. It is not surprising,
therefore, that many performance difficulties have arisen on such systems.
Already software development costs have equalled hardware development
costs on third generation machines and software work is still proceeding
(03). |
. These difficulties ensued because of the transition from the
simple batch proceaaiﬁg Systemalto fhe multi-programming, resource-sharing
systems and because designers assumed that the same principles would still
hold. Today, the transition from multiprogramming to multip;ooessing is
taking place and it is essential that designers do not repeat this
mistake, Thus, the development of computer performance techniques for
measuring multiprocessors can be seen as a priority and may avoid, on

future generations of equipment and systems, some of the problems

 Plagueing today's.
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1.3. Where should the Operating System reside?

The first major decision that must be taken concerning s&stema
which have more than one processor is where the Operating system should
be placed and how it should be shared.
There are four basic organisations that have been used in design:
a. master/slave
b. separate executive for each processor

¢, distributed operating system
d. symmetric or anonymous treatment of all processors.

Nester/Slave_
The master/slave organisation is the easiest to implement and
may often be produced by making relatively simple extensions to a
uniprocessor operating system that includes full multiprogramming
capabilities. Although it is simple, this type of system is usually
quite inefficient in its control and utilization of the total systen
resources (ES), Examples of the maste:/slive organisation can be seen
in the early TRW 400 system and currently in the SEL 86, RCA 215 and
IBY S/360 TSS model 6T systems. They include the following
. characteristics: b

1. The executive is always executed by the same processor

2. Table conflict and lockout problems are simple

3+ The software and hardware is relatively simple.

Apert from the inefficient use of resources, the master/slave
system also has other major disadvantages which explain why current
research tends to ignore it. These are the inflexility of the system
wyen compared to the other three typeﬁ of system, the’ract that the -
slave prooessor is often idle and this idle time can build up appreciably
whilst it 1s waiting for some service controlled by the master processor
and, more important, the fact that the whole system is subject to
catastrophic failure should the master processor fail. In fact, this type
of organisation is really only effective in assymmétrical systems where

the slave processor(s) has less capability than the master processor,

as in the NBS Pilot system or the CDC 6600 system (where the i/o

processors can be seen as slave processors).
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In this type of system each processor acts as & single entity,
each having their own set of tables, sharing only the worklecad.
They have the following characteristics:

1. Each processor services its own needs,

2. Thies type of system requires some reentrancy or replication
of supervisory code (so that each processor can have its
oWn COPY).

3, Each processor has its own tables, though some tables must
be common to the whole system.

L. Not very susceptible to total system failure.
5. Each processor has its own set of i/o equiphent, files etc.

One of the major problems concerned with this type of system is
that the problem of table lockout becomes very complex, The shared tables
can be accessed by any processor and yet each processor is separately
executing its own executive. This can easily lead to two processors trying
to access the same set of tables and yet béing unaware that they are in
competition,

Although this type of system is not very susceptible to total
failure, the restart of an individual processcr that has failed is a
difficult operation, since it will have lost the contents of its tables
and the work it was executing.

A reconfiguration of i/o facilities requires manusl intervention
and possible manual switching because each processor has its own dedicated
i/o resources.

There is also & serious loss in cost effectiveness brought about
by having memory space taken up by multiple copies of the operating system,
and, if multiprocessing systems are to take advantage of the cheap mini-
computers and microprocessors, the loss incurred becomes more severe due
to the smaller size of each processor and its associated memory.

Distributed system,

A distributed computer system can be organised in two ways. The
operating system can be either statically or dynamically distributed,

In the statically distributed strategy the operating system is
split into functions which are assigned to special purpose processing

- alamante
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¥hen a particular function is not in use the processor associated with it

becomes idle., Today, some large computing systems embody such an approach,
for example, the ICL 2900 series.

In the dynamically distributed strategy, although the operating
system is divided into natural sub-computations in a similar manner, théae
are distributed and scheduled amongst the processing elements, i.e, each
function floats from one processor to anocther.

Research related to the static type of distributed system is
that of Fuller (¥23). His aim is to build large systems by developing
architectufal techniques based on computer modules as building blocks.

His basic philosophy is to put microprocessors next to memory, forming a
processor/memory pair and to consider -each of these as a module, A system
can then be built up with these modules suitably interconnected, and
should possess sufficient modules for each to be assigned & particular
function within the systen. |

Research into the dynamically distributed type of system is
being carried out by Whitby-Strevens (W8) at Warwick University. Such a
system will incorporate communication paths between processors so that
they can pass the modules back and forth. The best practical realisation
of this seems to be the ring structure developed by Farber (F2) (F3) (Fi)
(r5) (#6) (F7) (¥8) (F9) (¥10) (F11) in which no processor functions as
central authority (otherwise the system will be liable to catastrophic
failure as in the master/slave organisation).

Jensens Mini-multicomputer is en example of the use of the
techniques of both dedicated processors and dynamic distribution (J3).

The dynamic system has the advantages of only having a small
kernel of the operating system in each processor and of degradiné grace~
fully, since, if one processor fails, the function can be assigned to
another processor. In the static system, however, the whole system would

fail due to that particular function as the failed processor being no
longer available.
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The dynamic system also utilizes the available resources better, since the
processing elements are nct prone to idle when a function is not required,
as they are in the static system.

The dynamic system, however, has its own disadvantages. If the
operating system is to be distributed, then it must be divided into modules
of approximately the same size and each must be allotted to separated
processors (or distributed evenly amongst the available processors). This
leads to the first problem of how to divide the operating system. Some work
has been done in this area by Spier (S24) and this aspect is also reflected
in the design methodology of Parnas (P2). However, if it were possible to
divide the operating system effectively, there are still difficulties which
might lead the designer to question the worth of such an operation:

4. Each module must be self-sufficient in that it should not need
to call upon a different module to perform some sub-task and
then resume the operation.

This condition must hold in order to aveid too much
communication and swapping.

2, Modules must be reentrant

3. A safe mechanism of table access and control must be devised,
since two separate processors could be executing the same
module independently and be unaware of the competition for
the same data access.

The distributed system is also inherently inefficient in that a
processor would have to check several others before it found the module it
was seeking and valuable processing time would be lost whilst this operation
was 1n progress. Processing time would also be lost whilst a copy of the
module was being transferred from one processor to another. This type of
system is also inefficient because at least one copy of a particular module
would have to be saved and not overwritten, sc that it would be directly
available to the system. Therefore, a check would have to be made to ensure
that a processor can overwrite a module it no longer requires with one it
now needs. Also, the situation may arise, in which a processor holds several
'last copies' of modules and this would severely restrict its memory

requirements and mey even paralyse that processor because it has not enough

space left in its memory for a module which it requires.
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To summarize, then, a dynamically distributed system would seem to

spend too much time communicating rather than processing. Related to this is

Eckhouse's comment (W9) that while the cost of memories and central processing

units are being reduced rapidly, communication ccsts are only decreasing

slowly. On the basis of this, he advocates that economic solutions to

architecture organisation should rely on communications less and less.

Symmetric processors

- eam e ms W= = =

In this type of system the processors all share one memory and are

treated as anonymous. There is no master processer but all the processors

are controlled by a single operating system, accessible by all. An example

of this type of system is the C.mmp. system (C14) at Carnegie-Mellon University.

The characteristics of the symmetric type of system include:

1.
2.
3.
L.
5.

The 'master' floats from one processor to another, although
several processors may be executing supervisory routines at
the same time.

Reentrant supervisory code is needed.

This type of system attains a better load balancing over all types
of resources.

Conflicts in service requests are resolved by in-built priority
schemes

Table access conflicts can cause delay.

The advantages of a system, using symmetric processcrs with a

shared memory, are that it provides graceful degradation, better availability

when the system is running at reduced capacity, true redundancy and the most

efficient use of the resources available.

Research into operating systems and their methodology seems to

reflect a preference for this type of organisation. Hoare's work on monitor-

structuring assumes a memory sharing system (H13).Brinch Hansen's work on

Concurrent Pascal assumes memory sharing as a fundamental concept (B38) (Bu1).

Dijkstra's Hierarchical design methods can be applied to multiprocessing

systems with shared memory and his P and V operations are particularly valuable

as aids to the table lockout problems which arise in this type .of system (D11)

(p12) (p13).

The Hydra operating system for theC.mmp.works with a potentially
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vast shared memory (W9) (W25). Betourne (B20) and Davis et all (D3) also

assume shared memory using pages and modules respectively, for parallel
processing or multiprocessing capabilities.

The main disadvantage of symmetric multiprocessing systems is that
the shared memory can cause a bottleneck. However, there are methods to
overcome or alleviate this problem by a suitable choice of memory
manzgement scheme (see section 2.3.2.1.). As this is the case, it would seer
that the symmetric system will prove to be the most rewarding of the
organisations discussed. Its advantages outweigh its disadvantages. It
does not have the complexity of communications or the need for dividing the
‘operating system which the dynamically distributed systém has. It does not
waeste resources which the separate executive or the statically distributed
system does. Nor is it prone to total system failure as in the master/slave

organisation.
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1.1‘-- Aims md HethOdﬂ

The aim of this study is to develop a methodology for computer
performance evaluation which will be of practical use in the design,
comparison and extension of systems (see section 1.1.1.). This
methodology should provide an overall view of the computing power of a
system, together with component interrelationship measures, in order to

~assess the overall results, with a view to comparing these to the
objectives of designers or system managers (see section 1.1.2.).

In order to be of general use, this methodology must be both
cost effective in its use and suitable for evaluating a large class of
systems., The class of systems chosen for this study is that of
multiprocessors with shared memory (symmetrical systems), due to the
considerations explained earlier. (See section 1.2. and 1.3.). The aim
is to measure various hardware and software configurations of this type of
system with a view to providing basic information for use in making future
design decisions.

The method used in developing this methodology reflects the
current trends in design, which is that of decomposing the operating
system into modules or some form of hierarchy (W7) (P2) (P1) (D12) D3),
and is termed the building block approach. This approach has been taken
both to co-ordinate with design and also to allow the flexibility which is
necessary if the methodology is to be of general use.

The methodology consists of constructing a skeleton structure
of the basis of computer systems of.the type chosen. A library of

routines is then developed, each routine reflecting a particular function
within the operating system. The user can then select the routines which

reflect the system he wishes to evaluate and fit then onto the skeleton

structure. This operation should be cost effective since most of the work

in building the model hashalready been performed for the user.

The tool used to develop the skeleton structure and the library
of routines in this building block fashion was simulation which can be
procedurised and which seems to be the only tool powerful enough to carry
out such a task in any detail. 1
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1.5. Brief Description of the Subjects covered in Succeeding Chapters

Chapter 2: This chapter is concerned with defining a multiprocessor
system for the purposes of this study and providing the
background to multiprocessor systems. It also describes
the software and hardware features which have been proposed
for multiprocessor systems and raises questions concerning the

effects of those features.,

Chapter 3: This chapter is concerned with the suitability of various
methods of evaluating computer systems and suggests that
simulation is the best approach, providing a suitable
methodology can be developed to overcome the difficulties

outlined,

Chapter 4: This chapter proposes a methodology for the design of a

suitable simulation package.

Chapter 5: This chapter proposes & method of implementing a simulation
package based upon the above methodology and describes (via
its associated appendices) the actual steps taken in the

development of S.C.0.P.E.

Chapter 6: This chapter (and its associated appendices) comprises the
User's Guide for S.C.0.P.E. and describes how to model various

single and multiprocessor systems using S.C.0.P.E. and how to

run those models,

Chapter 7: This chapter describes an example of using S.C.0.P,E. to model
& large complex system; namely, the system installed at the
University of Aston which is an ICL 1904 S machine running under

the George 3 operating system.

Chapter 8: This chapter shows the results of several experiments with

S.C.0.P.E. which attempt to answer some of the questions raised
in Chapter 2.
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Chapter 9: This chapter contains a summary of the research aims achieved,
the limitations of the study and suggestions for further

research.
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Chapter 2 PROPOSALS FOR MULTIPROCESSING SYSTEMS
2.1. Development of multiprocessor systems

2.1.1. Definition of a multiprocessor system

Thé American National Standard Vocabulary for Information
Processing (A10) defines a multiprocessor as
" a computer employing two or more processing units under

integrated control.”

This definition, however, is rather vague, but does contain a
valid point. The requirement that a multiprocessor hgs "integrated
control” is extremely important, for it must have a single integrated
operating éystem. However, the concepts of sharing and interaction, which
form. the basis of the techniques of multiprocessing are not mentioned in
this definition. A multiprocessor must have the capability for the direct
sharing of main memory by all processors and the sharing of input/output
channels by all memory and processor combinations.

Figure 1 gives a conceptual view of a multiprocessor system.

In multiple-computer systems interaction is present but at the
level of a physical unit, such as a complete file or data set, In
multiprocessors the level of interaction must be more fiexible, from
complete jobs to individual job steps. It is the combination of these

- expanded concepts of sharing and interaction at all levels which
characterizes the hardware and software required for a multiprocessor.

A more complete definition based on these considerations would

be:

1. A multiprocessor contains two or more processors (it may be
further qualified that these be of the same capability).

2. Main memory must be shared and accessible by 2ll processors.

3. Input/output access must be sharable.

4. The entire system must be controlled by one operating system
providing interaction between processors and their programs at
the job, task, step, data set and data element levels,
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There are certain similarities between multiple-computer and
nultiprocessor systems, since both were motivated by the samé goal of
simultaneocus operations within a system. However, there is & distinction
between ther and this lies in the degree of sharing and interaction which
takes place in the system (E6). A multiple-computer system consists of
several separate and discrete computers, even though they may be connected
directly, whereas & multiprocessor is a single computer with multiple
procesaing units. In general, the main aim of 2 multiple-computer system
is to relieve the input/ocutput load from the main processor, and.it is
because the processors see and treat the other(s) as i/o channels that
they cannot be classed as multiprocessors.

-Examples of such multiple-computer systems are given below:

(see section 2,1.2. for more examples),

1. Satellite computers (peripheral, stand-alone) e.g. IBK 1401.
2. Loosely (indirectly) coupled systems.
3. Directly coupled systems, e.g., Honeywell 8200

CDC 6600 (with 10 feripteral

processing units)
4. Attached support processor, e.g, IBM ASP,



Figure 1:
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A _CONCEPTUAL VIEW OF A MULTIPROCESSOR.

T T T eees Seeme s s S T mEE S nien e pisa s ey

Processor

[

PROCE SSOR

e -

PROCESSOR

I
|
|
|
|
I
I
I
!
I
!
!

ME MO RY

I/o

C HANNELS

DATA AND T NSTAUCTIONS

ConNTROL

SIEGNALS

|
|
|
!
1
|
i
|
|
I
'
|
!
t

PR p———




21
TABLE 1 (adapted from Enslow

(E8)

DEVELOPMENT OF MULTIPROCESSOR AND PARALLEL SYSTEMS

Date

Manufacturer and Model No.

Comments

Further
Reading

1958

1958

1960

1960
1960

1961

1963

1963

1963

1963

National Bureau of
Standards - PILOT

IBM AN/FSQ-31 and 32

-

Burroughs D-825

Ramo Wooldridge
TRW-400

Univae Larc

IBX Stretch (7030)

Burroughs B-5000

IBK 70LX/709%
(7040 or 44 and 7090
or 94) v

Bendix G-21 (latercCDC)

IBX, MSC

cont ..ec..

Three independently operating
computers that could work in
co-operation, One processor
acts as the supervisor.

Solid-state SAGE computer.
Duplexed system, not
multiprocessor

First moduler system with
identical processors. Totel
memory shared by all
processors. Up to 4
processors, 16 memory modules,
10 i/0 controllers. One of
earliest examples of modern
operating system: ASOP =~
Automatic Operating and
Scheduling program

Early TRW-400 used master/
slave configuration. Used
for U.S.A.F. control and
command

One i/o processor and one
computational processor
operating in parallel. Not a
multiprocessor

Contained look=-ahead
facilities

One or two processors, and up
to eight memory modules.
Utilized virtual memory
concepts. Became the B-5500 in
1964.

"Direct coupled system”

A multiprocessor version of
the G-20 developed for the
Carnegie Institute of
Technology. A crossbar systenm,

A custom multiprocessor system
to support Manned Space Centre.
Originally 7090's sharing large
core; later 360/75's

(18).

(E11)

(a12)

(P11)

(E1)

(B49)

(851)
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Date{ MNanufacturer and Model NoJ Comments Further
Reading
196L| CDC 6600 Contained multiple arithmetic (T5)
and logic units each of which
could execute only & small
fraction of the total instruc-
tion repertoire,10 peripheral
processing units to deal mainly
with i/0 functions., Overall
system an example of an
assymmetric multiprocessor
196L| Burroughs B-5500 Upgrade of the B-5000. Used
master/slave configuration
1965| GESLS Delivered to Projeot Mac at (c23)
¥.I.T. Hardware not a standard
product; however MULTICS
operating system is being
released i
1965{ Univac 1108 (s26)
1965| Solomon I Design only. First large scale | (B3)
&ITay Processor (G21)
1966| IBM S/360 Model 67 Special dual processor time- (63)
sharing system., Master/slave
configuration
1966 Solemon II Design only (s19)
1967{ cpc 6700 Dual CDC 6600°s
19681 C€DC 7600 Very similar to 6600, but
higher speed and included
hierarchy of main memory as
& feature
1969 ] IBM S5/360 Model 65MP Dusl processor version of (w22)
standard model 65 (B23)
1970 | Burroughs B-5700 Similar to B~5500 with -
capability for increased
memory. Capability for four
B~-5700 systems to share disk
storage
1970 ] €11 Iris 80 True multiprocessor;processors
considered as anonymous
resources
1971 | Honeywell 6050, 6060,
6080
1971 | Burroughs B-6700
1971 | DEC System 10/1055,

10/1077

cont Ssecsssanns
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Date| Manufacturer and Model No. Comments Further
Readin,
1971 Univac 1110
1971| SDC PEPE (Parallel Element |Prototype for processing. of (v16)
Processing Ensemble) radar data for ballistic
missile defence system
1971 | Fairchild Symbol 2R Seven processors dedicated
to separate functions
1972| Univac 1106 !
1972 | Honeywell 2088
19721 Illiac IV Array processor, 64 processing | (B12)
elements. Driven by a
conventional multiprocessor
used as a front=end control
pI'OCBSBUI'
1572| Burroughs B=7700
1972| CDC Cyber 72,73,74,76
1972 | Goodyear STARAN S Parallel associative system
1972 | Texas Instruments ASC Embodies both multiprocessing | (W5)
(Advanced Scientific and pipelining
Computer)
1973 | Bolt Beranek and Multi-minicomputer stressing (05)
Newman, PLURIBUS reliability
1973| CDC STAR-100 Pipeline system, Arithmetic (c20)
unit consists of two floating
peint pipelines and a string
unit
1974 | IBY S/370, Models Shared real and virtual stor- | (a18)
158 MP and 168 XP age
1974 | Carnegie~Mellon Univ. Multiprocessor with 16 PDP- (way)
C.M.M.P. 11's sharing memory through (c14)
& crossbar. Symmetric
processors
1975 | Univac 1100/20, 1100/40
1975 | Univac 1100/10
1975 | Tandem T16 Fault-tolerant multiprocessor
1976 | DEC System 10/1088 Dual processor
1976 | Cray~1 Pipeline system
1977 | Goodyear STARAN E Parallel associative system (M19)
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2.1.2., History of multiprocessor systems

Although multiprocessing is frequently thought to be a new
development and the next step in computer technology, its development has
actually covered & long period within the history of digital computing.
The first multiprocessor operating system, as defined previously (see
section 2.1.1.), was the D=-825 which was introduced in 1962, which is one
of the first general operating systems. However, the roots of multi-
processor systems lie in the development of multiple-computer systems
which were introduced even earlier. A brief history of this development
in chronological order is given in table 1. A summary of the development
of multiple-computer and multiprocessor systems in the various series of
IBX computers is given by Freeman (F20).

Despite the fact that multiprocessor systems have occupied such
a long span of computing history, for many years they have been rare and
have been found primarily in special systems requiring high availability,
such as military command and control applications. This trend hes,
however, recently changed, and multiprocessors can be found in many
installations, working on different applications, It is this change in
trend which has led to the academic interest now shown in multiprocessor
systems and to the new developments in theory. This is shown by the fact
that, ‘in & recent international survey of the architectural characteristics
of medium and large scale systems, the Auerbach study (A20) identified 45
out of the total 158 models included as having the hardware capability
to be-configured as a multiprocessor. However, it is important to note
that the Auerbach study was unable to verify if there were multiprocessor
operating systems available for all those 45 machines,

A suggestion for further reading concerning the development of
multiprocessors is the Infotech publication, which describes the state of

the art of multiprocessor systems (I9), and gives the logical rather

-
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than the chrenological development of multiprocessors, the main stages
of which are:

a. The introduction of the i/o channel

The first step towards an architecture in which different
parts of a program were processed by separate units was the functional
division of the program into arithmetic and logical operations snd i/o
operations, for which the i/o channel was introduced. The channel is
actually a small special-purpose computer, designed specifically to
handle i/o transfers. The main processor could then pass a control
command to a channel, forget the i/o operation and continue with some
processing, whilst the channel dealt with the i/o operation in parallel
with it,

b. Pe;iphernl atand:;lone systems.

A development from this functional division of the work was to
use independent prooes;ora to prepare i/o data for processing by
transferring it from slow to fast media. In this situation, there are
two completely separate and often quite dissimilar operating systems
controlling the computers.

¢. Indirectly or loosely coupled systems.

In this type of system the processors interact via common data
in shared backing store on disks or drums. In such systems it is still
usual for the processors to be engaged on functionally distinct areas of
the workload, Each of the systems sees the other as an i/o device and
there are two separate operating systems controlling them.

d. Directly or tightly coupled systems.

The directly coupled system is an improvement on the shared
peripheral store. The processors are coupled via shared memory or &
channel-to-channel adaptor. There are two separate operating systems and
each system sees and treats the other as an i/o device., It is also

necessary to duplicate the peripheral devices since each system has its

own set.,
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Non-homogeneous systems:

Array processors:

Pipeline processors:

True multiprocessors:

built up from a mixture of
processors with different
characteristics and functions,
usually under the control of 2
standard sequential processor.

in which many data streams are
processed in parallel according
to a single instruction stream.

in which the decoding of
successive instructions of a
program is overlapped to give
the effect of executing more
than one part of a program at a
time.,

as defined in section 2.1.1.
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2.2, Objectives of multiprocessors

The motivating factor behind the development of multiprocessor
systems was not that of relieving the input/output load from the main
processor (as in multiple-computer systems) but was, initially, the high

system availability that could be obtained by having a reconfigurable
system should one processor fail, It was later that designers began to

capitalize on the fact that multiprocessors could also improve system
performance by providing a more economic handling of exceptional jobs or

peak loads by attaining a higher overall effectiveness of resource
utilization.

Another motivating factor was to provide true simultaneous

execution of jobs. The operating systems of multiprogramming systems and
those of multiprocessing systems are similar, but the key difference is

that the former only seems to perform several execution tasks at once
(concurrent execution) whereas the latter supports actual simultaneous

execution of two or more processes. This capability assists in the speed

up of throughput and in improved utilization of resources.

Thus, the objectives were:

1. To provide high availability of utilizing:

a. the reliability improvement attained through multiple
units

b. the ability to reconfigure the system (i.e. making it
fail-soft)

and 2. To improve system performance by:

&. providing a more economic handling of exceptional jobs
or peak loads

b. dttaining higher overall effective resource utilization

¢. being able to exploit parallel execution of independent
tasks

d. dimproved system balance.

The above objectives together can form four general categories
which multiprocessor systems aim to improve, |

1. Reliability
2. Flexibility
3. Availability
4. Throughput

and the ultimate improvement ofhthese areas should improve overall system

performance,
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In addition to the previously listed factors which have
motivated the development of multiprocessor systems, another important
aspect of the current situation is that they can be used to provide
increased capacity while retaining the same type of processing units.

This kind of use allows manufacturers to capitalize on investments already
made in the development of a system, by adding another processor of the
same type and still retain their customer population as their
computational requirements increase., This saves the large expenditure

and complexity incurred in changing to a larger machine, Figures 2 and

3 illustrate this cost factor.

Figure 2 is adapted from material prepared by the Quantum Science
Corp.. The problem of determining exactly equivalent configuratioms is
difficult; however, the figures presented in the original material
(c.1972 unpublished), which uses IBM System 370 models 155 and 165 as
the two specimen computers, is sufficient to illustrate the observation
being made.

Figure 3 is intended to illustrate & general situation but it
does appear that this condition exists with some of the larger Honeywell
systems (E8).

The starting points for cost and performance are taken as unity
for simplification.

From Figure 2 it can be seen that a fully expanded model 1 can
provide almost double the performance for about 1.7 times the cost, and
that a large gap exists between model 1 and model 2, which provides 3..L
times the performance for 2.2 times the cost, If model 1 processors are
used in a multiprocessing configuration, the cost/performence curves for
even a single processor are always below the standard model 1 uniprocessor
because of the cost of the extra hardware needed to support multiprocessing.
However, if the single processor system is saturated another processor

can be added, together with other equipment that might be required (such
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as an extra i/o channel or more memory) and the cost/performance curve

continues smoothly. This process can be continued without any changeover.,

The advantages of this are:

1.

2.
3-

L.

it is possible to provide smooth growth for increased
capability

there is no drastic changeover involved

there is often a performance range in which the multi-
processor system is more cost effective

the nultiprocessor is more reliable.

However, the disadvantage is apparent:

2.

the multiprocessor system is a less cost effective
proposition overall due to the increase in cost for the
hardware to support communication, sharing etc. (This is
the price paid for increased reliability/availability),

Figure 3 illustrates a different situation which has occurred

with the recently introduced Honeywell systems. A single processor

designed to include multiprocessor capability is still more expensive

than the uniprocessor; however, it has the capacity to expand pas the

limits of the uniprocessor. Also, as it expands its cost effectiveness

is better than the next larger uniprocessor model.

This situation greatly favours the multiprocessor configuration

and will probably continue to be the case since the cost of small

C.P.U.'s is being reduced at a rapid rate and because memory (which needs

to be added when a processor is added) is following suit.,



30

Figgre 23
COST/PERFORMANCE COMPARISON
5
7
/
’
/
Is
s
’
q‘ 3 f’
/
/ 4
- - .,'
3t
w
oJ
2
<
s
<
$
21
3
| 4 1C.Pu.
r\o rs 2 A 'l A -
05 ) 15 2:0 25 -0
LOST
— e - - mMOD0EL. 2
a®e & & s 2 a HULTlpRQCESSOP\

J

cosr[ PERFORMANCE ADVANTACE OF A MMLTIPROCESSOR



31
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2.3. Design considerations for software

2.3.1.Introduction

To the user the basic capabilities of an operating systen for a
third generation uniprocessor and for a multiprocessor should be the same,
The differences should be internal., It has often been the development of
the operating system which has set the pace for the development and
performance of the multiprocessor organisation (E7). This leads to the
first primary difference between the uniprocessor and the multiprocessor
which is the needfbf an extensive operating system by the latter. An
experienced programmer can use a uniprocessor without any system software
(although the effective utilization would be low) whereas an operating
system is usually necessary to even start a multiprocessor.,

In fact, it was the development of the early "multiprocessors"
such as the NBS Pilot (18), Burroughs D-825 (A12) and the Ramo Wooldridge
TRW 400 (P11) that first brought into focus many of the basic problems
encountered in operating system organisation and operation.

Due to the great similarity between multiprogramming and
multiprocessing operating systems, it is assumed that the reader is
familiar with general operating system theory, (C17) (C18) (Bu2) (M5)
(611) (T9) (513) (c25) (K6) as this section only serves to point out the
differences caused by multiprocessing.

It is alsoc important to note that multiprogramming and multi-
processing are not two distinct disciplines but that multiprogramming is
almost an essential capability of a multiprocessor operating system and
might be considered as a subset thereof.

Although the hardware of a multiprocessor is more complex it
does not necessarily follow that the software is also. For, in fact, the
redundancy of some functional units can act as an aid to solving some of

the problems which a uniprocessor encounters, such as:

1. Adaptability to changing demands both in quanti ai
nature of the wnrklosd.g 4 7 &nd in the
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2. Availability of at least minimal operation for the completion
of critical functions, i.e. the system degrades gracefully
rather than collapses.

3. Expansion to a larger system with no effect to presently
operational programs.

L. Response time.

However, the additional units do complicate the software functions

in ways not encocuntered on a uniprocessor such as:

1. Utilization of all resources to the maximum extent possible.
2. Error recovery to save work in progress.
3. Synchronization.
L. Reentrancy.
To summarize, the multiprocessor operating system has to have
all the capabilities of a uniprocessor operating system and also has to
have the ability to perform several other important tasks that result from

the nature of the hardware. These functional tasks are described below.

2.3.2. The functional tasks of & multiﬁfocessor operating system

A 1list of the main functional requirements of a multiprocessor
operating system shows that the capabilities are similar to those of a
uniprocessor:=

1. Resource allocation and management.

2. Table and data set protection.

3. Interrupt management.

L. Abnormal termination.

5. I/o load balancing.

6. Reconfiguration,

7. Exploitation of parallelism.

However, many of the problems encountered in providing the
common capabilities may be more difficult to solve because of the additional
processors present in the system. Further, the effective use of these
additional resources makes it even more important that efficient solutions
be found; otherwise, poor performance will negate any other advantages that

a'multiprocessor might have., In fact, the efficiency of the operating system

is far more important in a multiprocessor system than in a uniprocessor

system.




4

2.3.2.1. Resource allocation and management

The major resource allocation and management schemes can be
categorized in the same manner as those of a uniprocessor:
1. High level scheduling: The selection of jobs from

the input queue to form the
active workload mix.

2. Low level scheduling/diSpatchlng The assignment of a processor
unit to the execution of 2
tagk.

3, Memory management: The allocation, reallocation
and control of the main
menory required for both user
programs and system software.

The selection of which jobs to run on a computer can be an
important factor in the performance of that computer. Different workloads
have different effects on the system and its resources. As a simple
example, & warkload of mainly i/o bound jobs will probably have the effect
of overloading the i/o resources where queues will form, thus leaving the
processors idle,

The selection of jobs to run can be made in different ways,
depending upon the objectives of the system manager, which might be to give
priority to certain users, to run all the small (or large) jobs first, to‘
‘create a "good mix" of Jjobs, ete. or combinations of these.

The simplest method i1s to use a first come first served queue.
In this situation, there is no control over the workload.

Another method is to assiga priorities to users, and to form
the gueue on the basis of these priorities.

A more complex method, which gives more control than the previous
two, is to calculate an index for each job depending upon the objectives
of the centre and the characteristics of the jobs. The queue is formed on

the basis of the values of the index of each job.

The above methods are all common to uniprocessor systems. The
differences would lie in the differing objectives which would arise due

to the differences in hardware resources and system performance.
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It is possible that the scheduling and dispatching algorithms
will not exploit the full processing resources of a multiprocessing system.
If the algorithms are badly organised, it may result in the system's
failure to utilize several idle processing units. As an example of this
kind of situation consider the case in which the scheduler assigns a queue
of jobs to a particular processor and from that time considers that processor
only to be responsible for executing those jobs. Under such circumstances,
the situation could easily arise in which one processor has a queue of jobs
ready to run, and several others are idle due to their having completed the
Jobs assigned to them.

In order to overcome problems of this kind, multiprocessors must
be considered ﬁs ;ﬁlti-server q;;ue systems, where the queue of tasks ready
to run is common to all processors and any processor may execute any subpart
of any job. (This will require that the scheduler and dispatcher are
classed as critical regions (see next section 2.3.2.2.).

Another aspect which will complicate the scheduler and dispatcher
is the expleoitation of the parallelism within jobs. If the system is to
expleit this, the scheduler must specify the relationships between the
various processes which constitute a complete job and the dispatcher must
handle the order of execution of independent tasks as well as processes
which are dependent upon one another (D13) (D12). The identification of
those taks which can be executed in parallel has been the subject of a
large amount of research (see section 2.3.2.7.).

Another problem, which is specific to multiprocessor systems is
that commonly referred to as "dispatching anamolies". This is well
illustrated by an example from Jordan (J6).
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The figure a.

"represents a multiprocessor with one processing unit. If a
second were added to an 'ideal' multiproceszor, the task-list would be
processed in hzlf the time. However, for an actual multiprocessor,

b. and c. clearl& show that the time required is a function of the order
in which the tasks are processed". (J6).

However, it is questionable as to whether the dispatching
algorithms need to be adapted to take this into consideration, for in®
an actual multiprocessor, there would be jobs following job 4 which could

be dealt with by processor 1.

——— e ——

7 L

The above figure shows that in such a case the "dispatching

anomalies" become neglible. Also, even if an optimel strategy could be
devised, the work of Manacher in 1967 and that of Graham (G18) would
question the usefulness of this, since they found that optimal scheduling
lists fail to remain optimal for 80% of the time, if the execution times
of the jobs are slightly perturbed in a random manner as would normally
be the case, -

Low-level scheduling strategies for multiprocessors are very
similar to those of multiprogramming uniprocessors if one disregards the
problem of dispatching anomalies, since multiprogramming cen be seen as a
subset of multiprocessing. The jobs are time-sliced i.e. a process is
given control of a C.P.U. for a certain amount of time (usually 100-300!
millisecs). The processes are not run to suspension as in the early
batch computers because & large job can consume too much processor time
and because of the possibility of an infinite loop within a program.

If the ready queue 1s viewed as a multi-server queue, the algorithms

used to form the queue are those used in multiprogramming systems,
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for example:-
1. Round Robin (FIFO)

When a process finishes with the C.P.U. it is put at the back
cf the queue. There is usually no priority. The process must
then wait for all the other processes in front to be serviced by
a processor, before it is its turn again.

2. Priority scheduling

The process with the highest priority is put to the top of
: the queue. Priorities can be assigned for the "life" of the
process,and will thus remain constant, or can be varied

3, Inverse remainder of time slice

If a process used its entire gquantum of time last time,
it is placed at the end of the queue. If it used only part of
it due to an i/o request it is placed into the middle of the
queue., This algorithm was devised to keep i/o devices busy
and is based on the assumption that a job which requests i/o
once is likely to request i/o again,

As there is only the one common memory shared by the processors
the memory menagement schemes are no different from those of & uniprocessor,
for example, the techniques of partitioning,segmenting and paging are used.
Certain complications, however, not present in a uniprocessor system, can
arise. For instance, there is the problem of whether a processor can
access the particular part of memory it requires, and a check mey be
needed to discover if another processor is already utilizing that part of
memory. Also, unless the processors have common hardware level
synchronisation, there is the problem of access conflicts.

The primary memory management schemes are:

1. Partitioned allocation

2. Relocatable partitioned allocation
5. Segmented allocation

4. Paged allocation

Partitioned Allogation

The partitioned allocation scheme fills the gaps in memory with
Jobs; each job being partitioned from another by hardware and the
partitions are set up as required. However, there are often gaps in the

memory which are too small to be useable. This problem is called fragmenta-
tion.
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Relocatable Partltloned Allocation

The relocatable partitioned allocation scheme is similar to
the above scheme but attempts to overcome the problem of fragmentation
by keeping a check of the gaps left unused and, if necessary, by
relocating the jobs in such a way as to join all the previously unusable
gaps.

It is important to note that in the above schemes, as the size of
jobs will vary, so the size of the modules formed by the partitions will
vary. The remaining schemes assume the size of the modules to remain

constant and are fixed accordingly.

Segmented Allocation

The segmented allocation scheme divides the memory into modules
(or segments)-of.; set size andf;he hardware partitions are fixed
accordingly. Into each of the segments is placed a job. In consequence,
there mgy be a great deal of space wasted within each module, since the
modules must be large enough to accommodate the largest job expected, and

yet may only be accommodating a small job.
Paged Allocation

The paged allocation scheme is similar to the segmented
allocation scheme, but the modules (or pages) are small enough to accept
only parts of jobs. In this scheme, the jobs have to be divided into
segments of the same size as the hardware pages, which is a constant size,
and are copied into and out of the pages as required. This scheme is an
attempt to overcome the problem of the memory space wasted by the segmented
ellocation scheme, but is far more ccmplex.

The hardware organisation of the multiple units can place
constraints upon which of the above schemes can be used. For example,
certain hardware organisations require thet the memory be split into
modules of a set size (see section 2.4.). In this case one of the latter

two schemes will have to be used.
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2.3.2.2.Table and data set protection

Although the protection of tables and data sets from illegal
access is a problem encountered in uniprocessors, the problem becomes more
complicated within a multiprocessor. More than one processor may be
executing the same or related parts of the supervisor routine, and in this
case, an illegal access to a table can occur on the next memory cycle after
a legal one., It is illegal because it is egsential that only one processor
acoesses that table at a time, The multiprocessor system, therefore
requires some hardware and/or software capabilities to prevent these
unorderly changes in a shared data base, This problem has been referred
to as the "lockout" or "mutual exclusion" problem, and the portion of code
.that accesses the shared data base is called a "critical region". (D12).

One method of providing the necessary protection is by having
instructions of the form TEST AND WAIT AND SET (L6) or the equivalent
pair LOCK W/UNLOCK W (D9), where W is a bit switch. The effect of these
instructions is that when one process enters the critical region W is
locked. Any subsequent processes must locop and keep checking the switch
until the former process leaves the eritical region, when it will unlock W.

The main draw back of these approaches to the problem, is that
processes are busy setting flags or walting to enter, thereby slowing the
system., Saltzer (S2) and Lampson (L1) attempt to overcome the looping
problem by defining WAKE UP (P) and BLOCK (P) operations.

Dijkstra's solution to this problem has been widely accepted as
it does not require processes to be cognizant of the others waiting to
enter the critical region (Bi). Dijkstra defines a new type of variable

called a semaphore which can take only non-negative integer values, and

two operations which can be performed on them, P and V (D12), which are
defined as follows: (Algol 60 notation).

Vv(s)- S:=84+1;
P(Ss) - wLiifs=0

then go to L else S:=S - 1;
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These statements are indivisible and may not be executed simultaneously.

wirth (W2) has since proposed that the P and V operations be carried out
by hardware.

However, the indivisibility aspect of the P and V operations has
been criticised, and Bredt (B32), using a model similar to that used in
sequential circuits theory, gives procedures to design & hardware lock-out

mechanism free of any assumption of indivisibility.

2.3.2.3, Interrupt management

When a job has terminated or requests i/o the processor executing
it sets up an i/o channel to carry out the task. When the channel has
completed that task, it must then interrupt a processor to inform the
system of that fact. The problem then arises as to which processor should
be interrupted. “The wrong scheme for meking this choice may adversely
affect the system's performance.

The possible schemes which could be adopted are: §

1. The same processor all the time

2. The processor which initiated the i/o operation

3« The processor whose turn is next, basing the choice on a

round robin scheme

4. An idle processor. (If there is no idle processor, revert

to options 1 - 3),

Another method, however, may prove more efficient, if it can be
implemented as a system. Instead of the channel interrupting a processor,
which involves changing a bit in the interrupt register, it could enter
the memory and change a bit in the queue of jobs, altering the status of
the job from blocked to ready. The scheduling strategy would have to take

into account the fact that both blocked and ready jobs would be in the

same queue,

2.3,2.4., Abnormal termination

Because of the nature of the multiprocessing system organisation,
if adequate processor communication is not available, it is very difficult

to terminate properly a multitask job, if the tasks are being executed on

separate processors. Again, rather than being a unique requirement of a
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multiprocessor system, it is more a matter of degree of complexity above
the requirements of a uniprocessor.

2.3.2.5. Input/output load balancing

This capability may be difficult to achieve considering the
configurations and i/o paths possible in a multiprocessor system, If
certain i/o devices are untransferably attached to a particular processcr,
as in some multibus configurations, the i/o scheduling can be very
difficult and must be handled via interprocessor commurnications. If,
however, the i/o devices form an anonymous pool of resources, shareable
by all, the control of the i/o load is similar to that of a uniprocessor,
as only onme i/o queue is required.

2.3.2.6. Reconfiguration

Although some uniprocessors do have limited capability to
recognize chaﬁge; in the equipment available for use, the ability to do
this automatically and to adjust all the necessary tables and routines is
essential for a good multiprocessar operating system.

2.3.2.7. Exploitation of parallelism

Parallel processing is said to occur when more than one process-
ing unit executes parts of the same program simultaneously.

The literature on this subject, seems to discuss parallel
processing at three different levels,

The first level is the processing of independent tasks governed
by the same operator; for example, when ultiplying an array by another
array, each multiplication can be processed independently. These kinds of
operations can be carried out by array processors such as the ILLTAC IV
(B12) or the SOLOMON I (B8) (621) which have been designed specifically

for this purpos;.
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The second level is that of processing independent tasks

within an expression (R13) (K23) (R12) (R3) (B2). This involves
instruction look-azhead, in which the following parts of the expression

are checked to see if any can be executed in parallel. This type of
parallel processing is carried out by pipeline systems, specially designed
for such capebilities, such as the CDC STAR-100 (C20).

Neither of the above two cases, however, involve true
multiprocessors, The third level of parallel processing, which deals with
independent blocks of code, is the level which concerns true multiprocessors.
At this level, the onus is either on the programmer to code his programs
in such a way that the independent blocks of code are apparent to the
system or the onus is on a systex routine working alongside the compiler
to transiate a users program into independent parallel tasks.

It must be noted that with either method, it must be ensured
that the tasks to be executed in parallel are large enough, such that any
efficiency gains counteract the overhead associated with allocating an
extra processor to the tasks and then later de-allocating it. Critchlow
(025) points out that the executive must control interrupts, save registers,
check pointers and assign facilities for each segment started. These can
easily require 10 or more memory cycles and hence he estimates that
segments less than 100 memory cycles will prove inefficient.

There are also certain other requirements to be adhered to,
for parallel processing to take place (E7).

1. The start and end points of the segments to be executed in

parallel must be specified

2. Any special conditions which govern or restrict parallel
execution must be specified '

3. The conditions which govern the proper synchronization .
of the parallel tasks with the other parts of the program
must be given

4. There must be capabilities within the supervisor to create,
schedule, dispatch and recombine the parallel tasks
spawned by a single program.
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Conway (C21) and Baer(B1) discuss the programming constructs
required if the programmer is to be responsible for specifying the parallel
segments of his job. These include the FORK-JOIN constructs (C21), the
DO TOGETHER-HOLD constructs (03), the FORK-JOIN-TERMINATE constructs (A13)
and the PARBEGIN-PAREND constructs (D12) (W19).

The research of Ramamoorthy and Gonzales (R2) (R3) (G9) concerns
the alternative method, i.e. when the onus is placed upon a system routine
to detect and exploit parallelism. This routine would work alongside the
compiler and should require no assistance from the user.

Baer (B1) sees the methodology of Ramamoorthy and Gonzales being
used at the second level of parallel processing, that is, as a form of
instruction look-ahead. In this case mcre than one processor would have
to be associated ;ith the job b;ing executed throughout its life, since
allocation and de-allocation overheads would reduce efficiency a great deal
at a level of such small tasks. However, during the strictly sequential
parts of the job the extra processor(s) would be idle. This methodology
might be better employed at the third level, if the extra capability, that
the routine checked that the size of the segments were large enough, could
be included.

Thus far, it has been assumed that the exploitation of
parallelism is a worthwhile, if not necessary, aim of multiprocessing
systems, This assumption is made by many authors dealing with this subject.
However, if the advantages and disadvantages are inspected, this assumption
becomes questionable.

The obvious advantage is that each job is executed faster. In
realtime systems this facility is important; but outside realtime
applications this advantage becomes relatively unimportant since it does not
necessarily follow that each job will be on the computer less time than if
parallelism was not exploited by the multiprocessor. This can be illustrated

by the following diagrams, which assume that a multiprocessor consisting of

2 processors will cut the job execution time by half, when exploiting the
parallelism within the jobs.



L5

PROCESSOR 1

PROCESSORA 2

¢ TIME >
Y
With parallel processing:-
PROCESSORS 142 l 9 3
Z TimE ?
A Y




L6

As can be seen from the diagrams, there will be no gain over
several jobs. In fact, if the inefficiencies caused by the allocation of
processors, the extra complexity of the scheduler and dispatcher, and the
extra registers which need to be saved are considered, the assumption
that the processing time will be cut by half will not hold.

There are also other factors which seem to point to parallel
processing being unfeasible.

The first is the fact that time must be spent either by the
programmer or by the system routine in identifying and specifying the
parallel segments.

Secondly, there is the presence of critical regions (see
section 2.5.2.2.)-which implici%iy impose serialism into certain parts
of the operating system routines. These will have a degrading effect
on the efficiency of a system e;ploiting parallelism,

Finally, there is the problem posed by abnormal termination.
If a job is split into several parallel segments, all being executed on
separate processors and an error occurs in one of those segments, the
problem arises as to how to terminate the whole job efficiently.

If all these factors, taken together with the complexities of
the operating system required for parallel processing, =e considered, it
would seem that there would be no gain, but a loss in efficiency when
exploiting parallelism., The only applications which might benefit from
an investment is parallel processing are realtime situations, where the

speed of results is imperative.
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2.4, Design considerations for hardware

Using the definition of a multiprocessor given in section
2.1.1. it is possible to enumerate the hardware requirements of a
multiprocessor system. There must be more than one processor and all
processors must have access both to shared memory and to the i/o devices.

From this it can be seen that the primary hardware effect of
multiprocessing is the interconnection of_all these units. These
interconnections should provide the full requirement for total resource
sharing, that is:

1. Any processor can control and transfer data to and from any

location in memory

2. Any processor can pass control commands to any i/o channel

controller
3. Any i/o channel can pass data to and from any location in

memory

L. Any..i/o chknnel can control and transfer data between the

main memory and any appropriate i/o devices.

For true multiprocessors, where several processcrs share common
memory, four basic types of interconnection system can be defined; (B1),
(c25) (E7) (19)

1. Time-Shared bus

2. Multiple bus

3. Crossbar matrix switch
4. Multiport

Time-shared bus (see Figure 4)

In this system organisation there are no continuous connecticns
between the functional units. The control of transfers between memory
modules and other units is accomplished by using time-sharing or
multiplexing technigues.

This is the least expensive switching system. It takes
advantage of the memory registers in each processor and each memory module
to allow the bus to be time-shared., Instead of a processor being connecfed
to a memory module permanently, they are connected only for the time
required to transfer the necessary data. This technique can prove

especially useful if memory accesses can be pre-planned, such as in
sequential instruction fetches and data fetches.
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This type of organisation can be found on the Univac Larc (E1),
IBM STRETCH (BLY) and is also implemented in the ccmmunicatiocns between
the peripheral processors of the CDC 6600 and its main memory (T5).

The advantages of this type of system are its conceptual
simplicity and its flexibility for growth.

Its disadventages are that it is only able to transfer one
operation at a time which can result in unacceptably long waiting times,
as the system grows and traffic becomes heavier., Thereis :also the danger
of cetastrophic failure if the bus coantains active components or if there

is a single bus control unit.
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Figure 4: TINE SHARED BUS SYSTEN
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Multiple bus (see Figure 5)

This is the most commonly used method of memory access control.
The multiple bus system is an extension of the time shared bus, and
contains more than one simultaneous transfer path in order to overcome
the time-sharing and hence the delays which occur in & single bus system.
From Figure 5, it can be seen that each processor has access to any of
the memory modules via its own buses. The control in this system must
resolve queueing problems since two processors might attempt to enter
one module at the same time. This problem is often overcome by having a
pricrity physically associated with the connecting port. This type of
system has been implemented on the CDC 3600 (C25), the Univac 1108 (s26),
the Philco 213 (B35), Multics (€23), IBK 360 (B23) (G3) and the IBM
9020 (B2y).

The main disadvantage of this system 1s that the number of
buses is restricted by the number of ports available on memory, and
this in turn restricts the flexibility of the configuration and its

ability to grow.



Figure 5: MULTIPLE BUS SYSTEM
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In this system any memory module can be connected to any of
the processors or any i/o unit. A full time conrection is established
between the units for the duration of the transfer.
"Tremendous flexibility is obtained in & crosspoint switch
since any processor can connect to amy_memory in a fraction of a microsecond.
Also, there are numerous ways to provide a function in case of failure in
any part of the system" (C21).
This type of system has been implemented on the RW-400 (P11),
the Burroughs D825 (412), the Prime (E7) and the CDC 6600 between the
peripheral processors and the i/o channels (T5) and on the Burroughs
multi-interpreter system (D3).
The advantages of this system are that:
1. it is relatively easy to add modules without much re-programming,
if the switch matrix is large enough
2. individual unit interfaces are quite simple since they have to
perfore neither conflict resolution nor recognition of which
data is directed to them, since these functions are controlled
. by the logic of the switch matrix,
The disadvantages of this system are that:
1. the larger the number of processors and memory modules, the
larger the amount of circuitry is required and this can
become too costly

2. full -reliability for the system requires a duplication of the.
matrix -
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Figure 6: CROSSBAR MATRIX SWITCH SYSTEK
PROCESSOR
IPROCESSOR
PAOCESSOR |
PAOCESSOR

MEMO R MEMORY MEMORN MEMORY

MODULE Mo DULE MOoDULE MADULE




If a2 memory is kept whole with only one data register and
address register, it is only possible for one processor at a time to
access any part of it. This would prove very inefficient on a
multiprocessor system and thus usually the memory is segmented into
modules each with its own data and-addreas register. This method may
also prove insdequate for certain purposes as only one processor can
acoess each module at a time,

The multiport system approaches tLe protlem from a different
angle. In this memory access scheme, the memory is not segmented but '
is equipped with more ports, i.e. more sets of date and address registers,
in such a way that more than one processor can access memory at a time.
The logical circuitry required to accomplish this 1s, however, very
complex. For two ports the amount of circultry needed will be more than
double that normally needed to a word of memory with one port. There is
also the need to include more circuitry to ensure that two processors do
not access the same word during thg same memory cycle.

The advantage of this type of organisation is that there is no
need to check whether 2 processor is already in the part of memory
required by another processor. Thus, there is less restriction to the
operating system.

The disadvantage is the excessive cost of the hardware if

several processors are required to operate in such a configuration.
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Questions raised concerning the effects of multiprocesscr systems

Having made a survey of the effects of multiprocessors, outlined
in sections 2.3. and 2.4., questions arise concerning the merits of the
various proposals, which are often conflicting. These questions concern
the relative performance of the various strategies within a multiprocesscr
system and the performance of multiprocessor systems in general.

The type of questions, which require answers in order to assess
the value of multiprocessor systems,are outlined below:

1. What should the ratio of memory to the number of processors be?
Would this ratio vary according to the memory access scheme being
used on the system?

2. Vhich scheduling strategy will perform most effectively in a
multiprocesscr system? Is the choice of scheduling stretegy as
critical in multiprocessor systems?

3, How does the.sysiem overhead of the various memory management and
access schemes affect performance? '

L. Which processor should be interrupted? Which scheme for interrupting
processors balances cut the workload most effectively?

5. How many jobs are required to be on the system to give almost full
utilization to the number of processors?

6. TVhich memory management scheme will prove to give the best utilization
of available memory?

7. By how much would the addition of an extra i/o channel speed up system
throughput?

8. TWhat should the ratio of channels to processors be?

9, Does the continual addition of processors to a system eventually
become ineffective? If so, at what point?

10, By how much does the addition of an extra processor speed up system
throughput?

11. TVWhich of the various strategies are most compatible and give best results?

12. In which areas of the system do the possible bottlenecks lie? How can
these be improved?

13. If a system manager wishes to process an N% increase in workload how can
this be most easily and economically accommodated?

14. How does a change in workload affect the performance of a multiprocessor
system? ’

15. What effect on performance has the failure of one processing unit?
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Chapter 3 EVALUATION TOOLS

Intrecduction

In the previous chapter, many questions were posed concerning
multiprocessor systems. In order to answer such questions, it is necessary
to evaluate the different algorithms and configurations together with their
effects upon the total system performance. It is questions such as these
which eoncern designers and system managers, and the need for performance
evaluation, specified in section 1.1.1., must be satisfied by the
evaluation tool chosen for the purpose. That is, the evaluation tool must
be applicable to the three ﬁreap of :

1. design

2. comparison
3. extension

The tool must have the capability to give a general system
profile including such things as percentage of total time the C.P.U.'s
are busy, waiting on in supervisory state, channel overlap, memory |
usage etc. That is, it must be able to specify multiple resource systems
and simultaneous events.

There are several evaluation tools which have been used in

performance measurement and these can be categorised under two headings:

1. Empirical techniqueS
2. Applied performance evaluation techniques

A useful bibliography based upon the above classification is
the work of Agajanian (A7). Gotlieb and MacEwan (G15) prefer to class
the tools under the headings of monitoring techniques and modelling
techniques respectively, but, unfortunately, do not consider all the
tools available. An adaptation of their breakdown of the classes of tools
which includes all the tools is given in Figure 7.

Four excellent overviews of evaluation techniques are (L13), (C1),

(29), (c22).
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Figure 7: SYSTEM EVALUATICN TOOLS
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Monitoring/Empirical techniques

Cvcle and add times/instruction mixes

Early attempts at computer performance measurement involved
simply measures of the clock speeds of the computer (R1). Typical
examples are the C.P.U. speed, add rates, memory speeds. Sharp (s812)
exhibits formulae based on such parameters. Unfortunately, such
formulée take no account of parallelism or the asynchrony of modern
systems but rely upon the assumption that the higher the speed of the
computer, the faster the workload will be processed.

The first serious attempt to provide a formal basis for
comparing computers was a list of several such characteristics of every
computer; this was published by Adams Associates (J5). This list was
termed the Adams Chart. Its limitations lie in its basic assumption
described above. Johnson points out that (J5),

*it has been well established that the use of the raw speed
parameters of clock speed, arithmetic speed, memory speed, word size,
or i/o rate can be misleading in predicting comparative performance
between different systems."” .

This is due to the fact that such measures pay no atteantion to
the effectiveness of the system software, architecture or to the factors
such as concurrent or‘simultaneous operation for evaluating multiprogramming
or multiprocessing.

The Auerbach report was a slight improvement upon this study,
being an instruction mix approach. It listed the performance of computer
systems on a set of small standard problems. The limitation of this
research is the assumption that the performance based on these standard
problems reflect the actual performance on a large workload,

A different approach to instruction mix measurement was proposed

by Gibson (G4), in which the time taken to process a particular instruction



was multiplied by a weighting factor representing the frequency at
which that type of instruction was expected to occur., This approach,
although simple, again equates performance to the speed of the C.P.U.

To summarize, with a quotation from Johnson (J5)

"none of the instruction mixes yet devised provide a reliable
indication of full load behaviour of computer systems. This is an
especially important ahortcoﬁing when attempting to predict the

" performance of multiprogramming and multiprocessing systems".

This view is also supported by Osterberg (06).

The following references contaln examples of instruction mixes
plus the situations in which they are applicable (M24) (R1).

3.2.2. Kernels . _ .
The use of kernels as a means of performance measurement is
a more sophisticated version of the instruction mix technique.

A kernel is a complete nucléus problem, and is devised
according to the typical applications which can be carried out on a
computer system. The execution time of a set of kernels is assumed to
represent the execution time of a typical set of applications.

The job usually consists of a short cyclic procedure, a typical
machine-independent nucleus problem, which is executed a number of times
and is referred to as kernel.

Some typical kernel tasks are matrix inversion, polynomial

evaluation and square root approximations. The work of Buchholz (B4B)
gives an example of a situation in which kernels have been used.
Calingaert (C1) points out that the kernel has a significant advantage over
the instruction mix technique, in that it allows all available features of
the C.P.U. to focus on a particular problem. On the other hand, the kernel
problem must be coded by a programmer experienced on his own system and

hence this approach is difficult to walidate since it depends upon different

programmers' skills. Also, kernels are generally isolated tasks and are

not drawn from the workload of the system. It is this fact which leads
Calingaert to say:



60

"There is strong evidence, especially in scientific computation
that presently identified kernels are all atypical™ (C1)

This technique is capable of measuring more parameters than
those previously described, because it utilizes a computers instruction
set more fully, and only those characteristics to which the kernel

program is sensitive can be evaluated.

3.2.3. Benchmarks

Benchmarks differ from kernel programs in that they are
actual programs and not artificial ones. They are existing programs
taken frpm the application programs submitted to systems and are highly
typical of the computer's workload. A set of such benchmarks is run
on differgnt computers with a view to comparing their performance.
They can be used to evaluate such factors as hardware, software, speed
of compilation and execution, and the overall ability of the system to
perform with such & workload.

"Benchmarks have been widely used - - - - and a number of
large organisations use this technique as a standard procedure." (06)

The benchmark approach is used primarily as a measure for
marketing purposes, Its limitation is that it takes a large effort to
program representative benchmarks and to prepare realistic data (H26).
There must also be enough benchmarks to test the system at capacity level.
Any problems not tested by the benchmark ere often extrapolated and

’ passed as performance predictions but this type of short cut can be

misleading. McLain (M17) holds the same theoreticel objection to
extrapolation from benchmark experiments:

"the criteria is arbitrarily tied to a particular job mix;
if the mix is an existing one then it arose on an existing configuration,
and was to some extent adapted to fit that configuration".

Brown and Saunders (B4L5) and Wichmann (W10) (W12) have used this
type of technique for comparison of systems and their compilers. Smith (S22)
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gives a good review of benchmarks (and instruction mixes) and the type

- of situations in which they are applicable, and Adams et al (A6) explain

the use of benchmarks for evaluating time-sharing systems.,

Monitors

3.2.4.1.Introduction

A number of monitoring tools, useful for system and program
measurement, have geen available for some time. They include such
rudimentary instrumentation as system and wait lights; system loop
and accounting routines; traces, snapshots and other debuggingfacilities.
Such techniques can yield a considerable amount of information concerning
the behaviour of a system or of an individual program. More sophisticated,
and more expensive, ae the special purpose monitors that have become
commercialiy #vaiiable over thehiast few years. (BuL) (W17) (H27) (c22)
(417) (B28) (Hy) (S1). It is the latter to which the term "monitors"
is usually applied.

The performance data gained from monitors can be analysed

to locate the more crucial system areas whichae limiting performance

~and causing bottlenecks. The information obtained can give a good

indication of the degree of improvement which could be expected by making
changes to the software or reorganising the hardware., Although this search
for bottlenecks tends to be the principal reason for monitoring, these
techniques can also be used to obtain a system profile. Such profile data
if often necessary as a basis for both analytical and simulation models.

Monitor data can be obtained either by hardware or software
techniques or by a hybrid combination of both. However, monitoring
techniques often generate extensive quantities of data which require
lengthy post analysis. If the analysis or some form of data reduction is
carried out within the monitoring a significant overhead can arise,

which can distort the performance of the system under observation.
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Vhen system improvements are undertaken on the basis of monitor
information it is important to perform the same measurements after the
introduction of the changes, in order to assess the effectiveness of
the improvements attempted. The successful removal of one bottleneck
may have created another elsewhere in the system.

The advantage of monitors over the previous techniques is
that they measure the performance of e system whilst it is processing its
actual workload.

One problem of monitoring is that of collecting representative
data concerning the performance of the system, such that it is typical of
the full range of demands on the system. This implies a constant monitoring
of the system, which leads to the problem of assimilating and interpreting
the large amount of dats which would be generated in doing this. Nonitors
should therefore be used in experiments with some specific purpose, such
that only the data required for the experiment need be collected.

For further details refer to the following surveys concerning

monitors - (R8), (E2), (J2), (K2) (L12).

3.2.4.2, Hardware monitors

Hardware monitors consist of a number of electronic probes,
whichare attached to the appropriate back pins and test sockets of the
measured hardware, and some sophisticated logic for interpreting the
signals detected.

The simple monitor may only be a set of digital counters with
some form of output meter and, in fact, some manufacturers are now
building these into their equipment. For detailed performance measurement,
though, their use is minimal, ’

More advanced farms of hardware monitors are availeble which
place the data they have accumulated onto magnetic tape for later analysis,
and often have combinatorial logic patching facilities so that more complex

hardware conditions can be recognised. Such logic capabilities allow the
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monitor to record simultaneous events such as C.P,U, idle/channel 1 busy
(c6).
Thus, there are basically two types of hardware monitor (B1C)

1. Summary type devices
2. Dynamic type devices

The summary type devices record the time or occurrence of an
event within the system and accumulate the total time or total number
of occurrences of that event during the period of observation. The output
is therefore how long or how often that event occurred without regard to
when that event occurred. The dynamic type of momitor records information
each time an event occurs and outputs the subsequent information to
magnetic tape for later analysis.

.Some various uses and developments of hardware monitors can
be found in the following references (S18), (S6), (D17), (623), (c11),
(328), (x12), (27), (M15), (210), (u5), (:27), (M7), (m).

Hart (H.L) describes several hardware monitors now commercially
available; examples of these are the Computer Performance kKonitor II
(CPM II) produced by Allied Computer Technology, and the System
Utilization Monitor (SUM) produced by Computer Synetics. Shrimpton (S18)
used a hardware monitor to measure the George III operating system and
UCLA developed a hardware device known as the SNUPER Computer (E10).

A history of hardware monitors is given by Warner (W1) and in
another paper helpresents a case study for hardware monitors (W2).

The advantage of the hardware monitor is that it is independent
of the system it is to measure. Hence, it does not interfere with the
performance of the system,

However, the nature of hardware monitors restricts them to
providing data concerning only the basic operations of the;system,
particularly to input/output operations. Software operations can only be

measured when they result in some detectable hardware effect. Hence, such
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data as the length of operating system queues falls outside the ranée
of hardware monitors. It is also difficult to feed the data gained
from hardware monitors into models (R8)., That is, the system profile
they give is inadequate. The main disadvantage of hardware monitors isl
that they cannot relate the hardware effect to the software programs or
tables, thus "the main drawback is that it tells you what is happening
but not why" (G6).

3.2.4.3, Software monitors

Software monitors are extra pieces of code which are run on
the system which is to be measured, with the purpose of collecting
data concerning the performance of that system.

Software monitors generally fall into two main categories:
they are either external sampliﬁé monitors driven by timer -~ interupts
or internal embedded monitors activated by hooks which generally operate
on a continuous basis (I10). The external monitor uses the timer-
interupt to get control and then records data concerning the programs
running on the system, the queue sizes etc. It is therefore very
dependent upon the operating system. The internal monitor consists of
a number of data collecting routines which are called from hooks embedded
in the operating system or a user program. The hooks are associated
with specific pieces of code, for example the disk access routine,
and thus the data recorded is specific to those events,

A general overview of the nature and characteristics of —
software measurement tools can be found in the work of Kolence (K21)
and various uses and types of software monitors can be found in the
following papers (B53) (C16) (ck) (c2) (p4) (Dp10) (H5) (C22) (BuL)

(w17) (120) (P8). |
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Some Commercial software packages are described by Hart (H.4).
The most commonly menticned package is SMS, which is a family of software
measurement products designed to operate in the IBM 360/370 environment
and which was developed by Boole and Babbage Incorporated. This
consists of two main programs, one of which is the P.P.E. (Problem
Program Efficiency) which deals specifically with program efficiency
and the other is C.U.E. (Computer Utilization Efficiency) which deals
specifically with system efficiency. Hughes (H23) gives a detailed account
of this software monitoring package, which is an example of the external
type of software monitor.

IBE have developed a software package called S.I.P.E. (System
Internal Performance Evaluation Program). This is a software monitor
program integrated into the IBK 360/67. Time Sharing System resident
supervisor. S.I.P,E. functions as an extension to the supervisof and
records events as they occur. A number of hooks are placed at selected
points in the supervisor code and when control reaches one of the hooks,
S.I.P.E. is entered to record in a2 buffer the occurrence of the event,
together with any other useful information, such as the time of the
event. Degradation to system performance due to the interference caused
by S.I.P.E. varies from 1% to 30% depending upon the events traced.
S.I.P.E. is an example of the internal type of software monitor.

The advantage of the software monitor is that it can provide a
higher level of information than the hardware monitor.

However, one disadvantage of the software monitor is that it
interferes with the system it is measuring; it adds extra processing time
and extra storage space. The degradation in performance due to the
S.I.P.E. monitor is a good example of this. The problem which therefore
arises is, how can this type of tool give the performance datza of a

system in normal use? Another disadvantage of this evaluation tool is
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that it is particular to a specific manufacturer or operating system.

It is also limited to observing variables that are visible to the
operating system and therefore cannot record many aspects of machine
operation, and hence cannot measure overlap directly.

Thus, the software monitor gives nearly all the information
needed concerning system sof'tware, but there are occasions when hardware
monitoring can be of assistance. In fact, the advantages and disadvantages
of software and hardware monitors are complementary and this seems to

point to the combination of the two techniques.

3.2,4.4, Hybrid monitors

A number of people have successfully combined hardware and
software techniques in an attempt to combine the advantages of each.
(s28) (R11) (SQ)W(329). Such monitors are called hybrid monitors.

The main advantages gained are that the recording of data
causes less interference to the system being measured, but, by using
software, the recording of data can be made more intelligent and data
relating to named jobs or named data sets is provided.

Suggestions for further reading concerning hybrid monitors are:
(B22) (M3) (u26) (s1).

The use of a mini computer as a hybrid monitor, with software
control instead of hardwired logic, is proposed by Aschenbrenner et al
(A19). This is an attempt at obtaining greater flexibility in that the
parameters being monitored can be changed dynamically during the
monitoring process. Anothér system provides a graphics package so that
the evaluator can actually observe system performance on line (81) (623).

Ideally, the hybrid monitor should consist of a software
component running on the measured system which communicates with' an

external hardware component. Two such systems have been implemented (S9)
(E10).
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3,2.5, Suitability of monitoring/emphirical technigues

The early monitoring/empirical techniques, that is, cycle and
add times, instruction mixes and kernels, are too simplistic for the
measurement of multiprocessor systems and have other associated
disadvantages as described earlier, Benchmarks, alihough more sophisticated
than these above, are still restricted in the type of results which can be
collected. Software and hardware monitors also have disadvantages
associated with each, but do provide a clear picture of the performance
of a system processing its own workload, and can record nearly &ll the
data required to evaluate a system.

However, there is one common problem associated with all the
monitoring/empirical techniques. This is the fact that they all require
that the systems'ihey are to measure already exist. A competent
evaluation tool must be of assistance at the three stages indicated
earlier: design, comparison and extension (see section 1.1.1.).

The techniques thus far described, because of their requirement that the
system they are to measure must exist, can possibly be of assistance only
in the latter two cases. If the fact that they also include no predictive
capabilities is taken into account, it would seem that they are also not
suitable in making decisions concerning the extension of a system, since
the extrapolation of data from a system, to predict what will be the case
if the system is altered, can be dangerously misleading.

Therefore, monitoring/empirical techniques are not suitable as
general tools of evaluation. It is essential that the tools include |
the capacity for prediction and make no assumptions concerning the

existence or non-existence of systems.




303.

3.301-

3.3.2,

68

Modelling/Applied Performance Evaluation Techniques

Introduction

Modelling techniques include the two capabilities which were
lacking in monitoring techniques. The models, once developed, can be
altered to represent changes in the actual system in order to discover
the effects of those changes. This facility provides them with predictive
capabilities. Also, the model is totally independent of the system it is
to measure and hence whether a system exists or not is irrelevant to the
development of the model.

Modelling techniques have been used successfully in many areas of
applicetion, such as factory procedures, transport decisions, airline
predictions etc. _ Besides assisting with decisions in design, comparison
and extension in these various applications, they also help to provide a
clearer picture of the functioning of the system they model., Hence, it is
not surprising that these techniques have been widely used to evaluate
computer systems.

There are two main techniques employed in the modelling of
computer systems: analysis and simulation. A good review of computer
system models, particularly in relation to other evaluation techniques

is that of Kimbleton (K8).

Analytic models

The analysis method of evaluation of performance provides
probabilistic models of systems and processes and also discrete graph
models of programs. Graph models of systems are not normally suitable
for use in evaluating performance, but are used primarily as a form of -
description. Such graph models often take the form of Pefri nets (P6),
whose main objective is to represent concurrent conditions which can exist
in a system. An example of this descriptive use is the work of Noe and Nutt

(N8) in which they describe the IBM system 360 and the CDC 6400 using
graph models,
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The graph models of programs have been used in an attempt to
study behaviour within a system and hence the systems throughput.
Throughput analyses are made by decomposing the sets of programs to be
run concurrently (or in parallel) on a computer into those segments which
first can be processed sequentially and then secondly arranging those
segments with other segments which can be processed concurrently (or
in parallel). This basic type of model is called a directed graph.

Martin and Estrin (M8) give a summary of graph theory and its application
to throughput analysis. Weilgosz (W13) gives the history and background
of graphs models of computation. Suggestions for further reading are;
(B31) (c6) (pS) (H1) (H17) (H15) (K1) (M8) (G14) (B1) (V1). |

-To summarise, the purpose of graph models is to analyse and/or
describe systems and program behaviour; they are not designed éor
evaluation or measurement. However, graph models are often used as a
form of input into an evaluation model (W13).

The type of analytic model used for evaluation purposes is
the probabalistic or statistical model. In this type of model, the
system is broken down into a set of queues for various resources and
through the use of queuing theory or Markovian processes the probabilities
of certain events occurring are calculated. Hence, the model is a
mathematical representation of & computer system or part thereof. -

Such models can be useful in the study of certain limited areas where
performance bottlenecks may occur or as aids to general design decisions.-

Four general papers on statistical modelling are Berners-Lee
(B19), Hansmann F et al (H3), Freiberger (F21) and McKinney (M16).

Good presentations of some useful méthods of queueing theory can be
found in the work of Martin (M11) (M12) and Denning (D7). Mathematical
models have been widely used, but the complexity of computer systems, with

many interacting system parameters, tends to prevent the construction of
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complete models that are mathematically tractable, and most models are
limited to subsystems or specific functions. Examples of these are
processor scheduling (¥16), (¥17) multiprogramming affects (L10),
and program behaviour (D5), models of memory systems and core space
allocation (W14), and secondary storage devices such as drums (A2) and
disks (A1) (F19). Xodels of batch processing systems are considered by
Berners-Lee (B19), and Bard (B11) used statistical methods to evaluate
the CP-67 operating system. Knight (K18) developed a mathematical
model to evaluate the effect of failure in certailn units of hardware
or general software failures. Kasper and Miller placed their emphasis
on modelling the job stream (K3).

Further reading concerning the use of statistical models is; .
(F22), (#17), (F13), (s4), (s5), (K13), (K14), (K15), (110), (R5), (318),
(¢1), (B22), (c13).

As mentioned earlier the goals of these analyses are both
insight and quantitative results to influence the design of systems and
resource allocation. While most would argue that these goals are
inherently worthwhile and must be pursued, there is widespread
dissatisfaction with the current state of the field of statistical
analysis. Basically there are five major areas of dissatisfaction
with such analysis methods, which are summarised by Thomas (T4).

"Usually only a limited part of a computer system is modelled'
theoretically and even then many simplifying assumptions need to be
made in order to permit a mathematical analysis, which often relies on
queueing theory. The workload or input to the model must alsoc be
described in terms suitable for analysis ....... It is difficult to
assess the validity of the results obtained from such DOde€ls eoevv..

Often the results are dubious in view of the many assumptions which

must be made."
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The first limitation of statistical analysis is the fact that
the workloads might not be the exponential functions assumed to
facilitate analysis, and that it is not possible to predict the service
times that a computer will require %o execute aribitrarily given tasks.

The second failing is that analytical results are not often
validated by measurement or sinmulation. Moreover, in cases where
sys@em evaluation studies are carriéd out, the existing models do not
seem powerful enough to provide a uniform basis for measurements. The
extent of this failing is shown by the fact that Agraw ala and Larsen
(A8) admit that analytic results are not very accurate and that theyasre
only useful for determining the general behaviour of systems.

The third major criticism is that most of the literature on
analytic ﬁodeiligg is a collection of analysis of specialized models.
This points up the lack of general, powerful results which would allow
analysis to become an engineering tool. As the situation is now, each
new application almost always requires a separate analysis by an expert.
Hence, there is great difficulty when attempting to compare various parts
of systems with other systems (or parts thereof). Osterberg (06)
points out that its use in design work is limited.

The fourth failing of statistical analysis is concerned with
the fact that the systems to be evaluated are made to fit the models and
not vica versa as should be the case. The use of queueing theory is
limited to rather simple situations which means that approximations are
often used in order to make the problem fit inside the confines of
queueing theory. The basic assumption underlying other analyses is that
the model is Markovian. Real computer processes are not. Consegquently,
it is not easy to use this kind of model to determine transaction delay,
the effect of interrupts, channel interference, queue build-up and

dynamic memory utilization. Transient behaviour cannot be modelled at
all by this method.
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The final and most criticised aspect of statistical analysis is
fhat the models are generally oversimplified in order to make them
mathematically tractable. This obviously restricts the extent of the
use of statistical methods and makes the results gained questionable.

"A11 but tke simplest queue systems defy analytic solution,
although the mathematical theory of queues is a powerful tool for
discerning the kind of phenomenon that can arise"™. Tocher (T7).

Much analytic work: therefore, has dealt with single resource
models. The reason for this is clearly that most of the analytic tools
which are available apply to single resource environments. Computer
systems though are multiple resource gystems. The view that analytical
models are inadequate for comparing and testing operating systems is
supported by Enslow (E7). S

There are very few examples of statistical techniques being
used to evaluate a multiprocessor system, which implies that they are
not suitable techniques for such complex systems. The three papers which
have been found on this subject are (I8), (B22), (F12).

Hence, while the models can be very sophisticated in the
mathematical sense, it may be such an oversimplied representation of
the real system as to limit the value of the results it produces.
Estrin and Muntz (E9) are of the same opinion:

"Much of the analytic work has been concerned with exact
mathematical solutions to models which are themselves gross
approximations".

In conclusion, then, it would seem that analytic modelling
is not a suitable technique for evaluating such a complex, multiple
resource system as a multiprocessor. It would seem that simulation
is a more powerful modelling tool than analysis.

"Analytical modelling and simulation heve often been regarded

as opposite and incomparable technigues, and analytic modelling has to a

-
.
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certain extent suffered in reputaticn as a result of the comparison.
Certainly, the analytical approach does not normally yield results
as accurate as those of simulation, and the analytical modelling of

complex systems can become inordinately cumberscme". Infotech report (110),

3.,3.3, Simulation

3.3.3.1. Introduction

"Eventually the complexity of the mathematics becomes so great,
the techniques so obtruse, that it is a rare individual who can master
both the technology of the system being analysed and the mathematics
required to anzlyse it.,.. At that point an experimental approach
becomes more effective than an analyticel approach. The primary
experimental approach is simulation." Beizer (I10).

Because the analytic technique seems unsuitable for evaluating
such a complex system as that of a multiprocessor configuration and the
operating system which accompanies it, simulation would seem to be the
tool most capable of achieving a solution to the problems which have
been outlined in the previous chapters.

There are two broad categories of simulation models, the
continuous simulation model and the discrete event models. The continuous
models simulate gradual changes in compositions or states, for instance,
fluctuations in the concentration of liquids passing through a chemical
mixing plant, The discrete event models simulate events taking place
within a system and their effect upon other events. Since the existence
or non-existence of an event depends upon the effects of other events it
is not possible to predict the outcome in any detail, except by means of
simulation. All computer system simulations are disecrete event models.

Within this category, two main sub—divisiong have been
distinguished, according to the nature of the input. In one case inputs

are generated by random sampling from assumed probability distributions -
stochastic simulation -, whereas, in the other, the input is presented
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as a sequence of work steps, the nature of each step being explicitly
defined - deterministic simulation =-.

There are various levels of detail at which simulation can be
applied. These range from micro-level simulation to macro-level
simulation. In micro level simulation the effects of each machine
language instruction are simulated. The contents of core storage, the
details of channel operation, etc. are included. In order to run a
simulation at micro-level, one unit of real time may take ten units of
simulated time and hence it is expensive to run. It also requires a
very detailed knowledge of the hardware and software of the system.
However, such fine detail is of'ten unnecessary, since macro-level
simulations can give suitably.accurate results without the difficulty
of development or the large run-time (P9).

Simulation is a tool which can provide quantitative information
in a wide variety of areas. In some cases this information might be
obtained by other means but it is easier and/or cheaper and/or more
accurate to use simulation. In other cases simulation is the only
suitable method of obtaining the information.

A simulation study does not give absolute results on which
decisions can be made; rather it provides comparisons which can be
used to give a quantified understanding of the performance of the
system under various conditions.

Lucas (L13) discusses and compares all the evaluation
techniques and comes to the conclusion that only simulation is a
satisfactory technique for the three major areas in which performance
evaluation is required. (See section 1,1.1.). The view that simulation

is the best method of modelling systems is supported by Hooley (H18),
Drummond (D21) and Critchlow (C25),
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Suggestions for further reading concerning the simulation of

computer systems are Huesmann (H30), Hutchinson (H29), (H28), Legman (L7),
Scherr (S5), Ziegler (Z21), Nielson (N6), Naylor (N2), Tocher (77),

Martin (M10), Smith (S21), Emshoff and Sisson (E5), Teichrow and Lubin
(T1), Krasnow and Kerikellio (K22), Oren (OL), Gorden (612), Tryggestad
(T8) and a useful bibliography is given in (B21) and (R9).

The reasoning behind the choice of simulation above the other
evaluation techniques has several aspects.

The first is that simulation is a management science which is
especially well suited to providing the decision makers of the computer
industry with information concerning the performance of computer hardware
and software. It is both an anlytical and predictive tool which can be
applied throughout the evaluation of a computer system from earliest
feasibility studies through desiga phases to eventual implementation.

It is an extremely flexible toocl which allows the user to examine not
only the current state of his design but to also evaluate possible
alternatives to discover an optimum solution to his problem.

The second is that simulation has been successfully used in
many areas of performance evaluation with respect to computer systems.

These are outlined by Von Almen (V2).

1. Feasibility studies

2. Conversion planning

3., Hardware enhancement

L. Hardware/software selection
5. Implementation

6. Growth planning

7. Systems design

8. System tuning

9. Workload scheduling.

The above breakdown includes successful applications of
simulation in each of the three general situations given in section 1.1.1.
in which the evaluation tool must be able to be successfully applied.

The third aspect is the advantages of simulation:

"Simulation can be applied to any part of a system depending
on need". Critchlow (C25),
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"Simulation models can emulate a computer syster to any degree
of detail required, the limiting factors usually being the man power and
cozputer time required to develop and run the medel .. . . Urlike
analytical models they may more readily incorporate the operatinz system
and other software elements as well as the random effects of interrupts
and multiprocessing etc". Thomas (T.4).

Hence, simulation is a powerful enough tool to deal with both
single and multiprocessor systems, including their associated software.

"Simulation is one of the most thorough and effective of all
the performance assessment techniques". (Osterberg (06).

There are also other advantages which simulaticn provides,
these are:
. an improved understanding of the problem
the ability to consider alternative solutions
no capital expenditure on the real system
no effect upon the performance of the real system
an effective trgining tool
. the ability to include & ldrge amount of detail about the

the system being simulated

. the ability to compress a long period of real time into an
appreciably smaller amount of simulated time.

-
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There are also disadvantages concerned with simulation models:

1. They are costly to develop and run

2. They use scarce and expensive human resources

3. They take a long time to develop

4. They require a large and fast computer.

However, the theory behind the simulator, developed as part
of this project, is intended to overcome, or at least alleviate, all of

the above disadvantages (see chapter 4).

3.3.3.2. Related work in the field of simulation

The work thus far carried out in the field of the simuletion of
computer systems can generally be categorised into three sections:
1. specific areas of system performance

2. the performance of specific systems
5. the perfecrmance of a large range of systems.
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Most uses of simulation are concerned with the first two
sections, and there is a great deal of literature concerned with these
two areas., However, much of this literature refers only to single
processor system simulation. This is probably due to the fact that

multiporocessor systems have only recently made an impact on the science.
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Many simulations are restricted to a detailed analysis af
some particular strategy in & computer system. For instance, Schedler
and Yang (S14), Nielson (N4), (N5), Pooch (P10) simulated the effect of
different paging systems and their effect on memory utilization.

Terman (T3) modelled interleaved memory systems for the IBM 360 and

370 architecture and Sherman and Brice (S17), (B34) modelled virtual
memory_and its eé}ect oﬂ i/o b&gfering. Burris (B50) deals with security .
problems, Fine and McIsaac (F15) the SDC Timesharing System to test
different scheduling algorithms and Levy and Cann (L9) reliability.
Finally, there is the work of Raynor (R6) which deals with processor
scheduling and different interrupt algorithms.

Such studies outlined above can provide valuable information
concerning the performance of the various alternatives, and many of the
specific areas of system functions have been evaluated via simulation.
The information they provide though is totally independent of the effects
these alternatives may have on the system into which they are to be
included. That is, they are devoid of context. As has been mentioned
earlier (see section 1.1.2.) it is not enough to use the performance
of subsystems, since the important factor in todays complex systems is
the interaction between these various techniques in a larger environment.
System=-tuning studies employing this approach may alleviate a bottleneck
in one area of the system, only to find that another has been caused

elsewhere, which the analysts are not aware of. Hence, when designers

begin work on & system, the knowledge provided by simulations of restricted
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parts of the system is valuable but it is not sufficient. To define

an "efficient computer system" is impossible since it depends upon the
goals of that system. The goals see the system as a whole and relate

to how the resources interact to produce, for instance, a good
throughput time, a good utilization of processcr time, a bottleneck-free
system etc. Only when systems are compared as a whole can the designer
be certain that his decisions, concerning which alternatives to
implement, are correct. What may prove a better strategy in one context

may not in another.
The performance of specific systems

Many of the projects in this category have been developed by
manufaétuférs'in'grder to acqui}é data for marketing their systems, or
by computer system managers wishing to discover a means of improving the
performance of the system at particular installations.

Examples of the work on specific systems sre Merikallio and
Holland (M20) which was restricted to an air traffic control system
(multiprocessor system), Hutchinson and MacGuire (H29) who simulated
the Univac 1107 system to determine the effectiveness of various
peripheral devices and buffering techniques, Spiegel (S23) whose work
toncerned a data retrieval system, Lehman and Rosenfeld (L7) which was
restricted to the IBYM 0.S. 360 (MNT), Burroughs Corp. who developed a
simidator for their B5500 machine (B52) and Winograd (W18). Katz (K.4)
simulated the IBM 7040-7090 DCS mulfiprocessor system, and although his
model is restricted to this system, it contains some useful pointers
relating to the type of data that should be provided by a multiprocessor
simulation,

Many manufacturers have developed simulation models for their
systems; an example of this is the Univac 1108 model. The disadvantage
of manufacturers models is that only one range of equipment can be

evaluated,

Fom oo
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A good example of the goals of this type of simulation study
is the worﬁ of Cantrell and Ellison (C4), who simulated the GECOS II
operating system. They stated their goals as:

1. find out where the performance bugs are

2, use this knowledge to avoid such bugs when the system is

extended.

These goals are typical of this type of simulation and are too
restrictive. They take no account of whether the extended system will
create new performénce bugs, whether a totally different configuration
might prove mare efficient, and do not extend simulation as an engineering
tool, since the model developed is restricted to the system at that
particular installation. The main disadvantages of simulation are
related to the fact that a simulation model takes so much effort to
develop. 'Bearing'tais in mina;"it would seem wasteful to develop &
simulation for a particular installation, since, once that system has been
evaluated, the simulation is no longer applicaeble. Another restriction
implicit in this type of simulation is that it often evaluates systems
which already exist and thus overlook the use of simulation as a design
aid.

Tha?e are very few examples of this type of simulation study,
although it overcomes the disadvantages of the previous models in that
various techniques are evaluated within context and the effort to develop
the model is not'wastad on a short-term application, sincg the simulation
is applicable to various systems,

An early example of this type of simulation is the model
developed by MacDougall (¥1) which applies to single processor disk-
based multiprogramming systems.

Later attempts at this type of study take multiprocessors into

account, Cohen (C15) describes a simulator, S3, which can be applied

to various systems. In order to use the simulator, a great deal of
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preparation is required. Peripheral devices, controllers, channels,
memories and C.P.U.'s all must be described in detail. The system
software also needs to be formulated. For this purpose S3 provides
a formal prograrmming language in which the flow chart logic of the
system software can be expressed, It also provides a job control
language which is employed by the user to specify file structures,
application programs, data, re-entrancy, and the frequency of a2 Jjobs
appearance on the system. This simulator is therefore very much
deterministic (see section 3.3.3.1.), with everything, including workload,
expressed in detail for input to the simulator.

A similar approach, again requiring detailed specification as
described above is used in the CMS - Configuration Modelling System (C27),

IRM!s CSS - Computer System Simulator, SCERT and CASE.

Although the theory behind these software packages is essentially
correct, that is that the model is general and can be applied to various
systems and that both hardware and software can be evaluated together,
certain objections to them can be raised:

1. The simulaters reguire a great deal of effort in preparing
input. This has to be formulated using specially designed
specification languages or structures which will probably
be unknown to the user, hence the preparation might prove
very complicated.

2. The level of detail required as input will probably not be
available at the earlier design stages. In such a case, the
simulator cannot be used as a design aid, which is one of its
important functions.

5. The user is restricted when he uses the simulator since all
his options are pre-defined; the simulator can be seen as
being static. Hence, any new strategy or piece of equipment
may not be able to be dealt with by such a simulator.

4. The simulator is hidden from the user. Therefore he. cannot
assure himself that the system being simulated is that which
he intended. Nor can the user adapt the simulator in any way.

"However, they (software packages) are obviously not ideally

suited to every situation. One's own problem is never quite like any other;

and there is always some reason why one can never use somebody else's model,"

0'Brien, Infotech report (I10).
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This study accepts the basic theory of these simulators and
attempts to suggest a methodology for overcoming the problems outlined.
The methodology suggested attempts to develop a simulator which is
easier to use and which requires less preparation; whick allows various
levels of detail to be included in the simulator; which is dynamic in
that it can be adjusted by the user to fit his specific needs or tc teke
account of new developments and in this way make the simulator visible

to the user.
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Chapter L THEQORY OF _S.C.0.P.E.

L.1. Introduction

S.C,0.P.E. (Simulation of Computer Organisations for Performance
Evaluation) was designed as an example of the methodclogy, described in
this chapter, which should take into account all the aspects and factors
of performance evaluation which have been found lacking in this field of
‘computer science. |

As computer architectures and operating systems have grown in
complexity, the need for sound methodologies of performance evaluation
has become more pronounced. Many of the innovations that have produced
mejor breakthroughs in system performance, such as independent input/
output channels, multiprogramming and multiprécessing have also been
largelf réspoﬁsiﬁie for.major éifficulties in the modelling and
measurement of system performance.

Normally a system measurement exercise is undertaken in
response to specific causes: the system has become overloaded, an
equipment lease is pp for renewal and the future procuremeant policy is
under review, a new capacity is envisaged. Although Ad hoc
investigations of performance under such conditions are better than none,
a more sustained approach is necessary if the performance of a system is
to be managed systematically. 4 sustained approach should also make the
investigations simpler to carry out.

The performance predictability requirements (outlined in
section 1.1.1.) specify thet the measurement tool must be applicable fo
three basic areas; design, comparison and extension. Most of the
research into performance evaluation concentrates only on the latter two
areas. This study, however, has found that, if the simulator is
developed for use in design, reflecting current design trends, it becomes

equally suitable for use in the other two areas and, in fact, achieves a



L.2.

83

simple approach to those areas. Hence comparison and extension are seen
as seccndary in respect to design. This view is supported by Fox and
Kessler (F18) who say that the postponement of measuring the perfcrmance
of a system until it is checked out and fully implemented can be
catastrophic. Too many irrevocable software designdecisions will have
already been made. In view of these considerations, they point out the
obvious requirement for some technique which can predict the performance

of various design alternatives.

Current trends in the design of computer systems

The current trends in the design of computer systems can be
dividied into two main schools of thought,.that is, the modular technigue
and the hierarchical technique. Further reading concerning these
techniques can be founé in (W25) which deals with the design of the Hydra
multiprocessor operating system. This design was based onja methodology
which is a hybrid of Dijkstra-style structured programming (D14) (D15)
and Papras-style modularisation (P2); (D11) which deals with the design
of the T.H.E. system and is an example of the hierarchical technique;
other references include (B9) (D13) (G10) (R10) (B33) (L11) (B38) (B43)
(Py) (B13) (s3).

In a hierarchical design the hierarchical layers represent
certain specific functions within the operating system and each layer
relies implicitly upon the layer below it in the hierarchy. This has been
criticised as being inflexible and thus the modularisation technique
performs a similar division of the operating system into fuﬁctions but
dispenses with the hierachically ordered structure.

Thus, the two techniques both include the same purpose within

the design, that is, some form of decomposition of the system into

separate functions.
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The reasoning behind this functional decompecsition is that
large systems programming is dominated by the integration and debugging
probtlem. There is no doubt that programmers are fallible and always will
be, and so it was necessary to devise some method of programming large
systems which would:

1. prevent most logic errors

2. detect those errors remaining more easily than before,
and it was found that these capabilities could be achieved by using
modularisation techniques. (X22) (x23) (s32) (B5) (I11).

The methodoclogy is to write a specification of 'the system based
upon the design, which serves as a skeleton for the whole program, using
segment names where appropriate to refer to code that will be written
later. In fact, by inserting dummy members into a library with |
those segment names, one can compile or assemble, and even possibly
execute, this gkeleton program, whilst the remaining coding is continued.
Now the segments at the next level can be written in the same way,
referring, as appropriate, to segments to be written later (again setting
up dummy segments as they are named in the library). As gach of the
dummy segments become filled with its code in the library, the
reccmpilation of the segment that included it will automatically produce
an updated, expanded version of the developing program. Hence, once the
initial skeleton program is formulated, each programmer or group of
programmers, can be responsible for a separate segment and can work
independently within the structure of the overall program design.

" - - - since the system will undoubtedly be a team effort,
it is extremely important that clearly defined functional modules be

established as the basic bullding blocks for the software system" (E7)
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This building block approach has the advantages that:

1. separate groups can work largely independently on separate
modules

2. changes can be made to an individual module without
changing other modules

3. mnodules can be studied independently and thus a better
understanding is reached. Better understanding leads to
less errors and a better design

L. the communication problex within the design group is eased.

L.3.The methodology for using S.C.0.P.E, as a design aid

Abernathy et al (A3) carried out & literature search on the
subject of design goals for operating systems. The first entry on the list
of design goals they compiled was - maximize system efficlency. In
order to do this, the tendency of designers to

1. dncorporate design features from brevious systems without
assessment of their suitability to the new system,

and to 2. assume that optimization of individual system components
will automatically lead to an optimization of the whole
systenm,

must be counteracted. -

Banks (B10) says that in order to overcome problems of this type
the designer must have at his disposal performance infarmation at each
stage of the design. He must also have a pre-implementation evaluation
so that he can meet the objectives of the system being designed.

" eee it will probably be a relatively simple task to specify
what the operating systems should do, and it will not be too difficult
to design the logic to accomplish these goals. The real problem is in
verifying that the logic actually does conform to the desired results,
and that it performs its work in an efficient manner" (E7).

In order to supply such a design aid the methodology of
S.C.0.P.E. must reflect the methodology of system design., That is, it
must reflect the fact that the system is composed of logical segments,
each of which is designed to operate sequentially but whose interaction
may be sequential or parallel, synchronous or asynchronous, consequential

or logically independent.



86

When Many simulation models are built, the tendency is to
incorporate too much detail. All the operations are described in minute
detail and hence, when these are to be implemented into a single level
concept, complex problems arise. This is the seme failing which designers
had and the reascon why the design methodology, outlined above, was devised.

S.C.0.P.E. was built using a top-down approach, similar to that
of system design, in which the system is specified at a grosser level, but
the model is so constructed that, as the need for increased detail arises
in certain areas, the model can be expanded to add that detail.

As in the case of system design, a skeleton structure of the
system to be evaluated is provided, which is composed of segments or
segment names and a main body which co-ordinates the execution of the
segments. The representation of a segment is in terms of an algorithm,
which, given certain input values produces the appropriate effect or
output values, and an estimated time lapse for the activity. This permits
a preliminary evaluation of the contribution of that segment to a total
system performance. The segment thus specifies what the component does.
The details concerning how this is done can be supplied at a later stage
with a call from within the segment to other segment names, or by
incorporating these details into the segment concerned.

With such a procedurised simulation model, the designer is
able to have at his disposal an evaluation of the proposed system at any
point in its design; the performance information produced being
consistent with the degree of detail achieved in the design specification.
The highest level will contain merely a skeleton of the system functions
and their effects, whilst the lowest level will contain the detailed
workings of each segment.

The other advantage of this approach is that modifications to
the model can be made easily, since is is merely a matter of altering a
segment, and thus changes in design can be compared and investigated

before the level of detail at which they occur in the actual implementation.
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A simulator, using the same methodology as that employed in
S.C.0.P.E,, could then-be included into a Chief Programmer Team
organisation (X23) (B5) (B5), whose project concerns operating system
design and development. Chief Programmer Teams are becoming more and
more common since they have proved successful after their introduction
by IBM, for example EI3 Applied Systems are undertaking a similar approach
(patalink 29.5.78, p.12).

The Chief Programmer Team is deliberately small, consisting of
a chief programmer, three to five programmers, and a librarian. Other
specialists may be included for certain functional capabilities.

The chief programmer is responsible for the-development of
the system and in this capacity will draft the initial skeleton structure
as referred to earlier. He also produces all the critical segments in
full and integrates all the separate program modules. He is supported
by a back-up programmer, who is capable of standing-in in a technical and
managerial sense. The final role is that of librarian, whose responsibilities
include maintaining the records of the project in the development support
library in both machine readable and human readable form. The records
show the current status and the previous history of the project plus the
result of the latest tests,

The simulator could be included in the library of such an
organisation where the results of the various stages of evaluation would
be maintained. It would be the responsibility of the back=-up programmer
to use the simulator and to supply his findings to the rest of the team
via the library. In this way the project may be speeded up, since design
decisions will require less deliberation and the effects of the design
decisions taken can be predicted in advance of implementation. Hence,
not only will the project be completed on time, which is the main aim of
present Chief Progracmer Team organisations, but the system designed should
also be more efficient and should also represent the objectives of the

design more accurately,
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4.4, The use of S.C.0.P.E. in comparison and extension situations

As has been previcusly mentioned, the development of S.C.0.P.E.,
with design as its primary influence, does not hinder its use in other
situzations, but assists it. .

For instance, if the system has been designed usinz S.C.0.P.E.
then it will be a very simple matter to extend the system or compare
various other hardware and software alternatives.

If this is not the case, the procedurised design helps to
formulate an accurate picture of the system which requires evaluation.

In the case of both comparison and extension situations, the different
alternatives are investigated on the same basic model (there are not
two wholly independent models of the alternatives to be tested). This
allows more confidence in the results of the comparison.

Another important aspect is that the system(s) can be evaluated
at various levels of detail. This is not usually the case with many

simulation models..

L4.5. Other factors influencing the development of S.C.0.P.E.'s methodology

L.5,1.Introduction

Some of the problems encountered in using general-purpose
simulators have been referred to in Chapter 3. That is, that the user
is not familiar with the package and has no means of assuring himself
that the simulator is doing what he intends it to do. The user is also '
restricted in the functions which he can simulate (and the degree of
detail to which those functions can be simulated), due to the fact that
packages are static and their functions pre-specified. The other
problem facing the user is the difficulty of preparing to use the
simulator, which might be increased due to his lack of understanding
of it.

"In addition, vé:y few models are general eﬁougﬁ and have
application techniques and caveats well enough specified that a

novice can use them successfully unless he has aid from the models

developer" (B26).
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Boehm and Bell in the above quote point to these problems
which can be classified under the headings of the type of systems which
can be evaluated i.e. the models must be general-purpose, and the ease
with which the model can be used., It is these two other factors which

have influenced the development of S.C.0.P.Z.

The tvpe of systems which can be evaluated

Due to the considerations outlined in section 1.3., the type
of multiprocessor system which S.C.0.P.E. was designed to evaluate was
that of symmetric processors or "true" multiprocessors, using a shared
memcry and shared input/output facilities. Since the most basic
organisation of this type of system is one processor having total use
of the "shared" memory, and since these systems included multi-programming,
S.C.0.P.E, is also able to evaluate single processor multiprogrammed
systems.

The range cf algorithms and configurations within these types
of systems which can be evaluated using S.C.0.P.E. is large since it is
designed to be able to include all the proposals put forﬁard in sections
2.3. and 2.4., which must be the case if it is to provide answers to the
types of questions raised in section 2.5.

As was argued in secticn 1.1.2. S.C.0.P.E. simulates a system
in total, since it is well known that some system paraméters can often
be improved only at the expense of each other, for example CPU usage and
input/output channel usage. Without some global criterion, optimizetion
may merely amount to pushing a bottleneck around the system, from cone
component to another. Boehm and Bell (B26) advocate total system
simulation in their summary of the ACM/NBS conference on computer
performance evaluation. Hence, S.C.0.P.E. not only takes account of
the verious hardware configurations but also various software algorithms,

"performance questions are less likely to be answerable without
taking software ccnsiderations and hardware-software interactions into

account” (N6).
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Indeed, within S.C.0.P.E., it i1s the sof'tware which takes

precedence over the hardware considerations, since in today's systems,
the hardware is controlled by the software; the effectiveness of the
herdware is thus dependent upon how the software applies it. This does
not imply a lack of concern for the hardware performance, rather, it is a
realization of the fact that the efficiency with which the software
utilizes the potential of the hardware configuration is the major factor
in determining total system performance.

L4e5.3. Factors aiding the use of S.C.0.P.E.

Since the simulator is designed to be modular, the matter of
adjusting some routine to investigate the effects of a different
algorithm is not difficult. The segment which requires adjusting can
elther be replaced by another or merely altered if the adjustment is a
matter of detail.

However, if the user is to make many changes it would not seem
worthwhile to use such a simulator. For this reason a library of routines
must be supplied as part of the package, which takes into account any
important changes which the user may wish to make. Equipped with such a
library of routines the user need only meke minor adjustments in order to
reflect the idiosyncrasies of his particular system. ZEach segment in the
library should be well documented and the documentation should explain the
differences between two segments of the same name, utilizing different
elgorithms and whether they are dependent upon other changes in the
systen specifically.

This technigue also reflects some new design techniques since

Wecker (W7) and Davis, Zucker and Campbell (D3) advocate such a procedure

in the design of multiprocessor systems.
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Davis, Zucker and Campbell describe the design of the Burrcughs
Multi-interpreter system. The software system is decomposed into modules
of operating system functions and these are used as building blocks.

The system has the ability to automatically select the appropriate urits
from a prestored library of such units. This technique permits using only
those units necessary to perform all the desired system functions for a
particular set of tasks.

Wecker takes a more general approach, and puts forward an
interesting proposal. Since current operating systems reveal basic
common functional elements, the categorisation and definition of these
could create operating systems where the functional elements become
independent modules of execution and the "operating system" merely a
mechanism for communication and synchronisation of these modules., His
paper then focuses on an "operating system base" which would be sultable
for building various different multi function systems from these building
block functional modules.

The main point of interest with respect to this study is that
such a general method of design will allow the flexibility of being able
to replace functional blocks with "equivalent" blocks that are better
suited to the type of operating system function desired.

"By creating a library or inventory of specific process modules,
the system designer can create systems by choosing eppropriate modules
and combining them in a 'building block' fashion" (W7).

The relationship between Wecker's library of modules and his
operating system base to S.C.0.P.E.'s library and skeleton structure is
easily recognizable. Should this approach to general design theory be
adopted, and current trends do seem to point in that direction, then
simulation studies using the methodology of S.C.0.P.E. (or S.C.0.P.E.

itself) would be of particular assistance in gaining performance analyses,

Documentation

Documentation becomes an important aspect of a simulation
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package such as S.C.0.P.E. since the structure of the model should be
visible to the user. -

S$.C.0.P.E. is documented at three levels of detail according to
the aspects of the model, with which the user wishes to acquaint himself.
All the documentation is in natural language since diagramatic
documentation, such as flowcharts, is gradually becoming extinct and since
natural language is universally understood and easier to assimilate.

The first level of documentation is in the form of comments
included in the program; These explain the bare essentials of each
segment and its function. This level is geared towards an understanding
of how the model works and its basic structure, and allows the user to
gain knowledge which will assist him in deciding whether the basic
structure contains enough detail for his interests or whether the model
needs to be expanded in certain areas to suit his purposes.

The second level is included in the library and takes the form
of a more detailed comment for each segment together with any relevant
notes concerning the use of that segment. This level is geared towards
assisting the user to select the modules he requires. Hence, if the
user wishes to relocate core depending upon certain conditions governing
the degree of fragmentation he will be able to select the segment which
includes reloqation rather than the one which does not.

The third level, also included as part of the library, is the
most detailed level, which takes the form of a step-by-step account of
the functions of each particular segment, explaining what each part of the
code is doing. This level is provided for the user who wishes to make
minor alterations to the segments or who wishes to reassure himself that
the segment is a true reflection of part of his system,

Such levels of documentation are a necessary part of this
methodology, if the user is to make full and easy use of the simulation

Packageo
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Input to S.C.0.P.E.

It has alreacdy been mentioned in Chapter 3, that onz of the
major disadvantages of simulation packages is the great deal of effort
required to prepare a simulation run. The user often has to use
specifically designed formal languages or graph representations to
describe the system, the jobs which are to run on the system, the
hardware configuration etc. Such an operation can take a great deal of
time and hence, if a simulation package is to be easy to use, this
preparation time must be reduced. The prepération time required to
formally specify each job that comprises the simulated workload is of
primary importance, since it is now recognized that a system's performance
is depdent upon its workload. Therefore, in order to fully investigate a
system, the simulation must be run using different workloads; it is in
this situation that the preparation time becomes critical and a great
burden to the user.

In order to overcome this problem, & stochastic method of
input should be used. In this case, random number generators decide
the workload which is to be run on the simulated system, within limits
defined by the user. Hence, the chance of an input/output instruction
occurring or the end of a job due to error or completion is defined by
the user and the random number generator choses the next event based
upon this information. The same principle applies to the types and
sizes of jobs to be run on the system. In this way, the user's task
is greatly simplified. In order to simulate a different job load he
merely sets the "seed" of the random number generator to a different
value so that a different sequence of events is followed. In order to
simulate various unusual conditions, such as a large number of input/
output bound jobs or very large jobs, he merely resets his limits to

depict this. Using this method a great deal of effort and time can be

saved where it is of major importance in defining different workloads.
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The other information which must be supplied by the user is
the hardware configuration he wishes to simulate. This consists of
varying parameters within the rodel which represent the nuxber of

processors, size of memory etc., and is a relatively simple task.

One of the objections to current simulation packages 1s that
the package itself is not "available" to the user. He cannot manipulate
it in any way end hence he is restricted in his options, to those already
defined in the package.

The theory behind S.C.0.P.E. is to allow the user to adjust the
model; in this way he will understand the model better and be reassured.
Hence, the model is not static but is dynamic. If the user changes the
model by adjusting/replacing/adding a segment and if he then includes it,
together with its documfntation, in the library, that user is promoting
the ease with whick the model can be used since another user may require
a similar alteration. .

It is also hoped that this facility will extend the life of the
model, since future uses and alternatives, not yet envisaged, may be
incorporated into the model's library.

This facility is also important in S.C.0.P.E.'s use as a design
aid, since it must be able to include elternatives yet to be designed.

If the model is to be of use in this situation it must be adjusted by a
person who has a detailed knowledge of the system which is to be evaluated,
i.e. the designer himself, or,.as in the case of the Chief Programmer

Team, the designers right-hand man, the back-up programmer.

"In many cases .... solutions ..... are not at all obvious
or dintuitive, so that it is necessary to try many different ideas.
Hence, the importance of the flexibility and ready adjustability which a

simulation model may be able to offer" (N6).
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The ease of using & simulation package not only concerns
developing the model and running it, but also concerns the ease with '
which the results can be understood or the type of output adjusted. |

If the user can manipulate the model himself then obviously
he can output certain factors which interest him. This is an extra
gained from the dynamic nature of the model. However, the package must
2lso include some standard output routines. S.C.0.P.E. includes output
statements built into the skeleton structure, which, on completion of a
simulation run give a tabular summary of various performance factors.
This must be included in all simulation studies. However, the major
point to be stressed, is that the output must be clear and easily read.

For completeness, the simulation model should also include a
means of output f'or intermediate results obtained during the simulation

run, in order that the user can see any patterns emerging.

R
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L.6, Conclusion

"The current state of the art does not enable analysts to
quickly interface an appropriate model to whatever data happens to be
available”.

This problem, outlined above by Boehm and Bell (B26), is one
of the many, which, if the methodology described in this Chapter is
employed in building simulation packages, should be overcome.

, Morrison (M25) discusses the present trends in computer
performance evaluation and says that certain changes are required.

Those changes are:

1. Measurement technology needs to become more implementation
indepdendent

2. Collection and display of measured data should be made more
dynamic if to be effectively used

3. The means of understanding the performance consequences of
changes in design, configuration workload, without the
expense of implementing them and then measuring them, must
be improved.

It would seem that the theories advocated in this study would
fulfill all those necessary changes and would go further in establishing
an improved state-of-the-art in the field of performance evaluation,
especially if design trends continue in the same direction.

"There is a serious need, not only to develop the necessary

models to cope with current system performance problems, but also to

advance the curreat state-of-the-art for these techniques" (N6).
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Chapter 5 INPLEVENTATION

The stages of implementation

Introduction

In the previous chapter, it was specified that the simulation
package should consist of a skeleton structure and a library of segments
which could be added to or interchanged with segments which form part
of the skeleton structure.

The skeleton structure must be implemented first, with the
premise that it must be modular in order to reflect design methods and
to facilitate the inclusion of segments from the library, once that has
been developed.

Four steps are recommended in developing the skeleton structure:

1. Define the segments and their functions

2. Define the standard interfaces between the segments
3., Determine the logic of each segment

L. Prepare code for each segment

Define the segments and their functions

In defining the various segments within the skeleton structure,
the developer must bear in mind that these modules should encompass all
the basic operations which are found on a system, for instance, &ssigning
jobs to processors, dealing with interrupts, assigning memory space to jobs
etc.

Besides these modules representing the operating system functions,
it is also necessary to include an initializing routine in the skeleton
structure which will initialize variables, set timers to zero, and, in
general, set up the state from'%hich a2 simulation run will begin.

Another requirement is the inclusion of a master segment or the ‘
main body of the simulator, which is responsible for controlling the
functioning and time-keering of the simulator and co-ordinating the

various segments representing operating system functions.
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Also, since the simulation model is to be of a stochastic

nature, such that the simulator itself determines the types of jobs and

the various events within those jobs (within pre-defined limits), the

simulator must include two segments to carry out these operations:

one to deal with the types and sizes of the jobs and one to determine

the events within those jobs.

Hence the simulation package has basically four components:

1.
20
3-

An initializing segment
Two segments to deal with the generation of the workload

Segments which reflect the basic operations of an operating
system

L, A main body to co-ordinate all the segments named above.

The initizlizing segment and the segments generating the

workload have self-defined functions which have been stated earlier.

The segments which compose the third component have yet to be

explicitly defined. ' A study of operating systems showsthat they an

be divided into various categories of operations. These are:

1.
2.
3.
L.

input-output operations
processing management
interrupt management

memory management

In order to promote the ease of understanding and programming

operating systems, these categories can be further subdivided into the

basic operations which can be found in each category. This procedure

should be adopted in the development of a simulation of this kind since

it will promote readability and the ease with which the package can be

used. (See Appendix 1 for the breakdown of these four categories adopted

in S.C.0.P.E.). Each operation within the subdivision of the categories

should have associated with it a segment in the skeleton structure, and

it is in this way that the segments within the skeleton structure are

defined.
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The main body of the simulator shouid also be split into various
parts according to the functions it is to perform. (Sece Appendix 2 for
the breakdown of the main body of S.£.0.P.E.).

Once these operations have been carried out, stage 1 of the
implementation is completed, since all of the components of the skeleton

structure have been defined together with their functional specifications.

5.1.3. Define the standard interfaces between the segments

Dividing the basic operations of the skeleton structure into
the four categories of input-outpué operations, processing management,
interrupt management and memory management, and then subdividing these,
.implies that the segments within each category are closely related. It
is upon these relationships that the first emphasis should be placed.
The remaining standard interfaces between the segments have the effect_
of joining the categories and the other segmehts,'(i.e. the mein body,
the job and event generating segments and the initializing segment)
together to form a cohesive system, (Seé Appendix 3 for a description
of the standard interfaces adopted in S.C.0.P.E.).

Once all procedure calls intc and out of the various segments
of the skeleton have been decided upon, stage 2 of the implementation
process is completed. The implementer should now have a coherent
system of mutually ' dependent system segments, which should, at this stage,

reflect the basic structure of an operating system.

5.1.4. Determine the logic of each segment

' The theory in the previous chapter, stated that the initial
logic of each segment reflecting the operating system functions should
be composed of an algorithm (or algorithms) which bring about the effect
of that function, together with a time delay for that function. The task
of the implementer then is to develop the logic of such an algorithm

for each segment.
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The best approach to this problem 1s to utilize the informaticn
already acquired during the implementation process. The segments have
been defined and in order to determine their standard interfaces, an
outline of their functions has been formulated, These functions must
now be expanded into more detail.

A use of the technigues of stepwise refinement is indicated,
since it is necessary to break down the function of & segment into its
component parts until such a level of detail is reached that the coding
of that segment can be carried out without difficult.

An example of sucﬁ-a breakdown with respect to a segment of |
S.C.0.P.E. may assist at this point and, for this purpose, consider the
segment INSERT.

It's function is defined as: organise the queue of jobs ready
to be processed: and it is only called in order to place an entry for a
Jjob on the queue, according to some scheduling strategy.

If it is assumed that the strategy to be implemented is the
Round Robin Scheduling Strategy, the developmeht of the segment INSERT
should feollow & similar course to that outlined below:

A, 1. Organise the queue of jobs ready to be processed.
B. 1. Add on delay associated with this action.
2, Place an entry on the ready queue, dependent upon the time

when it will be ready to run. (Those ready to run first will
be at head of list).

C. 1. Add delay on to the time of the processor, and on to a
varieble which will indicate the time spent in system
routines (as opposed to time spent executing jobs).

2, If the head of the list is empty, put the entry at the
head of the list.

3. If there are entries already on the 1list, check down the
list until an entry is reached whose time is greater than

the entry which is to be inserted, and insert before this
one, :

4. If no such entry is on the list, place entry at end of queue,
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The specification of the logic now reached in this segment is

at an acceptable level of detail and can be used to generate code for
the segment.

One advantage of this approach is that it is perticularly
suitable for generating the three levels of documentation which were
considered necessary for a simulation package of this type (see
section 4.5.3.). The implementer, at this stage, has before him
progressive levels of detail ranging from a functional definition to
a logic specification. From these various levels of stepwise refinement, -
he can easily generate comments for the program or detailed specifications
for the library.

A further advantage of this approach is that the logic of the
segments is, as yet, implementation independent. That is, the implementer
has no need to decide upon the language which will be used to code it,
since it is not.based upon any assumptions concerning this decision.

The advantage is thus that a good specifioatiog is universally acceptable

at this level,

Prepare code for each segment

Due to the approach taken in the earlier stages of implementation,
the task of preparing code for each segment becomes less difficult. The
logic has already been décided upon, and the task of the programmer thus
consists of determining the language structures which will be necessary
for coding this. For instance, in the example concerring the segment
IRSERT, (see previaus section), the programmer will discern that he
requires a list structure containing the job entries, and that éach
entry will include the name of the job and the time at which it will be
ready to run.

Another aspect of this process of implementation becomes
apparent at this stage. By studying the logic specification of the

skeleton structure and thereby determining the language structures needed,
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the pfogrammer is asskted in his choice of programming language. Thus,

if a language which he is considering does not contain, or has difficulties
associated with, a certain type ofdata structure which he requires, that
language should be classed as unsuitable for the project.

In preparing the code for a simulation package of this type, it
is suggested that all variables be globel. If this is the case, confusion
as to the meaning of variables can be reduced, since the ﬁeanings of
variables must, by their global nature, be standardised. If local
variables are used there exists the possibility that two variables of the
same name might ocecur, each having a different role in the program.

The difference between them is not thea distinguishable by name but dy
content only and it is from this type of situation that confusion arises.
Since one of the primary aims of this type of package is that it should
be easily understood, a standardisation by means of globzl variables is
advocated. (See Appendix 4 for the programming language used in
S.C.0.P.E.; Appendix 5, evaluates this language's sultability for

simulation projects).

Conclusion

If the skeletcn structure is implemented in the manner described
above, it assists in various aspects of the simulation package, for
example, documentation and modularity. The segments which will eventually
form the library, i.e. the alternative operating system strategies, can
be developed in a similar manner. The functional specifications of the
alternative segments will be the same as those of their counterparts in
the original skeleton; however, the stretegy and thus the logic and its
stepwise refinement will be different. Hence, their development might
proceed from step 3 in the implementation process, Additional segments,
with no counterparts yet included in the skeleton structure, must be

developed from step 1, by defining their functions.
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Chapter 6 S.C.0.P.E. USER'S GUIDE

6.1. Introduction

The guidelines given in this chapter should assist any
subsequeﬁt users of S.C.0.,P.E. in both implementing his model and
retaining the dynamic nature of the package. The package is to a large
extent self-explanatory due to the documentation included in it (see
Appendices 6, 7, 8); these guidelines can be seen as part of that
documentation. As one of the main aims of this study is to provide a
visible model and ease of use to a user, this user's guide is designed
to include all the relevant information required to develop a model,
yet, at the same time, is designed to be easily intelligible. A
problem with many existing models or packages is that their manuals are
often too cﬁmplex to be easily understood by a prospective user, who is
not familiar with them, for example, the GPSS III User's Manual (I1).

There are two basic problems which a user must overcome before
the model can be run effectively:

1. How to develop a model to reflect the system it is to
evaluate

2. How to run the model.
These problems are dealt with in the next tﬁo sections

respectively.
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6.2. How to develop a model

6.2.1. Skeleton selection

The first level of documentation, i.e. the comments within the
listing of the skeleton will assist the user in understanding the
structure of the skeleton. Appendices 2, 3 will also be of use in this
process. A

The skeleton structure of S.C.0.P.E. contains the segments of
the model which are required for minimal operation, i.e, these segments
must be included in the model in some form or the model will fail to
run. The skeleton structure, therefore, should contain all the categories
of segments given in Chapter 5. These segments, however, need not be
the same as they are listed in the original skeleton given in Appendix 7.
They can be altered or replaced should a user's requirements necessitate
this. As an example of this, consider the segment INIT, which is
responsible for initialising the state from which the simulation run
begins. The user may wish to begin his simulation with a fragmented
memory, or certain jobs blocked‘etc., and he can alter INIT to reflect this.
(See section 6.2.5.). The only requirement is that the segement is included
in some form or other.

One major factor which has been found to affect the form of the
skeleton structure is the type of memory access/management scheme the
user may wish to include. The question of whether the memory in the
system is divided into segments or not affects the skeleton segments
INIT, GAPLIST, SPACEINCORE and NEWJOB., The original skeleton structure
does not provide the facllity for a divided memory and since it is
necessary to alter all the above segments in order to do this, both
skeleton structures have been included in order to assist the user.
These are given in Appendices 7 &12 respectively. The documentation for

the skeleton structure reflecting a segmented memory (Appendix 12) is the
same as the original except for the segments INIT, GAPLIST, SPACEINCORE, and
NEWJOB which are included in the library.
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6.2.2. Altering the skeleton structure

There eare two ways in which the user can zlter the details of
the skeleton. The first method is to replace segments in the skeleton
with alternatives from the library of segments; the second is to develop
a segment for himself or alter the details of an already existing segmeat.
(In either of the latter two cases the user will be adding a new version
of the segment to the library).

In order to assist the user in the first method the library of
segments is listed together with documentation for each segment in
Appendix 8. The documentation index (see Appendix 6) will be important
to the user in determining whether the library contains a suitable
replacement segment and its position in the library. The documentation
index constitutes the second level of documentation in the peckage. If
a suiteble segment is found in the index the user simply swaps ;hat segment

. with the one of the same name in the skeleton structure. (Notes concerning
the use of the rerlacement segment are included in the deteiled
documentation where necessary). Thus, in this case the user's task is 2
relatively simple one.

However, if a suitable replacement segment is not found in tke
library or one is found which, although similar, requires slight
alteration, the task of the user becomes more difficult. The onus is upon
him to develop an alternative segment which can replace the original
segment. Also if the dynamic nature of the package is to be retained,
the user must also include his alternative into the library together with
its detailed documentation, and a full comment for the documentation index.
In order to assist the user in altering a segment, or merely discerning if
the segment does what he wishes it to do, a list of process variables has
been compiled (see Appendix 10) which explains the meanings of those

variables simulating system processes. Any new variables which he declares

must also be placed onto the appropriate list i.e. they must be classed
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under the heading of specification, process or measuring variables, and

explained. (See Appendices 9,10,11). In this way the library will be
augmented and the probability that a future user will have to develop
his own segment will be deéreased.

An example mey indicate the user's role in this process. The
example assumes that the user wishes to allocate jobs to processors on a
priority basis (rather than the round-robin strategy assumed in the
original skeleton), using the type of the job as a priority value.

From an inspection of the original skeleton structure he sees
that the segment INSERT is responsible for the ordering of the entries in
the ready queue. His next step is to check the documentation index to
determine whether an alternative segment INSERT has already been developed
which orders ‘the queue in this way., Assuming that such a replacement
segment is not found, the user returns to the original segment and its
documentation, where he discovers that the queue is ordered by means of
the TIME field in the JOBENTRY structure. The user then realises that a
new field is required in the structure to hold the jobs priority value.
The priority value is to be the job type value, which is recorded in
arrey JOB, and thus no difficulties should arise in transferring that
value to the new field which the structure is to have. The new field
is then declared as part of the JOBENTRY structure and is placed in the
process vgpriable list explaining its use. The algorithm for the new
segment can now be developed: |

A, Place an entry onto the ready queue noting the time when
it will be ready to run and add on a delay for such a task,

B. 1. Add on the deley.

2. Check down the list and place an entry for the job on
the 1list. The entry contains the job's name, the time
when it will be ready to run, and the job's priority.
The placement of the entry on the list is determined
by priority.
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C. 1. Add on delay to SYSTIME, OSTILE and processor time.

2., If head of the list is null, the new entry is placed
at the head of the list.

3. Otherwise search dorn the list until the priority of the
new entry is less than the priority of an element in the
list and place entry on the list before this element.

L. If no element on the list has a priority greater than
the new entry, place the new entry at the end of the
list.

5. Each entry on the list contains job name (PRLIJ) Jjob
time (PRTIME CI] ) and the job priority (JoB [PR [IJ],
4] ), which is, in effect, the Jjob type).

The coding for this segment can now be developed and when the
segment works correctly & listing of it must be added to the library
together with detailed documentation. An explanatory comment must also
be supplied to the decumentation index.

This alternative segment INSERT has, in fact, been developed
in this manner and now forms part of the library. (See INSERT (2)).
From this example, the process of enlargement of the library can be

discerned.

6.2.3. Addition of detail

The addition of detail to the model can be done by either
making the skeleton segments more detailed, in which case the process
becomes the same as that for éltering the skeleton, described in the last
section, or by developing new segments which are included into the model
and are called by a segment from the skeleton structure thus far
determined. In this case the user must still follow the process of
enlargement to the library and the variable lists, in the interests of
subsequent users. It is envisaged that these extensions to the skeleton
structure will form a more detailed simulation of the basic operations
elready covered in saome réspect by the skeleton. For example, instead of
using IODEL i.e. the average time for a chaannel to input/output a piece
of information from/to secondary storage, the user may wish to replace
it with a segment simulating disk seek times etc., such that each input/

output request has its own individual éley.
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Some additional segments such as this have been developed

and are documented in the library. A good example is the segment RELOC
which was not incorporated into the skeleton. Since users may wish to
simulate a relocatable partitioned memory management scheme, RELOC was
developed to carry out the relocation operation; it is called from
NEwJOB (3) in its attempts to bring in a job if fragmentation is at too
high a level.

The filestore associated with S.C.0.P.E, contains a file for
the original skeleton structure, SCOPSKEL, a file for the segmented
memory skeleton structure, SCOPSEG, and a number of files, named after the
code names given in the library, which each contain one segment from the
library. For instance, file NEWJOB 2 contains the second version of the
segment NEWJOB. (The library code name being NEWJOB (2) ):

Vhenever the user wishes to incorporate an alternative segment
from the library into the skeleton structure, he must do so by editing
the file holding the skeleton structure. The operation is a simple one
which consists of copying the file until the beginning of the segment
he wishes to swap with the alternative, and then merging it with the
file holding the new segment. He must then delete the original segment‘
but copy thelrest of the skeleton. The same operation should be carried
out with new segments. The user must first create a file which contains
his new segment with a suitable library code name and then merge that into
the skeleton structure at the appropriate place. The only difference
between the two operations is that, in the latter, there is no
correspon&ing segment to delete.

In carrying out these operations, the user must:

1. not alter the original skeleton and hence it is suggested

that the user copies it into a new file before beginning

any alterations.

2. retain any new segments he develops in suitably named files
for the benefit of subsequent users,

3. carry out a final check that the variables used in his
segments are declared at the head of the skeleton program.
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6.2.4. Skeleton/kKodel Specification

Once the structure of the model has been decided upon, it is
necessary for the user to specify the configuration of his system:
for instance, the number of processors, size of memory, timing deleys
for software operations etec. To facilitate this task & list of the
relevant specification variables in S.C.0.P.E. and their meanings has
been compiled and is given in Appendix 9. They can be categorised into
two sets; the first dealing with configuration specification, the second
with timing specifications. The values assigned to them must be of
the type and in the units outlined in Appendix 9. (See section 6.3.
for further details).

It is also necessary to alter the value distributions provided
to segments JOBSIZGEN and INSTRGEN such that the worklozad characteristics
of the system are depicted accurately.

JOBSIZGEN and INSTRGEN are related in that the type of job
generated in JOBSIZGEN has an influence on the events generated for
that job in INSTRGEN.

The first step for the user is to define how many types of
Jjobs he requires and the percentages of each type occurring in the work=
load. For example, his "typical" workload may consist of small jobs
50% of which are processor bound and 50% input/output bound. The mill
times used by his jobs may vary from 10 seconds to 70 seconds. If he
takes three average classes of mill times as being 20, LO and 60 seconds
(10-30, 31-50, 51-70 respectively) each class having both types of job
described above, he will require six job types (3 x 2). The user must
then define the percentage of each of these types occurring in his
workload. The input/output bound-processor bound properties are

simulated by INSTRGEN which utilizes the job type value associated with
each job.
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A similar procedure is carried out in the second part of
JOBSIZGEN, which is responsible for generating the size of the jobé.
The user defines classes of sizes and the percentages of those sizes
of jobs occurring.

INSTRGEN is in the form of an "if" statement each entry being
equivalent to a job type, and containing the probability of certain
events which might occur within the execution of a job. In the skeleton
structure, there are tkhree basic events - time-slice expired, input/
output regquest, termination of the job (due to error or completion).
Further events can be placed into each entry if required. A simple
formula can be used to calculate the values which represent the
probabilities of a time slice expiring, an i/o request occurring or a

job terminating:-

either SLICEPROB, ICPXOB,
TERNPROB.

x = the whole range cf the random
numbers generated (should be
large enough to give positive
integer values in all cases)

Prob e —;— where prodb

y = the time between the occurrences
of the event in question
(in millisecs).

Same examples will illustrate the use of the formula.
Assuming the range of random numbers to be 0-100,000:-

The value for a job terminating for jobs requiring 30 seconds
mill time will be

TERMPROB = 100,000

30 , 1000 (A termination will occur every
30 seconds on that type of job).

= 3
The value for an i/o request occurring if input/output facilities
are required 20 times per second on the system, will be:

100,000

1/20 , 1000 (every 1/20 second input/output
facilities are required by that type
of job).

IOFROB

2,000
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The value for a timeslice expiry if time-slices are 100
millisecs, will be:

SLICEPROB 100,000

100
1,000

Although the events will not occur in these exact proportions
due to the effect of the random numbers, the sane principle applies to the
actual system where many fluctuations in demand occur. Also, since the
sequences of random numbefis generated can be altered by placing differing
values in SEED i and SEED 2. (see appendix 9), aiffering workloads (with
the same characteristics) can be simulated. Hence the same syster can be
evaluated on differing workloads or differing systems can be compared by
their performance on the same workload.

6.2.5. The Initial state

One difficulty which can be found in simulation projects is that
all the runs of the model begin from a set initial state. This factor can
influence the results gained and thus, various initial states should be
possible in & model. This facility is provided in S.C.0.P.E. by the
segment INIT, which can be manipulated by the user -so that he can specify
the state from which his run is to begin. In this segment, jobs are
placed in memory, on the ready queue or can be blocked. Interrups can be
set to occur, channels can be set to be free or busy until a certain time.
From these individual factors, the user is allowed a multiplicity of
initial states. He can begin his run with a fragmented memory, only one
channel free, several jobs blocked awaiting input/output etc.

6.2.6. Output from a model

Included in the skeleton are standard output statements which
tabulate the information collected throughout the duration of the
simulation., This information should satisfy many user's requirements. The

user can, however, build his own measuring devices or variables into the
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model, if he requires any additional information. To assist the user in
formulating more measuring capabtilities, 2 1list of those variables
concerned with this function is given in Appendix 11, This list should
first be checked, if the user does regquire more measurements, since not
all the information collected in the skeleton is cutput, and the
variables he requires mey already exist. The output statements which
form the standard output can be found at the end of the MAIN BODY.

There is elsc sznother mechanism built into the loop of the MAIN
BODY, in which the master clock is checked against a sample variable,
SAMPLEVAR, 1If they are the same, the mechanism collects various pieces
of information for use in the standard output. A further time delay is
then added to SAMPLEVAR. In this way the user can gain sample data every
x secoﬁda/millisecs.

\ Another similar, but optional, mechanism relies on a similar
variable SAMPLEPRINT, This is used not only to gather information
periodically but also to output it. In this way the state of the system
can be viewed throughout the run. Although this facility is not
included in the skeleton it has been used in a study of the George 3
operating system. (See Chapter 7)., Two other segments have been
developed which can be called from within the SAMPLEPRINT mechanism.
They are JQSIZEPROBE and IOQFPROBE, which count and output the sizes of

the critical region queue and input/output queue respectively.
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6.3, How to run a model

The S.C.0.P.E. Package is at present in use on the ICL 135048
running under the George > Operating System at the University of Aston,
and uses the standard macros there for running jects both in the foreground
and background queues.

Assuming that the user wishes to run the skeleton structure
as it stands or has formulated a model and placed it in a file, he is now
faced with the problem of running it. For this purpose S.C.0.P.E.
includes an interactive program which asks the user to give the specifications
which he has already formulated (see section 6.2.4.). The system
specifications he must provide are given in the specification variable
list. These are ordered and numbered and the interactive pregram asks
for the serial number of any variables the user wishes to alter. The
variables are given the standard values whichae given.in the list and
which are stored in a file called INFO. If the user does not wish to alter
any of the standard values, the prograr copies the values from INFO into |
a file called OUTPUTY, which will form the user's specification file for
that particular run. If the user does wish to alter some values he must
give the serial number of the first variable in the list whose standard
value he does not wish to retain. The program will then ask him to give
the value he requires in place of the standard value., Any variables he
does not request are automatically assigned the standard values. Thus,
in formulating his system specifications the user should write down
in the order given in the list his values and note any which differ
from the standard values.

The interactive program then asks the user to give his workload
specifications, commencing with the number of job types he requires and
the percentage of each type on his system. (The meximum number of job

types allowed is 20). The user must then give the number of job sizes

he requires, and then supply the percentage of each size occurring on his
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system. TFor example 5% of jobs might be 30K core image size. (The
meximum number of Jjob sizes is 8). Next the program requests the
number of events the user wishes to simulate. (The maximum number is 8).
Three are supplied by the skeleton i.e, time-slice expired, i/o request,
job termination as these are basic to any systexr and their probability
values which must then be supplied must be given in that order (or, if the
user alters INSTRGEN, in the order they are programmed in INSTRGEN).
The probability,values given can be calculated by the formula explained
in section 6.2.2. The user will reguire a set of probability values for
eack job type, since each job type will have different characteristics.

Hence an array of these velues must be supplied by the user, e.g.

Event 1 Event 2 Event 3
job type 1 1000 4000
Jjob type 2 2000 2000 2

The values the user supplies for 211 his specifications must be
 of the type required (real or integer) but should not be accompanied by
any other signs or symbols, e.g. K, millisecs, %, etc. should not be
included. Thus if 5% of jobs are 10K, the user should punch 5 and,
when prompted, 10.

- 5

- 10

Once all these values have been input as necessary the users
specification file is completed. He is then asked to supply the name
of the file which holds his model and the simulation run is carried out
automatically henceforth.

In order to initiate the interactive program the user must first
ensure that he has 10K core space and then punch in "SCOPE" from the
terminal,

Any new specification variables the user has declared must be
put onto the end of the specification variable 1list together with its

serial number and its standard value; the standard value must then be

T Lay,
Al T "



115
placed into the file INFO in the order indicated by its serial number

and 2 read and print statement placed in INIT (similar to those already
existing in INIT). Any specificatiocn variables which the user does not
use in his model may be left to be asutometically assigned the standard
value as they will not be referred to in his model.

A listing of the interactive program is included for interested

readers (see Appendix 13).
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Chapter

A SIMULATION OF THE GEORGE 3 .OPERATING SYSTEH USINGS.C.0.P,E,

Introduction

In order to discover whether the simulation package S.C.0.P.E.,
and its associated methodology, is applicable to large systems containing
many facilities, it is necessary to carry out a simulation experiment
based upon such a system. For this purpose, the George 3 operating
system, which is currently in operation at the University of Aston, was
chosen. Thisz choice was influenced by the availability of the systems
performance statistics and by the fact that it is a large and complex

system which would test S.C.0.P.E. in many ways.

A description of the George 3 operating system

The first stage in simulating an existing system is to formulate
a brief description of both the operating system and the hardware
configuration, paying particular attention to the systems idiosynchrasies.
This is of assistance when developing the model, since it shows the
developer what details need to be added to the skeleton, which existing
segments are suitable and the type of segments which need to be developed
when no counterpart exists in the library.

The hardware configuration on which Gaorgé 3 operates consists
of a single processor, the ICL 1904S, three input/output channels between
the processor and secondary storage, an exchangeable disk store and
& high-speed drum,

The operating system is highly transient. It is divided into
chapters and only those chapters reqnired'by Jobs running at a particular
time are in memory, except for certain chapters, which, because they are
required very frequently, reside in memory at all times. This means that
if a job requires a different chapter from its previous one, & search must
be made to see if the chapter is already resident in memory. If not, it

must be brought in from secondary storage, overwriting a chapter not in use.
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A formula is providéd by the system manual (I6), which calculates,
from the number of Jjobs started (and tentatively started) the minimum
amount of memory which will be taken up by George chapters.

The system uses the relocatable partioned memory schems,
relocating memory when the amount of fragmentation exceeds the amount
of memory used by core-imsages.

The scheduling strategy of the systemx has three levels:

1. The high-level scheduler accepts jobs from the background

Job queue and determines whether one can be tentatively
started, and, if so, which one. The jobs which are
tentatively started are passed onto the low=-level scheduler.
The high level scheduler is called when a job is placed in
the background queue, when a job terminates and when a user
wishes to run a job from a terminal.

2. The lowelevel scheduler decides which of the tentatively
started Jjobs are to be fully started i.e. rolled into
memory and given processor time. The low-level scheduler
is called when a job terminates.

3. The executive scheduler multiprograms the jobs in memory on
a round robin basis, deciding which job should be allocated
the processor next.

The operating system has two queues of jobs; the background and
the foreground queues. Jobs in the background queue must wait to be
started at the discretion of the high-level scheduler. However, jobs
in the foreground queue, which are initiated from a M.0.P., (Multiple
On-line Programming) terminal are immediately placed onto the low=level
scheduler list, if the high-level scheduler decides it can be tentatively
started,

Another aspect of the gystem which must be considered is the
"red tape headings®™ associated with the jobs on the system. This is the
information required by George 3 in order to process the jobs, i.e. their
state, characteristics, the buffers they have opened etc. A formula
is given in the system manual (I6) for calculating the amount of memory
which red tape headings will require based on the number of jobs started.

This factor and the fact that the operating system is itself transient
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means that the amount of memory available for core images of Jobs is

always fluctuating. Also, in order to function properly George 3

requires a free pool of store of 5K and 3K for essential functions.

The above description contains the main factors which typify

the George 3 operating system and it is these factors which must be

added to the skeleton structure of S.C.0.P.E. as extra details.

7.3.The development of the model

The development of the George 3 operating system model

described here should provide a useful example of using the guidelines

given in the previous chapter. A separate section is given for each of

the various steps given in the User's Guide,

7.3.1. Skeleton selection

The original skeleton structure of 5.C.0.P.E. 1s & sultable

starting point for this model since, like George 3, it assumes an

undivided memory end can easily be adapted to provide the right hardware

configuration.

However, due to the complexity of the George 3 system

several additions of detail to the software are required. On comparing

the skeleton structure and the description of George 3 given in the

previous section several differences canbe discerned; these are given

below:

3.

L.,

Transient nature of operating system

- swapping from chapter to chapter
~ bringing in a chapter from secondary storage

Relocation
The extra level of scheduling = the high-level scheduler

(executive scheduler = segments INSERT and REALLOC
low-level scheduler is included in NEWJOB)

The foreground queue of jobs and the distinction between
fully started and tentatively started jobs

The red tape headings, the free pool and the memory required
for essential functions
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7.3.2. Altering the skeleton structure

The next step in the process of developing a model is to alter
the skeleton structure to suit the system which is to be simulated.

This might entail either adding details to an existing segment, rewriting
a segment or replacing a segment with one from the library.

In the case of this model only three segments of the skeleton
structure required alteration, all of which required the addition of
details.

The first section which needed more detail was the memory
management section, since the possibility of relocation of memory, the
transient nature of the operating system and the red tape headings all
affected this section. In particular the segment NEWJOB was affected in
that it had to include the possibility of relocating memory if a new job
could not be fitted into memory. In order to include this the segment
must first try to find space for the job, as ocours in the original
segment, but if that fails, a check must be made to see whether the
fragmentation level is greater than the job load, in which case relocation
must taka_plaou. Since relocation is not included in the skeleton, a
call to a new segment must be made at this point. (The new segments
are dealt with in the next section). The segment NEWJOB is also affected
by the extra level of scheduling since a job cannot be fully started
unless the high level scheduler has already tentatively started a job.
Hence, a check for this has to be included also and if a job is fully
started the number of tentatively started jobs must be decremented.
Another factor of the George 3 system is introduced here, because the
number of tentatively and fully started jobs affect the amount of memory
required for George chapters and red tape headings, which in turn affects
the amount of memory left for core images. Thus, a call to another new

routine which simulates this fluctuation in memory allocation is necessary

after passing through the segment NEWJOB.
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These modifications were mads to the criginal segment NEWJOB
and the George 3 version placed in the library (see NEWJOB (3)).

The second segment which required alteration was INSTRGEN;
since the three basic events i.e. time-sliceﬂﬁxpired, input/output
request and termination included in the skeleton were not sufficient.
George 3 required six events:

1. Time-slice expired
2. Input/eutput request
3. Termination

L. Chapter change
5. Chapter transfer

6. A job being placed in the background well or initiated from
& terminal

These events were added to the original segment and the revised
seguent now forms part of the library (see INSTRGEN (2) ).

The final segment requiring modification was INIT. In order
to set up the initial state of the simulation run, INIT attempts to fill
the available memory (FREECORE) with core images. However, FREECORE
fluctuates acoording to the number of tentatively and fully started jobs.
The additions of details to this segment therefore were to set an initial
pumber of tentatively started jobs and load jobs into memory until the
space required for chapters and red tape headings prevents any more
being loaded. In order to do this two new segments were needed to
calculate the quota of memory required by both. These new segments are
named CHAPQUOTA and REDTAPEQUOTA respectively and are both called from
INIT for the purpose outlined above. The new segment INIT can be found
in the library (see INIT (3) ).

Once these alterations had been made to the skeleton structurs,
the next step was to develop the new segments, which have been referred to,

as they provide the idiosyncrasies which typify the George 3 system.
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7.3.3, Additional segments
- The five new segments required in addition to the model thus
far developed are included in the library and so they will not be
described in detail here. However, an outline of their functioms and
their relationships to the rest of the model is provided.
The five segments are: (to give them their library names)

1. RELOC (1)

2. HLS (1)

3. CHAPQUOTA (1)
L. REDTAPEQUOTA (1)
5. FREECOREADJ (1)

N.B. Since all the above are new segments all their library

subscripts are (1)
RELOC (1)

The segment RELOC relocates the core images in memory by moving
Jjobs down to the bottom of memory, thereby collecting space at the top.
It requires the inclusion of another specification variable RELOCDEL
i.e. the delay associated with relocation.

Its relationship to the rest of the model is straightforward in
that it is only called from the segment NEWJOB to which control returns

when the segment RELOC has been executed.

LS (1)

The segment HLS simulates the behaviour of the high-level
scheduler and thus determines whether or not to tentatively start a job.
Its decision is based . on an algorithm devised by the system programmers
at the University of Aston, which briefly is that a limit of 200K is set
as & parameter to the high-level scheduler. All the MAX-SIZE
specifications (provided by the users on system job cards) of all the
tentatively started jobs are totalled. If this total is less than 200K

a job is tentatively started. For the purpeses of simplicity in this



Eom R B e LY

122

model & max-size specification of LOK was assumed, since that is the
specification of the majority of jobs on the University of Aston system.
The segment HLS requires a new specification variable HLSDEL.

Its relationship to the rest of the model is that it 1s called
only from INSTRGEN when & job terminates or when a job is placed in the

background queue or initiated from a M,0.P. terminal.
cHARQUOTA (1)

The segment CHAPQUOTA calculates the minimum amount of memory
required by George chapters. No specification variables are required
for this segment.

Its relationship to the rest of the model is two-fold in that

it is called by INIT as described earlier and is also used in the new

segment FREECOREADJ.

The segment REDTAPEQUOTA calculates the amount of memory which
will be ocoupied by red tape headings and other George facilities i.e. the
freepool and the pool for essential functions. No specification variables
are required for this segment.

The relationship of REDTAPEQUOTA to the rest of the model is the
same as that of CHAPQUOTA.

The segment FREECOREADJ uses the values calculated by
CHAPQUOTA and REDTAPEQUOTA and adjusts the amount of memory available for
core images accordingly. No specification variables are required for this
segment.,

FREECOREADJ is called from NEWJOB only as described earlier and

calls no other segments itself.
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Finally, once all the new segments had been coded and notes
made of any specification variables they required, all the new measuring
and process variables created by the addition of these segments to the
model were placed onto the appropriate lists (see Appendices 10 and 11)
and declared at the head of the model,

Skeleton/model specification

Additional segments to the skeleton will often present new
specification variables to the model. The extra specifications required
by the George 3 system model are given below:

1. Delay for swapping from chapter to chapter

2. Delay for transfering a chapter

3. Relocation delay '

4. Highelevel scheduler delay

5. The free poal of memory required by George

6. The memory required for essential functions

These, therefore, were placed onto the specification variable list,
giving their names, types, meanings and standard values. The latter
were also placed onto the file INFO, which holds the standard values,
in the order given in the specification variable list. Also segment
INIT was also augmented with extra read and print statemsnts to take
account of these specifications. (N.B. Since the User's Guide is up-to-
date at the stage at which this research ended, the above specifications
are already included).

The next step was to prepare the performance specification
values for the George 3 system, which were required by the model.
The values for the specifiocations were drawn from various sources: the ICL

George 3 operations manuals (I6) (I5), discussions with the systems manager

and the performance statistics collected at the installation.

The configuration specifications such as memory size, number of

processors and channels etc. were easily collected. The values for
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FREEPOOL and ESSENTFUNCT were given in the manual (16). The delays for
input/output and for rolling in/out jobs were calculated from the
average disk seek times, wait times etc. However, the delays for the
operating system software functions could only be estimated due to

the fact that no information regarding this type of specificatlion was
available; The workload specifications were collected from aoftﬁare
monitoring files produced by the system, indicating the sizes of

Jobs, mill times used by jobs, how often chapter changes occurred etc.
From these the job load characteristics and event probabilities were

formulated.

7.3.5. Initial State

The initial state of the system simulation was kept basically
unchanged from that of the skeleton structure, the only change being
due to the flexibility of the amount of memory avallable for core

images.

7.3.6. The Output from the Model

Besides the standard output mechanisms of the skeleton,
the George 3 model included the SAMPLEFRINT mechanism as described
in section 6.2.6., which was executed every 50 seconds simulation
time and which provided the percentages of time spent by the processor
in operating system routines, in execution, or idle state since the last
sample and elso the amount of memory currently allocated to core images,
system functions, or currently unused. It also provides the number of
core images, tentatively started jobs and jobs in the background queue
at that particular time. This additional output mechanism created

new measuring variables which were placed on the measuring varieble

list.
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7.4. RESULTS AND CONCLUSIONS
Since the operating system specifications had to be estimated
due to the unobtainability of any data which could be used in the
George 3 system model, the results could be said to be a true
reflection of the George 3 system. However, the results obtained are
similar to those gained from the software moniters of George 3. A
listing of the George 3 systen model together with the results gained

is given in Appendix 14. (N.B. The times are given in milliseconds).

The successful formulation of this model, did, in fact,
prove that a complex system can be evaluated using S.C.0.P.E.
methodology which was the main aim of the exercise. However, it elso

pointed out certain deficiences in the simulation package.

The first of these concerns the formule given in section
6.2.4. for celeculating the probability values for the event generating
routine INSTRGEN. This formula is based on the assumption that the
segment INSTRGEN is entered every time-step, i.e. every millisecond,
of simulated time. Although this would seem to occur when running
the skeleton structure, it is not always the case. The frequency of
entrance to the segment INSTRGEN is determined by the amount of time
spent in the operating system segments of the simulator, since the
more time the processor spends in operating system routines, the less
time it spends executing Jobs and hence segment INSTRGEN is entered
less frequently. Due to the large amount of time the processor spent
in the operating system on the George 3 Model, INSTRGEN was entered
less and hence the events occurred consistently less of'ten than the
probabilities would have determined. This problem was overcome by
adjusting the probabilities, but no formula could be discerned for

estimating the probabilities under those circumstances.



126

Another difficulty with S.C.O.P.E. is that because the
simulator runs with average values, the results obtained are average.
Hence the diverse fluctuations which occur over several minutes on
a complex system do not appear in as great a proportion on the

simulated system.

Another result of the George 3 experiment was the time scale

factor of the simulation model, which was:

duration of simulation run
duration of run simulated

= 1
1

This points to another difficulty with S.C.O0.P.E. since a
simuleted model would normally be expected to run faster than the
actuzl system. However, this could be overcome by stepping the model
every second rather than every millisecond, although the results

would be grosser.

The final difficulty with S.C.0.P.E. which the George 3
e;periment showed,.was that file handling work such as editing etec.
which forms a large part of the work carried out on terminals at the
University of Aston installation could not be included in the model
due to the absence of these facilities from the package. It may,
however, be possible to build such facilities into the package

although this was not attempted as part of this study.

Overall, however, excluding the difficulties outlined above,
the model is a good representation of the George 3 system and the
development of the model was relatively simple due to the methodology

inherent in S.C.0.P.E. Another consideration on this point is that
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the task of developing such a model at a2 later stage, when
S.C.0.P.E,'s library has been augmented, should prove to be even

simpler,
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Chapter 8
THE RESULTS OF SOME EXPERIMENTAL WORK USING S.C.0.P.E.

8.1. Introduction

Several questions were raised in section 2.5. of this study
concerning the hardware configurations and software proposals for
multiprocessor systems. In order to find some general conclusions to
some of the proposals put forward, it was neceasary to evaluate them
using the skeleton structure of S.C.0.P.E., for, if any system details
were included in the simulation experiments, the resultswould apply
only to systemscontaining those iodiosynchrasies. However, since the
skeleton structure includes only the minimum of detail, its results
cannot be seen as being examples of actual system performance, but

merely indications of general conclusions.

8.2, Experiment 1: Ratio of Memory to Processors

8.2+1. Questions: What should the ratio of memory to processors be?
Does this ratio vary according to the memory access
scheme being used on the system?

8.2.2, Method

In order to answer the first of the gquestions raised as part
of this experiment, the original skeleton structure was run with various
hardware configurations; namely, 1, 2 and 3 prooessors and amounts of
memory available for core images (i.e. FREECORE) varying from 30K to 120K.
A constant number of channels, L, was assumed for these experiments.
The results of the simulation runs were compiled into graphs, the axes
being the size of memory available to core images and the (average)
percentage of idle time of the processor(s).

In order to answer the second question, the segmented menory
access skeleton was used in & similar manner for 1 and 2 processors and

the graphs compiled from this experiment were compared with those of

the previous experiment,
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8.2.3. Results and Conclusions

The results from the experiments outlined above are given in
Figures 8a, b, ¢, d and 9a, b, ¢. (Figures 8 referring to the first
experiment and Figures 9 to the second).

When assessing Figure 8a, in which various simulations with
one processor were carried ocut, it can be seen that the percentage of
idle t;na of the processor does not decrease much above 80K available
menory. However, below 80K a definite increase in idle time can be
seen, which becomes more pronounced as the amount of memory available for
core images decreases. The conclusion to be drawn from this is that
between 60K and 80K would seem to be the ideal amount of memory for
one processor. (This conclusion is reflected by the George 3 system at
the University of Aston, where, as has already been mentioned (Appendix 14),
the amount of memory available for coreimages is often set at 80K).

A similar pattern emerges in the graph for two processors
(Figure 8b) except that the level of acceptability in this case is
approximately 100K and in order to have 95% utilization of processor
time 120K is mquired instead of the 80K in the previous graph.

With three processcrs on the system (Figure 8¢c) a level of
120K produces almost the same percentage of idle time as 100K. This
seers to contradict the trend which seems to be emerging, since from this
graph 100K would seem to be the best ratio for three processors as well
as for two, Also the graph does not, as yet, indicate an amount of
memory which would allow 95% utilization of processing power. In order
to probe into this further, more simulation runs were made using up to
220K i.e. almost twice as much memory, but even at this level the
processor was idle 13.8% of its time. Because of this, it was assumed
that some other factor was causing the restriction in processing power;
namely, the number of input/output channels on the system, This was

indicated by the fact that the four channels were, on average, busy for
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more than 90% of the time with 120K and for 99% of the time with 220K.
Hence, the question of the ratio of.ohannels to processors was raised
which is dealt with in experiment 3. However, for the purposes of this
experiment, a graph for a three processor system using 5 channels was
compiled (Figure 8d). From this it can be seen that an acceptable
percentage of processor utilization is reached at 120K - 140K and that
for 95% utilization 180K iz required.

The results of the experiments made with segmented memory
access are given in Figures 92, b, c. If these are compared with
Figures 8a, b, ¢, 4, it is apparent that the type of memory access
scheme does have an effect on the ratio of memory to processors. In
fact, the segmented memory access scheme wasted so much space that at a
level of 120K with 2 processors the regular pattern had still not
emerged. The regular pattern did emerge if memory was extended as can

be seen from Figure 9¢.
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FIGURE 8a:
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FIGURE 8b:

RATIO OF MEMORY TO PROCESSORS (UNSEGMENTED MEMORY)
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FIGURE 8c:

RATIO OF NEMORY TO PROCESSORS (UNSEGMENTED MEMORY)
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FIGURE 8d:

RATIO OF MEMORY TO PROCESSORS
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FIGURE 9a:
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FIGURE Sb:

RATIO OF MEMORY TO PROCESSORS (SEGMENTED MENORY)
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FIGURE 9c:

RATIO OF MEMORY TO PROCESSORS (SEGMENTED MEMORY)
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Experiment 2: Ratio of the number of coreimages to processors

Questions: How many core images are required on the system to give
almost full utilization of processing power?

Method

The last experiment proved that the ratio of memory to processors
varies with the memory access scheme used, which makes it difficult to
predict the utilization of processing power from such a ratio. A more
constant guideline is required. Hence, this experiment is designed to
test another ratic which might provide a more constant guideline.

In order to answer the question given above, a utilization of
processing power of approximately 95% was assumed as being a good
utilization. When this level of utilization was reached using the original
skeleton structure, the number of coreimages on the system were noted.

In order to test if this gives a more constant measure of processor
utilization, the same number of core images were used in simulation

experiments using segmented memory access and the results compared.

Besults and Conclusions

The following tables give the number of core images on the
system at approximately a 95% level of processor utilization on the
original skeleton and the utilization of the processing power with the

same number of core images on the segmented memory skeleton respectively.
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Table 2a: Ratio of coreimages to processors (unsegmented memory)
No. of No. of % utilization
processors | coreimages

1 L -5 94.8
b 9 =11 9L .4

Table 2b: Ratio of coreimages to processors (segmented memory)
No. of No. of % utilization
processors | coreimages

L - 5 9901%
6 -7 9L .8%
9 -10 92-&%

If Table 2a is compared with Table 2b it can be seen that a
great similarity in processor utilization exists on each system, if the
number of coreimages is the same. Hence, it can be concluded that the
ratio of core images to processors can provide a useful guideline to
processor utilization. The tables alsﬁ provide a direct answer to the
question, - how many core images are required on the system to give

almost full utilization of processing power for various numbers of

processors.
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Experiment 3: Ratio of channels to processors

Question: What should the ratio of channels to processors be?

Method

In order to test the assumption made in experiment 1 that the
large rige in memory required to give good utilization of processing
power for three processors was due to the restraining effect of the
number of input/output channels present on the system, it was necessary
to repeat those previous simulations with extra channels, Also, if the
number of channels can restrict computing power at one end of the scale,
it might waste it at the other end, hence experiments were conducted
keeping a set system configuration but varying the number of channels,
and processors and size of memory (since this proved an important factor

in experiment 1).

Results and Conclusions

Table 3 shows a summary of the results gained in this experiment.

The table shows the optimum number of channels i.e. the lowest number of
channels for that configuration. The general maxim was that if another
channel were added to that configuration processor utilization would
not increase by more than 5%. The general observation that was noted
was that the more memory for core images and/or the more processors there
are on the system, the more channels are required.

Another aspect of this experiment was that the addition of an
extra processor above an efficient combination can often degrade

overall performance rather than increase it.
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Ratio of channels to processors
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Experiment 4 The effect of an extra input/output channel

Question: By how much does the addition of an extra input/output channel
speed up system throughput?

Method

The method used for this experiment was the same as for the
previous experiment in which all th; permutations of the number of processors
and channels and size of available memory were tested. For this reason,
the output from the previous simulation runs were used, with the main
emphasis on the effect on throughput rather than processor utilization,

and on only those systems in which the number of channels seemed to be

restricting throughput.

Results and Conclusions

It was found that the gain in throughput by the addition of an
extra channel vould not be formulated in any constant form, Gains of

up to 50% were recorded but no pattern emerged.
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8.6. Experiment 5 Scheduling Strategies

8.6.1. Question: Which scheduling strategy will perform most effectively
in a multiprocessor system?

8.6.2. Method
A constant system configuration was kept except for the fact
that four different executive scheduling strategies were implemented.
The four strategies used were: |

1. round robin
2. priority scheduling based on JOBTYFE

3. priority scheduling giving preference to inmput/cutput
bound jobs on the system

4. priority scheduling giving preference to processor bound
Jobs on the system.

8.6.3. Results and Conclusions

Figures 10a, b, ¢, d show the results of this experiment.
The figures show that hardly any difference in processor or channel
behaviour ensued due to the scheduling strategy chosen over the extent of
the simulation runs. This is probably due to the fact that the jobs
already present on the system are scheduled by the executive scheduler,
thus they are all executed at some time or another. Hence, although a
particular job's turn around time may be faster, the effect of the
whole workload en the overall system is almost constant, It would seem,
therefore, that the scheduler which determines which type of jobs which

are to enter the system determines the effect on the system rather than

the executive scheduler.
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FIGURE 10a: .
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FIGURE 10b:
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FIGURE 104:
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8.7. Experiment 6 Interrupt Algorithms

8.7.1. Question: Which processor should be interrupted?
8.7.2. Method

A constant system configuration with three processors was
simulated using three different interrupt algorithms, and the results
oompared. The three algorithms tested were:

1. The same processor is interrupted always
2. Each processor in turn is interrupted

3. An idle processor is interrupted: or, if no idle
processor, they are interrupted in turn

8.7.3. Results and Conclusions

The block diagram shown in Figure 11, shows that algorithm 3
is the most effective algorithm, since it produces a better overall
processor utilization and prevides a good balance of time spent by each
processor in system routines. The latter point also applies to
glgorithm 2, With algorithm 1 the burden of system is placed on one
processor. This has the effect of leaving the others idle unnecessarily.
It is assumed that this effect would grow worse if more processors were

on the system using this algorithm.
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FIGURE 11:
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8.8. Experiment 7 The number of processors on the system

8.8.1. Questions: Does the continual addition of processors to a system
eventually become ineffective?

8.8.2. Method
A constant system configuration was simulated with an
incremented number of processors en each run, and & graph of the results

compiled with axes throughput time and the number of processors.

8.8.3. Results
Figure 12 shows how throughput times were affected by the

continual addition of extra processors, It was found that throughput
time could be almost halved merely by the addition of processors, but
that at & certain point the restraining effect of other factors on the
system nullified the effect of more potential processing power. In fact,
it can be seen that at this peint the throughput time for the system
degrades. This is probably due in part to the contention of the processors
around the critical region, but a detailed anal&sia of this effect has

not been carried out.
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Chapter CONCLUSION

9,1. Research Aims Achieved

The main aim of this study was to develop a methodolegy of
computer performance evaluation which would be of practical use in the
design, comparison and extension of systems. Such a methodology was
developed, and, based upon this, a simulation package was built. The
simulation package should be of use in the three areas of performance
evaluation given above, since:-

1. 4its skeleton structure can be made more detailed as the
process of design continues and its building block
characteristics reflect current design trends.

2. its stochastic method of input allows the user to run a
model with different workleads easily or to run two models,

which are to be compared, with & worklead of the same
characteristics.

3, & model which has been developed using this package can
easily be extended, due to its building block nature, to

include possible new additions or alterations to the
existing system.

The methodology described in this study also provides a
costeeffective evaluation tool which is easy to use, because, as the
package develops and expands, less work is required of the user.

Pinally, the simulation package has been designed to cover a
lag§e class of systems and can svaluate both single and multiprocessor
systems and their appropriate operating system functions;

Hence, all of the research aims of this study have been achieved

to zome extent.

9.2, Suggestions for further research

Onelof the main drawbacks in using the simulation package
developed in this study is the difficulty of obtaining performance figures
for operating system functions, Many manufacturers release their figures
concerning their various pieces of hardware, but seemingly no monitoring
of the software functions is carried out, or if such ;onitoring is made,

the findings are not published. This may be due to the difficulty in



153

expressing the performance of a software routine, since any number of
different paths exist through the routine, some of which will be
complicated and hence take more time, and some of which will deal with
simpler situations.

It is surprising to find that this defficiency is not deliberated
more in papers concerned with evaluation models and due to the lack of any
discussion on this subject, researchers in this field remain unaware of
the problem until they are faced with obtaining such performance figures.
It is therefore suggested that a study concerned with this problem be
undertaken as research. The study suggested could consist of developing
some method of measuring software routines and designing some format for
expressing the measurements taken. Then & collection of the performance
figures for such routines could be prepared for the benefit of researchers
in computer system evaluation models.

Another suggestion for further research is concerned directly
with the simulation package developed in this study, i.e. the development
of new and alternative segments for the library, to encompass the many
differing characteristics of systems. Also due to lack of time the
experiments carried out (see Chapter 8) give only indications of the
answers to the questions posed and leave many theories and proposals to

be tested, and these could be used az a basis for further research.
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THE BREAKDOWN OF OPERATING SYSTEM FUNCTIONS ADOPTED IN S.C.0.P.E.

Input/gutput_operations

Segment nanme Segment function
Rollin 1. Rolling jobs into memory
- Endjob 2. Rolling jobs out of memory when they have

completed or been stopped because of errors

Inout 3, Deals with input/output requests from jobs

JTolist 4. Places an entry for any of the above operations
onto a queue for a channel

Notes - since the main body is responsible for the timing of the

operations, it will determine when & channel is free to
take another entry from the queue created by Iclist

Segment name Segment function

Insert 1+ Organise the queue of jobs ready to be processed
Reallec 2. Allocation of jobs to processors

Jqlist 3. Management of the critical region around the

abors operations performed on the job queue

Notes - the main body is responsible for organising the flow of
processors through the critical region '
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Segment name

Segment function

Intruplist

Interrupt
Intrupcheck

1.

2o
3-

Organising & time-ordered list of interrupts which
ocecur

Dealing with various interrupts and their effects

Masking interrupts if more than one needs to be
oarried out at one time

Notes - the main body of the simulator checks if an interrupt is due
to oocour at a particular time

Segment name Segment function

Gaplist 1. Keeping records of gaps left in memory
(fragmentation)

Spaceincore 2., Checking if there is enough space in core which
is free and can be assigned to a Jjob

Newjob 3. Assigning space in core to a job

Each of the above sections in the categories has associated

with it a segment in the skeleton structure. Hence, the segments in the

skeleton structure which reflect the basic operations of a system have

been defined.
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THE _BREAKDOWN OF THE MAIN BODY OF S.C.0.P.E.

The main body segment in S.C.0.P.E, can be seen as being divided
into sections according to its various functions.

The first function is to call the initializing segment (INIT)
in order to set up the initiel state from which the simulation run will
commence, |

The second part achleves the effect of more than one processor
working simultaneously (if necessary) by using the event generating routine
to determine the next event for each processor in turn. Only after each
processor has dealt with its respective event, is the master clock moved
on,

The third part is responsible for the organised flow of
processors through the critcal region, created by the processing
management category of operations (see Appendix 1).

The fourth part determines when a channel is free and when it
will subsequently have compieted the next input/output operation on the
queue, It uses INTRUPLIST to generate an interrupt accordingly.

The fifth part determines when an interrupt is due to occur.

Also the main body is responsiblE for the output from the simul=-
ator and can provide "snapshots" during the run or end-of-run diagnestics.

Finally, there is a mechanism in the main body which prevents
the simulation run from merely looping around the main body whilst
nothing is happening on the system. This mechanism, determines the time
at.which the next event will occur and alters various parameters
accordingly. This mechanism creates a new segment - NXTEVENTIME - which

should be seen as being part of the main body.
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A DESCRIPTION OF THE INTERFACES BETWEEN THE VARIQUS SEGMENTS
OF S.C.0.P.E. (skeleton structure)

In implementing S.C.0.P.E. the first decisions made about the
interfaces between segments, concerned the relationships of the segments
within each category of operations.

In the input/output operations category, the ROLLIN, ENXDJOB
and INOUT segments all call the IOLIST segment, because each requires an
entry to be placed on the input/output queue.

In the processing management category, all calls to the REALLOC
and INSERT segments must pass through IQLIST in order to check if there
is contention for the critical regicn which can be visualised, from the
implementors point of view, as being around the segments REALLOC and
INSERT. '

In the interrupt managemeat category, the .segment INTRUPLIST is
used by the main body to check if an interrupt is due to occur and, if this
is the case, the segment INTERRUPT is called. INTRUPCHECK is called
immediately after in order to check if another interrupt requires

attention.
In the memory management category, NEWJOB calls SPACEINCCRE in

order to determine whether there is space in core for a new job to be
brought in. SPACEINCORE determines this via the records maintained by
the segment GAPLIST.

The remaining standard interfaces between the segments have the
effect of Jjoining the categories and the other segments, i.,e, the main
body, and the job and event generating segments, together to form a
cohesive system. (See figure 13 for a diagramatic representation of
these interrelationships).

Calls into the input/output operations category come from:

1. NEWJOB, which calls ROLLIN if it is possible to fit another
Job into memory
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2. INSTRUGEN, which calls ENDJOB if the event which occurs on
a particular job is the completion of that job or INOUT
if the event generated is an input/output request by a job

Calls into the processing management section come from:

1. INSTRGEN, which calls JQLIST if a processor is idle or if it
requires to place a job on the ready queue (in the event of
its timeslice expiring).

2. INTRUPCHECK, which calls JQLIST if there are no more interr-
upts which require attention, in which case the processor
must be reallocated with a job

3, INTERRUPT, which calls INSERT, beczuse the processor must
‘place the job it is currently executing on the ready queue
before dealing with any interrupts '

L. JQLIST timing section of the main body, which allows access
to INSERT and REALLOC

Calls into the interrupt management section come from:

1. The MAIN BODY; one is prompted by the completed execution
of an input/output entry by a channel. A call is then made
to INTRUPLIST.

The other is prompted by an entry on INTRUPLIST reaching its
time for attention. A tall is then made to INTERRUFT.

Calls into the memory management section come frof:
1. INTERRUPT, which calls GAPLIST if a job has been rolled out,

in order to record the gap left, and which calls NEWJOB in
an attempt to £ill this gap with another job.

Calls into the job generation segments come from:

1. INIT, which calls JOBSIZGEN, in order to generate some jobs
for preparing the initiel state of the simulation run

2. NEWJOB, which calls JOBSIZGEN to generate the next job to be
rolled in

3, Event timing section of MAIN BODY, which calls INSTRGEN, to
generate the events of the Jobs being processed.

Calls into the initializing segment come from:

1. MAIN BODY, which calls INIT to set-up the state of the system
before commencing the run.
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DIAGRAMATIC REPRESENTATION OF THE INTER-RELATIONSHIPS BETWEEN THE
VARIOUS SEZGMENTS OF S.C.0.P.E.
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Appendix 4
LANGUAGE USED IN CODING S.C.O0.P.E.

As mentioned earlier, the approach advocated in this study can
assist in determining the languages which are suitable for the package
being developed.

There are various languages which have been specifically
designed for use in simulation studies. Examples of these are Simula
(01), SIMSCRIPT II (X90), (¥7), sOL (X19), (K20), PSS III (I1),
csL (T1), GASP (T1), CCP (T1) and ASPOL (M2).

However, there are certain difficulties associated with such
special purpose simulation languages. O'Brien (I10) holds the view that
they are difficult to mamipulate and do not do what the user really wants
them to do and that they do not adequately express the types of processes
and entities which exist in a computer., He also says that simulation
languages are very difficult to learn quickly.

For these and other reasons, it was decided that Algel 68R
should be used in this study. The advantages of Algol 68R are primarily
that:

1. It is available on the local installation, that is the

ICL 1904S installation at the University of Aston
operating under the George III operating system.

2, It is a language with which the authour is already familiar.

3. It is & reasonably widespread language, especially in

academic establishments, and thus this research might be
of interest to works in other establishments.

4. It contains the important concept (to this study) of
modularity.

The cholce of Algol 68R was also influenced by a desire to
determine whether a general-purpose language of this sort is actually
suitable for this particular application. Some notes concerning the
performance of Algol 68R in the context of this simulation study can be
found in Appendii 5.
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However, before this choice was confirmed, it was necessary to
determine whether Algol 68R contained the features which are desirable in
a simulation study. Teichrow and Lubin (T2) carried out a survey of
various simulation langueges which included SOL, GPSS II, SIMSCRIPT,

CSL, GASP and CLP. From this study they summarised the desirable features
which a simulation language, and the model coded with it, should possess,
It is of interest to note that the results of the study showed that many
of the languages did not include all the desirable features.

The desirable features included:

1. Five types of variables, i.e. arrays, lists, records,
fields and groups of records. Boolean and complex
variables should also be considered.

2. Ability to create and destroy temporary entities.
2, Cepability of simulating parallel activity.

4o Timing device or routine.

5. Extensive list processing capability.

6. Recursion - subprograms and procedures and extended uses
thereof.

7. Commands to compile statistics easily.

8. Faclility for generating variates having specified and
arbitrary probability distributions.

9, TFlexible report generator - as much information as necessary
gained from the simulator plus a standard print out of
results. Results should be so presented that they can be
used without transcription.

10. Every possible aid to facilitate experimentation. A model
should provide multiple runs, changing parameter values,
changing data, analysing results, stopping aend restarting
runs,

11. Language should have aids such as flowcharts, decision
tables etc. to help formulate models.

It was found that a model developed as advocated in this study
and coded in Algol 68R would contain many of these features, For example
Algol 68R can have any type of varizble - a type can even be specified by
the user; it has extensive list processing capabilities, recursion,
random number generators etc. In fact, it was found th;t the language

itself only lacked one of the above properties, the quick compllation of
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statistics aids such as flowcharts. However, due to the stochastic
nature of the model the statistics to be compiled are minimal and due
to the design process outlined in section 5.1., aids such as flowcharts
and decision tebles become unnecessary, though they could be developed
by the user.

However, Algol 68R was found to contain the features which
would be necessary within S.C.0.P.E., suches the variable types, list
processing, random number generators, structures, procedures -
modularity, loops, formatted transput etc. and this is one factor which
is basic to the methodology, i.e. the choice of language should be
dictated by the structures reguired in the model and the availability
of the language. Hence, Algol 68R satisfied the general reguirements
of Teichrow and Lubin and the specific requirements of S.C.0.P.E.
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THE SUITABILITY OF ALGOL 68-R AS A SINULATION LANGUAGE

One of the quﬁstions which surrounded the introduction of
general-purpose languages such as Algol 68-R, was whether they were
adequate in what have become specialised areas of Computer Science.

In order to answer this question, it is necessary to use such a
language in these areas and to report on its suitability. The use of.
Algol 68-R as a simulation language is such a specialised area.
Therefore, some information regarding the performance of Algol 68-R
in this study should be supplied.

Due to the facility in Algol 68-R of declaring the user's
own complex structures and treating such a structure as one entity, the
1list processing capabilities required in this simulation study became
a relatively simple operation, and yet still included all the (details
which were required. For instance, one entity in the list of gaps in
memory (maintained by GAPLIST) contains the size, the location of the
beginning and the location of the end of the gap. These entities can
either be accessed whole or each of these pieces of information can be
accessed separately, if necessary. The ability to create and destroy
the temporary entities of information on a list is also relatively
simple, since creation involves only the assignment of values to each of
the fields in the structure and the placing of this on the list, and
destruction involves only a reassignment of the pointers in certain
entities to disregard the existence of another,

Another feature of Algol 68-R which was found to be relevant
to this study was its capabilities for formatted transput., Besides
commands such as PRINT (SPACE); PRINT (NEWLINE); PRINT (NEWPAGE);
which are standard amongst programming languages, Algol 68=R includes
formatted transput procedures which allow the user to control the style

of printing of output values in & compact and convenient way.
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An introduction to the use of formats iz given in Chapters 12 and 13 of

the "Algol 68-R User's Guide” (2nd Edition , HMSO July 1974). By the
use of these formats the user can specify the pattern of his output
values: for instance, the format {3.5) denotes a real value which will
be output as a space or minus sign, 3 digits before and 6 digits after

_ the decimal point. Algol 68-R alse includes special symbols for spaces,
newlines, back spaces etc. which can be included into a format to
facilitate the ordering of the output into tables or some other desired
fermat., Literal character stri;ge can also be inserted inte the output
formats and these enable headings or comments to be output with the
tables. There is alse the facility fer providing graphical output using
Algol 68-R, however, this facility was net utilized in this particular
study. All these factors enable the user to provide meaningful and
understandable output from a simulation medel and this is very important
to the effectiveness of a medel,

The facilities which a model should pessess in order to be
satisfactery, accerding te Teichrow and Lubin (T1), i.e. the timing
device, parallel activity and the flexible repert generater, did net pese any
preblems when ceded in Algel 68-R. The first two facilities are
inherently tied in the medel, which is due te the difficulty ;f simulating
parallel activity en a sequential machine. Rather than have the parallel
operatiens actually carried out in parallel, each event is dealt with in
turn within a leep and it is enly at the end ef the leep that the
simulated cleck iz meved on. The effects of these events are then carried
through in 2 similar manner. Thus, the simulation ef parallel events
becomes & leep and & cleck increment and this is net difficult te
implement due te the properties of the Algel 68-R WHILE statement, which
is easily manipulated. The repert generators in the medel are flexible
by nature of the theery of the project, and any changes to be made to

them by subsequent users sheuld be simplified by the output formats
previously described.



165
Algol 68-R was alse found to be very suitable for ceding the

stepwise design of each segment. Due to the fact that it contains
high-level constructs, the breakdewn of the segments into their component
functions did not need to be unacceptably detailed. The high-level of

. constructs centained in Algol 68-R alse facilitate the 'top-dewn'
appreach implied in the use of stepwise refinement, since jump statements
become unnecessary to & large extent. |

The concept ef medularity is very impertant to the design eof
this model and it was found that the degree of medularity required was
easily interpreted in Algel 68-R. Algol 68-R is & precedural language
and its precedures are net difficult to use. They can return either a
numerical er boelean value er, as is mainly the case with the segments
of S.C.0.P.E., merely carry out some separate operation without
necessarily yielding an actual value,

Due to the stechastic nature of S.C.0.P.E., the randem number
generating precedures of Algel 68-R had to be reviewed. These procedures
generate pseudo random numbers based on the use of "M-sequences”. Each
call ef a precedure preduces a number which is, as far as practicable,
statistically independent of what it has delivered befere, but the whole
sequence repeats after 8388607 calls ef the same precedure (excapt for
the "gaussion" procedure whose peried is twice this nuzber). When &
program using one of these precedures is run more than once, different
sequences of random numbers will be ebtained each time. However, &
resetting variable associated with each precedure allews the user to
initialize the sequence and hence, if the same initial value is used
in different runs, the sequences will be the same, This aspect of the
Algel 68-R random number generators was found te be effective in running
different systems organisations with the same job specifications and
events and thus ensured accurate comparisons. A difficulty arose

however, because, if twe (or mere) sequences are required frem a particular
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precedure in one pregram, more than one resetting variable is neaded..
As the Algol 68-R Library providés only ene of these for each procedure,
the user has to declare his own. This formed the crux of the difficulty
encountered in this study, since the model requires two independent set
sequences - one for job generation and one for event generation. These
sequences alse had teo be within ; range specifiable by a user of the
model. Only one Algel 68-R precedure - "Random" - was found to have
this latter facility and so two separate random number generating
precedures could not be used. 'Random' delivers a real number between
0.0 and 1.0 and each of the numbers R/8388608 eccurs exactly once, where
R is an integer in the range 1 to 8388607 inclusive. Hence, an even
distribution is gained. The user can easily specify a range using this
precedure by multiplying the number generated by the range he requires,
Thus, if a range of 0 = 30 is required, the user calls 'Randem' and
multiplies the number generated by 30. Since two separate procedures
could not be used in S.C.0.P.E., it was necessary to devise a scheme to
provide twe distinct sequences. The scheme was te declare two other
variables which could act as resetting variables for each sequence and
te previde a procedure within S.C.0.P.E. for each sequence. The
precedures develeped are given belew:

'PROC' RAND1 = 'REAL' : 'PROC' RAND2 = 'REAL' :

(NORMRAND:= SEED{ (NORMRAND: = SEED? ;
RV: = RANDOX ; RV: = RANDOM ;
SEED1: = NORMRAND ; RV) ; SEED2: = NORMRAND ; RV) ;

-

-

NORMRAND - RESEETING VARIABLE in Algol 68-R Library
SEED 1 - Resetting variable for 1st sequence
SEED 2 - Resetting variable for 2nd sequence.

If a number in the first sequence is required, RAND1 is called.
The Algol 68-R resetting variable NORMRAND is given a value by SEED1.
RANDOK is then called which uses NORMRAND to generate a number. The value

in NORMRAND after the gencration is now different and becomes the
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initializing value for the next call. This value is then assigned to
SEED1. Procedure RAND2 operates in the same manner. Therefore, if
SEED1 and SEED2 are given different values two different sequences will
be produced.

Although it was not a difficult task to devise the scheme to
overcome this problem with the Algol 68-R random number procedures, it
is still a failing in the language which needs to be pointed out.
However, overall, Algol 68-R was found to be a satisfactory language

for this study and had many features which assisted its development.
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Appendix 6
DOCUMENTATION INDEX

This index constitutes the second level of documentation
included in this package (see section 4.5.3.). The various alternztives
to segments in the skeleton are numbered from 2 upwards; alternative
number 1 being the skeleton segment. Additional segments are numbered
from 1. The index contains a comment for each segment explaining the
operations simulated by that segment. The detaeiled documentation for each
segment (the third level of documentation (see section 4.5.3.)) is given
in the library together with a listing of that segment. The exception
to this is the skeleton which is listed in total in Appendix 7 together
with its detailed documentation.

SKELETON

CHANNELTIME (1)

Calculates the time of fthe next iqput/output operation or, more
specifically, the time when & channel will be free fo carry out the next

operation.

INTRUPLIST (1

Please the event of an interrupt which is to occur onto a list
and makes a note of relevant data such as the type of interfupt, the
type of operation to be performed, the number of the job with which it

is associated and the time when it will occur. The list is time ordered.

IOLIST (1)

Places an input/output request onto a queue which is served by
the channels. Relevant data such as the time when the request would have
been placed on the 1list, the type of interrupt which will be generated
after the operation has been completed, the type of input/output
operation to be carried out and the name of the job from which the request

came are included in each entry. The list is time ordered.
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Places an entry onto the ready queue noting the time when the
jobs will be ready to run. The ready queue is time ordered - i.e. round
robin strategy.

INOUT (1)

Initialises the input/output operation by blockinz the job in

question, by adding on delays for setting up the channel, and by setting

variables to denote the operations to be carried out.

ROLLIN (1)

Initiates the rolling in of a job into memory and blocks it
until the rolling in operation has been completed. Adds on a delay for
setting up an entry on the channel gueue,

REALLOC (1)

Manipulates the ready queue, when time ardered by INSERT (1),
and essigns the first entry on the queue to a processor requiring a job.
Tests if the time of the entry (i.e. the time when it will be ready to
run) is less than or equal to the time of the processor requiring a Jjob,
since otherwise the entry would not have been in the queue when the
processor examined it., Sets JBLISTIME to the time the processor leaves
the critical region, which prevents other processors entering before that
time,

JOBSIZGEN (1)

Generates via random number generators and probability

distributions the type of job and the size of the job,

JOLIST (1)

| This segment places entries onto a queue of processors waiting
to enter the critical region surrounding the ready queue., The list is
time ordered.

INIT (1

This segment is responsible for setting up the state from which
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the simulatien run will preceed and for initializing the simulation

variables. The memory is partitiened and is filled with as many jebs
as pessible., No interrupts eor inpuqﬂoutput requests etc. are generated

se¢ the simulation will start frem a null state.

GAPLIST (1
Keeps a check of all gaps in memery and joins any gaps which
are adjacent. Maintains a list of these gaps. This segment deals with

& partitioned type of memery management scheme.

SPACEINCORE (1)

This routine searches for enough space in memory fer a Jjob te
be breught in and thus uses the data maintained by GAPLIST (1). It
delivers a beelean value to indicate whether a large enough gap has
been feund or not. If a gap is found its entry is removed from the list
of gaps but a peinter remains peinting to it se that this entry can

subsequently be used by NEWJOB (1).

NEWJ OB !1!

Initiates selection and relling in ef new jobs. This segment

deals with paritiened memery management schemes.

INTRUPCHECK (1)

Checks if there are any interrupts which are te occur at the
time the precesser leaves the INTERRUPT segment after having just dealt
with one. If there is, the processor is set to a null state (PR (I} = -1)
which stops any events happening to it until it checks if there are any
more interrupts. If net, the precesser iz passed to JQLIST in order teo
reallecate it with anether jeb. This segment asaune? that the same

precesger deals with all interrupts.

INTERRUPT (1)

Deals with the interrupts. Any werk the precesser interrupted

is executing is placed on the ready queue. The type interrupt is checked
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te show if it requires swapping & job from the blecked to the ready queue
or if a job has just been rolled out. In the former case the entry for
the jeb is placed on the ready queue in the latter a note is made of the

gap left and NEWJOB is called to bring in anether jeob.

ENDJOB (1)

When & jeb terminates this segment sets up the rolling out
of that jeb and then calls IOLIST which uses the variables set in ENDJOB
te put an entry ento the gueue for input/eutput rescurces, so that the

Job will be relled eut.

INSTRGEN (1)

Generates the next event to écour on the system, within
particular jebs being precessed. Prebability distributiens gevern the
range of events which are chosen by random numbers. The events included
in this segnent are:

1. A Job's timeslice has been completed
2. A jeb requests input/output
3. A jeb terminates.

Processers entering this routine idle (PR [f] = 0) are automatically
passed te JQLIST from where an attempt will be made to reallecate #hem
with a j.b'

NXTEVENTIME (1

Determines the time the next event will eccur en the system
and sets the variable TEMP to that time., This segment is implemented
so that the simulater dees not leep whilst nething is heppening en the
simulated system.

MAINBODY (1)

The main bedy centrels the timing ef the simulater as it contains
the master cleck, REALTIME. It runs the simulater for a set number of Jeobs,

printing results both during and after the run. It controls the

parallelism within the system by checking ang ce~erdinating the disjeint
queues of events which are due to ececur.
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LIBRARY

INIT (2

This segment is respensible fer setting up the state from which
the simulatien run will proceed and for initializing the simulation
variables, It deals with segmented memory access and places a jeb in
every segment. No interrupts or input/output request etc. are generated

s¢ the simulation will start frem a null state.

GAPLIST (2)

This segment keeps & check en &ll gaps in memery. As it deals

with segmented memery access, it notes which memery segments are unused.

SPACINCORE (2) *

Checks the list maintained by GAPLIST (2) fer a segment which
is free, and delivers & boelean value te indicate whether a free segmsnt
has been feund er not. If a segment is foeund SPACEINCORE (2) alters
the recerds to shew that it is being used and leaves the variable SEG
equal to the number of that segment; this information is subsequently

used in NEWJOB (2).

NEWJOB (2

Initiates the relling in of new jebs into a segmented memory,
noting relevant infermation such as jeb size, the segment the job will
ecoupy, the ameunt of space wasted in the segment and the job type in
array JOB.

NEWJOB

Selects and initiatea the rolling in of new jobs. Same as
NEWJOB (1) except that if a job cannot be fitted inte memery due te
fregmentatien the jobs in memery are relecated to gain eneugh space.
Relecation takes place if the fragmentation level is greater than the

Jjoblead. (See RELOC (1)). This segment takes inte account tentatively

started jobs as in the George 3 operating systen.




175

RELOC (1)

Relecates the jobs in memory in erder to reduce fragmentatien
and adds on a delay te all timing mechanisms because the system cannot

be used whilst relecation is taking place.

JQSIZEPROBE (1)

Ceunts and outputs the size of the gqueue of precessors waiting

te enter the critical regien areound the job gqueues.

TOQPROBE (1)

Recerds the size of the queue for input/eutput channel resources,

This segment decides whether or net to tentatively start a
job, based en whether the size specificatiens (given by the user of the
system (assumed to be 4LOK) of all the tentatively started jebs is

-less than a system parameter set at 200K.

COREADJ (1
Whether jebs are started er terminated on the George 3 system,
the amount ef memery needed for Geerge chapters and red tape headings is
altered. This segment alters the variable FREECORE, which is the amount
of memory left for cere images, according to these fluctuatiena. This

segment is for use in transient eperating systems.

CHAPQUOTA (1)

Calculates the amount of memery which should be necessary fer
Geerge chapters based en the number of jebs started. The fermula is

given in the Geerge 3 manual, This segment is called frem FREECOREADJ
(1).
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REDTAPEQUOTA (1)

Calculates how much memery will be taken up by red tape
headings fer jebs based en a formula given in the Geerge 3 eperating
system manual, The formula is based en the number of jebs started
and the number of jebs tentatively started. This segment is called

froem FREECOREADJ (1).

NEWJOB (4
Selects and initiates the relling in of new jebs. Relecates
memery if ensugh space is net found for the jeb and if the fragmentatien

level is greater than the jeblead.

INSERT (2)

Orders the ready queue on & prierity basis accerding to the
jeb types. Jobs ef type 1 taking top prierity, jebs of type 2, secend

prierity etc.

INSERT (3)

Orders the ready queue accerding to certain types of jebs.

In this case, all even numbered jeb types have tep prierity.

INIT (3

This segment is respensible for setting up the state frem
which the simulation rum will proeceed and fer initialigzing the
simulation variables. This segment was develeped for a George 3 system
medel. The memery is partitioned and is filled with jebs until the
queta eof memory fer George 3 chapters and red tape headings prevent
this. The simulatien then starts frem a null state since ne interrupts

or input/eutput requests are generated in this segment.

INSTRGEN (2)

Generates the next event te eccur en the system for each

precesser. Prebability distributions govern the range of events which
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are chosen via random numbers, This segment is part of a George 3 system

model and has six events:

1.
2.
3
L.
5.
6.

time-slice expired

Input/output request

termination

chapter change

chapter transfer

M.0.P. job started or job placed into background queue.

Processors entering this routine idle are automatically passed to segment

JQLIST where an attempt will be made to reallocate them with a Jjob.
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SKELETON LISTING AND DOCUMENTATION
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SKELETON _ DOCUMENTATION

CHANNEL TIME (1)

1. Checks all the times of the channels te find the lewest,

2. This is stered in the variable IOTIME and constitutes the time when
the next channel will be free.

NOTE FOR USE

1. Only called by NXTEVENTIME (1). Therefere is unneecessary if
NXTEVENTIME (1) net used.

INTRUPLIST (1)

1. Each entry on this list centains the time the interrupt will eccur,
the type of interrupt, whether generated after erdinary imput/output
request er because a jeb has been relled in, and the number of the
Job it cencerns. This infermatien is passed as parameters.

2. If the list ef interrupts is empty then the entry ef an interrupt
becomes the head of the list.

3. Otherwise searches dewn the 1ist until the time of the new entry is
less than an entry en the list. The new entry is then placed en
the list before this entry.

4. If no entry en the list has a greater time than the new entry the
new entry is placed at the end of the list.

NOTES FOR USE

1. Called frem the main bedy after any input/cutput operatien has been
cempleted.

IOLIST (1)

1. Each entry en this list contains the time the entry weuld be placed
en the list, the type of interrupt that will be generated after the
input/eutput eperation is cempleted, the type of input/eutput
operation te be carried out, and the number of the jeb requesting this
eperatien. ‘

2. If the list is empty, the new entry becomes the head ef the queue.

3. Otherwise the list is searched until an entry en it has a time which

is greater than the new entry. The new entry is then placed before
this en the list.

L. If no entry en the list has a greater time then the new entry is
placed at the end of the queue.
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INSERT (1

1. Each entry en this list contains the number of the jeb and the time
it is ready te run.

2. Adds on a delay for this eperation ente the precessor time, SYSTIKE
and OSTIME.

3, If this ready queue is empty, the new entry becemes the head of the
queue. ,

4e Otherwise the 1list is searched until an entry en the list has & time
which is greater than the new entry. The new entry is then placed
en the list befere this entry.

5. If ne entry en the ready queue has & greater time, the new entry is

placed at the end of the queue.

INOUT !1!

1.

Adds en a delay associated with placing an entry on the queue for
input/eutput channel resources te precesser time, SYSTIME and
OSTIME. -

2. Recerds in JOBLOCESTART the time when the job is blecked.

3. Sets the input/eutput eperatien to be performed te an erdinary
input/eutput request

4. Sets the type of interrupt operation which will be required on '
cempletion of this eperatien to unblecking the jeb and swapping
it frem the blecked state te the ready queue (INTRUPTYPE:= 'TRUE').

5. Sets the flag WAITBLOCKED to signsl that the jeb is blecked.

6. Calls IQIST(1) te place an entry fer this request onte the queue
fer input/eutput reseurces.

ROLLIN (1

1. Makes a note ef the time the jeb is initiated.

2. Adds on the delay associated with placing an entry en the queue for
channel resources te the time of the precesser, SYSTIME and OSTIME,

3. Sets the input/eutput eperatien to indicate relling in of a jeb
(10: = *FAISE').

4. Sets the type of interrupt eperation te unblecking the jeb and
placing en the ready queue (INTRUPTYPE:= 'TRUE').

5. Sets the flag WAITBLOCKED to indicate the job is blecked.

Calls IOLIST(1) to place an entry for this request ente the queue
for input/eutput reseurces.
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REALLOC (1)

1. Checks if ready queue is empty and if se makes processer idle
(pr [1]: = 0).

2. If net, checks whether the time of the first eatry en the list is
greater than the time of the precesser.

3. If this is the case the jeb is net ready te run at the time the
precessor entered the reutine and se the precesser is made idle.

4. If net, the precessor is assigned that jeb by setting PR t equal
to the number ef the jeb,

5. A delay fer this eperatien is added ento the precessor's time.

6. If the precessor is (still) idle the reallecatien delay is added
ente OSTIME,

7. JBLISTIME is set equal to the time at which the precesser would
leave the critical regien.

NOTES FOR USE

1. Must be used in cenjunctien with INSERT (1) since REALLOC (1)
relies on the list being time ordered, i.e. that the head of the list
is the next job to be assigned precessing time. If INSERT (1) is
changed se that a different strategy is used instead ef round rebin,
and this property (head ef list always first te be assigned) ne
lenger helds, REALLOC will require adjustment.

JOBSIZGEN (1)

1. If the last jeb generated by JOBSIZGEN (1) was used by the simulatien
& randem number is generated and set equal to the variable N8,

2. Checks which range the number falls inte and sets JOBTYPE accordingly.
3. Generates anether randem number in the range 1 - 100.

4. Checks which range the number falls inte and sets JOBSIZE
acoerdingly. '

5. If the last jeb generated by JOBSIZGEN (1) was not used en the system
then the specifications remain the same,

NOTES FOR USE

1. The distributions used in JOBSIZGEN (1) can be readily changed te

depict differing workleads and te suit the figures from which the
user has been working.
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JQLIST !1!

1.

2.

3.

Ln

5.

Each entry in this list contains the number of the processor and the
time it arrived at JQLIST (1).

If the head of the list is null then the new entry is placed at the
head of the list.

Otherwise the list is searched until an entry on the list has & time
which is greater than that of the new entry and the new entry is
placed before this on the list,

If no entry is found to have a greater time then the new entry is
placed at the end of the list.

Sets variable NOTENT (1) to show that processor is now an entry on
the queue waiting to enter the critical region.

NOTES FOR USE

1.

10.

1.

Entries in this queue are supervised through the critical region by
the MAINBODY which constantly checks the time of the head of the list
against the master clock.

Although a single processor system does not require such a queue,

JQLIST (1) should still be included in the simulation model to
preserve the structure of the model. Its inclusion does not
simulate the processor waiting in this case but passes the processor
straight through automatically and hence does not affect the results
of the simulation study.

1

Clears array JOB by setting all its entries to gero.
Reads in values for system and workload specifications.

If a job can be fitted in memory, this segment fills the free core
with jobs generated by JOBSIZGEN noting their characteristics i.e.
size, location of beginning of job, location of end of job and its
type in array JOB.
Initialises JBBLOCKSTART to zero.
Notes number of core images on the system.

Increments JOBNEW - number of next job to be introduced to the system.
Increases JOBLOAD by the size of the job,

If the job generated is too large and cannot be fitted into memofy
the space left is assigned to FRAGLEVEL. .

JOBNEW is set equal to the number of that last job.
A sample is taken of the fragmentation level.

The space is placed on the gap list,
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14.

15-
16.
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LASTJOBIN is set te 'false' to indicate that the last jeb generated
by JOBSIZGEN was not used.

If the menery is filled exactly the head of the gap list is set to
null and & sample taken ef the fragmentation (which will be zero).

All timings are set te 0.0 and all heads of lists set to null.
All boelean variables are initialised.

The entries for the first jebs are assigned te precessers.

Any other cere images are placed en the ready queue.

NOTES FOR USE

1.

2.

INIT (1) must be used in cenjunction with GAPLIST (1) SPACEINCORE (1)
and NEWJOB (1) since all deal with the partitiened type of memery
management scheme,

The state of the system frem which the simulation starts can be
altered by putting entries ente the lists, setting times te values
ether than zere and leading cere such that fragmentatien exists
befere the simulation starts,

GAPLIST (1

1.

2.

e

L.

5.

7.

8.

The parameters passed teo GAPLIST (1) include the size of the gap and
the lecations eof its beginning and end in memeory. .

If the list is empty then the new entry is placed at the head of the
list. ’

Else OK1, which signifies, whether the new gap jeims. with another en
the 1list, is initialized te 'false’.

A check is made te see if the end of the new gap jeins the beginning
of the first gap en the list, i,e, if they are displaced by enly
ene lecatien. If se that entry is enlarged te include the new gap.

If OK1 is true, the new gap has already been feund te join anether
gap en the 1list because its beginning jeined the end of a gap on
the list, Since this has been included inte this entry the previeus
entry must be destreyed. The previeus entry will have the same
beginning but net the same end and a search for such an entry is
made and the entry is then taken frem the list when feund.

OK1 18 set to true te indicate that the new gap has joined with a
gap en the list,

If the end of the new gap dees net jein the beginning ef the ene en
the 1ist a check is made to see if the beginning ef the new gap Jjeins
the end of the one on the list. If se, that entry is enlarged te
include the new entry.

If OK1 i3 true, the new gap has already jeined with anether en the
list because its end jeined with the beginning ef one en the list.
Since, this has been included in this eatry, the previous entry is
destreyed. The ends ef the two entries will be the same but net
their beginnings,
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9. OK1 is set to true te indicate that the new gap has jeined with
a gap on the list.

10. This precess is centinued for every entry en the list thus
censelidating all gaps which jein tegether.

11. If OK1 is 'false' i.,e. the new gap did net jein with any ether

gaps on the 1list, the new gap is placed as the last entry on the
list.

NOTES _FOR _USE

1.  GAPLIST (1) must be used in cenjunctien with INIT (1), NEWJOB (1)

and SPACEINCORE (1) since they all deal with partitioned memery
management schemes,

SPACEINCORE (1)

1. If the list is net empty, it is searched until & gap is found which
is greater than er equal to the size of the job which is te be
brought inte memery.

2. This entry is remeved frem the list and a pointer left peinting te it.

3. GAPFOUND is set to 'true'.

L. If the list is empty er no gap is feund GAPFOUND is set to 'false'.

5. A delay is added en to the time eof the processer and OSTIME.

6. The value of GAPFOUND is passed as indicatien ef whether a gap

found or not.

NOTES FOR USE

1. SPACEINCORE E1g must be used in conjunctien with INIT (1), NEWJOB (1)
and GAPLIST (1), since they all deal with partitiened memery
management schemes.
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NEWJOB (1)

1.

2.

3.
L.

5.

7.

8.

9.
10.

Generates a Jjob by calling JOBSIZGEN.

Checks if there is space in memory to bring in a job by calling
SPACEINCORE (1).

If there is, alters JOBLOAD and FRAGLEVEL accordingly.

Records size of job, its locations in memory and its type in array
JOB; locations are determined by the pointer to the gap left by .
SPACEINCORE (1).

If the gap ia.larger than the job the remaining space is placed back
onto the gap list.,

The job is rolled in by ROLLIN,

Adds on a delay to the processor time and OSTIME, since the Low
level scheduler would have been responsible for the choice of job
to be brought in.

Increments number of coreimages.

Increments JOBNEW,

Continues this process until a job cannot be brought into memory

where it sets LASTJOBIN to 'false' to indicate the last job generated
by JOBSIZGEN was not used and OK to 'false' to stop the loop.

NOTES _FOR USE

1.

2.

NEWJOB (1) must be used in conjunction with GAPLIST (1) INIT (1)
SPACEINCORE (1) since they all deal with partitioned memory
management schemes.

Relocation of core can be built into NEWJOB (1) (see NEWJOB (3) )
but must be used under the same circumstances as NEWJOB (1).
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INTRUPCHECK (1)

1. If the list is not empty, then if the time of the interrupt at the
head of the 1list is less than or equal to the time of the processcr,
the processor is set to = 1 i.e. a null state. The processor will
then be picked up by the main body and assigned to deal with the
next interrupt.

2., Otherwise NEWJBOOL is set to show that the processor requires a new
Job and should be reallocated. c

3. An entry for the processor is placed on the critical region queue
by JQLIST.

NOTES _FOR_USE

1. This segment assumes that the same processor deals with all interrupts.
If different interrupt algorithms are used this routine will be
different. For example, if the processors deal with interrupts in
turn then each processor would just be placed on the critical region
queue to be realloceted with another job.

INTERUPT (1

1. Sets the processor time equal to REALTIKME if the processor is not
on the critical region queue. (NOTENT [IJ = 'TRUE')

2. Effectively‘interrupts‘that processor by checking various conditions
and acting on these. The conditions are:

a. If the processar is on the criticel region queue its entry 1s
taken from the queue and a note is made of its waiting time in
the queue (PROJQWAIT), if it is not idle.

b. If the processor requires a new job the segment changes the
variable NEWJBOOL L I Jto show it no longer needs a job.

¢. If it was already working on a job that job is inserted into
the ready queue and the delays for this action added on to
processor time and OSTIAE.

d. If the processor is idle PRTTI] =0 or mull PR CI] = -1
(see INTRUPCHECK (1), nothing needs to be done.

3. Checks if interrupt requires swapping of an entry from the blocked
state to the ready queue. i.e. input/output or the rolling in of a
Job has been completed.

L. If input/output has been completed delays are added for swapping the
entries between the queues, & record is made of how long the job
wags blocked and en entry for the job is inserted into the ready queue,

5. If a job has been rolled in (IO = 'false') it is unblocked and placed
onto the ready queue.

6. If the rolling out of & Job is the cause of the 'interrupt', the
boolean NOTROLLEDOUT is set to 'false'.to show it has been completed.
FRAGLEVEL end JOBLOAD are altered accordingly.
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The number of coreimages is decremented. The gap is placed on the
gap list. Delays are added on to processor time and OSTIME,
NEXJOB is called to bring in another job.

7. The head of the list is moved onto the next entry.

ENDJOB_ (1)

1. The variable NOTROLLEDOUT is set to show that the Jjob is in th
process of being rolled out. :

2. Delays for setting up an entry on the channel queue are added to
the time of the processor and to OSTIME and SYSTIME. -

5. The variable IO is set to 'false' to show it is not an ordinmary
input/output request.

4. The variable INTRUPIYPE is set to 'false' which indicates the
type of interrupt gensrated after the rolling out is completed.

5. IOLIST is called to put an entry onto the channel queue.

INSTRGEN (1)

1. Sets processor time equal to REALTIME.

2. If the processor is not idle, the type of the job is used to
determine the probabilities of events occurring to that Jjob.

The events are time-slice expired, input/output request, or job
termination.

3. Generates a random number between 0-100,000 (100,000 was chosen

because it is easy to work out the percentages of events - see
section 6.2.2.) '

4. The variable JBSIZE contains the mill-time used by the job and is
incremented one time unit (or 1 millisec); as in the processor
time,

5. If the random number falls in the range of time-slice expired a
note is made of the number of time-slices used by that job and
an entry for the processor is placed on the critical region
queue where it will place an entry for the job on the ready
queue and be reallocated with another.

6. If it falls in the range indicating input/output request, & note
is made of the number of input/output requests made by the job,
INOUT is called to block the job and initiate input/output. The
processor is then put on the critical region queue with NEWJBOOL
set to show it requires reallocation with another job.
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8.
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If it falls in the range for job termination, a note is made of jobs i
which have terminated (JOBCOUNT). An accounting delay is added onto
processor time., ENDJOB is called to roll out the job and an entry

for the processor is placed on the critical region queue with
NEWJBOOL set to show it requires reallocation with another Jjob.

If it falls outside the above ranges it is assumed to be an
ordinary instruction, see note 1.

If the processor is idle it is placed on the critical region gueue
with NEWJBOOL set to show it requires a new job.

NOTES FOR _USE

1.

The simulator only checks for events whichmquire some operating
system intervention. 1.0 millisecs is added onto the mill time
because the simulator assumes that the instructions between such
events require only arithmetic computation e.g. +, -, shift etc.
The average time for such instructions to be processed is 0.002
millisecs and thus the simulator checks for an event requiring
operating system intervention every 500 instructions. Although the
results gained are slightly grosser than if a check was made every
0.002 millisecs, the simulation model is much faster. The model
can be made to run faster by adding on a second or 10 millisecs
and adjusting the probability of events accordingly, but the results
become grosser.

NXTEVENTIME (1)

1.

2.

3.

L.

5.

The variable TEMP is set equal to SAMPLZVAR.

Any processor which is not on the critical region queue and not idle
is checked. If any one of their times is less than temp, temp is
set equal to that time.

CHANNELTIME is called to calculate the time when the next channel

will be ready to take up another operation and set this to IOTIME,

TEMP is then tested against IOTIME and if IOTIME is smaller, TEMP
is set equel to IOTIME.

The variable JBLISTIME is checked. This gives the time when the next
processor can pass through the critical region. If this is less
than TEKP and the time when the first job is ready to run is less
than JBLISTIME then TEMP is set equal to JBLISTIME.

If any processor on the eritical region queue wishes to insert a
Job entry onto the ready queue and JBLISTIME is less than TEMP
then TEMP is set equal to JBLISTIME.

If the time the next interrupt is to occur is less than TEKP,
TEMP is set equal to that time.
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MAIN BODY

1.

2.

3.

Ii-u

7.

9.

10.

11.

Cells segment INIT to set up the initial state of the simulator.

The MAIN BODY carrles out the following loop until 12 Jjobs have been
completed. (One loop per time unit).

If any processor is idle and is ready to run (PRTIME LI <= REALTIME)
its idle time is increased one time unit.

If any processor is not on the critical region queue and is executing
a job, INSTRGEN is called to generate the next event for that job.

A check 1s made to see if there is a processor on the critical region
queue which can now eater it - its time and JBLISTIME must be less
than or equal to REALTIME. If there is its entry is removed from the
list noting how long it waited on the list., The segments INSERT and
REALLOC are called according to the boolean value in NEWJBOOL.

A check is made to see if there are any entries on the channel queue
and if so, whether a channel is free to deal with them. If the time
of the channel <= REALTIME then it has been stood idle and its idle=-
time is noted in CHANNELIDLE., If the time of the channel and the
time of the entry on the queue are {= REALTIME, the channel can deal
with the request, Delays are added onto to the time of the channel
and the entry according to the type of input/output operation to be
carried out. An interrupt is generated at the time the operation
would have beencompleted and the entry is removed from the queue.

This next section of the MAIN BODY is used to take performance
measurement snapshots during the simulation. The variable SAMPLEVAR,
is used to take the measurements at regular intervals, in this case
50 millisecs. The amount of fragmentation is totalled, and FRAGCOUNT
incremented; the amount of core being used by core images is
totalled and USERCORECOUNT incremented; the amount of core used by
the operating system is totalled and SYSCORECOUNT incremented.

One time unit is added to the master clock.

IXTEVENTIME is called to determine the time of the next event. If
the time is greater than REALTIME, REALTIME is set to this and any
processors which are idle have their idletimes increased.

A check i1s made for any interrupts that would occur at that time and
if there are segment INTERRUPT is called to deal with them.

Prints out in tabular form the results of the simulation run after
12 jobs have terminmated.

NOTES _FOR_USE

1.

When taking the performance snapshots using SAMPLEVAR, far more
information can be recorded and output if required. For example:

&+ Length of input/output and critical region queues (see
IOQFPROBE (1) and JQSIZPROBE (1).

b. Number of coreimages.
¢. Number of input/output requests since last sample snapshot,
d. Percentage of time processor(s) idle since last sample etc.
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Appendix 8

LIBRARY  DOCUMENTATION
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INIT §2!

1. Reads in values for system plus workload specifications. .

2. Loads ﬁemo:y segments with jobs generated by JOBSIZGEN, recording
relevant information in array JOB.

3., Alters the fragmentation level and the job load accordingly.

4. Increments JOBNEW every time & job is placed in a memory segment,
so each job has a unigque number/name.

5. Initializes all heads of lists to null and timing variables to zero.

6. Assign processors to jobs, in memory:

if numbers of processors is less than number of Jjobs in
memory then record other jobs onto ready queue.

else if number of Jjobs in memory is less than number of
processars set other processors to idle (PR [I]: = 0).

NOTES FOR_USE

1.

Must be used in conjunction with NEWJOB (2) GAPLIST (2)
SPACEINCORE (2), designed for segmented memory management.
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GAPLIST (2)

1.

This segment is called when a memory segment becomes free. The
number of the segment is passed on as a parameter. A boolean
array SEGEMPTY alters its corresponding elemement to give a 'true!
value.

NOTES FOR USE

1.

This segment differs from the skeleton GAPLIST (1) in that the
number of the memory segment which is free is passed on as &
parameter, not the size, beginning and end of the gap. Thus the
call to GAPLIST (2) from INTERRUPT (1) must be altered. Must be
used in conjunction with the segments INIT (2) SPACEINCORE (2),
NEWJ0B (2) designed for segmented memory management.
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SPACEINCORE (2)

1.

2.

3.

Ii..

Sets boolean GAPFOUND to 'false',

Searches down array SEGEMPTY for an element which gives a 'true’
value i.e. the segment with that element number is free.

If one is found GAPFOUND is set to 'true'; the corresponding
element in SEGEMPTY is now set to 'false',

A delay is added to the processor time and the time it spent in
the operating system for this operation.

NOTES FOR_USE

1.

2.

As the algorithm for determining a free segment is gimpler than
determining a gap as in the partitioned memory scheme, the delay
for this operation will be less than in the partioned memory
SPACEINCORE (1).

Must be used in conjunction with GAPLIST (2), NEWJOB (2), INIT (2)
designed for segmented memory management.
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NEWJOB (2)

1. Checks if there is a segment free in memory; calls SPACEINCORE.
2, If there is, calls JOBSIZGEN to generate a new job.

3. Assigns entries to array JOB
1. Job size
2. Segment which it will occupy
3., Segment space wasted
L. Job type.

L. The fragmentation level and the jobload are altered according to
the size of the job.

5. ROLLIN is called.

6. Adds on LLS delay as the low level scheduler would have been
responsible for the choice of job to be brought in.

7. Increments JOBNEW - number of next job to be brought into system.

8. Continues this process until a job cannot be brought in.

NOTES FOR USE

1. Must be used in conjunction with INIT (2), GAPLIST (2),
SPACEINCORE (2) designed for segmented memory management.
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NEWJOB (3)

1. Checks if number of tentatively started jobs is greater than zero.
2. If so, it generates a job by calling JOBSIZGEN,

3. Checks if there is space in memory to bring in the job by calling
SPACEINCORE,

4. If there is, JOBLOAD and FRAGLEVEL are altered accordingly.

5. .Records the size of job, its locations in memory and its type in
array JOB: N.B. the locations are determined by the pointer to the
gap left by SPACEINCORE.

6. If the gap is larger than the job the remaining space is placed back
onto the gap list.

7. The job is then rolled in by ROLLIN.
8. Decrements number of tentatively started jobs.
9. Increments the number of core images.

10, Adds on a delay for low level scheduler which would have carried
out this operation.

11. Increments JOBNEW, which will be the number of the next job.

12. If there is not enough space in memory (SPACEINCORE delivers a
'false' value), checks if the fragmentation level is greater than
the job load.

13. If this is the case, segment RELOC is called to relocate memory.
The number of times relocation took place is incremented.

14. The fragmentation level and job load are altered accordingly.
15. The job characteristics are recorded in array JOB as above.

16. A check is made that the relocation has taken place correctly
(- this assists the user who wishes to alter the segment RELOC).

17. Any space which is still left in memory is recorded in the list
of gaps.

18. The job is rolled in by ROLLIN, Decrements TENTSTART, increments
COREIMAGE.

19. A delay for the low-level scheduler is added onto the time of the
processor and the time it has spent in the operating system since
it would have been responsible for the above cperations.

20. Increments JOBNEW,

21. Continues this process until a job cannot be brought in, at which
point LASTJOBIN is set to false to show that the last job generated
by JOBSIZGEN was not used.

22.  FREECOREADJ is called to alter FREECORE if necessary.



194

NOTES FOR _USE

1.

This segment recognises tentatively started jobs and calls
FREECOREADJ, i.e. it is a segment developed for use in the
George 3 operating system,

If a similar segment is required for the skeleton structure
without these facilities see NEWJOB (4).
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RELOC (1
1. Check if any Jjobs are on the ready queue, If there are place these
in memory, starting from the bottom, For each job, alter its
entry in array JOB which holds the information concerning the jobs
position in memory.

2. Any jobs currently assigned to processors are then relocated and
array JOB altered accordingly.

3. Any jobs which are blocked are dealt with in a similar manner.
4. Increase channel times by relocation delay.
5. Any interrupts which are to occur are set back by the delay.

6. The delay is added to the time of the processor carrying out
relocation and the time it spends in the operating system.

7. The delay is added to the master clock REALTIME and from this

all other timing variables i.e. JBLISTIME and processor times
are altered.’

NOTES FOR_ USE

1. Called from NEWJOB (3) (see listing of NEWJOB (3) in library
which includes relocation).



‘ (.14,
€ . JLTLIVIN=SL T1Iwllnd, NIHL, -
; ~ 3418793450 113404l d,414)
o8 .bamacohnﬂmﬂbh- (7]
i - .14,
i IATLVOIA=IIATASINSMNIHL, g
IWTILIVINO>IATLSIIEF 4T,
- . 29340207134,501d, 341LIVIY K
£93670733%, SN 14, [113WILS5027130707348, 8014, [ 133WTLHd
b JZHADI 40, LXNSIZHLAL Ve
400, 1IN ANST (24041, 40, 1XN
- 93030734, 501d, 290d 1,90, INTRANELNT 4 11T HA, s
2930207138, SN V4. LYHIDITINNIHD
‘. . 400, 0NVHI, 0L, VHI, H04, "
HYEN
avolAOF=:CS ONSOr)HOL b
ZCLYONROFIBOT4SN14,AY070C
21+QV0I80F=2{270ONAOIIBOr NINHL, or
[ONGGr1a3%2018L VA, HO, CONSOLFILIN0AITI0dLON, 4T,
L8 «00,02,0),0NE0F, 504, ¥r
N 3
. a¥olaor=: (g oNBOrIdOL o
ZCL’ONS0T130F.SN1d,aV0HOT
( f+ayQla0r=s[2°ONAOTIROP o)
’ 10 TIN4=1ONSOC NIHL,
. [117008rA3Ng 10N, ANV, ONC 13¥d,391,) .
( -an-F|szh.H.¢°hv ]
R 9L
( - a¥01d0f=: (S oNBCr)300 Cow )
SCL“ONIOF180F.SNT4, QY0300
. ZL+qy080T=:[270NA0T 10 -
( 24¥1d,40,d=20NNOF, NIHL, ¥
™ . Jdﬁ_z.mm.—mhu-uaohuwz-u-w [F3
SCIHLd, 40, 0XIN=2L YL
C - . favongor=:ifz‘oyaoriaor 8 )
ZCL’ONBOFIAOF,SNTd, GVYOIROT
' JL+av080r=2[2°0NEOMIBOP 14
( f14id, 40, d=3ONYOT) 1
" «0Q,TIAN, INST o EM1da 40, 1X3N, ITTHA, n
SNIHL,TINNGINSTL b ULd, 41, -
[ Z0=:aV0NBO0 QY IN=: | UL4Y ISWI, =3 INNEINOYY T
, : S.0T0A,(T44NT,) =20738,208d,
! . o
‘ b +3.H0) NI STOF S3ILVI0T3H.I,. 8
(o L
D . 130734 INIWNI0G n
]
¢ u SEN ONESN §£§7SS™21 LV G2AVHR| NO ,8W4dOW"9RORBdSSS, NI NOLSY JV 6597394 &
(w SL"¥27SE 1Y BLINFRE NO QIINA0¥d (/1D EI0OVIUT9R024SSE 40 ONFLSTIH o )
U AN NHAH NN NI M S NN A N N M NN MY M YN Y Y Yy NEHNE  HERNR TI11]
( TR LEERE LR LEL] EEEPEEEEY LT yduy ¥ [ [ ¥
u  eHUHMHEYHHUGHHHUMBAYY FEEFECLLEETE 4y (N SR T R ¥
L EEREEE L EEEL LT ] dWdd04 98084553 FEPELTETERTET] dOm yuuy T T 77 T A R |
(A TP T EECFEEEYEELEEE] FETEETYTEREEY ERE ] X N K ¥
cHYYHYYYAHHUEN A HNANY FEEFETEENEET ] yYYY ) [ ¥ ‘-
A e L L LR L ECEEEEE R EE R LR L PP LEL L PR R R R R R R R ERE R PR EEFERE LR EE R L PEREEREE PR LR R L (T I TN TT1T]

Ly




196
JQSIZEPROBE (1)

1. If head of 1list is null then queue is empty.

2. If not, count number of entries in the list whose times are less
than or equal to the masterclock, REALTIME i.e. which would be
on the queue at time of sample,

3. Print out size of queue.

NOTES FOR TUSE

1. For use in sample snapshots.
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IOQPROBE (1)

1. If the head of the list is null then the list is empty.

2. If not, count the number of entries in the list whose times are
less than or equal to REALTIME i.e. which would be on the queue
at the time of the sample,

3. Print out size of queue.

NOTES FOR USE

1. For use in sample snapshots.
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HLS (1)
1. Adds on delay for high-level scheduler to processor time and
OSTIME.

2. Totals user's max size specifications (assumed to be LOK for
simplicity) of all tentatively started jobs.

3. If this total is less than 200K and there are some jobs in the
well a job is tentatively started.

NOTES FOR USE

1. This segment was developed for the George 3 simulation.
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FREZECOREADJ (1)

The variable SAVE is set to what FREECORE should be.

If FREECORE i1s less than SAVE then a gap in memory is created to
allow that extra core to be freed to users.

If FRZECORE is greater than SAVE a check is made down the list of
gaps for one at the top of the user's core area.

If this gap is greater than the amount needed for adjusting FREECORE
the end of the gap is altered so that the remainder steys on the list
and FREECORE is adjusted.

If this gap is smaller than the amount needed its entry is removed
from the list and FREECORE i1s brought as near as possible to SAVE.

NOTES _FOR_USE

1.

2.

Called from segment NEWJOB (3).

Although this segment does not always give FREECORE a value that is
ideal according to the formulas given in the George 3 manual (see
segments CHAPQUOTA and REDTAPEQUOTA) the difference is negligible.
Also the actual system itself flunctuates since these formulas
only act as guidelines.
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CHAPQUOTA (1)

1. Calculates total number of jobs started.

2. According to this total the amount of core required for George
chapters is calculated. The lower the total number of jobs the
less core is required for George chapters for each one.

3. This value is then rounded up to an integer.

NOTES _FOR USE

1. Formula specific to George 3 operating system. Used in segment
FREECOREADJ (1).
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REDTAPEQUOTA (1)

1. Multiplies the number of core images by 2.5K and the number of .
tentatively started jobs by 2.0 K. The freepool of memory needed
for the George 3 operating system to function properly and some
memory necessary for essential functions is then added,

2. Rounds up the value gained to an integer.

NOTES _FOR__USE

1. Formula specific to George 3 operating system

Used with segment FREECOREADJ (1).
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NEWJOB (4

1. Generates a job by calling JOBSIZGEN.

2. Checks if there is enough space in memory for that job by calling
SPACEINCORE. TE e

3, If there is JOBLOAD and FRAGLEVEL are altered accordingly.

L. Records the size of the job, its locations in memory and its type in
array JOB. N.B. The locations are determined by the pointer to the
gap found by SPACEINCORE.

5. If the gap is larger than the job the remaining space is placed back
onto the gap list,

6. The job is thenrolled in by ROLLIN.

7. Increments number of coreimages, and adds on delays for low-level
scheduler which would have carried out this operation.

8. Increments JOBNEW,

9., If there is not enough space in memory (SPACEINCORE delivered a 'false'
value), a check is made to see if the fragmentation level is greater
than the job load.

10. If this is the case, RELOC is called to relocate memory. The number
of times relocation was necessary is incremented.

11. JOBLOAD and FRAGLEVEL are altered accordingly.

12. The job characteristics are recorded as above (see L).

13. A check is made that relocation has taken place correctly - this
assists the user who wishes to alter the segment RELOC.

14. Any space which is still left in memory is recorded in the gap list.

15. The job is rolled in by ROLLIN.

16. The number of coreimages is incremented and delays for the low-level
scheduler are added.

17. JOBNEW is incremented.

18. This process is continued until a job cannot be brought in, in which

case LASTJOBIN is set to 'false' to show that the last job generated
by JOBSIZGEN was not used.
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INSERT (2

1.

2,

3.

L.

Se

Each entry on the list contains the number of the job, the time it
is ready to run and it's priority. The priority of the job is based
on its type.

Adds on a delay to the processor time, SYSTIME and OSTIME.

If the ready queue is empty, the new entry becomes the head of the
list,

Otherwise the list is searched until an entry on the list has &
priority which is greater than the new entry. The new entry is then
placed on the list before this entry.

If no entry on the ready queue has a greater priority, the new
entry is placed at the end of the queue.

NOTES FOR__USE

1.

Before using this segment an extra field must be included in the
' JORENTRY' structure; an integer field called PRIORITY is used
in this segment. '
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INSERT (3)

1.

2.

3-

4.

Each entry on the list contains the number of the job, the time it is
ready to run and its priority. The priority of the job is based upon
certain types of Jjobs,

Adds on delays to processor time, SYSTIME and OSTIME.

If the job is of an even numbered type, the priority of that job
is 1 otherwise it is 2.

If the ready queue is empty, the new entry becomes the head of the
list,

Otherwise the list is searched until an entry on the list has a
priority which is greater than the new entry. The new entry is then
placed on the list before this entry.

If no entry on the ready queue has a greater priority, the new entry
is placed at the end of the queue.

NOTES FOR USE

1.

2.

Before using this segment an extra field must be included in the

' JOBENTRY ' structure; an integer field called PRIORITY is used in
this segment. Also, a new variable THISPRIOR must be declared, t
hold the priority of the job being placed on the list. '

This method of picking certain jobtypes to have greater priority over
others can be extended to having each type a different priority if
necessary (but not necessarily in order as in INSERT (2)).
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mrr_(3)

1. Reads in values for system and workload specifications.

2. Sets pumber of tentatively started jobs to four.

3., Fills available memory (FREECORE) with jobs generated by JOBSIZGEN,
Incrementing number of coreimages for each job.,
N.B., FREECORE is not set but can fluctuate and its value iz determined
by the total amount of memory minus that required for George chapters
and red tape headings.

4., Notes size, locations of job and its type'in array JOB,

5. Sets JOBLOCKSTART to zero since the job entered the system at time zero.

6. Increases JOBLOAD by the size of ths job.

7. If the job generated cannot be fitted into memory the number of
coreimages is decremented.

8. Freecore ié set to its new value as in 3.

9. The fragmentation level is noted.

10. JOBNEW is set equal to the number of the last job.
11. A sample is taken of the fragmentation level.

12. The gap left in memory is placed on the gaplist,

13. LASTJOBIN is set to 'false' to indicate that the last job generated
by JOBSIZGEN was not used.

14. If the memory is filled exactly the head of the gaplist is set to null
and a sample taken of the fragmentation level.

15. All timings are set to 0.0 and all heads of lists to null.
16. The entries for the first jobs are assigned to processors.

17. Any other core images are placed on the ready queue.

NOTES FOR USE

1. INIT (3) is for use with the other segments adapted for the George 3
system model (see INSTRGEN (2) and NEWJOB (3). Four other new
routines were developed for this model, They are:- HLS (1),
FREECOREADJ (1), CHAPQUOTA (1), REDTAPEQUOTA (1).
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INSTRGEN (2)

1.

2.

30
2"-

5.

7.

8.

9.

10.

1.

12.

NOTES

Sets processor time equal to REALTIME,

If the processor is not idle, the type of the job is used to
detercine the probabilities of events occurring to that job.

Generates a random number between 0-100,000.

The varieble JBSIZE notes the mill-time used by the job and is
incremented one time unit (i.e. 1 millisec), as is the processortime.

If the random number falls in the range of the event time-slice
expired, & number is made of the number of time-sliced used by that
job and an entry for the processor is placed on the critical region
queue from where it will place an entry for the job onto the ready
queue and be reallocated with another, N

If the random number falls in the range indicating input/output
request, a note is made of the number of input/output requests made
by the job. INOUT is called to block the job an initiate input/
output. The processor is then put on the critical region queue with
NEWJBOOL set to show it requires reallocation with another Jjob.

If it falls in the range indicating job termination, a count is made
of the number of jobs terminated. An accounting deley is added onto
the processor time, and ENDJOB is celled to roll out the job. The
processor is then passed to the critical region queue from where it
will be reallocated with another Jjob. '

If it falls in the range indicating chapter change g delay is added
onto the processor time, SYSTIME and OSTIME and & note is made of
the number of chapter changes that occur.

If it falls in the range indicating chapter transfer a delay is added
for a chapter change since the location of the chapter still has to
be determined. The transfer of the chapter from secondary storage to
memory is then treated as an input/output request for simplicity.

If it falls in the range of a job entering the well or being started
from a M,0,P, terminal, this acts as & kind of interrupt and the job
must be placed on the ready queue. The number of Jjobs in the well
is then increased and HLS is called to determine whether a job can
be tentatively started. The processor is then put on the critical
region queue from where it will be reallocated with another job.

If it falls outside the above ranges the next instruction is assumed
to be an ordinary one (see NOTES FOR USE below). '

If the processor is idle it is placed on the critical region queue
with NZWJBOOL set to show it requires reallocation with another job.

FOR__USE

1.

This segment only checks for events which require some operating
system intervention. 1.0 millisecs is added onto the mill time
because the model assumes that the instructions between such events
require only arithmetic computation eg. +, =, *, /, shift etc, The
average time for such instructions is 0.002 millisecs and thus the
segment check for events requiring operating system intervention
every 500 instructions.



i

~

1 —
1IN NN adaudJAadadaad4gaaaaaagau.44daaaaauadaddJJJAJJadqaduaaadadAdagaaaﬂaaadaddaaaauagadgaauaaaaaaaaauauaaaau.
L TN I MMM MMM MMM mI ' 11113
FITMIITITITIIIMIIM T NI I IMIIIMmMIIIMImIIMmMImmMIMmiIImMIImmInN M i $39¥d 40 ¥IBWNN T3
L eI I T I T I T T I I mMnImIITIm I AERRRRETS
*11711711111171711717177111111111 11T TN T I I I I I mMmiimmIMmimmmImm I mamimmmImmmmmmmM MmN
' .14,
(IYISTIOFY 3NYLl.=3C13100ulrA3IN, hIHL, 0= 114d,4513,
. W03
(1 iSInr
i I(1)STIHI L SNTd. IVINNISTOF
2,3N8L,=2(T) 1005 HIN
Y 293QLHISHILSNT4. LI IWTILEA?1IALNISNISN D ANTLSTIArZC(E)INISNINIHL,
IVL0L>ONSC9“3JALEOrTISLONdINTIAT,SNU4,1VLI0L,4573,
t CIMASEIOFY 3NN L, =3LT117009FAINT(I)LNONT

2730HIAYHI SN Tde [1TIHILSOZLaSNTd. ONSNYHLAVHD
2130HIAVHI L SN A, CCTIYAI3WILSAS S 13AHIIWHI SN 1A [T JIWILEd NIHL,
IVI0L>ON (S 34ALBOM]ISBONAUNIAA, SN, TVLOL, 4573,

273aHIdVHI, SNd

(I)ASTIOFS(1)E0rANIZCI) STHIT3aL

Lo SNVd, ONHIdVHI

£130HIdYHILSN1d, C1I3NILSO
GTEIINAdIINTILSASIVIAHIIVHI SNV LTI IWI LN, NIHD,
IV101>0HICY 3441807 )S20NdLINIAD, SN, 1VL0L 44513,
NNOJIIV.SNTId, CTIIMWILNGZ ,INHL, =3 CEYT00EFAIN

CCCINLININY LI WL, “[I)8d . B0F) ) INTHA?! g INYL, = (CIIHdIUIHTILEILTEL SN, INNOIBOF NIHL,

CAVHLISOrYVYINITIL YUY

cin

24°12°SL LY 8443512 NO 432Nna0¥d

aNTSO S0TCL € LV 4LAVMEL NO OWddOW*9E0RdSS=. NI

AY100>0NICE 34ALANP1SE0UdINIAIL SN, TVIO0L, 4573,
(E)ASINEr,3nYL,=2CT3 10068 AINSCT) LNOKIT
2LaSNIdLCCIIHalOIN0I,NIHL,
IVI0A>0NSCZ“34ALBOF]SH0dINIATLSNTd, IVLO0L, 4873,
cryisiver
21.SNIJLCCIIHATGd XIS NIHL,
IVL0L>0N L IdALROFISROSINIAI=2TYLI0L,. 4T,

"LeSNId[IIINELYULT0" Lo SN [EIBdII2ESES

2(00N00L»2aNVHE) 4 ¥ITLNI=20NNIHL,

£ 0<[ T18d.41,
EETISRLEFERN S SELTITT]
2, 010A,(3dALBOL“ 1, ANT,)=NIDHLSNT,I04d,

+JLONINNNYE ST
HI¥3 NIHLIA ¥NJJ0 O0) ST AVHL LN3A3 IX3IN 3HL S3IUVHINIID,D,

ZNI9HLSNI 1N3WN204
NOLSY LV B29=99N

(/LIZNIQYISNI®FBOBASS: 40 INTLSITN

ST 1T I I I T I I I M I T I I MmImMImIamaImmIm I mananmnamm rikee KNy Feuny LLLE))
111NN MMM m L] ] " ¥ L ¥ L} L]
STV 1M m ¥ ] ] v " L ¥ [ ]
1TV NN AuddOW~ 9803458 ¢ ARRERERER RN d0uW 11 Nabur Nuuan L] ] aRENa
111NN MMM mn ] [} ] ¥ ¥ y ]
1IN MTITnTm . 1"m u L L] L} ] L "
ST TN I ITITIM I I MMM MMM I ImIImmImmmmimmImmmiimInmmmmm ] riuN [ EY IR Wihuin

-

1 13

w3

%




207

APPENDIX 9
SPECIFICATION VARIABLE LIST
SERTAL TYPE OF STANDARD
NpER|  VE VALUE MEANING VALUE
1. FREECORE INTEGER (K) | Amount of memory available 97
for core images
2. MEMSIZE INTEGER (K) | Total size of memory 172
3. N INTEGER Number of processors 1
L. CHANO INTEGER Number of channels L
5. IODEL REAL (MSECS)| Delay for carrying out 70.0
- | input/output operation
6. REALLOCDEL | REAL (MSECS)| Delay for reallocating & 1.0
processor with a job from
the ready queue
7. INSERTDEL REAL (MSECS)| Delay for inserting & job 1.0
into the ready queue
8. | ROLLOUTDEL | REAL (XSECS)| Delay for rolling out a job | 600.0
onto secondary storage
9. ROLLINDEL | REAL (MSECS)| Delay for rolling in a job 600,0
from seccndary storage
10. RELOCDEL REAL (MSECS)| Delay for relocating the 5.0
Jobs in memory
11. CHANNELDEL { REAL (MSECS)| Delay for checking if there 2.0
: is enough space in memory
i2. GAPCHECKDEL | REAL (MSECS)| Delay for checking if there 2.0
is enough space in memory
for a job
13. INTRUPDEL REAL (MSECS) | Delay for dealing with 2.5
interrupts
1, SWAPQDEL REAL (MSECS)| Delay for swapping a job 2.0
from blocked state to the
ready queue
15. HISDEL REAL (MSECS)|{ Delay for high-level 1.0
scheduler
16. LISDEL REAL (MSECS)| Delay for low-level 1.5
scheduler
17. ACCOUNTDEL | REAL (MSECS) | Delay for accounting routines 3.0
18. SEGSIZE INTEGER (K) | Size of memory segments 30
19. SEGNO INTEGER Number of segments for core 3
images .
20. CHAPCHDEL REAL (MSECS)| Delay for changing from one 1.0
0.S. chapter to another
(ceorge 3)
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cont ....
SERIAL STANDARD
NUMBER ; VALUE
21. FREEPOOL INTEGER (K) | Amount of memory to be 5

free for George 3 to
operate properly

22, ESSENTFUNCT | INTEGER (K) | Amount of memory required by 3
George 3 for essential
functions
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APPENDIX 10
PROCESS VARIABLES AND STRUCTURES
NAME TYFE OF VALUE MEANING

CONTINUZD BOOL Used in terminating loops

0K BOOL Used in terminating loops

GAPFOUND BOOL Denotes whether a space in memory has
been found for a job or not

OK1 BOOL Used in segment GAPLIST (1) to denote
whether a gap Joins another or not

BOOL BOOL A parameter to INTRUPLIST, equivalent
to INTRUPIYPE

INTEUPTYPE BOOL Denotes whether job requires swapping
from blocked state to ready gqueue (T
or a job has just been rolled out (F

LASTJOBIN BOOL Denotes whether last job generated by
JOBSIZGEN was used or not

JOBLOCKSTART | REAL(millisecs) | Records when a job was blocked

RV REAL Holds random numbers generated in RAND1
and RAND 2

SAVE INTEGER (X) Used to hold the value which FREECORE
should have in FREECOREADJ

JOENEW INTEGER Holds number of next job to be brought
into memory

© NO INTEGER Used to hold random number within the

specified ranges

S1z INTEGER (K) Specifies size of gap

BEG INTEGER Specifies location of beginning of a
gap

FIN INTEGER Specifies location of end of a gap

HIS INTEGER Used in segment HLS to hold amount of
menory taken by tentatively started jobs

JOBNO INTEGER Holds number of job

JOBSIZE INTEGER Holds size of job just generated

CEA INTEGER Holds number of a channel

REALTIME REAL(millisecs) | Master-clock
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STRUCTURE

NAME TYPE OF VALUE MEANING
IOTIKE REAL(millisecs)| Holds the time when the next channel is
available
JBLISTIME REAL(millisecs)| Holds the time when the next processor can
: pass through the critical region
TEMP REAL(millisecs)| Used in NXTEVENTIKE to hold the time of the
next event throughout the system -
JOB INTEGER Used to hold the characteristics of jobs on
the systen
CHANNEL REAL(Millisecs)| Holds time each channel will be available
NOTROLLEDOUT | BOOL Denotes whether each job is in the process
of being rolled out or not
WAITBLOCKED | BOOL Denotes whether each job iz blocked or not
TERMINED BOOL Denotes whether each job has terminated or
not
FR INTEGER Holds the number of the job associated
with each processor. If PR[27) = 7 then
processor 2 would be currently executing
Jjob number 7
PRTIME REAL(millisecs) | Holds the time of each processor
NOTENT BOOL Denotes whether each processor is currently
on the critical region queue or not
- IO BOOL Denotes whether the processor is currently
engaged in placing an entry for its job
on the queue for input/output resources
due to an input/output request by that job
or due to a job being rolled in or out (F)
NEWJBOOL BOOL Denotes whether each processor requires
only reallocation (T) or not (F)
( INTRUPENT STRUCTURE Structure of each entry in the interrupt
(% list:=
EINTRIIPTYPE REAL(millisecs) | Time when interrupt should ocour
(INTRUPTYP BOOL Equivalent to INTRUPTYFE
IHEAD INTRUPENT Head of interrupt list
STRUCTURE
IPTR1 INTRUPENT Pointer to the interrupt list
STRUCTURE
IPTR2 INTRUPENT Pointer'to the interrupt list
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NAME TYPE OF VALUE KEANING
ITAIL INTRUFENT End of interrupt list
STRUCTURE
( IOLISTENT STRUCTURE Structure of entry in the input/output
( queue
(
(I0TIXM REAL(millisecs)| Time when entry was placed on the list
( i
(JoB _ INTEGER Number of job which requested input/
( output or terminated or is being rolled in
IOHEAD IOLISTENT Head of queue for input/output resources
STRUCTURE '
IOPTR? IOLISTENT Pointer to the input/output queus
STRUCTURE
IOPIR 2 IOLISTENT Pointer to the input/output queue
STRUCTURE
IOTAIL IOLISTENT End of the input/output queue
STRUCTURE
(JQENT STRUCTURE Structure of entry in the critical region
( queue
(
(PRO INTEGER Number of the processor in the queue
(
(QTIME REAL(millisecs)| Time at which the processor entered the
( ' queue
QHEAD JQENT Head of the critical region queue
STRUCTUKE
QPTR1 JQENT Pointer to critical region queue
STRUCTURE
QPIR2 JQENT Pointer to critical region queue
STRUCTURE )
( GAPENTRY STRUCTURE Structure of each entry in the gap 1list
(
(s1zZE INTEGER (K) Size of job
( BEGIN INTEGER Location of beginning of job in memory
ERD INTEGER Location of end of job in memory
GPTR1 GAPENTRY Pointer to the gap list
STRUCTURE .
GPTR 2 GAPENTRY Pointer to the gap list
STRUCTURE )
GPTR 3 GAPENTRY Pointer to the gap list
STRUCTURE
GHEAD GAPENTRY Head of the gap list
STRUCTURE [
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NAME TYPE OF VALUE KEANING
GTAIL GAPENTRY End of the gap list
STRUCTURE
( JOBENTRY STRUCTURE Structure of each entry in the ready queue
P INTEGER Number of the Jjob
(
(TIME REAL(millisecs) | Holds the time when the job is ready to run
(PRIQRTY INTEGER Holds the priority of the Jjob
PIR 1 JOBENTRY Pointer to the ready queue
STRUCTURE
PIR 2 JOBENTRY Pointer to the ready queue
STRUCTURE
HEAD JOBENTRY Head of the ready queue
STRUCTURE
TATL | JOBENTRY End of the ready queue
STRUCTURE )
SEGRMPTY BOOL Denotes whether each memory segment is
enpty or not
TOTJOBSTART | INTEGER Heolds total number of jobs fully and
tentatively started
QUOTA REAL (K) Used in segments REDTAPEQUOTA and
CHAPQUOTA and holds the amount of
memory taken up by either red tape
headings or chapters
THISPRIOR INTEGER Holds the priority of the job being
placed on the ready queus
SEED 1 INTEGER Initializes the sequences of numbers
gained from RAND1
SEED2 INTEGER Initializes the sequences of numbers

gained from RAND2.
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APPENDIX 14
MEASURING VARIABLES AND STRUCTURES
NAKE TYPE OF VALUE MEANING
JBSIZE REAL(millisecs) | Records the mill time used by each job.
Job number 1 mill time is found in
element 111 of array JBSIZE
JBBLOCKED REAL(millisecs) | Records the amount of time each job was
blocked. Job numbers correspond to
elements of the array
JOBSTART REAL(millisecs) | Records the time each job was introduced
| to the system
JOBFINISH REAL(millisecs) | Records the time each job left the system
SYSTIME REAL(millisecs) | Records the amount of time spent in the
operating system due to each job's
operations. i.e, the operating system time]
for each Jjob
SAMPLEVAR REAL(millisecs) | Used to take sample snapshots of the
' system every x millisecs
PROIDLESUM REAL(millisecs) | Records the total time idle (every
processor)
CHANNELIDLESUE | REAL(millisecs) | Records the total time all the channels
are idle
PROJQWAITSUM | REAL(millisecs) | Records the total time all processors
spent in the critical region queue
JBBLOCKSUK | REAL(millisecs) | Records the total time all jobs are
blocked
I0QSIZE INTEGER Records number of entries in the queue
for input/output resources
JQSIZE INTEGER Records the number of entries in the
critical region queue
COREINMAGE INTEGER Records the number of core images in
memory
JOBCOUNT INTEGER Receords the nﬁﬁber of jobs which have
terminated
JOBLOAD INTEGER (K) Records the amount of memory being used
by coreimages
IOSUM INTEGER Counts the number of input/output requests
. FRAGLEVEL INTEGER (K) Records the amount of memory unused ,
UNUSECORE INTEGER (K) Used in samples totals fragmentation

levels
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NAME TYPE OF VALUE MEANING -

FRAGCOUNT INTEGER Used with UNUSECORE in samples. Counts
number of times the fragmentation level
was totalled

AVGUNUSED INTEGER (K) Records average amount of memory unused

PERCENT INTEGER (%) Records average amount of memory unused
as a percentage of total memory

SYSCORE INTEGER (K) Records amount of memory taken up by the
operating system. Totalled up in samples

SYSCORECOUNT | INTEGER Counts number of times SYSCORE is

: totalled up

SYSCOREAUG | INTEGER (K) Records average amount of memory taken
up by the operating system

USERCORE INTEGER (K) Records the amount of memory taken up by
coreimages. Totalled up in samples

USERCORECOUNT | INTEGER Counts number of times USERCORE is
totalled up

USERCOREAUG |INTEGER (K) Records average amount of memory used
by core images

IDLETIME REAL (millisecs)| Records amount of time each processor is
idle

PROJQWAIT REAL(millisecs) | Records the amount of time each processor

. waits in the critical region queue

OSTIME REAL(millisecs) |Records the amount of time each processor
spends in operating system routines

CHANNEL IDLE |RBAL(millisecs) |Records the amount of time each channel

{ is idle :

TSEXPD INTEGER Counts the number of timeslices

' each job uses

IOREQ INTEGER Counts the number of input/output requests
each Jjob makes

SAMPLEPRINT |REAL(millisecs) |Used the same as SAMPLEVAR, except that
specifies how often sample results
should be output

‘0STOT REAL(%) Records how much time all processors have
spent in operating system routines since
last sample in percentage form

IDLETOT REAL (%) Records how much time all processors have

been idle since last sample in
percentage form
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NAME TYPE OF VALUE MEANING

OBITIME REAL(millisecs)| Records total time spent on user programs

TENTSTART INTEGER Records the number of jobs which have
been tentatively started

JOBSINWELL INTEGER Records the number of Jjobs in the
background queue

CHAPCHNO INTEGER Records the number of chapter changes

CHAPTRANSNO | INTEGER Records the number of chapter transfers
needed

OSTIMESAMPLE| REAL(millisecs)| Records the time spent in operating
system routines, up to the last sample,
by each processor

IDLESAMPLE | REAL(millisecs)| Records the time each processor waz
idle up to the time of the last sample
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APPENDIX 12

LISTING OF SKELETON USING SEGMENTED MEMORY
ACCESS/MANAGENENT _ SCHENE
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APPENDIX 13

LISTING OF INTERACTIVE PROGRAM FOR _MODEL SPECIFICATION
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APPENDIX 14

1-
2.
S
1‘-.

6.

RESULTS OF THE GEORGE 3 EXPERIMENT

Included in this appendix are two different listings of the
George 3 experiment, The first listing is of the model described in
Chapter 7. However, on completion of this model, it was discovered
that the installation at the University of Aston includes a parameter
"OBJQUOTA" which sets the maximum amount of memory available for core
images and leaves the rest of memory for George chapters and red tape
headings. This effectively reduced the memory management section of the
model to a similar structure as the one adopted by the skeleton structure
where FREECORE is set. Due to this discovery a new model was formulated
reflecting this latter facility. However, both models are valid since
the parameter OBJQUOTA is not always adhered to on the George 3 system
and at ceftain times in the day the system runs as in the original
George 3 system model.

The first listing is the original model and its results are
comparable to some of those gained from the software monitor. In order
that the reader can compare the results himself some actual performance

figures from George 3 itself during March 1977 are given below:

No. of Amount of core % of mill time input/output

coreimages OBJ GEORGE FREE .0BJ GEORGE IDLE TRANSFERS/SEC.
6 103 €6 3 47 53 0 17.6
7 104 65 3 47 54 0 12,0
10 105 65 2 62 38 0 7.2
8 103 65 L 2l 76 0 20.8
9 104 64 L 46 55 0 17.7
8 106 61 5 32 65 L 22,0

A similar table Sf comparable performance figures when OBJQUOTA

was in use is given below for comparison with the second listing



1.
2.
3.
L.
5l
6.

No.

coreimages

U o EFE;mW,

of
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‘Amount of core
GEORGE FREE

0BJ

63
74
7h
88
70
86

105
9L
95
80
97
84

NI

% of mill time

0BJ GEORGE IDLE

IR
5L
53
59
L2

51

56
L6
L7
36
58
45

wOoOpFroOoOo

input/output
TRANSFERS/SEC.

19.8
14.0
12.8
17.4
22.8
13.8



(4]

s

"

Fi

(1%

|14

u

R

¥

[4]

0

ras
9%
IOAYIROOSAS *SAYIENINISH ) 1]
CORILNNO)IMUIRISH 0= JenandSpt 0STANNOIINGAS)S i 3H0AS.L 11"
PFUALAUN A0 uk- 1L U0ESO L " HONCII IS U= IdALIXN YLD £b
PQASNNNOAY LNddBI0 ' U LRNOIDYHA 0= 330023t pslpur, X3k Q=133 N0V z2h
10stNNSOI 3215800 0=1QYOIMOL  bsidnladndin] " bl LupddnibiNT ‘ONBOl Le
CUYASTH NI 91U SIS IPUN' R =S LHN0DR0OT Y AINAUYLLNT, oL
10z oNIDIAB U=inANENVYELIdYND 6
TOeEUNHIAYHY ‘Sa i TVIHNISANF 215V LOn0RINS SV SUOPLEL  ABVLSINGL g
SIVLOL0et IOVRIINOD HAYS ‘4804338490t A N0l 0xs 4215000 =iz b ynbudls JANT, F)
1104370470 0= 3.l w0 LOISO U POONCEY AN HdITdNYS 9
O 0= WSHIO TN O OatHASLEyAUrOUd D 0=t SATULTINNYHD ‘D O=iHNSdTuipud "Nty A TdNYS “Al, TyiY, <
toolsdnt, [ouLity L]
3 LSAS LUYLSHIVTHET " HSINLAQUT IRVLSBOr P UANIOTREL ITIS UM, IVIY, 7 i) £
Fo3nul =3y I80PASYI* IdALANEANT 2 10UBY INO Unindavy? ,andd =007 3kl =l 3NNTLANNS T00H, 2
NALELN L
WISIWly 0

ALISUIAIND NQLSY

AL A TR T I e L L P T

LE/O0IZR A MLJg0702 N0

44 ¥3WmW3IALN §£¢ 41¥Q

00002 3b0LS*YLyQL3IY Viyu*23vyu0in onnd

Srpravetangiarianeh

Reedst NIALY 3wad 20°0 ¥2'00°ZZ

HIL5AS=ONIVIdHeD ¥=897001Y 3uL AD Q3VI1dHN)
N9Se KIALY 3¥0d LOTO SL° 0022

% oiBWrN L¥CaeI¥ SNALVIS FgPILOIVVN

A iwdrey Vi +50"00"72
£91097¥VN +60" 00" 22
U3LEYIS A1Ind mON ST GOF €0 uD'22

IFY R LN NY

L
')
L]
»
L
.
L]
L]
L]
.
.
.
-
'Y
.

LINV430 ¥ HLIA SINIT 00§ 40 LIWIY LNdINQ WILSAS S53ugx3 (9
A3INY0UANT NOTANIINI ANY NOLIVQLIOSNOD ¢ NOLLYTMdRUD

LA R YR T
€X0YZH*000ELFIOF*400002 JHOLE VIVOUID YivA'£35H03y 504d)WVEVA*ROI0DIVVA'E03D40H FH »¥0"00°22
40° cn S 9443542 773n QIu3ILNI 1 | ALTHORNd 1 Q WY3¥LS F Q1 NOVE Fd0AL $0'U0'22 RLd3SL2£030dOM‘ORINASS?

(BF°ON) wILLIISAIN BL6L LENOnY 338 NOlLiyWwu(dn] ydplapsd ¥p3

“Q3INQ0%LNT S3NiT 004 40

804 SONOJAS 02 40 LIWET 3ImiL THIM WILSAS $SIMaXI (g
NMTBQMLIM AdvESLY 3384 (2
NHYEQHLLI IN¥LSnIavn (

=1 961 848mILdaS HLY AVUNOW NO 32V1d

NOO0L SIINVHD FUVALAO0S ONIMOVI04 3IHA LVHL Q4dnlwdy 3Bv swudgn

SIONVHD 3¥YALing

- s ¢ 58 s e s T e A

X R R AL YL

R R L T e T Yy

(UBLE/)FO3040MW" PRORSY:

YN UNISD 9S°90°E% LY 8243512 NO ,£04940n"oRNRdSSHy N

d3LHVLIS

AN3und0g

NULSY RV §Z0°§Dg

(0MIE/L)COIDAON 980845 F 40 DNILSIH

6E°90°CZ Ly v4d3ISiZ KO 03I)00¥g

+.»hh»—_—-.hhh_p_hhhh_»bbﬁ-h_-prh—.hhhp—p.#hhh.».-»—_prppp_p_*_p_ﬁbh_.»p_».hp»h»p.ph Exnbr  WEMEN  BPEER Haked
siliatay A01RpLLLL40L L1 N I #

4144341l 1410BALL210 Y I "

siddalal £035401° 9309455} 1AL0ghLpaLLy duH ALl vAREF  NREEN

$1d1a1a SA0LQ0LL0LEL il E v 2

$iliiaay 10104021011 1114 ¢ s #

SLA0E00000L 0000040000000 Rl baRalaalalaaaRERANELIRRNIRsbLsdNRIAR adaladydLa] N TTIT]

-\

&9

95

B

L {4

9

Zi

oL

|-



[+]

&

Hr

14

L4

1

4}

o4

1l
wid,
(2¥1400°0 11nd*IAALANYANI (EI0IL 213niQyd)
2l ANFLSEINL e bald0] 404 XNUD, 35730
(ZULgol'[ 11¥d*3gAbondiNl (100 0 11dn]Lld)
B ANIASTIULemiQYIpLE N3N L,y
ONIHLUN,S]481a0044573,
CoVIN, 'L LIvd?3AdALANMINE ' LHIOL L Tl3nlina)

al AN3ILSTN0 L mENIVLOT  du sXNO i Iyiul NaNLS

L 113LiLLHds> 283000 sd0amidng, 40, 403KL,

CNIHLUNST1281a004 30, A¥HET 3T
HIED
235 1yd 33NN LHDD
fzuLdoi’ [ M18d*Idaldnaanl’ 1oL’ 13duinnd)
23y NILSIT0] ot LBLdUT 304NNl 35T3
-uﬂ.—tu-.nuﬂ.z—._!?u
t(zuLgub’ [ LI¥d*IdALdnANI* [I10E' [ 1D3ulana)
=i, AN 80100, =tavspol N3Nl
DHEHJUN, STy LbaanidST3
Zuld0l 304 AXNOImiZHLduT E2Y0a0 s LyranTaNIng
Z¥IdOT 0, wiivlacl T13HILEd 414)
sOUG CUNTHLON JANST4280d0T 440, 0xN0 1) +ONVi3nNILNOD 4 ITLHA,
2 10YIHUI=IZYIdONE, 1INy =3 LU1d0TE IndL, =33NNT1LINOD 3873,
(o VI, 11¥g*ddalanudNl (11010 1)4ulLnd)
. T b aRm3ILSIN0L s VA=t aYIROL i RINL,
ﬂ!.—!h—;?cm-ﬂ‘w::—.&ﬂ-v
L, 010A (1 INE =S 00 000d,

1245 VINNYHD 3HL AS Q3ANIS ST HIERA ASTY ¥ ULKO 193n03n 081 MY $30V7di0.

M EN
Wld
-—.u-
(2usdjruNgnr e’ jopuingl)
el INIdNYINT m2 buldl 1 40,4yN, 35173,
(gysdlsoNEOr 8100873011
wf  ANIaNHANE=B0VIHT NN
: ) VN, 5L bakdl 4873,
Colllg PONEOF*E 008 3WTL)
wh  ANFANULAT BT IV T30 LANSETIVAT  Nand
ANILadZHLdl y4U dnEidnulng 414 0N3HL,
TINSST4EBLdl 401 4XN 3T,
Ealds
$ 351V 40mi30NNTLNDD
F(ZULdI’ONNOT N Y008 3HIL)
=l ANIGNANANTomP LBRdladna LXNs3§T3,
135V 44" EINNTLNOD
((ZYLAT*ONNOC H 000 INIL)mE  ANFanadN ] =baVIn] i NIHL,
TiMySlalbLdled8T3,
280dh, 40, XN23281d10280dind LULALINANL,
2uldl 40, anlddnuiNTucanil il
JO0 CTINGANS T ZYLd 30 AXN) e ONY 3nNTLNDD 3 11HA,
PQVIHE=IZNLd e VIN, st batdlt v dnul, =} 3NNTINOD 3513,
€ 1IN, ' ONBOT 1008 NI )=d (INIdNUINLamiLViT=lavINTINIHE,
AN STaavanE 4l
E,010A469,7009,°700¥9:1008, 'ONBOFILN| 1 3WILa Y324 )51811dn¥inTD0Yd,

¢3e LS5 ¥ NU Ldpbaddnl Ny 40 INIAZ IHL $30V1d40,

BRITEE

87}
oyl
14}
asl
2£1
ogl
gst
718
gsl
2st
st
osi
6t
gzl
F¥4)
921
g2t
vei
g2l
2zt
1zt
ozt
6Lt
git
b1
9Ll
11}
vil
g4l
zut
Lit
okl
ol

2

2 3

(14

*

"

L3

[




(4]

as

ut

ur

"y

Y

a

¥l

uk

favan=izuld, 3571,
= G=Ef 1)b4
LELEN
TINNLST,0VIH, 41,
Fyulop (1, LHE =201V 3d D0l

D 8USAD0ad ¥V ot ANIAL JUVId Nn AnJHI LSEIF SNRESLVWD.

feCnIsv
fadpblewilf £XN4)Q3INIVIBAINVA
f.3nlly=i3dAldnatil
1,38Wvdasifrlnd
V301 INNYHI SN R WI LSV TANNYHD SN Vas [LTDHaDINTS. &
130N 3ARNYHI«l L131T0Ed =30 113M]LNd
(1 13M a8t [ERINdILUVLSHOr)
LWIGAL (T LHT ) BN INE , J0ud,

$J,80F ¥ 40 NI ANIYI0W SILVILING D,

tCais ot
tedNdL,middAyduniNl
fedidiemifl 1)yel03nd0MLIVAL3NEL =T UL

A E AL R R LY P ETTR YRR ETRELTI LY IR A 4 S P D E LT FE 28
IL113mWIaddsd ([ HIHG)LUYASNIOTERrET13U I HY Il 1Y3HIIbY o8] J)3INILHC)
1,0p0A, €L LNT ) =LnONT O0NHd,

03,807 X010 UAY hOLLvBI40 OS] SISIIVILINDGD.

t(a14d,
wlde
N EN
(udd?p 1)3HILNG’[ 11Ud)® 0  ABINIUOP, =5 Lulas U 1X3N, 3513,
(2udd*[ T)awlapa’( Flud) =t AHANIGOF =i QV3H, NINI,
VinueSlaptdd, 4873,
CoVina [ 113u14ud" [ 11¥dd
ol ANANIGUR md T iYL, 40, Ax3an=TIVA, NIHL,
[ 1036108 =>2y0d s 90,300, 4111 HINKL,
TinkaSligeld, 30, 0X3Nad1,
ECalda
$48V 4 mIINNTLHAD
$C240d°0 1)3WILNQ/L B)¥d)mb o ABININUL , Bl L¥Ldadn,LXIN.DST,
35T demBANNLINND
$(2HLd" [ JI3HI4NA'D [14d) =i, AuiNI0 T snlQyaH k3Nl
TInN ST, LH1da 4513,
CULdsd0, XNtz alizyldal LuldiNINL,
2¥ided0,dWllecl JlAUTLED A1)
100 CTINNGINSE, 2L 400 4XINY 1 ORYaINNILNOD 2370 HM
1UYIHalZulal Y IN, =) bbLd2a3NuL , =2 30NNTLNDD, 3873,
Co VNG 2L 1IINTLMA L T)¥d)ud ANANINOL, st 10V LatQYal NDiL,
) TIinN«.Sl,a¥3h, 41,
BV3QLUISNEoSn VoI ANELSOITI0LEISNILSITd L LIDUAIINILSASETIQANAENEASNId (1) INILYd)
Ty 0loALCTallT ) ludsnl . D0Nd,

«JyNOB 0L AGY3H 30 VVIm AD
NIWM 3WIL 3HE ONTLON'3N3IND AOYI 3HL pINO eOF ¥ Mod AHLNI kY §32¥1d.9.

: ’ td

£02
co0z
vz
['1'F4
(113
f6t
261
926l
11-1]
v6t
£61
2ol
%33
06l
6wl
BEl
FAAY
9¥lL
sei
el
EWl
F4'13
11}
oui
6l
¥}
Fras
9LL
(71}
"l
£Lh
221
(71"
oLl
691
291
291
9L
<yl
ol
£el
F4 18
(32}
ovi
11}
gsi
45t
95l
(31}
"5l
£l

st

31
0§l
61
gyl
it

syb

.
L b
——

L]

L

o

or

9

be



9

4

e

L {3

L1

i

oL

SOUYLUNB) sUNpL Y,
0 Z LUVASANIL) e (S  2adD Vil L 4BLI) PR INNALNIS T+ ua 43 adeiviont)
FoAH1 . sViONRIdYLAQ3d . D0bd,

$24SUNIAYAN 3dyl O38 WAIN ap N4V ad gInuA FHVY HarW UKW S3AVINITVILD.

$C.14,

sdNHL, = iWIdOrLISYT.38010.
En
(y)s4zi8e0rmsiasisuuf, 3873,

(2)53215e0rm 37 Skul NINd B 2IAN3IH3d715820N4573
[9)532 5u0rs832158ur HaNL,00)ANIIUIZIS>0N,4513,
[S)S471Su0rmiIZSUur NdHa [S1ANIIUIATIS>UNL 4513,
[Y15421SUUrmiaZISuor ,NaHa,(Y)4NIRA42ICa> N353,
[£)SaZISWursi3ZIsuor N311,f8)14N3283d2]8e> b, 4813,
[216321SM0rm P IZ SANL JNANL [ <IANIUBIALISDUN 4873,
[L)S32ISHUFRREIZISHUT (HdHA L bIANIINIATISEOON,ET,
BQOuUbs LONYY) JBITANIsmEQd
1,14,
nz=t3dAllOpr.313,
ALEIIGAL900 ,NIHAL6LIANIDEIddALEDON, 4573,
gheiJdALHUP NIHL  EwbIANI)YIddAldON 45T,
24mi3ALYUT NIHAZI2ZLILRADUIAdAL=>0N, 4573,
QLI JdALMUN NINL EPLIANIDUICAALEION,457],
SLi3oAlMUl NINA L ISEILHIOYIACAALE>DN,4573,
LRI 3UALMOL NIHL LY R ANIOYIddALEDON, 4873,
gbot3aAlunl NIHL [ERYLKIIEIdAAI=20N,. 45,
ZU=i30AL80F N3N [2PVANIDUIcaALa>ON, 4813,
Lh=t3ALBOP ,MINL LRI LIIINTadAL=>ON, 4875,
Ob®IFAALEUL ,NINL [URILNIAIEILAAIEDON, 4573,
6utIdALHOP aNIHL o EBILNAIUIAdALEIONadS 1,
RultddALgOr oNdHL LEILHAQUIdAAL=DON, 457,
2m13cALHOF NINL G ILTINIDRIAdALEION 3T,
PE13dALBUPL NIHL [PILINIINACdAL2ON 48T,
Emi3dALUOR  NIHA,ISD NIDu3CeALE>ON IS,
Yu13 AL NIHL [T)ANINTAdALePON38T1T,
E=I3ALUOC , NINL, ER) NI NI sdALadON,E5TT,
Zet3dALOLP , HaNd T2 N300 3adALled>0N 450D,
LeidgALBOF Wil (1DLNIDINIddALE>ON, AT,
ECQObo JONVE) 4 HITLIN = 0N JAIHL.NTEOPLSYYWdLL)
F,a10A,=N392 1590, 208d,

+.82008 131 IVHYHD WOF S3LVHINID.D.

O 1)aniiudmbanilsiTurdald7392007V30.800d (11 3WIAS0INTHL0<EITudad],
1130207 vadel 1)aulleastl 1)3nlabd
IS ER
e
guld, dudmi [lud
£, INst lvietaVaH, 3513,
2Hid,400d=01 1144
1201d) 401y 3INatQVIRNIRT,
TUINGINE D 204430, 1X3IN35713,
V=il 11¥d
LELIT
[ 1)3mWladd <2¥1d. d0adHiL, 41,

€92
y92
€92
292
192
0yz
652
882
452
952
1414
LIT4
1114
252
152
nsz
6y2
Y2
492
92
gy2
9y2
£92
2y
314
092

252

siz
iz

8

= 8 &

H

14

e

[43




1A

| 14

o

o

Bl

81

¥l

i

$2eSNEY3R KOBAYYNKHIS HOIHn MOS331ves uhy S3TavilyA Nplry

1,3NY¥1 i LXD)
b o010r el InL00Hd,

HIS S3STIVILINGLD,

0,45 IVaami[JTANALON
fslda
: W14
T4
(2oaab’[ 1)3nlidd I)mioINIOF =i L0dct, d00bY3k0, 3077,
(2U1d0*[ 1D3NLLUd* 1) mi ANSOpmiUyIHO (MK
TIINLSLabulab, 497,
CoVING'D 1)3Wlavde ) mbahanl e b2dlch, 40040300 NN,
[ 1)3Wlires>2eidb,30,3nlJ0, 4] saH4NL,
TidNeEh ClLdbadU, J¥IPLA],
HTIFN
s3sividemidinlirnd
102uadbe] []1amlibdd el iH40F, =t byLay, 30, 1%300,3513,
$3SVvd m bANNTLNOI (208440 [ 1)U 1ud ) mE g Rapl ot QYIHO I NIHE
TN ST bnidba 4813,
2ULdD 40, AYINUREIZELab 2B gL LY dD NN
C¥Ach, 303Nl Llbac] TIAHIINd 410D
W0,
CIVVINSANST o 2H0al, 304X AKO)IORYIRNE NG 3TTHN,
FQYIhDmIZHLdtt O IN = bulapl o 3nd ) i 2NNIINDD 28T,
CaVIH, o0 BX3HEAud ' [)=d ,uN3tTamiQYIRDNIH.,
1S 1a0Y3ND, 414)
QlnA, c1 BT )=ESEIDF  004d,

+2.303n0 AQYIH QNNOWY NOID3Y TYWIILI¥D ¥ILNI 0J aKlslvyn SHUSEIIOHC J¢ INING SASIuVYu0.D.

.

(.14,
BaSONIH IVENNISHOPELaSRd JPYLSINIL NN, »
0<71713nN 1880 anv 4 002>8YASTH, 31,
109 ) HYISANILmiayAS I
£330, e [EYMHELBOEI30STHASN I ERTINTL YY)
F,00nAsCEpdNTa)=SIH D00,

+2,80F ¥ LHYLIS ATIATLVANIL of A0F no HIWAIWA $3a123449,

feiviond)eahnnl.

. fards

07 be3uvnid¥0I+Vionb=tylont3813,

(0" Le8)+(S-02(S=39vni3b0I) ) +Vion0=tviONDHINL,
€<IDYW1IIb0I, 41,

MEDN

0" Z*lyyisa0riad=tyionp,3513,

(N*2eg)+S  tags=LbyiSenlfip))=iviond,nint,
C<IuviSHOra02,4813,

€0"Z*S)+(g bag)+0 " LaOb=4byLSUNrLOL)=3YVI0ND NI,
OL¢lUYLSROrLOL 4],
fLUVASANILe30VHI N0 =i LEVISEOrI0L)

T, ANT =Y2I0NDIYH) 1 I0Hd,

12,5831dYHD 394039 HLIA dp H3uVL 39 gInUA 3803 Haa¥ HOW S3ILYINITVILA,

2257 o

925

1239
f£2€
22%
(341
02s
64f
215
245
1%y
Sis
24K
£1€
215
(531
0LE
6UE
BUfF
408
9uf
Sof
g
1111+
2us
g
oLt
602
goZ
262
962
£62
v62
£62
2ol
L2
062
62
'T'H
82
LT
(414
£ 114
w2
ene
(174
og2
6L
842
242
922

sz

w2
£22
242
142
042
692
gy2

1

292

nz

8L

L1
[

o,

- )




(<]

e

L

4

3245807, 501d,ay0 0T 89E

ideDuNAfe NI ROP LBE

F(3nlanany i idd 1Y

f3dAdnulei Ly 0w T80T 1413

MR RR GLT S P FES E LR Ty 111

tavoidng»3Zgsnulsi b tupanrinor £Us

fjeavylpui=it2roryorleor 288

$3215uulmilbronunllb0r N3HL, (114

3Z)SUUr=E<avolnOP=-3800338444 1, 1]y

$(YL0nbIAYLUIU*VLONDGYHD) = ZISHINaE LI 384d LasnTdad9VIIIN0IINIOZISEOR) 645
aNUEIH0IIIHAFUVOTIHOT s ANV LXD,3TIHAOREOF 40, 734

IymijbylSiNaL 24K

$(39YVanIN) LMl Ed 948

SCCCEP I)SHONd " NIATIENI LAl (LP T ) AnEELNIAT)QYIN) (713
JOULONINIAT 0L Po 802, FCEINETININ T u3dAtenT BLS Suubd ) )inludi (ZNITININ)ANLAA) v48

VO ONdALHOF 0L, Lo N0, 45

SCCANETHIN ONLNIAT o= SUHIAI 40 OKL)IININGI(ONLR3AI) QYD 24

A SPLFFEE T R PR R NEL YA TR S P E TR LT 4 £ Lig

SCCINEINIANY Ao [HJS3Z1SEO0 LYY SHOP 40 X 'L1IAN3INIAZIS)IANT UL 04f

. ) Le[I1s3715e0r)avan 698

JCET)LN3IEIGZES)AYIN) B9t

JUUUNZISROr 0L, 2.W083, 1,401, 498

FOCINTINEN WXL LD532ESv0r aaby SAUP 40 X *{L1iN4D¥30218))Anlnd ! ([4ISFZISROM)aYIn 99%

$(rLIdn3de3azisdavin 9%

ECCINTTNANONZISROC? (w S3215 80P 40 ONL))JHIudE(ONZISBOM) QY i 98

h.——a_u»=muxuanyh.nHgbxwuauqn,»n.q_ubxmuuuna>. £95

FOCINIINANS [ JIANIQHIdAAL 1 n3dAL 30 X.DILHEYUG 298

1(011m3043darldIavin) Lyf

400 UNdALROr, 0442 W0V, 14104, 114

PCCINTTMINSLRDANTDNIddAL ' | 34AL 30 xu))INIHECLLYANIINIadAL)AV T (14

fCCINITRIN ONGALBUT? m S3dALUOF 30 UNL)) aNTnd ! (OKdALBOM) QYD :141

.aﬁmz_azu‘.~auum.-n Nnumm I)INIMal(2033S)aV it FiqY

PCCINTMNINY L0335 am §Q338,))2nlbdiCLO3IS)aVIL 958

FCCANIIRINYINTIAIN SN0 YD T4123d5 avDIX¥OML*INIIRIND Y ANTYY (141

FCONIAINYAINNgLNISs3 wm KOLLAIHNS TVILNISSI Y04 Q303N AOWIWaD) AN Tud! (LIPn4LN3SSINavis k11
PeCINIInEIN 10003344 un AHOHIH 40 Tlu0g 3384,))1kIN4E(I004334)0V Y £55

fCCIFAHIAVHI) "SI<E E>wm AVIIQ FONVH) umra«:u...-=o==¢.m.uh:swﬂgmnzunqzu.nqua 258
1(CANTININYONDIS oe SLNIHodS 30 UN,))YINEUGE(ONDIS) OV N (211

SOCINITN3N'IZISD3IS Y m SINIWNDAS 40 4215, ..hzﬁza.nmu.mcuu-o¢uu 0%

FCCIIAANN0DIV) *8T1CL E>u= AVIIQ ONLENNGIIV, SULNUONYLS) 43N0 ¢I1IALNN0IIVIAY Y 6Y%

_nndmnmaa-.uaa- £Pem= AVII0 DNITINQIHIS T3A3T PONLS LNOINYLSIALNOECT1305TTday 1Y 21

FCCI30STH) SV Epum AVIIA INTINQIN]S TIATT HOIH S L00ANYLS) 4IN0 21305 T4daV 4 (i 29%

o ( )

dYAS)*SI<L E>.® S3NIND 03ND079 ANV AQY3Y N3IIFALIW AVINI YNIdJVAS NOJ AVIIU_$e4pUONYISYdinni(130DdYNSIaY JY 9y§
LCC130an¥INT) '8¢} " £rax AVI4Q LdnHUILNTWS LNOONYLIS) 4100t (130dnuinIday Ty €5

101300 3HIAVD) nJAF £>u® ANOHIW NI 3IVdS HOH SNIKIWY3S HO3 AYVIIA.$'LNOUNYLE)3Ln02¢T30XI3KIdYI)aY I *9¢
SCC1301ANNYR) P81 Erum 3300 TINNYHD OLNT AUANI ONILU3SNI W04 AVV30,544n00nYLiS)41NNE(T130AVINNYHIIAY I £9€
) ) 1013020734 ‘1< E>u= AVIU NOILYIUIIW, S LnudNVIS)YdInnE(13020T130)aVIY 298
FC013aNT1IT08) '8¢k E>a® AYTI3Q NI 1108.341N0UNYLS) JLnn28T130NTT 08IV L LyE
F¢C1304N01108) *S1< 6> AVIEQ 400 TIWE.$°LN0ANYLS) 45002 (130NN T0E)aVId 09¢
£0e1IQ4UASNI) P 516 E>,m ANIND AQV3Y GUNI ABANG ONJLEISND Hod AVTI0L8/LNOUNYVISIIinGI(1301K3SNINAYIY 61
£0€13020717Y30) '41< ) "E>am AVIIU NOELY)01IV3H.3*1n0AAY LS NN ¢130201TIVIH)av X #15

100130001 787<L >, AVTI30 OlJu®'Ln0ONYLSYILN0E(T1]001)aYIY Fisy

PQCaNIININ'ONYHD us STINNYHD 40 ONLD) INIHDEC(NNYHIDaVIY 98E

LIRS TS 5E0§53001¢ 10 GN.))ANFHSE(N) QY 3H sif

FCCANTINANYIZISHINA oo FZLE AEORIWL) JANTHAZ(IZISHIW) OV TN 45

TCCINTIN3N 38003304 .= JH0D ML) DINTHAT (3402330 d)0Y ]l £if

1CCINLININ ux.;:mz.smzznpcu.n_Uuna HAISASL*INITININD Y UNING [ 31
LEQININAN! cmmmmmmrrancernecne=a FANETAIN ITLTLD ) ENTRGI(ITITLIAYIN Mg

T
EF IJ60r. 0047400 4F 204, O eef
10a.nz,0L, b.tbzm.n Jdod, 739

3 8 B

3

¥

oz

113

14

&



¥l

L

ne

i

9

(718,80 id,shdon, 40,3718 F3HL,
t=vdgsfaldh.dp,tnIeddad,
sApblazi LYO
U EN
(204d9 ,dus it 2uidnlZy dtims bHdnd iy
SHIINHeANS T4 2dlan,duabty
tald,
EN
ZH0dY43000del | u1d9,330,42d,3373,
28LdD, 40,81yl AYINY,NINL,
SAVINNSTabBLAD 414, WaHLy
NIdg2uldo.d0,UN3 NV 28LdYed0uNIN3e0a  dT4,310HN,
Ta INemi fELlaniavindetPuladNIHL,
ka4l
tSaldy,du,Gndain]y
Y T U ILIEEL R R ]
- IgU dyedVadZisSuize
{93vsigaa9 , daplnaa
£21545N7d,08L09,30, 3717 h3NL,
bethldEghladdnannde, dl,)
sUd L IPRTANGD 3V IHA 2ANE400T
1,357V, =t 00t 3001 at ANNIANLIIQVIRS=IEHId9,38T1 1,
(e MINs'NIden3UZ)S)
=l Al HIdYY mi Iyl OB QYIHOANIN .,
TSUIINNGST,OY3INO 4],
1Zuihypdantuldinsizisy
34000A (2oA Y 1K1 )=215]0dyD:d00H4,

13,3003 NL 5d¥9% 1y JU NJI3IHY ¥ sd3dY,D.

(.14,
CoTING O rYml s AMAINIROT s DY L, 0, AXININ VL, 00 b=nINUOT 0L s ZebisHntd  Fab0d,
) T TING 0  beN) R AHLINTLOP, =2 BV LeIgYIH 383,
WV EN,miIVLIsiQYan
10wl I)Ud DU NaOLamINENF OB 1,003 NIHA,
b=MnINNOr=<N, 41,
{intfId8da00 st o Tds b=PINBOr s3SI uNNIHL s b=nINRUrYNed L) o 00T an0d,
_.u_z.-hn¢m::
PR UL AN 2 PRI TELLY
FCaasTYd, et 01103000760 TVAELISTVE, »i (1110003 TT0a000) 0840440001 4¥nd,
10 0% CIYLIVALICH!, 35 V4,88 1000
tyanayasilTdanalontg” o-,"-uuguzqmuaa—nn 0=t E1)30anySIHILSOL 35TV =t (1) T00ErNIN
10 osdLi1AWTIAS0O0 0 0=1(1)3HILRIQTE0 Ot —_mz_auu.—-._ Liud) s 00, N0 1, HUA,

-a.mna‘u.nnnnueuzh:-wh_o.a-._—uxm_xnuncqhe.e-.n.kpxqpmncqna.au____nz_pmpm
_o-_numum.a_.o-.n_unuumvhuo VLRSS PEERFDRT RN AERIS P ETS 118 FYUL Y VAT P PEITE
1C0 0= [1)37Q1 INNYHALO 0= [T 1INNYHD) 2 0a, nzq:umw» “.ueu.
ED
13A4719Y84=8380I3SNND
L4,SN1daINnCIOVYS )
1SN1INK=1aY3IHD, -z».uuouummm.otouman.m_.
TEDN
_mwacu.u_z_-ca~¢¢g_.wm41u.-.run
10, 7IN,*38023304° 1 +aV0)80F413A310VHES)
=E ABLINIdYDR =iV IV iQYIND
$13A 10y N4mi3undAsnnntbisnld, ANnnd OV Y S
lONSnT=imINEOT
TAV0 MO =38003304u873A3 V0V S
_-qpovumathnuzvcpc:onazu- 3Z1gW3u=iu0IIFYY
Ty SnNIwa39VvuI3¥02,3873,

0sYy
oYY
BYY
FAkl
9y
[$ 2]
L2 A
£y
27
1y
oYy
6Ly
BLY
259
9£Y
cEY
(1%
£EY
r4 %]
LEY
0Ly
heY
gey
e
9gY
sey
92y
£y
229
L2y
02y
1%
gLy
2Ly
L 1%}
(1%
viy
£y
r4% ]
LbY
(1%}
60Y
g0Y
207
20y
SuY
Y0y
£0Y
Z0Y
Loy

00%

668
139
2ot
946K
SoHE
Yok
fo6f
268
Lég
Dés

(11 .

1]

oz

B

[

ol




LE]

9

L1

&

Uk

s

b

Ics

iy

L1}

4

m

136U 3B 5RT, TYHIDTIRKNYR])
WU OHYHD 0L YR 804,
L ER
eV IRnlmi L OMynFIbOP
SELtUNBDI)eUp, 5Nd,av0I80P
fptavoleul=E (Sl lUuf o N3NL,
OLLI SN FFRIGEFRL TP R LTI AT ER R FYL PR E I
200G, N 0L, ONBOT N0,
t(,13,
I LT PR SRR TS T 1Y
fLbtuneplfIuur, Shia,avoluurl
fhrayulMO =i (2 OnnUlr Yo r
IL piNa=dCHuOr hINL,
(i1 vudpnat s LONs oY, 0r( J1be,41,)
s00y b=N 0l 14504,
4,04,
o~&'
avYU rules [ 0NEOrI80F
fLLeONYOr) LU N4 QYVOISOT
AT TS R T E 0]
Tib)e ydnadmbunbur ¢yNIHS
Vb, 87, LHLd 40 0NIN, 4T,
TCheld, 40 A X3IN=dL¥ig
tasulnGred (S ‘Ong0f 80P
thponeufipnp ,Sr¥d,av01800
tiravllnuret (200001 Ju0r
HYITFEUITERULTTI]
G IINHEANS L LN d 300 XINIVTHI.
aNARS 1IN AINS Ty bHLd, 4T,
{0RiaYOIBLFiavdhei Lb)d?,35TVd,,=33nNTaN0D)
FaVICALCTalNI )m)093%,00ud,

sdared NI S8ur $34VIUTINLD.

10 14,
W14,
VAN HEA 936718y
=P AULRAGYY =t VLD 20 udd= i IVID NIND,
) 135IVIeELa0, 40,
_ﬁnu».u.“o.uhgu,m=pgw
HYER
UNddo0lanine,
{038V umt 3NN IO NIHL,
SAITONbFeEylad,d0,8ld, 41,
14,
dlnULl s YD
aald,
(28id9440,uldmi2u avi2BLdan! {Hid9), 004
SNTINN,INST,284d9,404b14d :
D
TEN
2Y1dD. a0 yldml JHLdD,40401de 3573,
241d9, 40, u4dniQ¥IHDNIHL,
SNVINN Sl buddd dl,  NIHL,
DIGA2ULIdDAUNIOI R UNY 1 ZHAdD, JULANISHT I 4T od ) 1Hp
FaViNym Vb4 d0QVIHY=E2YLgY NNl
Pv_-.-&—m
(681g9,40 0Na=ingy
fftla9,30eN193Nelngg
i . _pahae“uc.m~*r-_u_»
_znu-nxhne.ma.agu

24s
LES
0Ls
60§
e0s
08
P0us
sus
20S
£08
2us
s
ous
boY
"oy
JoY
gy
[4-3)
YoY%
£6%
20y
Loy
06y
68y
BUY
8
%"
sy
iy
FEY
ey
1'%
kY
64y
RLY
49
9.y
4y
"y
£4Y
24y
(Y34
0Ly
699
g9y
29%
9yY
Sy
Y
£9Y
r42}
Ly
09y
65y
BSY
159
95y
€Sy
i)

S59
25y

3%

)

14

or

2 )

v

0z

oL



[4]
UL

B

L]

(el

(13

8z

L1

&L

Bl
L
rl
Zl

(1]}

320S90F=<2qu409,40,321843) s
GOU G ESHNI N ANS T 290 19 S0 Ny s Onya 3Pk T JN0D 41 1HRA,
1,38V4,230NMUAAY YL 3Nl =B IANTLNUD
SUW3INDs i ZH ol Viyst LELdn LELTH
SNYIBk AHE L aIYIHGd00)
Fo0un (La Kl )=2000N030Vdg,0Nd,

124MN] G3170Y¥ 3% OL wuf ¥ wUd 350y KI 33Vd§ wonut'y 41 33S 0F SwI1hded.

1. 14,
slds
(28ldY, 40, 4rdaI2N 14128 dORELU)dY)
0 (SATTNNGANS T aC¥LdO,d0ialad) sUNY  dnHlLNDD
INED
EN
AR
. -—&-
CYLdD+ A0, 1dnt LBL1dD, 40, 81013573,
bELdD= i gyaOd VN, = LHAdD 30, 0Ld NdHL,
SN1INNIS1 2d0d9. 304 tldedl ads14,
R EN
QVAN9,40,8LdmiUY3IND, 3573,
1IN =3y anD  NdHL,
Sn1InN St 280aY 40 BhdadlsNIna,
A m:._.-az.w—.—w_hna. ER N
_u:qma-uxcuwﬂuu
12u1d9, 404NEDIA=3H0IIIBI,SANIH, 13ATT19YVHS
12u4d9,40,N193@=23A¥S,3573
IAYS=13N0D 33N :
FAVS=-3H004484,5NRIN,13ATT9VYY
FAAYS=34023383SAN1N 200040, 3215
nwsqm-.wuhnu.ua.n:a.:mxp. :
HAVE>CHLAT 40 N1938, 4],
. Fo38Y4 =3 3NNTANOIININL,

J¥0333IWJuculdoed0,UNI 40,3100,
£33n84,ab3ONLANAD L VDN, = bulddlaYIHn=2 24089, NIHL,
SONINNINSTOVIHO 40, e NN L,
INNI334>IAVS 4879,
IAVSeIAH0II Y41 (ANYS L+300043 8473800338 4-3A¥S)ISIN4YD
138UIIFUA=IAVS SN Td, T2AI10VEINIH .,
IN0A33ydcIpvs, 41,
_n¢h===wn¢»omu¢.-::caq=4—|u~—w:mr._m:¢.
1, 0inA«=FAavV3b02338d.000d,

+34580F 40S39VHT 380D ¥4 1437 dyud 40 JNpOUY N1 SINENNTLF04D,

L.,

Jn)LTy3det| 313nidudaNINL,

AWTLI¥IN>T 133wiLdd.dl.)

$OUHI0LI T, 8044
_ . INED
JHILIVans130LLSTINEraNIN o
FIAFSLELEETINEI R T LY
1713020738 ,.501d, INTLV 1Y
17302073y, SN 1< [ EI3WIASOITIICI0I3E,.SNATd L T1ENTLNd
120101, 30 XHet2¥1d]
.co.a_z.hzmn.m¢_a_.u=.pnz

$71302073445n740 284124030 11dNYINT IV THAL

"

%5 -
£48
e4Ls
(Y31
048
a¥s
89S
29S
9¥$
(111
Y98
£98
Zys
196
nys
65§
2ss
458
98S
€4S
£ 211
£8¢€
28§
LSS
0ss
313
2ys
298
9ys
(313
kA H
£YS
21§
3 11
0ys
A8
HEs
288
944
<is
£ 131
£€s
21s
[§41
[1%1
62§
28
428
92¢
s2s
426
£2¢
22
125
0zs
64S

e 8 8 5 B R 3

%

i

o

ol




-

[

i

i

He

LI

174

BL

51

zl

oL

(EAFTERINTFIE BN

.14,

(a37avidya NI IIVASIW ) INTHG
UV el =gc0)d g8 4mi VA3 YL 03N L,
YO g r=28033453413A370V N1,
dddalaursi(yinabnarlupr
HAIOITIE LT RIS
taziseur-pruVulpur=i {2 narnardver
taZ1SgurstgL nIruarlrer
$321suul  SNTd uvolvor
FHZALMOP  SHNEHYIARIOV Y S

TLaSnid, md01 3

LOCANITINAN Y JABVSSIIIN hOBAVIUIILL) MINING ()00 I8 N3N
UCLdVISINFLURY , Uy0 u0re<TaAdIDYHE 9504,

LaSNd panNter
$13us 1 tasnid, (1) 3kiasSe
-Jueuaa.m:un.n—_wr“rza_—.m:Jn.mucxnwxcu“-.w::.:.hxqpmhznhu._u=.gdﬂ¢
2aldy
W13,
CaNINs*203d9d0iand
" helS 'MANBOTIEOF " IZUSHOI~2H4€9440,321b)
u..»n-zmg¢u.u.g_<aw.h:.uhu-.a_gpe.umdw.
CoVINst2uLuD, dpadhi
el NINROTIROT*IZISENM=244d9230,3718)
sl ANINIEYD  mi VIV omEUYIHD NI,
ST MRS UV 3R 41, p3HL,
2YLAD A0 UNId LT ‘hARnOPIBOrd ]
tadalgUr=dgy’Natpnrlvor
t=28la9,4d0,K1038432 Sgursi (L naNanP)EOP
t 2ula%.du.nlndezi[2'Mmanuprleor
t3Z1Sevr=if L nanunrldor
' 13215000, S0 4, aveIROr
£321540r SpNIW s T3AI oV g NIKHL,
O<ihy1IsINI L, oNY CED3E0DNTIIVAS,
iN3vzissalfn3nbnrasfllad)

R

SUU N0 UMY UNLEYLISLIEI o 3T EHA

tydnd) ,eiX0

.=_=>m_ﬁ.h:—.vntaw:uz.u=un.

$2,5V00 N3N 0 W1 ININI0Y QAY 40 Ho1I3TIS SUVILINTLD,

HLLGUE TS

0130X23H24VO,5NTda 11 INTAS0E13QNDIHIANO 1SN Tda (1] AWEL YA
LR ET)
145 H¥a mbannnday D38,

1140

BEL
R EX o
.J.z.-.d_¢po..a.¢han_x.acuna_zpu.uvau.
__:.-_a_qpauwn¢mz¢.xw=h.
SIMTNNSToL¥1dD 310
$a3N¥L,=1UNNOAdYI  NIHL

mwuwtsq.g~¢hae.;s.mu_m.m-..ru:..

SN InN S 4251494404 uha

il

1,14,

10

€H1d9, 40 1M dmE b ELa9,40,¥1d,3873,

Nzhﬁw-uc YldmiGyInd NIl

$N711nN, mu.wxpuw.u_.
1,3N¥l,=1diNO4dVDE, 35T Vd e

ZH4dD, 40, Hid=bZu dD Ty a0at (11dD,3513)

INKILINOIINIHL .

989 -
(434
*59 (2]
£59
259 5
159
059 95
649 -
ui9 ]
229
9y s
€29
229 o
£29
2e9 [
129
azy b
[ 13
B9
219
949
Si9
49
£49
29
(X%
049
609
809
9
9y9 a
sU9
U9 0
fu9
r4'L B4
e
ouy ET4
665
86S vz
265
9695 :
1}

# 8B 3 9

L

£0S

268 8
L6S

068 9w
T
#Es r
288

98BS -
(111

78S oL
11 L S
ZES T 9
1S
o8s 9
645
8{s v




e

I

"

14

L

7l

1UyAHL 430, 0HEpl=tf 1)k
_ug«sqav.v:Ja.u:__a_gsq
1daudynsSniofL13nll v;_Jwccaesw.-=4a.q~#u:_h=n.zw=..
Gyl 30,0030, N30,
d¥3IHT yd0dhLdniita,dl,
1,14,
-uu-
N4dLEIshentd [ anlaso
2930 8ISHE SN [ I3INIINdITIQLYISK) ,SHTd dWIASEIBFECE) I HISFE 3803,
s3SIV =LA rMININIRL,
(L1 Wn0EFAINd1 N3N &
O<r lind, 41,
n-—&-
REDN
N ED
R EN
VN =i LBLdD, 40, LX3RBdSTd,
W UiN, = avdioaNIpd,
JJ—t.V———uhnG-uh-.zth-
12281dbedVi0bdad ] NIHL,
£~ TVING S 20 0d0  dU AXIND I,
HTLE N
2HLdU 40, AXINP=ZHLdb 24 d0=dib)dn,3513,
v35 Vet anniin0)
1a14,
281d0 40U  JAINDES LhaaDs30,4X3ND,3573,
AyIHD, 40, LXIHD=EQyaHb  NdNg,
TUiNsSl o bBLdUadL, w3HL,
12781d0436,40Rde314),00,
CVVINGANST o 201db, 30, 0%3N0) 1 ANV 3nNTANOD 4 3TLRA,
1aVIHO= i 2uLdbl VIR, st pLdoly3nu) = 3NNTLNOD
_.urzh.-,___-xu»oz
L ED
ANTLSITeresl J13mMlLlyg
NEFE P ELIFSTE wzuhm_gnq.vsgs.n_uw—tzuwoss.zuzp.onn_dua.u-..wmgu.
[ Llawiiuam? 3Nl aSETEraNdNL,
IWIASII%lel 133HILudd14,3873,
1L IvAes  [1auiLad w3ng  E1JINTIONATL)Y
FgQlOA {1 aNTod=ldnndlnuliontd,
(.14,
CILsI0fE e, =21 37009/AINIST T,
-ﬂ“.
(IXASEIBrE  Ana Ly = (1 ]T00NFAAN,, 3574,
b=s:l1)udaNINL,
[ 113W008dx>0YaHT 40 IHTLaNUENT s d T eNTH
TENeANSLQYINE 310D
FaOTOA (T iny 2=XI3HIdNELNT J0dd,

' ) _ 42,30 HLIA A1v30 ISP SYH ¥0S53D0Ud uirdv
YHLIA 11¥30 3w OL L3A IAVN AVHI SLdNu¥dlh] ANy 3y 3UIHL 41 SuIAHILD.

t{rov3avuaiiug
fl,14,
$351V4amid08 35UV P IRINGILEY 938130,
LaSNgan3INbQT
£1305171.501d,E10301480
113405717, m:un.nnumz_-gg_r.msz-:.hu-»mhzuh_—.vsgn.mw‘z_mgou_._uemdaoa
En

.a_z.-na_¢»m-.aqm=a umgm.
nJ—z £3u0334847 |+Qv0 k0l au>m;u¢rn_ o
u..».hzmatu.-¢_¢u..n<u=u .zu:p.

ge?
L0%
969
S69
9269
£69
2o?
o9
D&%
669
9
249
9g9
cu9
Y89
£e9
ey
Le9
oR?
649
849
249
949
€49
L9
£49
249
149
049
499
BYy9
299
999
599
%99
£99
299
L99
09
459
859
459
959
113
959
£59
259
159
0s§9
AY9
BY9
279
9Y9
599
219
£99
299
1353
0y9
689
RE9

3

T 8 B 2

o

o

8 )

9%
L
(43

Tk

B e e—



"

10

L3

L

'y

[

e

[ 14

i

o

H

41

Zi

L

]

1JuONTkkne gl
LYWiNoryIndiiavd HIVI KIHLLIA WMuJ30 wi %1 dysd dndpd 4y¥3b Ind 53LVHEI40.D.

I ED

DeidZisSnot

HEELIRLEINFE AL N

FCEANIIPAR dd1sbug 8T 320D, ANLTIAINI VAN UL
§ 2uldU] 40, 4XNOI=igaLan]

sOQ ONTHION  ANST ,284d0L s 40 AXNULE (L, LaSnT2,3Z05000 ) NIHI  dntLivapmygagdul Ao, yliol 31a, 30100,

tUv3anGy=12e1d01 25113,
“WSE JZIS01L 3P L TMIND Y ANTEALNIHL,
INIhIOH, el 0Y3R0T.41,)
t.ql0A =3608donl L OnYd,

CCantInadeazie

1J4303N0 L330n3N psI do0 3215 s3luM
1.

L.

o=iaZysnr

HELIRLETIITINT

TCOINTTIAIN Y 3ZISUr aST 421500, AKITRIND M IniNa
i 2nadn 40, 1Y IAN0iZyidn

209NV Mo ANSTa2U LD d0 S ANDE s B u bySNVdZUSOL (HIKL 4 4HILTIYIS=2E40ab , 40,3010, 91444V THN,

fu¥3HhmiZHldy 13577,
CCINIIAINIZLSOr“as] 4ZISOFL'INTININI D INIBaINIH -,
THINS1,0v3nb, 40 .Y
14QI10A,*380843Z5bp 20N,

12430300 AOYIY ANNUYY WOL93IH IY¥ITL1HD BILNI 0L YNILLIVR 3A3NL 40 IL1S SI'UH,D.

$((isiul Puasavd  migdAianyint
1y3asIvd, =il
173073InNVHI,SNTda (1) 3ANTLS0
£I30VINNVHIWSNTIY LRI UG AN LASAS L VIQVANNYHD SR YA [ F1dW1ddu
fa3nby, =0 §18a)in0d31TI0nLuN)
FaQTOACTWINT ) 260MON3 . 2084,

$3480F LVHL 40 JNO 9INIT0E 3HL dn S13% INLLnUYM STHL S3ILvpl¥IL 80P ¥ NIHMGD,.

teald,
AYIRE 40, XN AVIHIECT) BOFNIN -
E13gdnbinliSnid,f F)3WiLb4
£13QaNuUNIISNTI4. 0113611500 (LONBOr)Enr®if2 ONBOT a0 0
£730AIIHIAVY SNV, [113UTLS0LTIUNDAINDAVD SN Vdal T)3W] YL
L(CS'ONSOrYIEN P (2 UNUGT IS0 [$7ONBOrIUOr)LISTVayD
ELaSANTH,39YHI3¥0)
FCLTONBORYENE , SRHTN,OYD T80T
FLLONEOTIROM,ENTd413A19Y NI
$.45194, 8 [ONEOTILN0031T08L0H
favaulidoaCHEOrsiaoNBNr 3813,
Ov3H1,30LXNetayInl
1.l 4
CIXLu3SNI !, 35V mi[[1]¥d]0dNgOIRL IV
UViAH1 440 ONYO P2 ) NdA38T3,
CIIAMISNTIL35IVYesif{1)8d)ddndurulivp
00N UdYANVALRD0199 =11 auT nd SnId, LfTJud)daNdn8Yl

0yd
652
854
254
984
(17
954
£52
84
1
0§
674
8yd
FA TS
9v4
(2 P
Yy
£y
eyl
(3 7]
(3 7]
6§84
254
24 d
954
Sk
*§d
5l
F4 V)
15l
1Y)
624
fed
el
9ed
Y7
LIy
f2l
2ed
Yy
n2l
64l
173
F1Y:
L1734
17}
1174
g2
24L
1174
ol
6Ud
g0l
208
0l
cu2
L 117
£0d
2oL
104
004
669

B

"

[14

BL

Z




e

(&}

(3

BE

L[4

{4

1

91

i

L1}

: TINOLNS Y. QVIND 4T,
RN
s B3 3HLLSINErmidydl yNARLGEEDLRTLON o 0N s unY o LI IOGCEIMIR LON 23T
JUd, Maltlg ], 804,
fa13,
. -_l-
AnjislIvreianal yINnL,
NP IIErmyuyIh d03RT) 30, aNINL,
TINN AT aCVIR ), 4 N3IH"
FITERS AR LT ECHETNE ) M

1,14,
IIACImTgHALNIH o
INTL0I<and ) L3 TLTINNYHD 41
1,14,
aldy
[ 1d3udiud=tdiy3) i3,
I 1)aWbimacditdladlaaNind,
0<f 11Bd4any, [ FILNIJON, 4T,
sltdaN, 08,0000,
PEYARTaNYSeE L

T b @ rpAR3UTLNIAILY N, J0Hd,

¢ HALSAS WL LpUHORONKE Lpdad AX4N 30 364 S3INIwad 30

LYY F]

]

(ISPt aandl, mi {11004 rAIN HIKNL, 0 T)ud, 4514,

-ﬂ&-

(11s1ep

$C1STIHE LasiTg 1 YannTSBOF

LadndLemiEI1V00HININ

1730 83N SN 1A, [ 10 ANILUdENIQAUISNT SN IHTASITLrECI)InISHTANINL,
TVI0L>O0NKEE9 ' 3dALyul]SUONdINIAZ SN 1d,IVL0L,4513,

CLYLSITOrE anuL st L) UDNFANECT) jnON]

T120HIdYHI SNV LE1HILSO0 baSNNdsOnSHVHLIYHI

173qH)aVHD SNVda L1 1)ad)amELSASE130HIAVHILSHTd D10 duTLEdININL,
Jq.chvcz__u.mgrpnaqdwucunbzu:m.v=41 Ivloly 4813,

LaSNYas0NHIAYHD
£140Hda¥HI 5 de L1 30bTLS0
73aHIYHD 1SN TdaC T 1)) INTLSASI130HIdYNI SNl 113 uTAnd I NINL,
IVLOLOONELY *3dALHUM)SE0UNL INIAT WO, IVLI0L 4873,
ﬁ.._m_qu.“_-.oqnzu_a_vmdsha.nha:ouoa.w:_a (i13nltbudsanadestl IV lonalnaN
TCOINLIININ wQINBIL, (1)U uBOTR) ) INT Gl INUL = L[ ) Ha)UINTREILIL SN, Lin0dHUT snIHE,
J‘»ahvasu_n.ma>»a=uuvmanuhzwbu.m:4= V10144873,
CI)ASII9r e, 3Nyl =V [1)7008FA3NT (1) 1NON]
FL,Sn Ve, [0 ETBdInIHOT N3HL,
d-popvcz_nu.marrscauvgcs.p:u>m.v:;g V10444373,
[ARFEIAIT;
ThasPId a0 INd1adX3IS A NIHL,
IVI0L>ONI L IdAJ 80T )SHONdININIITIVIOL 3T,
10" basnTdaL1I3HTLEYID badndef [1dbaY37 1881

£000000 #20NVE) ,HITINI 230N NAINL,
o<l 11¥4.41,
13WTLIVIN=I (11301 Ed)
VyUI0A I (AdALNOr T, LNT ) uNIDBLSNE D08, _
el
CTTTVWeL T

N

e
(¥4 4
0z®
1%
gie
FaY
9
cie
v48
£
4%
[4%:]
(X%
6UR
go®
e
908
sue
yo®
foe
zue
108
ous
66l
g6l
26l
964
Sl
Y6l
fo6L
26
Lol
Dol
6¥e
Bel
Lul
98l

Sl -

8l
£yl
2ul
(3P
owd
all
wel
2Ll
9Ll
sl
Yl
£L2
242

122

0L
9L
294
494
994
€94
¥9l
£94

| 14

L1}

4}

L]




uy

RS

&

[’

o

R

L1

9

43

o

UVIMUL pdU AN mi (YR | odp bl hSINLAGUL shdn Ly
AvIkulsdnytartAndaN]stur 9l
$TAYIHOL 440401 UVIHUL 40 ddAlencind -
POV IHUL 40 HUPUYIND ] a0 il ) IS YAl k]
$13ANIT100 IR I LTV IYSidYIHUT ,d0sTdUE 313
Uy3H0D U, AXNOI = QY IFOLEUYIAN0L, 40, i tulel () VINNVRD
TCQYIHOT 440,01 UYIHUT 44U IdATanb I i
POVIHOT 2404 HOP UYIAND] 30, uldulpLsiNdNnind
Fidunteanlyvateiuvinel, 40sWisul N3H)
Ay anvl 400l 40eabhdN
AWTATYINE>AVIHQ Lo d0 HTLOT ,0RY (AnT L IW3Be> L0V IINNYED g4l e NIH L
UNTHEONLAPS T4 QVIHOT VAT,
N FH
ELTP I ETE RN g BRELTALE)
SETIVINNYHI=T0I T3 de5NTda FEI3T0TTINNYHDONIH s
Inlivar> 113 130NVHD 41,)
o0, ONYHD 0L, [ yn04.,

L. 14,
EN
—-u- .
+ 1IN U InD,. 3803,
aV3Ho 30, ix3INOBIQYINL AN,
Jd_z.havn.n¢uxc..a.»xm==.““_
.13,
(1)UmITv3plicl)ip4Sul, 35139,
(IS IV mI[)I008rHINECEII0TINAL JNINHL,
(idyoveprnan, 41,
foandlmbfpdLnadon
1,144
m:.pv.a:ﬂ-.n—_mzupun
LY ED
C133W14ud=3nWTLSIT8 SN [IDLIVABPUNdINEHL,
Ow(ld¥d,d1,,3573d,
(A EL P P E TSR AL T T
duldsinur<iiddniind, 41y
TQYIHDadn Ona=t T NINHL,
uz_pm_ngnnuz_pa‘ms.nz‘.ntuxa 404 3W1A0=<INTLIVIN A0 a NI,
T1IHdNS 1. 0Y3AND, 1,
—n-—n-
p Ay (09 0 T1)HGDQUPPTIINIDUASHLaNIHL  IWILTVIN a3¢ _uu:_-..u_.
aNM3HL  0u<l 138d.onvilldanddon, il
$a0d,0° L, $Ndal133NILIVATaNIRE, Os( _-u..gz-.u;hhg«wm-vhnumx_heg R
vOUd N 0Ls D, H04,)
100,24 FLNNDIBOF IV HA,
LT

10NNY 40 QN3 LY SLINSIH'ELdNMYTINL ONIGIAN=TH]LNAY ONIYNO LN GI4Nlua 38 01 S1Ins3Y
‘aN3N0 0§1° NOID4Y¥ IVILLIY¥) QMnOBY dn3INVSWOL dn ynNHNY SISINVRE0

»+AQ08 NlvH=+ 43,

1¢,14,

dda

AV3IHT o400, dWTLantdNTnTdk3 L NIH' 4
UY3IHL 40 G TIdNUINT<an3L, 4T,
.!u-—_..

2us
(3-1°]
oye
648
848
Li¥
vie
S48
9948
£L8
248
148
048
&YR
aye
298
998
1471}
%98
e
298
Lye
0ywR
658
258
259
958
111
958
£58
41’}
LS8
o0se
&ay8
BgYe®
28
ore
cy8
98
£ye
2y8
Lye
08

658

Bsg
258
of8
[4%°]
£1%]
££8
258
(53]
OEE

628

:rd}
28
928

n~¢,

yeR
Tgee

114

[
-
"
.

%5k




= ow

-

[

(2

1

m

L

(s

e

Hl

G

Zl

SCCIHL RN pormmmam e mme AR L 30Y S TAHNYHDILD D ANE Ju
10 3npa.0iuf 4 W fouk® Hpsy IVRLFDad)
. 4N ka€h 22,50 B HOE HE S0BY AHIL % DAY S LNOANYES) §Liu
fUC JulgYydd /o fovrs WNS3V0lubge)
Tl ka€) 2p,50 101 S0Hd AHIL X DAY, $'LOOANVIS) 4Ll
ECELIalvauTruBd SIS UnS IVl had 01831130, sN1d o WnS3 T IR
LCCANILIYIB/00be[T)AWELSO L) ANELSOY JUN WWHa F0nks LITLEVADFOEY
fLrllivRogpohd® AWILIVAR Seuds LEJ3upidnd'ranlianaer iy
SEICh 2> IXYSE B NS ZX RIS WD MG L MY T WYY <UD LNUANYLS A0
LT Y Y TR
P(CINTTAIN" SO NI JWiL % AW LSV b WOF NI IWILX O Wuf NI LIVA 374 uhd dkiLlx dulldv0innd IS FUIL
FCCINTTINAN yrmmmmem e = N IAEN" L3V B05CTJ08d L) D ANT 0
SC(UUL U IdYHISUNSNYHLdYHD

18T¢L 2wz SHYOL L8 ANIIHILLSLNOUNYL }ILNG

ECCODOL*3MWLIVIS/ (UNSHYHLAVHI*ONHIAYHN))

SEICL Sy, m D33 Mid SKLYNI*HIAVHI IVIOLLS LIDUNYL S 4000

EC(INIIAANS ONSAVELAVED Y o~ 51 SNYHLUYHD 40 nn ViDL
M (aMELIVAY) 1$12<E ¥ ua ST F1LI¥I4. 8¢ LOLONY L) 4Lit0
TELIRLELTICIRT]
FAZISWIAH, /10020 45NNNOAYEE JHIIHILEANNLIFENISAS o/, JYNISASREDAVINONS Y
PANMOI3w0du3sn /o 3802uASH=onV30udE 450 LlR0JOYEL, /4 80 ASHIN=3AASANNY WY
HEEITLETT I KM
1l

e

(Y A23AMINUANIECR Y L3 INT s NIHL,

IWFLIVISE> ] NISWIAHA  UNY,QY3HE 240, Il Lanpinla<IT4TYIR 1,0 N3HL,
TINILES L OYIHT A1,
$.14.

epdictINILIVIS
IR EDN
IWILIVIY=alIL, Snide LA LTVaL  HdHL,
o=l 118dedly
00 M, 0Ll an0d, s NIH,
dHALPIMTILIVIY. 0.
13H1AN3AILN
ha.—.maAa.wd_hd¢wn
LN
CCINTIMINCINLINAN Y IEMNESEOT LAY LSIN L IOVAT BRIV LNTYNd
PCCANETAIN W VIIANISAOP 03 uvaSilld) 339¥uld8nd.y)irlbd
FCINTIAIND AN ((IB0DITY4=IZ1ISKIN TIATTIOVEY
IQYUIEUL Y (N/L0L3T00+N A0LS0) =00 kA0 UL N/ JLLSH IHIL YY)
1EIKEY I NYSED A AYKEP NG S LT PALC R INECL 2> <L g B LIOANYS) 4 UMD
Lcqaninan
“L3UNOWILSAS  ISANN  3W0IFB0  3IWILregx 3WIlzjalx  FddiSox  awid W)kl ne
1CINTIRAN) LH D ¥d
SCLI)3NIL3NQ = (1) NdHYSINQTEMT)3MILS0el[1]3T90YEIHILSO
1004200006740 1)3guVS310I=11330IL30IY SV L0LITUL
100420000S/CHIJINUYSINTLSU=TT)aWILS0D4ENTd,10150)
WwWasN.nl, 1,804,
10 0= 4023010 0=t 101450
1O OVOUS SN Tds  NTHAATdNYS  NINL Y
ANJEdINEVEm<INTILIVIB 4]
1e14.
baSNVd ANNQYIHQISASEIFODITUI-TZISHAN SNV IH0DSAS
) PLoSN 14, 1HN0D3M0IE3SNIAYUIN0L,5N1d, 3H0IUISN
) FLaSNTd o INNOIOVEIETIIATTIOVEL 4S80 35uNnd 07 0SeSnTd nYATTanYS N3Nl
BYAINQUVES<INELITIVINL 4],
"n._m.
. sl
ohds
QY 3IHOL 40, AXNOI=TQVIHOTEQAYINOT 40, HIL0I=d L} VANNYRY

SINETIMINONHIAYHI = %1 HIdYHI 40 OH IVLIOL.IDIMHINA

9Y6
€6
*y6
£Y6
2y6
LYé
0Y6
656
C1Y ]
256
Pib
119}
786
£16
286
1£é
0gé
626
86
L24
9¢h
€Zé
yéo
111
226
L2
0zé
616
gLé
216
?L6
Sié
L 17
€46
Zi6
LL6
0Lb6
6Ué
206
lué
s
Sué
k41
06
206
Lué

668
Bof

['T4

-1

¥l



¥

'3

G

e

ug

91

[

n

[ Ny N YN SRy P Y SNy S ST Sy S U U N NS PY U R YN NS YRS ¥y ¥ 11k a1l13
Ly Ny N Ny N Ry N N Y 41 tidayd 40 HIVHON liarialid
[ N Ry Y NN AN S PN R S Y S NS NNV S YNV S SN PR R Y VSV Y FNF R IR IS I 'Y Litipdlry
Iy NN Ry R RS NN Ny R NN P N N TS N S N N S N SR A Y P PP RN Y P R RSV SR SR Y RN O F R YR PR Y

89§5 S1INND AOF 8L 90 €2

PRELY Q250 360 wiedlyvi ¢ LESL GISH IdiLeUF RET20°E2
$3V1446017 2 1 QINSINES 14782 RE°VDE2

$IX3 IVidon Sud9I0YVYN LAY IdSTag

Q35SIVIVAN 274 WIULUAN HILINVEY

£2°87 03%IvA2*wIL3 VI UETS2 LE'HODTE2
SHIYSHY UL BUShVne 33¥) LL°90°82

SuddsnuVHL L2587 Vdle d43d3 9€°40°E2

sEI45hYHL R6* UHje 3384 9E°40°€2

cUIJSNYYL J2°Lbvos 23MS 9L 90 K2

SHIHSHYEL LLLY2ivoe 3384 9L°%0°52

CHIJSNYBL ©2¢ UH4s 238 9£°40°E2

AUt d313130F pgT€2

QY i A¥14Sla

02°v UINI0N1 (9LYE NIAID FHa] 9270 €2'¢0°22
SPIISNYIL Lho’ udre 338 L12°50°22

SHIASHYEL 49L’sivae d384 BLvO0 22

wls3ury 43114403 P a3dlvk: s2'o

JHSINDY, 886

NLER 24

Wldy . 98
CeLalinviswor 1) (171
1§ ame .- LXECE @ XE<E> S LpOGHYLIS) 4404381, Y86
(CLI)anvASEOr=(IINSINTdHUr " L1dns Nl 480l (11 10YAYE01 ) 46
PENCET W I XLLETES KRR IRASEIS LNNANYAS)41N0, NTHk, 284
CCRTIHSINTANUR» 0" 0)  JON, UMV (U 0> LIASINIIHOr) (LON ) L 10N a4l 186
1000 b=n3NE0T, 04, 14004, 084
L(INIAAEN 6l4
PL.H3ILSAS N} AWIL QAHSINLS WOr 3WI) Q3AVELIWT BUP IHIL ONSOFW) D UMDt BLb
2¢39¥dn3IN) (N Tng 2L6
HTYEN 946
CINTTIAIN) LNl NHd, 3813, §L6
COINEIM AN L4000 J10LS=- L)) ANTRd wlb
SEL)LMYLSHIOTHE =3I IYIdeSnVd,uNENI0TEE HINL, £46
O0<LIIBuIUl ANV [ 1103X0T16L1VH41, eLé
$ [1143I0Inar, sN1d,wnSan01ar Lib
1C(C1)a3NIHY3L’e  w)DANfHd 046
SCCr1)anldsAS (130330 uer (F)03UOL! [1I10aXISE(E)32ISar (v Tlu0r 1) 696
COVECETEYY LR RECEP T XE<Y> ! XE<ETE> NP IKECEIS 1 AN0ANYLISYILnD) 8yé
100, b=pING0L, 04, E4u04, 196
. tgeaniIngy 996
‘wQ3inydy  3WIL WALSAS  BWliNI0TE so3ugl SuS/L (523SW)AWILbOf F4Ar80F ONBOTL)IANIYa §96
TCCINTTHAN ymmmam=- men INIRAN W SNOT LT HIS30 BOTL) ) ANLHd "96
1C(OAVIHOISAS DAVIHOI A SN INIDAIG U4 NNNGAY  ONI0TIN) £96
SV dn<EPLSNOTLINNG wILSAS BOJ qISH WIH 4O ANAOWY DAV, 296
‘TaNu<f>539VHI 380D H04 Q35N WIH Ju LNPOUY YAV, 196
’ ¢ V,xe<Z>.0350NN ABOHIA 30 X DAY, 094
Flad Sh> U3SaN0 AdOUIH 40 ANHOHWY DAV, 686
*ICEP =SNOTLVIOIIY AHUKIW 4 ON S LNOQNYLS) 41010 Bsé
TCEANITIASIN p e mmccecea 3R IAN W 30VSD AHOWANL)) AN Y 156
166000 s3I LIVIG/WNSOT) 954
‘$ICE Eran 335 H3d Uyl AHULSEIMS DAVLSLAOONVASYE .0 (11}
FLIILAR0T, SNV, 0NS00 00 b=HINHOr 0101 4H04, 986
FCCONVHD /1 3WELul 7004* uns3VAII3INNVED) £56
‘$laXuh CPLST 370) STIANNYHI FHIL % 92V, 5 LNOANYLS) 4100 256
TCOLYA1Q1TANNYHD SN, uNSIVQ LI T4NNYHD 156
$O0 anidol 700k= CI1310113INNVHI 056
CLEIANALTINNYHIC L) 47 X < b7 &> ' XU<E "> XECL>S LN0ONYLS) 410D 6Y6
. W00, OHYHI 0L, 1,404, 294
PCCINTIMIN" 22100 I3NHYND 3HIL X 3701 TINNYHD 3WIL TANNYHILI D LulH : 296

W )

L2

a

[

(



- AL

4]

('Y

i

ul

u

[

113

a

u

(X3 0002 VU0nHe  C# OnDE+ oouLe
i J4ALEnf 404 sBUY¥Y
be voos+ Uolnes Ie 0nQY+ 0oL LY
ye Jad2ul 103 SAURd
Le uyng+ [T I+ Douk+ plutLe
S+ - J4A 800 D4 -,904d
i Vpose culnye 2+ 000w~ oLl -
e ddAiHOT HO4 LE0NMd
ie vonge tuvnee F4s Dnud~ oCULe
£ FdAtUal a0d LOUEd
(2 Uuose QUUNk i ondYe poueLe
2+ 34AL60F 104 BUMNd
L Vuoge Guungs« i+ 0nuye [ ITER S
b 34A80F a0d i80%d
e = SAN3IAI 10 ON
Af e Juy SAUl 40 Sibe
H92a Uy SAUl 40 LBe
N7+ 3y SqUF 40 .S+
ngLs+ 19 SA0F 40 xXE2e
Ay L+ Jdy SAUT 40 xele+
ALe Juy SAOM 40 ZA&be
A9 Jav SA0C 40 2§+
L+ s S3/18 uOrf 40 ON
b Ve 3dAL 40 X
be Le 3dal 40 %
Y- 9e AdAL 40 X
T 134 3dAL 40 %
Sle v+ idAL 40 %
She £ 3dAL 40 X
Die 24+ ddAL 40 X
0§+ 3 IdAl 40 X
¢ = L4dALUOF A0 DN
v = Q318§
(¥ = L0338

SNOTLYI14103345 avuLINBUA

£ = wuldohnd IVILN3ISSI ¥nd Q3UIIN ALOWIN

(13 = ABOW3I 40 00d 33N4

0°b = Av13q JYNVHD ¥3LdVHD

L+ m S1HIHO3IS 30 ON

0L s SuN3dN93dL 40 LIS

[ 2 ¥ = \¥13a anliMir0)3Y

£ = A¥13d 9v11ndiHIS 13A37 nOY

(VA } s AV130 ONITNa3NIS T3IA3T HODIM

0"¢ = $3n3nb U3nI0NY gNY Ady3d NI3ImLIY AwINT ONIdIVAS H0d .¥13d
’ c'2 = AV1I3Q sdndadimMl
[ = Au0wi3W Ml 32¥dS wnd ONININYIS w04 AVIIQ

0'L = 3030 T4NNYHI OoLml AdLXI ONDI¥ISHE 004 AVIIC
0'e = A¥13a WeliYi013y

0°009 = Ayl3a NI 110¥

0°009 = .¥13d inU 10

0" & In3IN0 AQY3Y OLME AuWINI ONIIBISNT 404 AVI3Q
0"k = avidd NOTLYIUTYIN

004 = aA¥13a 011

£ = STINHVHD 20 ON

i B S¥USSIIuYd 40 DN

Zihe B 3218 AuDHIH

0Re = 3400 33Y4

SNOTIVIIS123uE NILSAS

e

NNY¥ TNY4

23

8

X

§ ¢ 8 o

Yz

(14

Hi

1

ri

-t



-~

L3

o

L1

Ll

4]

be

V002

000nE

v
g

0n0Y+
JaalEol 404

oo Le”

580Nd

b

8

2 & X

B



J

)

el

o

L

43

ok

w

2 i+ i+
T1dmanisuLl Q3luviniiidl S4DYHIIHEND

0Ty Ut ?2°%S 0"ubd0ULY
AnIAfApx  auld310I%  IndtoX 3IWlC
UEDT RIS uopr
fe £+ L
MAnkISYEL aILuvisindr SIOVHIIEND
9 5y [} L'sS 0°0D0USE
ETTPY A TP T PR TR & S ') BRI T 1]
UIndHice uoe
T i+ i+

V13N ISPOr 0308ViSLN3) S3BYHIINGD

99 [ v°95 0°uD0LKE
anfarenX  #nll3V001% Iwl-sed Al

Ad i+ i
TIFANISEOT 03LBVACLIL S4DYHIIUC)
u'gy 0L 2°68 0°0D00s2
dRIACENX  aWELAVNOEX  Fultsod 3wl
Ye f+ Fid
T3AnNISHOr Q3LaVESLidL SIOVHIIEND
99 - 2" 2795 0'wb0VNZ
dWArepX  IWIL3N0Ix 3ylis0X  3WHIL
e fe i
19INHISEOF 03ABYLISLINIL S3DYHIIHDD

09y At g£'2s 0'a00usy
dHLreos  3W1L30lx Ialisox Il

dIndirze uo g

L+ Yo g
aam:zumcewaw—¢¢pnpzwpmao¢:_u¢au

sy A €'25 D uoOUNL
dRLLrBOR  aWEL3T0EA  FnblsoX WD)
$ \ P
TVIANTISHOL QIluvigindL S4DYWIINED)

6" 5" s 2°25 0'0000%
aWiLrenx  AWTLAIGIN IWILSOR BN

T 8 b % ¥ B B8

§

or

B

k14

L[4

<4

Bt

L1}

(43




L13

Ly

L0

b

a9

L]}

oL

(1]
340JIHILSAS

95
JHOJHALSAS

s
JHUJHILSAS

98
JY0IHILSAS

P
AU0IHILSAS

9s
FYQUHILSAS

95
EFTFLETETE

95
JHOUNILEAS

JYUINILSAS

v
ERLL

2
Acahn

(1}
FRLLTTE

[
asnNn

ok
Isnhn

9
ISnNn

9
Isnhn

5

ASnKN

L]
ENLT

Vi
340 rdp

vl
ELIVET Y]

90k
440Jr Ry

Ui
3492rag

901
EETNET )

Uik
3903100

044
1H0IrNy

oLl
3u0ArNp

04l
3402140

['24 fe de

T¥3aNISUHOr 03ldviciilar S3IDYHIFEOD

5’7y " 2°%S U nbuusn
] lfdny  3IHILITQIX INirsnX AWML

[i2] fe i
TVA4NISE0F G3dvLgiHI) SIDYHIIEN)

£°57 B 1L ATIS 0000008
3nlituox IWIL3V00X  Jul LoX  3HIL
QIR ILZ b Ll
(X3 £+ ir

TIIANISUOT QILNVASLI3r STIPVHIIFHLD
(3% ] $° 4 6°7% 0°000vUcs
Jupirdny  3d1i3701%  FJalsex  IMIL
I i+ i
TIINNISHOP a3Lwvies (4] S19YHIIEOD
[ 2 ) L3 97 0 udluvuL
ANLIre0x  INIL3IVQER  Iuiitox  3NEL

i+ £+ i+
T113IANISHOr Q3dgvigind S3IHVHIINGD

v 9y B°L #°LS 0°n0BUSY
dWlLr¥nx  3WI43700% 3wl uoX Wl
LETT N PR wor
GIudTLhe unr
2+ Ye FE)

TIIHNISHOT g3Lmvicatiy SIDYHITNND
'y 44 f'ys 0°000UN9
AWlireny  3WIL31GIX  FWE-S0X  3WlL
2+ 7. i
T93nnpS90f a3daviasiliiy S3IvYUIINOD
(4] *"i 6'Es 0'uooucs
Ingireny  3WlLdNelx  AW'sex WL

i £+ ir

6" CY £ 2°%S 0'0no0vag
AWpLrenY  3WIL31001X 3FWieSn¥  3WIL
2e fe i
T3mub80F 034uvisitay S30VIIINOD
2y §'L

. 2°E£S 070000§
INILrepX  IWTL3V01X  IWbisnX 3kl

& B R

Bl

L1

o




P -

o

ar

4i

L

6y
AH0JHALSAS

oY
JUOIHILSAS

67
AYOJHALYAS

&Y
IYQIHILSAS

6y
JBUIHILSAS

6%
FUQIHILSAS

2%
FHOIWILSAS

25
JHOUHILSAS

[4)
JHOINILEAS

I
Isphp

‘21
A<pkn

24
asnhn

FL
3snln

b
ERLILTL

21
ERYLTI

ok
EELLIT

o
Isnnn

[ )
ISNNN

Yui
I0Iren

Yol
FREITNT & 1)

Yol
43GJITH0

90tk
EETTRE T

901
1400740

P04
ELTR T 10

vkl
3403reo

1
4802140

0Ll
3403rep

e 2+ i
13mnISHOr g3lpvisindr Sibyi3do)d

§°4Y [ PR =.=oac:nw
dAMpareny  3kiLdN0ln JUfs0X AWEL
L+ [ L+
Trann1SH0r 0318vicitdl S3DYHIINO0)
o'y 3l 2°58 070000821
dviirenxy  3WILAVQLY  Ful.oind BHLL

ve be (A
M1daNISY0r 03luvisinds SIBYHIAMLD

62y 2'1 0°¢s 0 000LLZE
dnJLfENY  IWIL3ITQLX  3Wl!S0X  3HIL
UIpdiLie dor
O+ 2+ i

I113nNISEeLr GILMVEGLISL SIDVHIIN0D
g2 4" [ 3} L6 0°uouustLl
AW rEpX  3HIL3N0I%  3uiisox 3dlL
U ke i
TVIANISHOr QFLavisiidy SIDYHIIN0D
Faral 90 295 0o0ounil
dWlLrNnX  3WIA3VaIR FulisoXx AWl

[if] [ i
TVIANISYOR 03LdvLSINdL SIDYHIINOD

6'2y 0*t L'95 0'uo0u<ol
ANTLrS0X  3WEL3NAIR  3ul.Sod  IWiL
EITEPE 254 wop
L 2« i+

11 3InnISHOF g3luvlisitll S3H¥HI3H0)D
§°LY 40 a9y 0 a00ULa0L
AWILTEn%  3WIL370IX  IwlsSoX  3HIL
U+ 2+ i
T1IANTSHOP QIUVASLLIL SIOVHIIWO0D
6" 27 $°0 €796 0°000046
AMILrdpX IWEL3NAIN 3ulliox  3WIL
0 2+ i+
V93InNTSH0F aILuvisandn SIOVHTINO0D

2Ly 6'0 R°5S 0°000006
IH[Lrepx  3IWELINGLY  3WILS0X 3HIA

GIEILLbe aop

9

HS

& R = 8 B 2

%

Bl

AL

r

- Tk

L3

el



bk

W

L4

L1}

¥l

ok

47
340IHILSAS

iy
JU0INILSAS

2y
JUOIHILSAS

]
JHOINILSAS

6y
JUQINILSAS

Fiy
Jspin

P13
asnNn

it
ERGLTI

1’
asnhn

12
35NN

L]
-2
09
B3
95
L1
F+1
(]
8
i
r
.
or
B
LET-NFE-1 Hor
L 3
0+ 2+ 9 )
TVINMISHOL gILuvigiNil SIOYHLIYND L3
e 4%y 1 2'€S 0°nD0VSSH a
JHUOTE0  ANEACNNX 3WTARV0IX  3Wl.toX  3WIL
o€
Ce Z+ 9+ L
T3ANTSHET a3luviginid SiovYH13be)
5z
¥y 9y [ 0% 0" uobLush
INOIrdn  dAWiirEnX  3IWELITOEX  AulLSnX  Iuie vz
.&n
O« 2+ 9
TIIANISHEOr 03IuVigitdL S3OVHIIN0I o
gy 4°5Y 2'L L'5% 0'no0ugyy L
2400580 3IWpLFENX  3WILIVALX Julivex 3wl
- ul
i LENTEFT T dop
L[}
0+ be e
TV3InM1SHOF a3LuvisiNIL S3bYUI3E0D o
2ok 927 S et ®°95 0°000LuYE - o
3800080 dMpIrEEx  3IRILIVQIN  JulLsoX W]l
. ]
ur s a4 E
113InNISLOr Q3iuvigaidy S39YHIINOD
.
2ok - L'EY 'L e's§ 0'000USEL
3400r80  dWIArEnX  3WIAIV0IX Fulliox  BWIL T
WINYILG L o




L]

L

[l

#e

1

LU

Zi

ol

- 4 QLo 6oEw 0u0"08EETL

4 0UD"S0SY¢ VU0 6LY627

4 000"6LLLE 000°92¢c021L

i 000"Y2<h 000 "2fe2¥

QN0 1045 4 0VO°eYYYY 000" Y0609y
1 000°9uEw 000726525

4 000°g9s0!L 000°sS25%1

a3%307% 11118 4 000°6994s Voo 8YL0S2
i 00Qr2oaYe 000°02v461L

L 000" biswe V00" 025582

L 000°8489¢ 000" 7198%€
i 000" B6LBO 000" 0YL6YS

i 000°BSLYL 000" 691002

i 000°659u8 000" 425000

I 000*gé0be 000°£8288¢

i 0vo“BYSL 000°0£299

L 000°6uyes 000" Z1y292

Q3wd¥35 3IWIL WALSAS 3IRILNI0TE

138 1 000° 000298 (]

SO NI 3WIs X

FHILS0

b %O NI 3WILX © WuP N§ A1Yh 3101 Okd 3wlix 3W.370T0¥d  O¥g

1

#”s

wzy (-1} cUo RIS v 1)
icy Tz o022 9 9
895 iz 000*2GSYL ] Sk
g2 9 0001822 2 L 1%
5V ey eoo se21y 4 £
g0k in GO0 bévd 2 2
gLe ing Qo0 g hye [} 1%
S2¥f Ocy 000°2599% t 0L
lso 0ci 000" 6%2141 i 6
fzee 2L 000" 2B5Y9 L ] 8
g0l 174 000" 0Y2i2 £ 4
22%¢ Ivg 00 LSsEw 2 9
bavi sni coorzzszh i s
PLug 0%9 GO0 L26Y9 ) 9
Bt $1) 000° 92691 3 5
Yol ['¥] GoD"EdyYy v Z
T8 $8Y Coo'RYSLY 1 1
Shiyul Ses/4 (523SwWdIARILENT daAlvOl wHENP

cHulid14353u WOP

SNOELINNS W3LSAS 04 G3Sn WIH 40 Lunowv 9aY
ay0b S3ovwl 34p2 Y04 aISn WIW 0 LunoHv AV
Z8  a3Isann Ayvul3IW 40 % 9AY

494 G3SNNN AMUWIW 40 Luholy DAY

0 +SHOMLYI013d AMOUIW 0 ON

IOVEN AHOMIW

2L = 335 834 071 3INOLLITLY DAY

Xv'9 ST 3700 SVINNVKI FUTL % DAV

w'e , bon"nv2dsL £
20'9 00n' 246 F4
8y 00n"UYALL I

3701 V1INNYHD 3NEL X 3701 T3INNVHI FHIL TINNVHD

inySn 13puNYHI
A0 SI b g0F NI Sokd JulL x 9AV
x£'b  §1 3101 Svdd JdIL = DAY
Voo £l 00 RIN02Z |

o

39VSN H0SSII0NG

€'9 = SNWML bIu [N3IJu3d

2T0d2 w 235 H3d SNvHL+HIdVYH) TVLIOL
02995+ = S1 SNYHLAYHD 40 ON VIOL
£969si* = §1 HIAYHD 30 ON TVLOL

000" gR0068L = ST AWIL1VIY

[+

o

BT

44

4

o

e,




03

e '

"

[}

,ooc._awmn*w.
wALSAS Nl Wil

UINSINTS BOF 3IWIL

QILVILEND BOP m;-.—.i:zn_._ﬁ||

¥
Le ]
&5
]
&
r
"
o
or
o
e
T
@x
[
B
a
4555555555556 555585555555555559555555555655555555555655 8555585555657 SO _SSUSSOEEL8655 sS EEL6S55N5.S L0YS 855 5858
5555555555655 55555555555555655855555558555§55555555555555U585L55588688,°595558¢8 §55585%¢ 2z
45555555555 5655555555855565555955555555555556655555556555555885556555a8559555548 6 S3ovd 40 ¥IPWON §55.858%
4555558555 555555555555555555855555555565555555555555555520955855555555555595°58 §55.55%8¢ =
45555558555 55555595555505555555558555355585855555555558,555F 85505555555 58555559y.3535545% ceSUSSEES5555-3 5485 .855:.8854
0z
e -- ©00S‘v2lZost b 0
-- -- 00§ niceoll 9
005" 13 L2482 00075212051 0055900101 11 9%
008" E2YEYL 000 anaummp 00§ 212998 113
§ ee 005" 260568 £h n
000 Y2915} 000 ¢¢¢¢o~ 000" vLos99 zi
008 §2r222 000 8§299% 00§ al6E"Y 1) a
- .- 00s o9nEAL 0t
0087 12Y20¢ 000°%29¢E 19 GosS 20uLLE [ o
00U " I¥S60E ) 000 855029} 000 244UL 8
008°8262¢¢ o0y hoéCYe OoS'72460L 4 2 '
. - - 000’0 4 .
000 §6601L8 n00 Eeslis 000°n S o9
. B - 000°n L
000 £9096% 000 'E90v6¢ 000°n £ v
00U 99001} 00 ¥9604L oon.a _.2 -
000" hoE20LE 000°n L 4

(TS

e bk et i i B



i

()

W

L1

[

o

o

Lb
9
19AY3IB0ISAS "9AVIBOIWIASA 1)
oEi N0YIUINISHI ORI IB0dSSN 02 LENUIINNISAS ‘neilqn0asas '
*3aALBVM HOEAHA L HONCAO0) ' H0Bd 3D IS 0= I FALARNIVHD £
PUISAMNOAY ANIIYA0 Ou  ANNOD Y * Q=2 3H0IASANNI Ol g LY 3N 0=3T3A3 V0V HS Zi
Ut WNSOI*IZISHOP 0mIQVOIHOP Y baiyiddntlnl ' bat LulddpdINTI“ONEDT Le
COUYASTH' NI 9 3u ZIS 1 ON X =2 NN0JWOr? MINQOI . LNT, 0k
f0eigNIQIIB Y TgNSHYULdYH] 6
T0m UNHIAYHI 'Sl TTAANISHUP * & ISV L0HORIN LBV 1 Sunr 0L ABVASINGL ¥
CIYL0A0ut IgVKIINUD P AAYS AH0IIINI0alIZISOL YniAZISH0 2 =120335 440335 LUNT, 2
YT ER LR R ER R PR LR P TR A T T S AP E R E' T ER T T 9
0 0s WNSHYO TR ‘U Qi nSLIyADLTOEd 0= tNSFIUETINNYHI 'O O=tuNSATVI0HS n nce b BYAITdRYS Al ivdY, [
HOITYL N TR S 1]
IANILSAS  LUVASHIOTGET " HSINT4ROL P JHVASHOP A3 ND0VALF IZISEFaTIVIE.T DLt L] £
_.p:ua.-.z_goupw¢d.ua»pnb.u:.._:c..rg;.gz:ﬂua-u..usup_..xa_.u:-p.a.u:z.-zau.uauu. m
stilnda,
Wisamlye 0
’ #RRLSs NIAID 380D 20°0 65°nZ2°0Z
ALISY3AINN NodSY g5/02/02 AV wL/60/02 N0 HILSAS<ORITIdH0D ¥-897091¥ IH- A8 Q3V1dWDD
0982 W3IAL9 dund LO"0 L8027 N2
44 ¥idHIAUN €2 31va ¥ bIgHON L8043 SnlvisS fR¥Yludlvvn
. Ir'watay Vi 2802702
0U00Z Ju0ASr yiVon4y Vivy'g04940dS Houd 891091VVYN 428 02702

03.L4vLS AVInd AON ST 6Of 2¢°u2°02
I R T R P L Ly e r A P R T Y R R RS R Y )
-

(b 0oN) ¥ILL3TSAIN B26b AsndnY 33 NOLLVWEOIN] waHLlBnd Bpd

“QAJINQOLNT S3ANIT Q0 40
LINY430 v Hilm SANIT 00§ 40 LIMIT aNdlN0 WaLlSAS §53x¢x3 (y
G3INUOHINT NOZLNJIIKI QNY NOILIYQITOSHOD * NUlLYIIdWO)D
o4 SQN0J3IS 02 40 LIWJY 3IWiL TVEW HILSAS $SaMgx3 (g
. NHVEQMLIn AbVHdlT 3334 (2
WRYMQHLIA DNVLASOTIIYR (}
=1 yl6h ¥IiawALdaS HLY AYUNOW NO 3DV74
¥004 SAONVYHI F¥WMA40US ONJMO1104 3HL LYHL 03QHIWIy 38V Sudsp

LI B B RE B IR B R B I

$40NVHD 3¥VALA0S
.
(LA LI S N A R A R Y] Y L Y Y L L e FY P *Rprnpntrasane

CAUYZHIQOOELF)AL 4400002 FWOLS'YLYA0ID VAYY'L03ID4uIS Duad)WVUVA’'B9T10n1YYN'34020394011 FH +25°n2" 02

ERE O B BE BE B B BE B B BB B B

US Y g b B2dISLZ 103M QIUIINT ¢ ) ALINOJEA § Q WYIULE £ 01 XDYg P3dAL 2£°0¢°0Z 42d35124IU0UI03I94ON 9ROYISSE GALNYIS

(0a18/)390003940w “980§45E: LN3NJ0g
Yin ONISH 620412 AY ¥2d35kZ N0 1 30I03040N"9RB0BESSHe NI NOLSY LY $¢9'goN
90°0b b2 Ly ¥4d3aShZ NO QIIN00HG (VELE/b)IHNIVIDION " PR0B4SSS 40 BNLLSIVH

CAMMAAAAAARAAARAAAARAAAARAAAAARAAARAAAAARAARAAAAAARAAAAANAAAAAARAAAARAALAARAAARAAAAN ITTIATY denia  dandd
$AAAAAAA AAAAAAALAAAA AAAA " ] L A
SAAAAAAA AAALAAMLAAA A AAAA [] [ ] (] d # [ ¥
SAAAAAAA J40J03DdON" 9§0gess! AAAAAAALAAAA dUpy AAAA Tl 117] A ] frpgd
SAAAAAAA AAAAAAALAAAA AAAA L A 0 W 8
SAAAAAAA AAAAAAARAAAA AAAA 7P e a @ ¢y r
SAMKARRRAARKARAAAANKARAAAARAAARARARAAAARAAARARARAAAARARAAMAAAAMAAAARAAAAAAALAAARALAL ¥ _ deutd _ dpped

¥z

Bl

Fi

zh

<

-



9

oy

(74

&

L1

1)

il

ok

I YHILE LI VANNYHO=BIHTIO0] o NdHL,
ANLIDISTIIVINNYND 4T,
.On.Czlzw-OF-uaxcu.
ShmivHL[LIVINNYHInIANTAOD)
. FLQlOA1=3WILTINNYHD D00,

sIuNOTLVUIA0 OFT MY LI0 ANYYD UL 3344 34 VLA VANNYHI Y N3wa JulL SIEVINIINDGI.

tCAdtQNYBHBONSE 20335
IWDANYasLAH
120335 3dNyBWNRLN)
by v3g,s20NYb , Inkd,
FeANtaNYHWHONS T §A335
InDQNyastAY
$1033S=1ANYENHO:D)
LYY= buNyYd0dd,

$I0AVIANLD3433N SLINIAT 40U SIININDAS ONY SOTLSTUILIVEYH] GuF
ONIAVE3INIY W03 03Sn 48 04 SUKW Hoduyd J0 53IN3NB3IS LaNILSIU unl S3LVNIH39,D.

FTIVA‘GyIR"2bLd bBLd  AMLNIGNl 43N,
£ VEN e 1IN A¥ANTUQPR, 430,
PELXINVAYANTROT o o330, *IHILIVIda*d dNT )0l dnDLS s maAYANINOL, . 3Q00,
TTIYLD*OYIHO ' Eulan gl dD s L¥LdD  ANLNIeYD ., 430,
eV =S InN  ABLNIdYD s 430,

L(uid, AbENIOYD 4, 4dY,
CUNFGANT G 'NED3U UNT 3710 INT ) sl dNBLS e s AuiN3dYD 300U,
EoINs =YV IN G ININT s 043N,
1210’ b y1a0 ' UVIHOWINIDF, o 438,
..p:mze.»zuoq..uus P3LL0, VAN, T08d  ANT ) 1ONBLS (mydNIOra L 3a0N,
_.a_z.-ezn=»c=._=ubm“as_..umu.
128Laul byldOLl T IVADE‘QVIHOT ANILSI 00,4 43Y,

BEAXNOL o ANTLSL 10T, o434, HOT AN
*AdALANYLNE 00, °0D1,7008, ' HILOT,IVA¥, )4 hdNULSs =i dNILS 10T 0300,
LaViN = 1IN ANIdnELnT o 43H,
$VIVLI 2uLdl  poldl ov3HTvanddndinl i 430,
FCAXN ANIdNYLND 340,
*ONBOFoLN1 020047008, °dALENYINT 11008, 2 IHILANYLINT,1¥IH, ) 4 8DNHLS s =i ANIdNY LN, HAUI,
$V00RrAIN, 1008 INT 1Y
i (NE LNILON,IONE, (NTL)
. nﬂt-h.n.._-mn-n—._n—-
. LI UINI LS
{oauni*daxassintilozi
unmz-:xu-.@wuucdcp_¢=.H==oudao.pnz.dno=.Hch.—u
I310IVINNYHI*TINNYHI IV Id [oNVHD T L]
13VdHYS31QI* ITONYSIHILSO INILSO ATYADFONd* 3TL VAL, IV3Y, (N1 L)
18OF o1kl [914/0210)
11401002V 13481 134STIH 13ADdYHS*130anbinT
$130NIT7108* V140X IHIYI T TIQIIANNYHI* 1302002

47304n01708 #1394 ISNT 130207 TIVIE 1300l TV,

lo2ZuioNyHd'0Z=iN*321Su3l1ILNT,

$142159358'0N935'100d33YI AINNILNISSTLNT,
150NNV ANT s LONINIAIEL ONdALUUTT L)

11N3)a3d218°53215e0F AnTalONTISHUIIL)

1ina2u3ddALsINT L EONdALYNOMT 4]

£guIONINIAI WalONZISAOr“0gnsONGALROT, AN,

. 137001,940048,
IVIOND*130HIdVHI P dWaL 0  gmiJWIASTYNF 0" 0ad3k 10170 OmtanliLIVa¥,TvIY,

g 8 @ 3

L4

az

a

[43



-

PREER

&

k13

n

4]

wlda ($ 23
sld, vl
(2ULdOI*( [JBd*3dALdNULNI‘[EIOI ( 1) 3nlLnd) [y
=0 ANIASII0lomELaidul, 400 dXHUT 35730 85l
(28140170 L)ya’daAsdnusnNI*(1308°( J)3nldug) Fiq)
ol dndastyulantavIyol ;n3KHL, 9Ll
OMEHLUN, ST LB4d014 35713, S5l
CoVINGPE TIud*30ALayINI“CLIOE L [23nlLbd) ki s
wl ANILST IO emiNIV)OY 40 1XNOT R 0y 0  NINHL, €5l
[ 1)3ujaads>»2u dobad0aviang 41 ,.n3H4, F{ 1)
ONIWEON ST o280d00 0400 XN Tadla (43
t(ald, O£+
2350y atalNILNED T3}
$26Laul’[ MJ¥e’IdasdndaNI (13010 1)dultng) gel
Bb  INILSTIULemd LUy d0]40,1XN0043873, 24
+3SIVasataNNlLNDD 924
IQ2uLdol’[ 1Jbd'34ALdnAaNI L300 L 1)3NELud) s2i
E3,ARAL6010 b aYINnlJNIHL, 2¢l
UNIHLUN S1ibuLdnT 43573, £zl
ZULd01 s 40 LXNOTwEZHLdOT S CuLa0 )=t Ly a0l sNIHL 2¢4
2¥1duldowiavlac) [)3nilodediy) (73
20U CONTHLION LS T4 2HAd0 240, 0XN00) oy 3nkIIN0,3TIHA, 024
FOV3IHOIIZYLdOT B o VINa=d LB U1, 3L, ad3NNTLNDD T8, 11}
CoVing 'L 1)¥adoalanydni* (1101 133110100d) gil
b IN3LSLT00 =1 Ivi0ImsQVIHOL NINHL, 1y
UnlngoNaSTaavInOl,41,) 94
FouloAdCTadNTd=iST 0l 3004, (11}
Yl
_o_«dmzquu dHL AW Q3IA¥3IS ST HIIWA L1SI7 ¥ OLNO 1S3nD3Y OSI NY §32YVd,.D, £il
r41)
Lt
IR okt
W1 601
REN 'T'1%
(Zu+di7ONQOr“ R 2000 "3N]L) 01
sholNIaNuANT @3 bydglad0,dxn 3873, gyl
(244d1'0NROF R 10087 IN]L) 1111}
=3 ANIANUINT B IAVIHT ,NIHL, 0L
_ LRI IYINYREN oL
CoVINy'ONBOF*8° 100 3N]1L) 2vl
sl LNIGNULNT udTEVET 904 LRNTTTIVAT JHINHE 1ot
IWILm>2NidL 4V IN]LdNUINT 44T 4aNIND, ovi
ViR S| y2h1dl 400 LUN, 31, ao
1414, LL
2384 ianNLNGg) do
f(eupal*ONNOf ' u* D08 INIL) 90
; wl INI4NUINT =t f¥Lal,d0.21xNe3513, S0
+35v4.0030N1LNOD Yo
((2YLal ONBOT G 1000 3MTILY =8 \ANEGNEIN] ymPqYIH] s NIHL, g6
MK Shefuidldsi, Zeo
CHLdl 440, LXN=3202d11240gl=i {Hid]aNTHE, to
2uidl,30,3nlddnliN]a<anll, 41, veé
a0CG CYINGUINST 280 d s 0 LXN) 2ONY s 3nNTLNDY 4 3T0HA, 68
fQVIHImIZNad] s 1IN et buldgladnul, = 3NNTLNGD, 3813, 8y
CaVINLONRQP 01000 3WTE) =b  ANIANUINT snt V(Y InbQVIR]INIH, i¥
N FINIEL AV 4] ) .9
ThQI0A €98, 1008, 7009 47009, *ONBOF s ANT ' 3WIL,IVIHI=AE [ 1dnulN]  J0Hd, 11
. e
43y ASET v NO 2dpiuIin] Ny Jp ANIAI 3HL §33Y1d,y), i
L 1
' U |
UTIED 08

&

§ B & 3

#

4

1z




e

]

3

L[4

Bl

L1

vl

Ti

al

S EITIT IV TEIRED
0=:f IlHe
LELIT
1INN.S .u-w:.u. ]
F,al0A: (1,401 4)=2011V3¥,. 0084,

22, 8USS4008d Y 04 INAND AUYIY N ABINIT JSUIS SHNOISSV.D.

NI RI0
fedndymi[f 11H4)GINJ0NQalVA
f,an¥L,=83dALldnyihl
135 vdestrlold
11301INNYHI ISRV LT3 E IS0 10N INNYHD S Tda ECEDNd)ANTLSAS
§13013apnyHdel 113upLYa =i 1)3WIddHe
fpl)dniind=drInd)LuvLSHOr)
1o0loA (T eiNL )oY T0H . D0ld,

$2,00F v 30 NI ONFVT0Y SIAVILINLLD.

f(cI) 51010
fe3nul mtIdAsdnhind
_ £,3n¥Lasdfl 1Jyd)A3%D006LIVALINEL, =i(1]01
£1307INNYHIISATd, (1) AWILS0213Q13INNYHI, SN IdelCTdudd ANELEAS
_n-umz—hua-h—n.uuuu—¢¢pmuuad=¢q.awoauzzq=u+— 1)3vpyng sig §13wWadd)
34Q10A. (BalNly)=anONT,000d,

$2,807 590074 UnY NOIlyd3d0 U1 SASITVILINDLD,

un-—u.
. o1
R ET]
(Zudd?[ 11aWIL¥a’[ JJug) ™t AYLNIUOP @t buLdad01iXIN, 35730
- Co42uadef P)awliyd’[ I)Hd)mi ,A¥LINIAOF,=VQVIH, NIHIs
Tinnishajbia, 4573,
CoVINa 0 B)auWilyq [ T1ud) ]
ol AULINIGUR bV IVL 0, LXINSETINE,NIHL
[ TI3H1Lud=>2ubded0,3nTdadTaaNIHLy
TINNeSLe2Hid 30, 1X3H 3T,
H
+3STIV4.B130NTLNGD
J(2uld*'0 T13WILYAYL [)¥d) b AULNIBUL, =1 L¥LdadD,1X3N:357Ts
135 vdaatdliNginnd
§C2YL4° 0 FI3WIANAIL 1)bdI =t JAQLNTHOrawsaVIH NIHL
TIaNSTsLuld. 45113,
TuLd 30, 4XaN=E2u di2uidat LYLdININL
284dad0,dWldncl 113WILNdI4T4)
100  CIINNLANSE | 280dad04aXaN)sONYe3ANTLNOD 4 310NN
BuUVINabZYldal  VIN, w i LURad syl =P INNTLNDD 38,
Co1UN, 'L I)IWILUAY[ Flua)md (ABLNINOT,ntY1IVIntQVaN,NINHL,
TInNaSTaaY3Ih, 41,
50 da_“__uzahao_duowxumz__uzdn.“__.ugun:_-.ba.gwcaumuz_.m:ag.n__w:_puav
L, 01p0A ¢(TodNl ) mludsSnldold,

-
-
-

il =1

=
-
@

2 NNN 0L AQYIN 30 VA 1)
HINM FWIL 3HL ONTLON*EN3ND AQY3IY IHL Q4NO 80T ¥ do4 AMLNI NY $3)3Y1dsD,

BRI

fv2
202
1oz
002
bol
gol
L0l
964
sol
yol
g6l
26t
(Y13
06l

vl

g¥l
FE'RY
98l
111
yl
vt
2wl
18]}
oul
6Lt
8¢l
ras
9L
(71}
L 71}
YY)

0dl
694
g9l
19t
991
1413
19l
(1 1%
z9L
(31}
oyl
651
1113
251
95l
111}
sl
141
28t
19
[(}1)
6Yh
R’YL

rAle

9y
sy
i
£y

1]

L [

Bl
a )
L

Zi

Nq—-l [

vig



R

o

Hi

9

(4]

P00 1)awliudmtaWILEII@r01447393017V3N, SN, CIINILS0aNIH
1

0<313ANNISUUL  UNY s 002> UVASTN, 3T,
InYe uVLISANIL=TBYAS IH
£1305 1,50 Vde LEFaWl4508VA0STHISN TG (1) INTLYUA)
P, a1pAs (T oaNEs)}=SIH D0dd,

eJe8ul ¥ LUYLS ATIALIVLINIL 0L loi Yo YIAHLIRN S3al3304.

.14,

i, =tNTHOFASY Y0324,
N
(8)s4zisuurearyz2saul,3asia,

(225321580 ®m 37 1SG0F (N3HL [ 2J4n3083aZ1S=>0N.38730
(9153Z15W0r=8321Sa0F N4HL,L9)ANIIUI421S*>ON.45Ts
(S1S3ZISUUMEIIZISAOM JNINL () INIIDIQL[SuPON.4803,
(Y)S3Z1S80rmiIZISO0T JNIHLGET)Lh3DBIdZIS=DON,4513,
[£)$3Z1SH0rmiIZISHGr W NIHL [0 )INIIBIAZIS>ON,4873,
[2)S3ZISWUre?IZ1SBOR o NIHLG[ZILNIINIA21S=>0N4483,
(4)S3ZISEOrmI3Z1SA0r, NIHLaLblanN3IN3I4ZIS=>0N 41,
_ﬁac*.waz«gu.uu.-xu.”_wu
[ (]
02=33dAL00r,3803,
61%130ALBOF , WInL [ob)LNIIUIdaAL=>ONL4STS,
il 3aALEOR NINL B ITINIIEIddAL=>0N, 4513,
JImE3dALOr NINA [2030Nn32¥3acAla>0ON, 4873,
Lt IGALBOL  HINL [FHILNADUIdAALRPON, 4513,
CLEI3aALBOP NIHA (S bILNIIU3daAL 0N 38T,
wletIdALEON NINL, [Yb)iNIINIdaAls>ON, 4573,
£ 30ALBOM NIHL  [EI)LINIINIddAL=DON, 430,
Zimt3dALBOM  NINnA (2 F14NIDE3ddAL=DON, 4513,
PR 30ALBOr, HIRA [ EbIINIIYIdcALE>ON, 3573,
QLelAdALYOTr NINL)[OLILNIIYIdaALm>ONL 25T,
6ulIdALBOfaNINL L0 INI)LIddAL=ION, 4513,
Bmt3dALAOPaNINE [RILNIIUIddAL=20N,45T],
du13dAL80F HARL (L) 1N3)uTddALa>0N,4513,
PutIgALuOr N3Nl [PILNIIIddAL=>ON IS,
$=130A1800 (NINWL[S)IN3INIddAL=>0N 450D,
¥213dALE0OF ,NAHA LY INI2uIddALs>ONL3STD,
Em13dALEOL ,NIHA LEDINIINIddALaDON, 45804,
Z=134ALUO0,NINL [2)INFONIddAL=DON,3sTT,
Lat3dAL80f NIHL LI LNIDBIdaALs>ON, 4T,
JLUQbe LONYY) (BT INI s m?3ON JNIHL, NIBOFLSYT,3L,)
b,0]0A,ax392]580F.J0k4d,

12,8910818310yyyH) BO¢ SILVAINA0.T,

140401104041,
11303077¥3u+L 1)anliddstl j13ulsld
§y14,
14,
Zuld d0sdabp 124
£ 1 Nt yinig¥an, 4513,
Zyidyd0adatf 1144
12019040 AXINRtAYIH NIKL
1IN ENET 12844, 40, LX3N 4813,

0at’ 11Ne
_ TELITS
[ Ildpi bd <2¥id,d0:3H01,141,

€92
'92
9z
292
Ly?
oy2
652
us2
452
952
1174
L2114
§£82
2s2
(314
0s?
4y
42
492
992
€y?
vy
£9Z
2y2
Ly2
oy2
(14
#e2
452
982
%4
*"w?
££2
252
1514
042
622
ez
222
92z
se?

f22
2ee
be

0e?
642
82
2
942
1174
(1%
€42
zie
Li2
042
602
guz
202
902
(174

B T

. ]

(14

¥z

r

Zi

[,



L]
L n FCC13QHIAYHI) "$T< E>u® AYTIHQ FONVHD BILAVHILR*LNOUMNYLS) 44002 ¢T13AHIEYHIDAY I 92f o
ECCANIIRANYONDIS oo SUNIHY4S 30 UK ) sNIudI(ONDISIaY In (141 e
.o PCCINEININ 2050357 ,m SINAHYAS JU SZ1SL))ANTudI(3205D35)aYIn ek (%)
EQOI3QUNNUIIVI* ST E>u= AV idd UNIANDOIIV. S LavahPLs) 1002 ¢ 1404NK02DY)aVIL | 141 ’
" 10130518 1< b E>um AVIAG ONLTNO2KHIS 13A3) AQYLS44N00NYLS) 41N0TLT30511)aY I 2¢E s
N FCCIUSTH) "BA<h E>0m AVTIIU ONIINGINIS T3A4) HOIHLS*LNOUNYLS) 41N (1305 THI NV 128
) teaun 9%
= da¥YhS)*$1<h E>e® S3ININD Q3INIONS ANV AQY3IH NIIALIW AHLIND ONLAAYNS NOH AVIAU_ S44N0UNYABYAinnEC(1300dYAS) QYL 02f
I FCEI39dNBANT) *$TCh 82 um AVIIQ JanBEIsNELS 100Ny L) 40002 C130dnHINT ) QVIY 64§ v
FO(12000302dV0) *$1<L"E>0m AUOWAM NI 3DVdS 04 9nIHIUYIS 404 AVIHULS*LNOUNYAE) 44002 (1IANIIHNIAVI) QY il (1YY
o T0CI3g1INNYHD)'SICL Erum N0 TINNYND OUNL AMING PHELuISN] ¥04 AY1aU.S°LAUQNYLS)SLN0s (13Q1INNYRIIa¥ia s &S
$0013020134) ' 81<h"a>um AYIIA NOTIVIOT4Y, S94n0UNYLAS)ALN0ELT3020Y38)aY I 945
v, PCCTIONTINTI0U) *81¢h E> .= AVI3G N1 1108.5°1n0UnyLS) 30a0ECT130N11 100D Y 25 (113 0s
ECC13040071108) *$1€L E20m AVIEQ Un0 VI8 LPUANYLSIALN02 (130400 T1TI0NIAY 4D L 1%
B FOC14QLNISHI " $1<L"E>um N3N0 AGYEYN OLNT AMANI YNILBESNT ¥od AVI3Qus*UINuUNYIS) 440n{€T130483ISNI)avad £if o
1001302071V u) *$1<h gram AVIIY NOLAVIOVIVAH. S An0UNYLSILn0E (130201 v30)aY de 248
w TCEI300I) 8N E>,™ AVI3Q Ul les'LN0ONYLIEY4LN0E (13001 DAV IE Lig L
FECANININ ONYHD *um STANNYHD 40 UNL)) ANIBdICONYHIDaVIR 0LE
FCCINTTHAN N  u= SHOES32000 40 ONLDDIININdE (M) aVIn 608 v
( FOCANEIMINYILISHINY ,m 4215 ANUWIWL))INTHAE(IZISHINDAY 1L EITY i
i FCCINLTNINYIB003I0S s J130) 334D ) NI uaCAB0I TNV in 408 &
SCCINEIMIN INITNIN L SHOT LY 1410348 HILEASL INIIAIN) D unlbg 9uE
{ ow FOQINIINAN ymmmmmmnmmneenacmeea AN D TAIN 2ILT LD D AN NG (315020 AY 4 <ug o
7u§
" IUstEr*3)00or,00,94004F, 804, 105 [
¢ 200407,0L40,m0B44T, 803, 20%
o La3nub, et i) LoE %
T4Q10AenLIndd0bd, (1}
n w 662 n i
020SN1038 NOLAYINWIS WILHA MO¥43LVLS UNY S3Tuyieya NORLVINHIS SISIVVILLND,D, fo?
'] &ON @
C 962 )
" 16 38 ydymtfy)dn3lon 62 x
114, L 114
[ REN fol 8 )
' e 414
m. (2uldd’f 1)3wlavg 1) el s ANILF, =) b4LdD,40043N0,3513, Y4 4
( (TULED'L D) AMILEA 1) mi o IN3OPaniOyan0 hnLs vez )
" IVEINITebude0, 4573 642 v
CoTEN*0 BI3NTAUG 1D @I bUNIDP ,m 12y Lab,2044X3N0,NINL By2
o £ EI3WTLuan>lula0, 40, 3nl D 410 aNdNy 82 a
. TVl €MLdUIJU LXIND 4T oy
w {14 1114 oz
S ERLENE LS U P b ] Yyl
" PCZuiabi[ D)WILe  Iyml  AN30F , w0 bulep,40,4X3K0:3873, £2 6l
BBV BANTANQI 1€ uLdD l 1)aNILEd 1) m0  NDOF W IAYINO G NINLS 22
(" MINSE, 181404487130 1T LI
TVLdB 40, LN INURICHLgOIZNLdUSE LU AD HANL, 02
¥ SuldD 40, n]i0ad] [I3WIbd414) 642 v
( 100, 8e2 .
o CVVINCANT B o ZUAdL 30, AXIND) 4 URYV A INNTANOD 3T HA, Iryd 4
tavInoe i 2uidut o TIN, ot buddoldnbl,aVdnniingd, 1519, 942
(™ CUINe' L BIaNtdua’ 1)al NPl quand i NINL, g2 o,
. TIIM 81,0V 3N0, 404 v4i2
s 0inAcEednldmiglTInr.dodd, wam Bl
( 4 _
" 12ININD AQYaM gNnONY NOLDAW TYIJAINI WIINZ OL OniLi¥A BuUME3I0Nd 40 ANdInd BITINYOED.D. bz 9
042
. 692 L 1
g92
: ] 14,04, 492 4
BaSNNIW YV INNISNOP I LasNYd, AUVISLINIL (N3N, 992 £




.

Lls

¢

v
4]

( o

alines:1ivimigyiy

Eomif1)ud 0, NsOLonINEAT 081,804, 4NIH...

b=nINGOT=<N, 41,

u-n.n_uxg.ca.ﬁ._u.—nzuzncﬁ.uedu.z NINLe bonINROPr>N 204D, 04,0400,

fa1INyntQyand

IS FLTEER RS2 ERL ELY

uﬁ.ﬂﬁd«&.-——-uaua;Ca:u-qa".waa<u.u.n_-»=ceuaaoa—=zu 004024040 109p4d,

fquTu=ig1)Livnotondt, 3sIvaaaif1l01
...:.—.-.n_wpzwpozhn‘an-_uua.:.muae.ho.oe.__uwaa:¢mu=_-nc“.uv¢¢..-.___dea-w:uz

10°0sR[Ed3piLS0l 003 C1)anla300020 0nil I)IWidbdiguil J11Hg)s00,Na0Ls1, 801,

04,381V, 0t [1)QINIWEILNLO 0o LI InSINIANOFI0 oud (R hyLSENriQ Ons)3nlisAS
10=1[1)03u0l fusi(1]0dXI5Le0 UmTI[1]d34001008720 030 R)aT150F)100402 204aTokud,
M TR S SERTT EF TR c...-wduzz-xu..on_oz¢=u.wh RTER
1(ala,
RELERELE FEREFIEE I :
$4485N1dainn0I9VEE
.mnagpz._a‘mzw.:uzp.macuuwx&.o.cdqo“.u“.
114y
23S vd miNTQUrASYIE ISVt N0
S0y IN,* 34023344 L2aVOTELT 713430V ES)
o1, AULNAdYD st T ¥ nalQ¥3ng
P13A 10V YT 3BOIEASNNNE sS4, LNNDIOVEY
L R FLT TN
tuy0oIe0r=38023384=113A3719V84
F4,50NInE3DVHIIH0D, 3813,
321s90r.8h1d,qy0r80r
SheOnuAr=indNaOr
TEINEYHINY INT Y
t13dplaufai(Y¢0NgnlleOr
10" 0n i [ONEUT)LBYLSNIOINET
1avpl1e0rv3218eurat(E’ONanflaor
$1L+QYDI1R0T=I[270NR0OTYEOT
132 5a0fs il brunanrlBOF NINL,
A21590¢=<oV0 V0O r-28003384441,
PLeShiTd20yN|3IN0IEN3O2TSHOT)
400 )35003304kAVO0 U0 agNYa N0, 311NN, ONROT N0,
IymtiuylS Nis
I(3byanaNdLn]INd
POCCEP I)SRUNGINIAT) AN U ([F T)SaOYdLINIAI)QYIN)
10U ONINIAB 0L afp O I ((INITNIN T o 3dALBOT HOJ SY00d,))ANTIEAtCINITININ)INLNS)
100, ONdALEOF, 0L, 14004,
. FOCINITHAN ONANIAD o SINIAI 20 ONu)YLIN[MdICONINIAII VI
SOCh=1)ANIHIAGL IS+ 1Ny IdZ IS (1IN INIAZIsS
SOCANLTIAIN N[ 1)S320S80F* .34V S0 40 X *CFJiIN3IUIAZIS))ANT YL
Igfrys3zisuotiaviy
SCEP}LN3I¥Id2ISIAYIND
WVGIUNZISAGPr, nda 2 WONI 1 HOd,
CEEINEININI AL, fLR)520SA0 P 30y SuOT 30 u..—ru»zuuxm.~.wu-p=.=g“..—Hmuu.m.oﬂsaqu
$CrLYLN3I834218)aY3b
SCCINTINANONZISHOLY m S321S WO 40 ONLDDANTBAI(ONZISROTIOY3N
ECLb=130N32U3ddAL+[T1AN483deALmt [1]LNIIUIddAL
CCCINLINING[IDANIDNAGAALI T 3dAL 40 X D)inNlly
1CEIYIN3BIadALIOYIN)
vO001UNIALBOL, Dl 42 WONS 11804,
...ua_dzua.ﬂ—upzuhxu.-»».. L 344l d0 u..vs.....ﬁne.pzmu.ugapbua¢mv
FCCANEININ‘ONCALEUP Y ® §3dALNOTN 40 ONLI D INTud I (ONaALROMIQVIY
TCLINTININ' 20338 um 20345, ) ) unlUdI(20338)aYIa
_..uz_g:u: bOd3Ssun Q345 ))AnibdI(10325)0V N
ECCUNTIAINSINTTIAIN L SNOLLVILID34¢d QYOTINRUAL Y IN1TAIND Y aN] Yy

ECEANETIMaN LINNZLINISE g LONNd YIVILNISSI MUJ 03Q3H AuOWdWeD)ININdLCLIPNILNISSIIgYan

ﬂ..u THANT00a33 94 s ANOWIH 40 T004 FIW4LDDUNTN4ECT00433uddaYIL —

H¥E o

298
94
11'1%
£1'1%
€8s
2vs§
(314
0N
645
T3
245
945
1 73Y
(731
£45
24€
bes
048
69§
298
198
9y§
(174
998
£95
298
Lys
0Ys
65§
858
455
948§
§ss
1134
£58%
258
313
(1141
6Y<
8yt
298
9y
(314
yy§
£y§
2y¢
(R 13
[} ]
63 ¢
Big
485
9ig
(133
L 1%
£585
F1%1
e

08
62

Bes
28

8 o 3 B B 8

¥

L1}




9

(1]

oz

kL

L

(43

ol

CVIN 0 F)mlaANANIROF 20T

te .14,
-“‘-
(TRILTRL IR FLAF R E 3]
Bl AYINIqVY =3 N EyAD. 40, 8dds 31 IVEOaNIHL,
1354 ™00, 41,
f(Enkan, 40 8id=ti8La9
1,144
uNgn0Nanloe,
143SAV4A =20 3UNTLANOI W HANL,
snITnN.Slsbaldd, do,.8ldedl,
1404,
sdndlast LXO
Talds
(2uld9,40, BlgmbZuiadzeldosi gyidy) 00
SNIINNANS | ¢8LdY 40,4814
—.—&-

1lda
ZHLD AU ulanl b ULdD.40.80ds3803,
241d9,40,d1dmiQVINDINIHL,
SNTINN, SV butlod 40,  NIHL,
mm.nnxpnw.nc.z.aun.nz¢.umpau..e.azw.a_“.u_..w;-:s.
410N =t LHAdnLAYIHYEIZYLdIJNINL
bApadl,
(8u0d9,30,0N3ubnNT S
1S81d9,90.N1048=1039
igoidnadua3ZlBalzgs
INIdnlguligdidniON]
1Z21S4SN1d,86449,40,321S:H3HL,
S F IR N TERE AR T
sdndlisl N0
—_-—&.
(24149 ,4v,81a®02ydaot2yia9=? by du)s0ds
SNIINNANS T4 280dD 3040814
fald,
N
2U1¢Bed0ibidel buLdD130.84da3513,
Z¥LdD40,uldeiqyand NiNL,
SN1INNS1abUAdD 404 NdHL
z—;unupnu.un.azu.nz‘.uuhuc.ga.z—euauauu.u—..ua_sa.
1o INsmELuldotdyInInt2dLldDiNIHL,
041
ISEB1gV,30,an3nbnT4
1Eubdd, 40 NID3INalDZE
1€81dp14Va3Z15u8Z1S
tDadeliCUldD, 404 NIDIA
FZ1S,5N1d,58L0d9,40,3ZISININL,
—qa_n-nua.e.u:.:.umg.u_._
200, INNTLINOD, 3TIHNA EANI40M
mua¢u.-_—x=_.u:up.u.w::-pzcu-acmxun_n-nu.umdx.
(1IN *NL4#930°2]5)
mL g AULINIdYDam BNy A0 AYIND I NIH .
maﬂdbzpwu-oﬂu:w.m_.
Il1aiNydiaAninanix=iZls)
1oUTOAL (A X ANT ) mLE]T4dV9,00kd,

12,3800 N1 §4YD 1Ty 40 XD3H) ¥ £43¥NyI,

Iy 14,
0 4XAN=ITIVL 00 b=0aN80F 100 124N, Lio¥d P03, )
-a.auz_.o rvzu-._»zhau.oq.-uan‘h m:.mndm.

08y -

67y
g2y
479
9y
(354
Y
£y
454
Ly
0y
(1%
gLy
25y
95"
(1%
%Yy
LY
4%
(394
(1%}
62y
gey
Pxad
9eY
ey
ey
£y

22y

(¥4
['T4)
6bY
1% ]
Y
oLy
(4% 4
Yy
£y
r434
by
(1%
60y
80Y
207
o0y
suYy
Yy
£UY
ZuYy
Loy
00Y
668
gof
268
9ot
cof
Yok
fef
208
lof
fef
11

@

@ 5 % 8 8

2

8L

L1}

i

oL




H 4] NED 2
: - 2uld9, 40,800 s bHldy, 40, 81d,35713, LS
0a i 2¥LdY 40, M axiUyIND NN 0is 09
! SIITnN st LodaY, 410 6ySs .
. ' . fadngsmiguipdovyd 45 ivdatalinlANnIsNINL, BUS 65
4ZISBOra<Zuldd, 40,321S5,41, 208
s dOU ESNTINN G ANST 29049 40, 82d) o ORY 1 INHTLINUI 3TTTHA, 9058 9%
£,39 VA =30NNUAaY Dbl , = FINNTANDD cus
o 1OYIHY=3ZHLOD] I[Nyt ¥} dY LELIY 2 'H [
SHYITAN, LrS T OVIND 414D fUS
” E,700d, (1IN, )=380INT30VAS DUl ~om .
1o
" 124N] 947708 3% 0L ¥Or ¥ HOJ 1800 NI 3DIV4AS HENCONI d1 335 0L SuIIHDMI. Mcm L]
o
¥ $oY i
. 100,04, 89
" IWILTyIusi] 113HTILUdaNINE, 96Y w
ANILIVIE>T 1)3Awisudadl,) soY
" 100, Ni0Le L4804, 0% "
UNER £6Y
a ANIATIYIN= I IHNTASIINPININ.., 2oy o>
LIPS PELEETITEI S TS Loy
£ 113¢20738,501d,INILIVID 0o6Y or
. - 330007934 ,5M1a L 113WTASU T30 T3y, S0TdaT ThdNTLte 6%y ‘
™ fzu1dl 40i 1 XN=t2H1d] BYY L3
r . OUSTINIINSTo2b81d144000XN uY
o £13020748,501¢020baledna3NT1dnbin1 430N, 9% =
4734207385074 EYHIITINNYHD (3% ]
[ . 100 DONVHI UL YHD VB0, 49 v
LY ED) Uy
a ayplaofat(a’ONapll80F 29y .
( fil‘ONEor)BOr,SNYa,ay0TH0T 1334
o ¢ Spravolgul=t(Z/oNB0l IHOF NINL, vy [ 5
LONVOrDAINI0TIGLIVA H0a [ONBOTFIANNA3TI08LONST, 64
o8 ’ .no.an.ca.axuaq.xou. BLY 8z )
1,14, 249
e ay01e0rs=tlg onaOllaor 92y 4
( 1L ONBOF)INOF,SNYd,av0THOT 4y 1
v _-.n¢oacoq.h-,o=ucq_no1 w4y ve
Ll 1ldd=tUnROr NINL, £49
“ C111009fnINILON Y ONY . 08I 11404414) 24y 4
00 b=N, 01, 1an0d, Liy
{ 114, 0Ly w
.@u. 6yY N
6 av0140leifgrONROMIROF gyy 8l
t[L/ON40r]H0r,SnTds QY OIR0F 49%
(@ 1L*QY0180T=s[270N80F 280 99y LT
ELBLd, J0ideioNEOPaNIHL, (32
v TINN, ST, LULded0dXIN, AT, ey n
¢ -nﬁxau.mo.ﬁuuz--u-a 9y )
h fqvola0ret S ONGOrIEOP 9%
1CL°ONROMYBOR, SN, QY0 N0 (354 i
t o 1hrav0lu0rat[2PONROFINOF 0%y o0
1h81ds30,d1ONEOP) 68y
. 8 1000V INNIANS T LU 140300 AXINIITTHIL gsy 0
i ) aNINL G IINNOANST o budd, 40, 4587 )
s © f0=tQYOIVOridy3Het} pn“.mmgqu...w==.-x59v 9y ®
. BoUroA, (lodnly)=20734,008d, ShY
o B (1% r
isyY
. H _ . 4 3 Y
YT .
~ . 3 ...n.-n




1 £13050, 50360 LI NI Lo SONT W LUVLSINILE LS00, mu¢=.uuou-a,,7_““o. Mum o
VT H . £
L Hity=d7lyiBabuY3ng, 3573, 225 os .
. CoeVEm, 7B 34447 p»gvn IVOr*Y3AI 10V EY) Les
. sl ANLINIGYD P VIVIDEiUYINY ELET 0248 e
0<13A41nvdg, 41, G6YS
5 n.—u_- 89S .wm
(udTHvidyD NI 3NYASIN ) AN]BA 295
” 1UY0T40r=3d033384=113A31DVEA, N3N, 995 0w
AvoIe0r=360J3343M3Aa0YEA 3T, (114
p tadalgur=l(y ranenrlecr y9s &
favolgured (g rIkEOrIvOr £9S
™ £321sunr=-b+avolaur=tg2*ninenrleor 29ys o
t3Z1Sgor=t14*N3anLorlver LyS
b 3215907 ,S1Vd.av0I80T [(TH L
13215480 ,SNNIRaT13AIIDYHS 65S
w 14,501a,082073 BSS w
TCCINIIAINY LANYSSAIIN NOLaYIUT L) ) ANTEdIETY 20030 N3k 288
. YSABYLGLINIL, UMY, QY00 ra<TIIATYOYYS, 4873, 945 w
baSNTd e HINHOT €8S )
o 1730811,504, (1) dN1L80 %8S &
£130510,Sn 4o EEIINELEA L 145N 30VHIIEOD L hesANIH I LHYLISINILECININVION £5¢
{ o taldy 288 -or
i R 1sc
a CUINe?2u1d9, 400k 085 =
( * LelE'NINWGTINOF 32ISHOF~201d9:40,3218) 6%S
ag -_.».-zm.-c.u,4_<hu.gc.¢.g-.d_.»u.nngm. 8ys 9%
. ColIRe*2H1dD 400N 278
( wn fLe[S NINNOTIVOr 321S80r~294d9.440,4718) 9% v )
sl ABINIdYDum I VIVLO®IUVIHO N HA, (31
a SNVINNIS L, UYaNYedTa NIHL, 1213 x
( ZHidD 40, UNI> (g RINVOLTEOP AT, £ye
i taaalgor='[y'hangorluof 2y¢ o
Ib=284d9,40,NIDIY+IZ[SQui=t[§ hangarleor 1y§
¢ I Zuld9.40NipIust(2nananrieor 0ys W)
t321Saur=t[L'NINCOrIHOT 645
: t3zysaul, sS04 avol80r LS s
( m 13ZISU0MaSNNT W TIAS T pY Y4 NIHL, 245 )
" U<A¥VLILANIL, ANy CE)3U0INTIIVAS 40y ofs 4
tNIVZLISuol tndnbot=t[1]Hd) [1%1
( « - $QUaNO ONY, UFLEYVASINIL4ITINN, 58 =
. : tadpul,=ido ) £1S
o 1iQEpAs ¢ odN1 ) 280TM3N 0N, 24 0z
( [£41
mn 1% [}
¢34 SWOT AN 40 wi ONENOY ONY 40 K01423735 SILVILTRILD, 625
(9 gis o)
$(ANN044YD 425
" §130%93HIGVD, SN LI3HILS00TUNIAHIGYD 1SN T4, (T TINTLYA 928 n
( . . Mm g2s
i 138V, =l aNnn44Y D353, yes  -u
s1da £2s
o sl 28w )
ED 12s .
] PVINae ¥ IYL9¢d00H0d I buLeD=INIVEDIET S, - 0gs ¢
¢ ) p N, =iV vi0eiavaInDINIHL) ) 6S 1
El SNIIGNST g LuLad aly #48 ]
PdNYL wEUNIO4AYD  NINL 248
G un_m.cqgauuhau.ne.pa_m..__..m:a. 9 v
SNIINNLSE, 28090, 404810d4d1y K11
z Lild, LTS T 1
. ¢ w:.;w.;n.uuuuunnpgo-uupnun_—x-ge 3§13, 11 Hw
by
. % - - -




R

]
UYIH[ IV ExNmEQYIR] P59 o9
f talds 559
CU)AvasNEe,3cIvd, mif[ljaajadnnoiglliva 7759 [
UVEH] 1 4UsoNuOPEif1]8d,383, £L9 .
CIOAMASNET (35S IVdaxb[{1d04]0aNI0T 00V Z2h?  s
SLLL)Bd)1uVLISAJO TN r=LT3aHI o, 5N a, [(d)ud)daNdpup Lg9
1dy3HL,30,0nMnMr=17 1] 8a 059 %
Z £13dbdynS«Snlda3nT sl ar ae9
IVagudvrs,Sniag (1I3NIIS0T130ndynSednIasf 13l sbd N3N gey [
Qy3nl,an,0lsd1,aN30d, 1e9
QVINI 30, dALdNNIN 4T, 929 =
1,14, §¢9
14, 429 s
F3daEasuE suld, f113dlgs0 ) £¢9
£9304M3SNESN YA, (1) 3Nl Lud 1300 HISN] SN Tda3NTASITRECT) QuISNT L3513, 9 0w
1351V 010008 RN NINL, L9
CI)nnerpnan, 41, N30, 029 o
o<i 1144,41, 619
1,14, g9 L)
REN 249
e 249 o
1id, [ 4%4
s VIR =3 bHLAD, 30, AXIND 3514, 749 or
s VIN=lavaHbaN3nA, 49
aant.v_.-gh;o.....z.=—. 2i9 "
I=2¥idbadVsobdadl , NIHL, (3%}
AN 512240 J0sLXRIANPIE ] 09 %
1l 609
CYLd0 0 AXIND=EQYLdbI2H el Lb)db,3573, BUY e )
.wvacm.l-ﬂﬁ:-rreu Lu9
HEE N P09 -4
2uldu,d0,0A3Nb=! LU1d0 40, dxaNp,3573, su9
QYOHL 40, LXINL=IQYIHO  NIHL, %09 o
AVINag i, bgabedl, N3IHL, £09
1228140+ 90:0841314),00, Zu9 8 )
CVVIN o ANSBa20Lldl 40 LXIN0) ANV ANNTLNUD (3 TTHA, b9
1QYINO=I2uLldb! 1IN, w1 byddnt 3nbl, et INNLLNOD 009 9
Po3NHL,mt[1)ANILON 605§ N
1,14, BoS ¥
aWILSITar=i( 11amidng 2068
Paddy LUDERILNE=RWILSINEM,SN1daCI)AIVALIOBasNINLs0NELIba,404,3813, 966 2
I Blawlldgmi3niLSiN8pananL, SoS
aniab el <l JI3HIANdad00 2503, 6s oz
IRTLIVIam i [ anlpudanNIny  (T)ANILONI4Ts) (H
ToQUOM CH UNT ) midNdddnlLDnHd, 268 B
M EN LS
[P RS RALTRNY] :wp.-u__uaoonqunz.umdm. 068 a
. W14, 6¥§
(LSO adn¥ eI fED00drnIN.3813, 17 " '
bemi[])udyNINL, 245
[ pum:_pcn-vn4m=—.‘c.utﬂhnszpz_..-..:m:;. 9us u
TN INST 0VINT, 41, 1111
. FaQIOA Ch LN, Y N23ndanalyl s 2pud, LT o
fus
1243N0 HAIA LIVAQ LENF SYH HMOS§S3I0NY LEIR L) 285 L
YHiIA 13V 04 L3A 3AYY LyWi SLanyu3iNy Awy 3uy 3¥3nL 4| S$323HI.D, L9s )
oS ’
625
10014, RiS r )
2354 w0135 IV LImINIGOlASYT 03513, . . d4s
-.m:aa.:mzncn o Tels t
£130811,6074, (113uliS0 I 77 S
1 i




: 9 140000UNezuNYY) WITANT =BQN NN, go? & ]
P o<t 11Hdsdl, 409
o T iInILIvINsE[1130Tdd) 269 09
. ’ 1,U0A CdaAlulr L ANT ) sN3D¥LSHT IO, s069 °
- e Y09 £S5
f09 J
I +2.0N1hNNd S1 209 9
. AWHLEQrEYINIILUYd NOVE NIWLIA ¥N0J0 O ST AyHl Ln3A3 J¥3N 3Iul SILYNINID,D. lo9
5 ) 069 s
6w 9
4 B, 04,7 ey ]
o=t32150ul 249
s HEITRLELIZLIE ™ ou9 s
! TCCINTIIA3NY F21500F°.51 FZISbI*INTTRINIDLNT Y Su9
, 5 { Z¥ie01,d0,1XNOI=t28bdn] Yo o
sUQ ONTHAON s ANSE ,2U4d0T 400 XNOTE, 14, }oSNTas3ZI5001  HIANL, IWELIYIRed>200d0], 30, HIL0T 400030 1HN, £u9
- 1GyIHD1=i281d01,3513, 2u9 » )
COaNITNINPIZIShul *uST LISOIL/ANITRIND DANL A NIHL (S0
' . - OMIWLON,SH)QY3INOTL3T,) 0e9 ty
r t,0l0A=380uabn ). Jobd, 649 )
E:3 ) g49 o
249
f o 1J,304n0 153Nn3Y oSt 40 IZIS s3toN 949 o )
W Js €49
® ’ 929 S
£49
LS ed9 [
10,14, 129
rW D=332150F 04y v )
I EFLISLELY FUD L] 69
a ICEINLInING 3L)Suleab] S21S0r.'INTININY D LNT YA 899 &
. . § zuldp.dn,iX3npsiZyidn 199 J
os . 00041 TINANS T+ 200D 400 LXINDT o Bdab oSNV o315 NTHL3HILIVINSP?TuldD 30, IRTLD 4103 T HIL 999 o
1UY3HL=IZBLdD 13874, £99
[ = §CaN]INIR 32 SurPug) FZIS0r ' INIININDDANTRAINIHL, vye w2 )
2VINSTLAVaND, 41 ) £99
N, F4aI0A,®3808d3TISDF V0N, 299 sz
¢ - Ly9 )
¥ 0y9 ¥z
13430300 v3y ONUBY NOI93¥ TVIILIH) w3LND 04 ONILIVA 30300 40 ITIS S3.UHWD, 659
@ 859 [44
t(clyisinod f4387V4, m13dA0dNNLNI 1459
o £,35Waasifnlul 959 oz
113073INHYHD  SNTa [ 3)3WIASL 559
a £13Q71aNNYH2 SO ((1IpdJIHTLSASIVIA1ANNYHI,SNYdu L L) anElua ¥49 o
143NBL,=ip( [I¥S]1N0A3TTONLON) £59
(o FaUTOACTodND )=R0rAN3 . D0Nd, NMM TR
i
" 32,800 LYHL 40 1NO DNITQY 3Hd dn S135 ANEInOW SIHL SIIVNIHHIL BOF ¥ NIHMaDd, 089 L
6Y9
¢ 2 Y9 L
IITRED 49
{ o i . i _ QY3IHId0bxNwfa¥IH{ICI)ROPAIN 99 oL
£730dn¥iN18nYd, [ E)AWTADY £Y9
] 1130an¥ANFaSnIda [ 123WILASOE0n (R ONED AN E[27ONROTILOP ye L]
( $130%23H24V9, 504 [ (13w 145017130X03HI4YD SN Vel TDINDI U £v9 )
’ . LC(E ONBOr)BOF (27 ONROT )0/ L}40NBOTIBOFIASEIdYD 299 9
(L SNNIW,39VNIFB0) Ly9
v . tEV OnaUrYans, SORIW QYD IR0 L ay9 L
i . fthiuNgorleor,sn1di13A319Vyd 659
. t ) . f4381vd st roNaor)inoadationon 13 2
Favakl, 040K refpNinl, 3573, 289 ﬁm
i o
S e 1 R




3

(T3

&r

L[]

Ll

¥

[43

[

0ye
(.14, 652
85l
UVIHL 30, anTadpndihielduIleNin. . 452
AYIN]) 43U, AN LdNBLN]<dWIL 41, 954
eNIHL, (1Y
VIheLHS ) OVIHT 41, y§d
1,13, £52
a4 0 aHIASIINr=bdAL aNIHA G [HUANTLON JUN 4 @Ky s LI)TWWOEFPAINLON el 25d
NI T I LIE L5
1,04, (373
13, 6%2
INFLSITdFetdwll  N3HL, 3 7'
FNTLSIIre>dydn 400300, 31, 0n3HL, FA T
R I S LE LT L I LE L 9yd
INILSETer<dwil 41, (37
137}
1,14, £y
IHILUlwbgNILeNIH - ey
NI L01<gkIS LINTLTINAYHDI A1, (373
1,14, 0L
ald, 644
[ pdanlluavian3atindng, gas
( Hlawlind<andladlaanibd, 252
€[ 1)ydsaNv, [RILNIJON,4T, T
sUQaN, 0L, 1004, 11V
TEYAITJNYSEIgHIL) ¥8e
L ainAs=3nILNIAILYN OB, £4l
. 472
4, H3LSAS IHL LNOHONONHL Ln4A3 LXah 4p FWIL SINIW3I)3Q ixd
) . . 0gs
6L
. gL
Led
9zL
feola, sel
(LSIIbrEa3anbl =8 [[2100urnaM NaHd 0] []1¥d,3873, vel
LEN fel
(Disiier 2el
! ECSTHELASITa 1 1aRNSHOP Le2
fydpdtsetlglionernan (773
$130 SN I [ 1I3NIIUaiT1dQLYISNT s s INELSITUlICT) 1 uaASHTINIHL, 64l
. . 1V10L>0NI(9*3dALQUI)SU0YdINIATISNIA,IVLDL 4§13, gkl
CIYLSITOrE, 30nuL, 01070088 n30l (1) 1NON] IxY]
EVF0HIAVHI 4 SNT4a L1 3NIAS004,SNV1dsONSNYULdYHY 9il
1130gHIdYHI SNV L0 Ua]ANTLSAS L 14ARDAYHI SNy D3N ANdNIHL, (474
IYA0LPONE[6#34ALBOM)SEONAANIAY SN, VI01,4873, yhe
£l
bySNVdsONHIIYHID r{Y4
[V3uHaYRI 5N1de LD aNTASO 1Y)
(130HIAYHD W ENTda DI JUS)INILSASETI3AHIAYHI SHTd D) InTLNdiNTHL, 0kl
IVA0LO0NILY I4ALOUMISEOYALINAASN1d,1Y10L,3873, 604
CIXABINOMFCIIMOPONIECI)STIHENIULNNODIYISN A, (1T anlLEd 3N Ll (Y TO0RGIAEN gUd
PCCINITIAINY wQIWEIL P [TI¥d#, 00 ) ) ANTHaSsanud  ®I [(])Ud)UININE3LLbaSNTd ANNODEOTr (NN, Lud
C ’ ) TYLI0L>ONLLE*3AALBUIISUONAUNAAT SN, IVI0L, 4513, 9ud
CL)AS 0P yanuL s b Epd 00 Fnand (1) 1nONT 14
$haSn719 {0184 )bIUOL yNIHY, y02
IVLOL>UNE(Z IdALBUr)SHONEINIATISN1d,IVLI0L, 3873, f0d
thhastioe 204
Thasn9aglIIna)adXISL I NIHL, ) 17
IVA0L>ONIL L  IGALBOTISBOVIANIATIIVIOL W IEY o0ud -
10  babNTdaERIIHILYAED LSl (1 Ud)IZESET 669

(4]

&

2 & 7

g

1]

114

4

A}

doy



L]

Lt

o

L1

¥l

4]

o

£1oSNTdeINN0IVYES ETIAITIOVYI SN 300IISHNAT 07 0SI5nTd uVAITANYSaNaHi,
BYAIVAUYSH<ANTLAVIB 4T,
BCalds
EDN
14
QYIHO L, 40, LXNOI=IQYIHOLEUVINO] (46 ,WILOE=SL i) V4NV HD

UNED
OYIHUL 4404 WIA0[mt[AydHOT a4y, 8UT)RSINIAQ0F i NIhL,
QVIH0L 4 40, 3JALaMBENT 4 LUN, 30,
1(aVIHOL430+01*uVIHUL 44U, TdALantiin]
+QYIH0E 4400804 AY3IN0)  J0, HEINTI)LSEIdNELN]
113aN11100*3nWI L v3tniuvangl, 20eml Lol 3573,
OYIHOT, 30, XNV IQY4HOLIUYINO] 30, wialal 1)V InNVH)
S(aVIHOL 440401 UVIHUL ¢V, IdALdnuLNI
. avIHOL 1404800 *UV3IN0T 40, WILUI)ES1anuLNT
113002 *3n L 1VIUiUVIHOT 40 MLL0TNIHLY
LRIy PO R LELIT
INILIVIE=>QYIHOR ¢ d0sRILOT ANV o dWIL VIV B=> (1Y VIRNYHD 3T 0 aNINL,y
e;.:»cz.hzmm.aquxo..u_m
R EN
ANELTIVIba[1)TANNYHD
TEIIIANNVHI=InILIVIB Sn1def 113101 TINNYHIININ Y
InlIvIE> LI TINNYRD 31D
+00,ONYHI 0L Jou04,

N EN
o014,
R EN
VIinamiavage, 35873,
OYARO . 4U, AXINUSIQYIHD, NIHL,
ad_z.»zm-.@<u==..o.»qw=v.““.
HRET]
()20 Ivaul (1) LuaSNT, 3813,
1357V, (111008 FAINICIII0TTVIY (NIHL,
{1)v00%rn3N, 41,
Pyandl,sd[y)iN3LuR
umum.
ANLLSTIYreI[ ) )aNTAEY
-_—u-
CII0WILUEd=INLLSITRr SNIdefEILIVADFOYdINTNHL,
Owlid¥d,471,,3518,
CI)3MTLEdmt INILSENNL  R3HL
IWLILSTIer<lI)anTiug, 40,
1qVinLidos0ed="TaNINL,
FHTAS LV =<IHILIVIN UNYAVIHO 400 3T Lbe<INTLTIVIB L o NTIHL,
TVIMGLNST4QY3IHD . 4T,
t(ula,
el CIY D LIBddRUr Y INAOULSNT WNIHL, @WlLIVad e[ F13WILbdedl,
oNdHL, 0=<i 1)dd,anveCIDAN3LON, 41,
Sald, 0 buSNId o CIDANTLAVUT 4 NIHE s Ol 1)BGIQNY 3wl L TVIN=>(103WILHd, 41,)
2O0Q,N.00a 1, 0004,)
100,2F SLNNOJHOF, 2 TTHA,
1IN

¢2INNY 40 ONd LY SLINSAVU/SLANVUILNI*ONTSI@NTHIL NNY DNIUNY L0 03 NIHd 38 01 SLInsaA
‘AN3NG 0S1* NOJD4E IVI[LIHD UNNOAY ANINDPSHOF 40 HNINNNY SISINVAND

*9AQ08 NlyHes 43,

28
(73]
0ee
1%
w8
248
9.8
S8
(2Y]
(9%
28
(3%
oLe
66U
gud
208
908
sy
Y08
fue
Zue
g
ooe
6ol
26l
L6l
96l
sol
Y6l
Lol
col
162
06
(174
gwd
el
1473
Syl
Yl
ful
4 74
1373
0gl
6Ll
gLl
222
9LL
§LL
9l
fil
2dd
Led
0dL
(374
Byl
9L
992
(4 7]
Y9l
£9L
2vL

9

&

]

[

L4

43

137

¢

e L e e sy




S [

Y

3

L 04

€L

Bl

I

Ul

103n1TIn3NY 50 NI dWld X

$1eXa €L >S5 AU STINAVHDI dWIL % DAV S LNOANYLS) 44I0
Ol 10TV INNT RS04, uNSIVIATTINAVHD

10 36HEALY JOVbe LI30Q1TINNYHI

SLEIINVITIINNYRI 1D P8 K. < 2P XE<E T ' KE<L> S LO0UNYLISI 4n0)
W0Q,0NYHD 04,1 ,y03,
PCOINEININYw3T0] TFHHYHD 3WIL X 3TUT T3InavHD FHIL VIMNVHISD Dindd
TCOANLTHMAN wmmmmmnmmn e IR IATH 30V EN TINNYHI LI NN
ECC 3UNESTINE 2w JOGL® MnsSLlYALIONY)
"$VaXa<}h 22,58 b HOF NI SOpd dwjL X SAYV.S*LNOONVLES)4LiU
$(C 3niliydd /7 N Fo0Le WNS3TGIOEAG)
“$V.%a€8" 2>, 51 31Q1 SOud AMIL % DAV.S LAOANYASIILLO,

TCERYLIVAOPOEdSNI9lnSLivat fued (1) #RIL301,501d WnS3 101 n4d

PECANILTYIN/00b [ TANTLSO L T03WELS0" FIWILIVIS JOO» LIXLIvRDIOYd
‘LI)LIvADIOBG® AWILTIVYIY /00 Le -umx_hudep.h__u:_pmda_ 1)

INILSU

*LFUDINILSAS

CENSETZ YR TP XS TP NGCE R NG LT XE<Ee> Y <> LN0ANYLS)ELn0)

B 9OF Ml 3WiLX O wolf Nl AIVA 3100 OHd duidX 3WIL3V0IpNd

SONN

sbQam, 0L, F, 004,

0¥da))inlnd

TCCANTIAIN ot pmena=  FINTIAINT 30750 ¥0S53208da) ) TN

FUEOULeONKIdYHI/ONSNYELEYHD)

187¢L 2>um SnYBL DAY IN3IIVIJLS/LNOUNYLS)dLn0

(000 *3NILTVIB/(ONSHYHLAYHI+ONKDIAVYHI))

‘UL S e 035 H3d SKYHLEHIAYRHD TviuL.SfANOUNVIS)ILne
FCCINTININYONSAYILAYHD *u= S1 SHYHLOYHD 40 oN 1YVi0la
SINTIMIANQNHIAVHND ‘o= §1 HIAVHY 40 ON IVI0L.))iNIbg
SCCAMILIVIY) *$12<S 8> am S AWILIY3 .5 1NOQNYLS) 4000
(REETRTELMITIRT
$32ISWaAH, /1 00b+03SANNOAYS T LNIDUIJILNI0IZO0ISAS/, FIUOISASSIDAVIBOASAL
ANn0230083SN 4 /4 3u00HISHTIOAYINOIUISAILNNOIOVES, /1 300235NNA=2AISNNADAY
nnmw¢u:m=“~x_ug
(.14,

W4,

CHYXDIHVanudnlCnd danua LNl ondHLs

ELIPNL FLERS :um:_uua.az¢.n¢u=“.uc.u:_-naxhxﬂ-Am:ﬂ»4¢m¢.m~..xw:».
TINGINSL,QV3HD 41,
1.14,

dpiletiniiiyde
1,14,
ANTLIY3p-dWIL o SN Vde ERTENTL3T700 H3HD,
pel Jlbdedls

IR R CEFYLELTN
CLEFCELIFRIFI PN
1IRIANIAILYH

10" e SNTId,INTETVIY

UEN

CCANLININANTIAIN Y IINNISBO P LUVLSAND L 39VRIIBND) JLNT N
TCEInIINANY Q1 13NNISEOF QILUVLISINIL §3BYN] 380D, 1) IN]ud
CCANTIAIND ANTNG S (CaH0)I3Y4~32FSHINATAAI 1Dy
.a«oa-c«._znpopmde_.-‘-cpmcu DOL'N/LOLITQE*N/LOLS0 I ]4T1VIY)
PEIKED NP EP FNPCEP XYL 2P AN LCh 2O INE €} 2> (<L Ry P LNOANY L5) 4100

3802190

L((3N]1M3N
INILFE0Y 3WLL3101x 3WILSON  4Wll Z))itiled
£(3INPIRIND ANTHg

1801 aHIL3101=103237dWYSIaT 10T an14Sont {312V alySaELS0
-onriooounun—-uwanztaugn— ——uwI-hugcuv.waqa.babwac—
1004200008/ (LI VdWYSIHILSO-[1)3HILE0) 18014 ,40150)

10a.n, 3»-.-0;.

i0* ocuhchmaaans 0=110150

f0*pu00 SNV ANTYdITdWYS NIHL,

) . ANIBeIVdNYSE<INILTIVIY, 41,
fard,

*_mpaa.-z:aUunoUmrm*ugcg»wx; ~3205WIW,501d,3H0I5AS

FhaSN1E 4 ANNO)3YOIUISNEIAYOINDP 504, 380208350

3 L

T

fuf
4 1}
(334
0¥s
HLR
B8
248
948
LT3}
Yig
8
248
LeR
04e
698
gye
i98
998
cye
'oe
fyy
29F
(34']
oys
(333
gse
458
9s5P
£88
58
131]
258
1se
Gse

e
218
98
Ye
kAL
8
298
L8
0YE
638
:3%4
Fiy
918
£3Y:
68
€18

o0fe
6

5 8 % 3 u 3

b

R

]

& & B

oz

B

L[}

4

S

-t



o

Ll

&

u

v

BE

%

v

[

YL

o

SAMAAAARAAARAASAAAAAAAARAAAAAARARAAAAANRARARARAL ARAARAAALAASARANLEAMAAL 1 SN ANRARARARAD £ P ANLAARARARALA. fp AA
CAMARASARARRARANARARAAAARAAARAARAAARANANRKARRAAL ARAAAAARAARAAAAAARARARASA  ALAARAL

SAAAAAARRAARAANAAAAKARAARAAARAR AAARAARNARARADARAARAAAARARANL > AAAAASAALARS p P AR RAp 91 SJoyd 40 ¥IGWNN
SAMMAAAAAAANKAARAAANARAMANANARAAARARAARAKANAAAANAARAARAAMARANARANARARN LA P AANRAANA
SAMAAAAAAAANANANAALAADLAANANARAAARANANANARAANAAARAAMAAALANANANANDAADANA + ANAMZ AAAAANAAAARL N3N, KANARANAN; A . AAA

0788 S4INn WOT
yEBLE QA5 3400 WNwWlXYH ¢ ©Q9E Q3Ssn aWiigor
37441517 2 P QINSINI4 65°92
41%3 Iviaon Puke00vYYN
0355332¥Nn 244 HAYUNN a
i b£°¥2 Q3NINID4034313a o592
SH34SHYEL L'¢lvar 33ad
SMAASNYHL 229 Udve 3384
SUIAShYHL §6° Uiye 344
SUIJSHYHL 927 Livae G304
SHIISHVEL BLb'2bvae 3304
SEIJSNYHL €2' ON3e 33MJ

AAA,

AARLAALE

AAAALALG
AAALAANS
AAAAALE
SAs

S0'uL b2
(UM ¥
S0"ub L2
tavadsia
EFEM LT
00112
f0°0L" b2
f0°aL"i2
HNITNY
20°uL" 42
Zo'ul iz
20T 0kTL2

¥0 1 432373Q8 gg'oz

Q1 ¢
64°0 UANJVII*0yesE NIALD FB0D $2°0
SHIJSMYHL §26° 0eYe 3344
Su3dsnvil 9 iiyge 4334
nisdppL 037114dW00 ' oailn
JHSIHES,
TLEN
1ldy
Celndhuyisaor )
A .- WHECE B> XECEPS Ln0ANYLS) 440043573,
.A—.upxqru-cq nuuzm-z"uscw.__uzu_z_..ea [1118¥LS80r 1)
PEICE U I XLCE B R BRI NECEIS ANOQNYLE) J4N0  NINL
COLTIHSINIAWOT>0"0) 10N, 40NV (O 0> (I IHSINIZROr)Y JLON ) 410N 4T,
1004 L=H3NEOF .00, 1,204,
$CCINLININ
‘uW3LSAS NI WL QIHSINDES ®OF 3HIL  UILYELIND wOf IHIL ONSOTW))inldHa
t(39vdnin) tHTud
LITRER
CINTInan) Luiud, 3513,
COINITRINYL03NJ0TY 1TI4S- W) )LNlbd
ELI1LMYASND0T88 =3I LIVAE SNV, HASNIOVEF ,NIud,
0<L13Dab0] ,ONY,L1303%D010b1iVA41,
¢ opE1daxn)olmer,snld,wnsad01al
_.an“uemz-:umh.. «))inldd
FCCpI)aniisAS E11a3n00Tuar  (1JdU0 ! [1)AdX3SL (11a21Sar 9 11uor’])
TUISKETERY <ECEPY NECGP Y NE<YY Y XE<E'EY INLCIPINE<EPS FAN0ANYLES)4LA0)
.Oﬂorijwttﬁﬂnﬂh -—xD&-

(CCINITHIN Ho®

tu03Wy3y  3WIL WILSAS  IWliND0TN LLELIN S48/1 (3235W)3WILEQr 3dAs80F ONWOTL))ANIYe
_“nnz-J:uz.-nllantnunauennruu.mzugsmz.-nzo_pu“xummn 80rs))iNlNHa
SCCOAYIHOISAS QAYINCIBISIN LNAIBI UISOANOAY ONDIOTIIY)
*$ T, Nu<E>L SNOLLONNS WALSAS BOJ 43SH wWiW 30 LNNOWY DAY,
‘TudNa<E>SI9VHI JU0) YOJ 0ISN WIW 40 LNNOWY 9AV,
¢ Vuxn<Z3.03SANA ABGWIH 40 N DAY,
T, Apv.a»wnan AHOWHIN JO LNQOKWY DAY.
TP ~ENOTLYO073 ANOWIN 0 ON. S LNOANYLS) 44l
TCQINTIASN o mmmmmeammem TN TIAIN 230VSN AHOWIWG) ) INTNY
f0C000beangLIVIN/MNSOT)
*$1<bTE>um 335 ¥dd O/ 480163113 9AVES!Ln0ANYLISIILAD
1638018, mpan.::«:—.ao.ws:mzmcq.o».-.xou.
LCCONVHD 7 3wii0f /00b% Wasa1dITaNNVKD)

AVdSsTa
L2202
0z*w2702
6L N2
YH: %2°0

weé
666
g6
Y
246
Sié
11
£bé
2L6
Le6
0Lé
606
206
Lub
906
S06
Y06
£ub
206

g B ¥ ¥ WK

$

L]

Bz

L{4

oz

a1

"
Lo

ot




oo

o

v

12

[ [4

114
a
( al
¥l
a

[

b

T vuve - o - - -

i AdAr vl 204 SBL2d
le 0002~ GLbogs b+ 0n0Y~ 000 .+
! 9+ FdaAiugl 0d LADEd
- [ vooze QLlpge i Dnug+ 00U .+
e F4A 00T 804 HA0Yd
ie TR ouunt« 44 Onua+ o0ovL+
b LS JaAs0l h0d sAUYNd
e Jubse oulng+ r44 onube QUL
e JaAr80l w04 UM
b Vub2e ouloy+ i onoYy+ 00U+
r4J JaAr80f uDd L8udd
I+ Vooze ouvnE+ £+ onoe~ 0L e
[ 24 FAAL00F 804 SHUAd
9s = SLK3A3 40 CN
Xoge 0¥ SAUr 40 X+
192e dby §a0’ 40 nge
AZ2e 3uy SAUM 40 S+
AR Le by SAO+ 40 =f2+
AvLe by Sauf 40 xel+
A0L+ Jyy saof uc Z6lr
A9+ Juy Sa0r 40 HE+
i = mm-m 4or 10 ON
i e idAL dU X
(34 L ddAs 40 X
v 9e 3dAL 40 X
v+ 113 3dAl 40 X
Sle e IdAs 40U X
Sie i 3dAl 40 X%
05+ 4 3das 40 %
b 3dAL 40 X
s S3JALHOT 40 ON
Fiz = 20338
Li- = L0438

SNOTLIVITA1D3aS QVUINTOA

154 ®= NOLLAONGd IVIANISSI bod 4IUIIN AlOKIN

S+ = AM0W3I 40 Toud 33N

o'l = A¥l3g JYUNYHD 43ILdYHD

£ s SANIHNIS 40 ON

0L = silJugds 40 321s

0°g = A¥11a D4IANLDIIY

r.f = AY130 9n1TnG3HIS 13A37 ADY

[ = AY130 ONIINQIHYS T3A3T HULH

[ = §303n0 Q329078 ANV AQv3¥ NIINLIU AWINI DNIdAVLS 404 V130
L 4 = AY13d 1dnln3abd

0'2 » AdUWINW N} JIV4S 804 ONINWIVYIS 404 2VI3Q

o' w 3ndAn6 VINNYH] ounl »-pgu OKIL1HIALNT 204 AVIEQ
0°'s = AYI3a NolLYL013R

0°009 = AV13d NI 110%

07009 = AYI3d Lnb 108

0 = dndnt AQYI4 ogMl AWLINI ONIBISHT wod AVIIG

0°F = AV13U¢ HOLLYILIIYVIY

U . . . 0'04 = a¥13a 0i}-

= STINNVHD 40 0N
® gH0SS3Jukd 10 ON

71 = 320§ AWOHIN
A1 1 ) = 3400 33¥y

CSNORIYI[4123a§ HaLSAS

IlIIlI lll'lllllill ti

- e m . . b T end Ve

"9

g 8 A 3

1

- B

oz

9%

L

‘n

[




¥l

4]

123

0004

00000+

0e
g

E 8 9 ¥ 3 ¥ % B ¥ 3 8

S

H

£ 5 8

on0y+  00uLe
3aA 80P HO4 S8UHd

L1

L3

(43

oL




g

"

¥z

[(4

{13

43

oL

" Q3uvisyr or
£ Ye §+
113anISHEOT QF4uVAsatidL SIDYHIINA)
6 2 'y} v Y 92 R°8Y 0 n00ULLY

FHOUHILSAS  3ASaNn  IWuIrop  IWEATHNT  INTLATOIXN IWILL0%  FJulL

K Te 13
TYIANISHUL a3davisan3y S3ovUIIN0d

26 4 "7} W ey 62 §£°2% 0°uC0ULLE
JUQINILBAS  ISpNN  3WQIr¥p  AWIArMEX  3INIL37013  IWbiioX Bl
Q3IHNILEe vor
i+ £ (€3

112an1S90F 031uvAsaha) S3IOYUIIEND
r4] 2 ¥l (-} ] 82 L8y 0" 0Gooug
JHOJHIALSAS  ISphn  3¥0IrEa  AWIAFEEX  3WIL3N100X  FWieSoX  Julys
i+ e [13
TranNgSuUOr a3dwvisliaEl SapvHIIN)
4] 2 ¥l 1Y 0's 78y 0°G00UZ
AYoIWIALSAS  3soNp  FdIrep  dWIArupX  AWIL3NQIE IWlLLeX 3H).
i~ e 134
T13aNISHOF O3LMVASLNaL S39YM3R6)
r4] z ¥l 2T 6y $'S §£°LY 0" a0uvLn2
FUQIHILSAS  ISaNN  F¥0IME0  FWIAFeOX  3IWTLITNAIX  FwiisoX  Ful.

£ L S+
V13IANISHOr a3duvisiliis S1ovHI3IEO0d

26 2 ¥l 2" 08 0'¢ R°9y 0" voOOUSE
FYQIWILSAE  3SaNn  3F¥uIrEp  HwidlfEnX  3WIL3741X  3ul.S0%  AHIL
GIWHILLe wor
Q3nwdiLgze uor
L Yo (£

TM3anN)SEe0r Q3Luvisinidl SiovuI 146D

26 2 82 ) $'2 2 8y 0'000UNL
JYOINILSAS 2SpkN  3¥OIFBp IWILFENE  3IWIL3VQNX  3IuILSoX  FulL

S+ v+ (12

113ANISHOF GIL¥VASLINIL S3DVMIIHOD

26 2 9L §°6Y 12 n*gy 0°GOOULS
JHOIWILSAS  AsaNn  3¥eIreo  IWILFEpX  3IWILINGIN  FuilseX  FWiL

:14

[ [4

R

-

0L




s

i

L[4

Hi

L)

Zt

o

JYOIHILSAS

2o
FUUINGLOAT

Fe-]
A4UINILSAS

26
JYOUHILSAS

26
AHOIHILSAS

26
JH0IHILSAS

ze
JUOIHILSAS

26
3Y0IHILEAS

r4]
JUOIHILSAS

(4.4
dHQIWALSAS

Isnhn

9
asnhi

IsnNn

9
asnnNn

aspNn

<
asnin

ASnNN

aspNn

iSAND

ERL T

-

FETR T

Y2
4H0)rdu

e
ELTVM I T

"2
40Jrep

v
ELI T

¥i
4403180

¥l
J¥02r 80

8L
4400760

ve
3802180

¥l
140Jrdo

dWLfiny  aWilanaglx  3gl!spX 3L
2+ L 2% g
TV3InNISHUM 03LMVASaadL SI0VYH]IEND
$Tw? 872 28 0°u00uULE
ANAfEpY  3WT.IN0IX IuTLivox AW
2 Yo £+
TVIANISHUL aLaviciid) S1oYHIIEND
$" oY 92 8°4Y 0"wlubuB
dnpirupd  3HILATQEX  JulitoX 3D
44 T+ i+
TI3NISHUr GILEVESANGY Sa0YNIINOD
1" 8y £°2 < 8Y 0 uovusy
dMplrenpx  3IWNIL3ITQIR  3W.t0R%  aWiL

(4] e g
T13INNISHOP aILyVesiHIL S3IDVHIIEND

&Y 0°f L'87 0°wbOLML
dHlLArENX  3IWILITQIR  3INI'%0X 3Wis
LECTERWES g
e fe £

TVIANESROr 0ILYVLSLIKAL S39VHITYND
887 2'¢ LY 0°0000s9
dnpirtenx 3WILINQIX  FWELSOX  3HIL
2 §e Ee
1IIMNISHOL 0Luvisindl S39VKH|IN0Q
2'oY 'z a'#y 0" 0Quuu9
ANILFNOY  3IWIA31Q0%  AWliS0%  ANlL
r44 $+ (43
TV3IANISE0r 0FLuVISLNAL S46¥WI3¥0)

£'yY c*2 L oY 0'000bsS
dHpirBox  3WILIN0LIE FuliSnx ML

2+ £+ g+
T73nNISHOr QILUVLISINAL Sa8YLI3E0)
£y 62 . a'Yy 0"a00ULS
H

aNpLrenz  3WILAV0IE  3WIlSoX  3WIL

L. (13
113mNSH0T 03l

9’4y 0'F . e84y 0°0000sy
INIArEOX  3WIL3T00% “3wliSoX  awll

[}

Hi

L[}

oL

igiN3y S3ovHIINOY ¥

i

1



(1]

Bz

a1
9l
L4
m

26
WY INILSAS

r4-]
IHOIHILSAS

r4
AY0JIHILSAS

26
JUOINILSAS

26
JH0INILBAS

26
F40IHILSAS

4
JHOIHILSAS

zo
IM0IMILSAS

6
FAOIHILSAS

?
ISnKn

T4
AsSnkn

T4
Isnhn

02
asnhn

0z
asnkn

asnnn
9
aspNn

9
T

9
asphn

4
ELTTRT T

0y
Fdudirdy

09
4dudrap

09
Fdulreo

1]
3402790

Ly
3802r¥p

12
340210

e
J4yudrep

v
440360

e

§Fous 9y LTsy 0°uG0UsE )
dWjAfUnx  3WliV00X  InlibnX Wi
QIpticnk uong
be §+ L 2]

TYann15H0F 031uvisindy SIOVHIIEG)
2 0% 2's v’y 0°000ULEL
INpLrEny  3HILATQIR  IWLLE0X  AMlL
I+ 113 LA
T13apNISEOr QIduvicinag S49yHjIun)
< us [ 1 v v 0'n0005ZE
dW1LrHENX  3IWIL3N100I%  3Wf.S0X IWIL
be 113 9+
M1 3InNISBOr Q3auvisindr SIDVHIE0D
Lug £'¢ < yy 0udulLZy
dWlf¥nX 3NTA31QIX  FWILSOX  FlL

L+ 113 LA
113ANISHOT QILuVLisANIL S3DVH1I80D

L7 &Y o'y 9°5Y 00000CLL
dWIAr¥nX  3INIL3701%  3ulrsoxX 3wl
QIudILge wor
2+ | 1 54

M1IANISE0r g3luvisandl SIpvilI3¥n]
0'6Y i'2 £°8Y 0°00000k1L
dWifepx  FNIA3TQIX  3ule>0X AWl
44 B 1'% £+
173nNISHOL 03LuVESANIL SIOYHIIWND

6'vY 92 ¢'g2y 0°000USDE

JIRIATSNE  3WILINAIE  dullsoX Wiy

er ¥ s
T13IANISHOF QILNVASLNIL S3OVHIIW0D
Yuy £'2° . g'éY 0'n00UNO}
aWiirenx  3WILanalxs  3ulisox 3

43 e )
M 3IMNISHOr a3Luvisandy S4pvUIIEN)

0'e? £ 9'RY 0°600U4H
dWjifens  3HILIVNALE  JuwliSeX anls

2+
_113aN]S80¢ addny

Y £+
i

L' oY o't

* .
SiN3L S1DYH13¥0)

t3

[s

£

g 8 H

6°4% 0" L00ULG



&)

ifs

e

o

il

ol

26 z
3Y0IHILSAS  ISpNN

4]
ERTELE Y RTA

4] [4
IY0JIHILSAS  3ASakn

ee 2
AW0IHILSAS  ISpNn

26 2
FHO0UHILSAS  ASaNn

26 9
IY0INILSAS  ASpNN

26 9
340UWILSAS  3SpMn

£ .9
FUOINILSAS T Asnkn

26 9
JY0UNILEAS  3SnND

¥l
ELTTRI ST

L7
ERLETTY]

¥l
FJH0ITHO

¥l
FLTVRTd T4]

¥L
8QIrep

12
340Jrd0

"
1803140

1
340340

1
38091140

* o £'¢C 2°9% 0'w00VOE}
AdLrenX  3IWI13100%  3wlaSoX  Jils

[EPTEICTY uo
UEITEEFS 45 uop
ve L 1 3

TIIANISHCT 03Luvisadidl SIDYUIIEMD
¥ 'z 770y 0DTO00USLE
AWpLrenk  AWILANGIX 3uk:SoX AW
O fe L 3.4
TIIAMISHUT aILuvisands S39vUIIE0)
6'uY $'2 9 BY 0"000UNZL
AMgLTEOX  3INLL3INGAIR  3ulvSoX WL
0 i+ S+ :
T1IANISHOT gILWYLISANAL SIDYNIINND
9"y 12 0" 4% 0°n0uuL9y
dNpLrenX  3NIL3TQIX 3dILSeX  3WLL

C+ S+ 114
113AN1SH0T QILuVISLLIL S45¥HIAN0)D

s 'uY b2 $76Y 0" u0ubu9l
dAniitond  3WILANQIX  FwlaSoX AWl
AIWdILZ be uor
bt i i

T13IaNISHUP QIl¥vAgLNIL S3DVHIINOY

gy 22 6"4Y 0T 0000sSL
dHILTE0x  3WIL3V01X  FullsoX ilL

be e 134
T13ANISEOr 03Lyvigand) SADYHIIUND

9 R £'2 R'8Y 0°000UUSE
AWELf¥0X  IHILINAIX 3dlisoX 3l

be fe 13
_VInN|SHOT QIluvAsinEy $I0VHLINAD

£ oY y'2 £°8Y 0°00uUSYL
IWELrNNX  JHIL314IX  BWILSoX  3HIL

be fe (13
T13ANIS00F QIINYLISLNIL S30VIIIYND
£uY _9'2 776y 0'0000uYE

AWjarunX  3WIL31QIX  3WiLSoX 3kl

e
TyInN1SHOL a3LuY

. 1
AN3LTE30WITIR0D

i e
1s

)

b3

¥ 3z

[}

"

P ]



-

g B

ke

¥l

i

{ oL

26
JUDIHILSAS

4]
JYOUH3LSAS

2é
JYOIHILSAS

9
asnnn

2
Asnkn

2
asnNn

9
3402r%o

¥l
jdolreg

L 1]
FEUEIR 1

UIY3a5e Hop

0+ i+ ¥y
TIIANISHOr Q3Luvisiiidy S4DVHI3u0)

6°uY 9y §'9yY 0°noovsSeh
dWlirEnX 3IkiL3V0IY 3FwliipX  FHIL
CE P wop
0+ 2+ 13

T13mMnISHOT a3levisiidl S3IDwMIIEND
'L ] 92 0oy 0"ubOLuaL
AMILTUOX  3WTLIVGIX 3UILSOX  EHIL
ue 2e s
T13MNTSHOr 034¥YisiNaL S4DYMLIN¥ND

0'eY g2 £°8% 0°000UsSHL
AR[ATUOX  3HIL3V0IE  IWIiSnX  BWIL

0+ 2+ 'S
T1IANISEHOM GILMVISINIL SABVHIIEN)

85

1,3

o

92z

L{4

24

113

a

ri

Zi

04

s



e e

N

-~

5

[' A

Fe

Ll

L4

£

Hi

91

¥l

L

oL

4 000°2055¢ VOs 6918 hL 1143 iyl 000" 9295} v Sk
@ANI0I¥ 11MLs- 3 00072065 060°0¢4241 9% o) 000" 06K 2 LT
4 000°suov 000 EL6041 67 bsi 000" Y421 2 £
i Qo0"02202 000°SzgE81 629 val 000" €941 2 zZL
4 000"glyly 000 sy9iLy 9042 bog [TT 11113 i L
4 000°255kY Y0 yesYlY 2942 $0s 000"992§8 i 0k

4 000°besse 000" 658926 9509 bo® 00061924 ) 6

4 000°sSEiws 000 0595YY 2Rol CFEd 000" 25008 ] ]

i 000" M09YE V00 Y0589¢ g2z (1] 000°56642 £ 2

4 000°2bgltl  V0O0'SLESCOL body vali 000" LEgELL 2 9

L 000°82692F V00" SE60S2E FFaY Y601 000°0%5201L b <

i o00°E2seZ 000" 9yuyLZ 25 B 114 ovo*9y2e2 L y

i 000°Y2942 000" 205442 L2yl kol 000226414 i T

L 000°%liw Vo0 Su229 L LT Yo 000" 2502 ] Fd

L 000°b0g6 UTHYRY 65 ¥ Goo 9ise £ )

03W¥34  3IWIL WILSAS  FWILNIUIM Sb3yul Si5/1 (SIASWIINILEUNT IdALHOF uNHOP

874y
$0 NI 3HI4 %

o

SHUl1dludS3u dop

AE6 SNOLLINNY W3LSAS HO4 Q35N Wi 40 LKAOWV DAY
¥i2 Si¥gyml 3un) HO4 AISN WIW d0 Lanouy 9A

' 2€  Q3ISONN Abuddl 40 ' uiY

*9 UISNNN ANUWIW 40 LHNOWY YAY

0 =SNOLLYIO13H ABUNIIW J0 CON

39YSN AHOH3M

§°4L = 235 H34 O/ 3w0LS3NLa OAY

x8°gL ST 37400 SVIuNVHD Juls % DAY

X9°q1 i 000" 425045 Y
' x0's ) 00n"68RLSE Z
x84 00N HY?S6L 3

3741 VINNYHD aWiy X 3747 VInNvHd IWTL 13uNYHD
39YS0 THNNYHI
%00 S$1 © wOF NI Snbd 3uli % YAY
T xt'E  S1 310) subd JulL z Oay
00599666 ) 0o ~000t0 [ S ve0t 229 L
Lo b HOF NI 3WILX L ®OF NI JI¥H 370] O¥d 3IWllx Iulid10iudd  uid
. T 39VShH LuSs3dund
4°9® = SWYUL bIn LH4D¥3d
bUhY2 s 035 wid SNyd_+HIAVHD ViDL
4b¥8%¢ = S SNYBLAYHD 40 ON “VinY
gor09Y* = §1 HY4VHI d0 ON VLU

000'0259864 = $1 FWILIVIY

&

b3

$ 8 8 0

H

& & B8

oz
Bl
91
L

It



- . &
A ! -
ok <3 ”
[ - -
.- s a
h . " 3
“ L
" L]
P . 5
o5 s
P &r
o L ]
" ¥
i
» o
or or
& B
5E R
" ¥
| = i
1
o [ 3
[ w o
{ B L
{
ve vz
SXXXO0KKKXRXOOCXXOOOOOOCOOO0EKXNKKXXXNOOOERRIOODOCKRKXXRY RURXRXKXUXXD ARRKEUXAXKKARKKYNKYY XY KAAKKKRAYH, BV RN XKX VXA 4
7 00000000000 Y X XN 000 XX AKX R XK AKX KRN NN KU RKKAA KKK AKX KD AR YN KK A K > XKX:UKYE &
SXO00O0CK KX OO0000OOO00OCO0NEKNCEEXONOOEONEXEX X XXX XX XXXXXXKXKFXXK AX AKX XXX 0b S3nvd 40 wIUWON XXX-¥XX&
oz B 00K 0K X000 3 30N 0000000 X 00X 00NN X 300 DK 000K X0 K XX A% MO0 RN XY XX KX N NK XAXAXXXE o2
] $XO0OOCOOOOOCOKXXOOEEXKICOOOONCNXXX XXX XXXXKXXKKKKAXKXXXAXXRANXD KRN AKRNKKAXBKAKKHNIIUAY KX ANKRXNKY X AV HI XXX AV 4
8 B
- 2 . = - ’ | e 000's9LiaLt S Tw
- - 00s'wlidndl 7%
" . 008858884 000 "Wi228214 008 *Abokast £ vl
~ QovT2Yoge2 000 0168654 ~ 000*m9usgl 2L
o ) == - 00§ 's9HOSED L Lo
005°%07§59 000 fyRligi 005 Rd%L69 L1 -
o . . ) ) 0057 6i8929k 0007 09E€béL 008" 0Y0LEY 6 - o
0087250092 000 Yy05048 008  LbLY%E [}
. _ . 005705745 000229469 ... 00S LY09%L 2 L
0057 bad0eglk 00070282641 ; 00§ nes9nt | S
. ' NUTIC — .. 000'n g8
. 000724059y 0V0 25046y _000°n y
v 000°50bYYE DLO SOLYYE T 000°n Rl )
) 0007065901 000" beEY0L . 000'a o B
z ) : . 000 n.fz_. 2 000°2£09YL S 0000 o
WILSAS Nl 3412 UIHSINIS 80F 3IWiL  QILVILIND BOF UTL oNEBOP




220
BIBLIOGRAPHY

(A1) Abate J, Dubner H and Weinberg "Queuing Analysis of IBM 2314
Disk Storage Facility" J.ACM Vol 15 No.4 1968

(42) Abate J, Dubner H "Optimizing the Performance of a Drum-like Storage"
TEEE Trans Computers C-18, 11, pp 992-9397, 1969

(A3) Abernathy D.E, et al "Survey of Design Gozls for Operating Systems"
ACM SIGOPS Vol 7 Nos. 3, 4, Vol 8 No. 1, 1973=4

(A4) ACM/SIGKE Symp. on Computer Performance Evaluation Feb.1973

(45) ACM/SIGMETRICS Newsletter "Performance Evaluation Bibliography" Performance
Evaluztion Review 2, 2, pp 37-49, June 1973

(46) Adams R.T., Caldwell W.H.G., Carlton D.E. "Evaluation of Time-sharing
Systemg - Benchmarks" Georgia Inst. of Tech. report GITIS-69-22, 1969,
PB 189621

(A7) Agejanian A.H. "A Bibliography on Systez Performance Evaluation"
Computer 1975 pp 63-74

(48) Agrawala A.K., Larsen R.L. "Experience with the Control Server Model
on & lightly Loaded System" Lth Proc. of Symp. on Simulation of
Computer Systems, NBS, Boulder Colo., SIGSIM/ACM, 8285.167, Vol 7,
No.4, July 1976 pp 103

(49) Akkoyunlue E,, Bernstein A., Schantz R. "Interprocess Communication
- Pacilities for Network Operating Systems" Computer, June 1974

(A10) American National Standard "Vocabulary for Information Processing"
X3, 12, 1970 ’

(A11) Anderson H., Sargent R. "Modelling, Evaluation and Performance
Measurements of Time-sharing Computer Systems"™ Computing Reviews
13, 12, pp 603-608, Dec,1972

(a12) Anderson J.P. et al "D825 - A Multiple Computer System for Command
and Control™ Proc. AFIPS FJCC pp 86-96, 1962

(A13) Anderson J.P. "Program Structures for Parallel Processing" CACM 8, 12,
PP 786-788, DBO. 1965

(A14) Anderson J.W. "Primitive Process Level Kodelling and Simulation of a
‘ Multiprocessor Computer System"” Computer Science Dept. TR=32, Ph.D.
Dissertation, Univ. of Texas al Austin, May 1972

(A15) Apple C.T. "The Program Monitor - a Device for Program Performance
¥easurement" Proc. ACM 20th Nat.Conf. pp 66~75, 1965

(A16) Arden B.W., Boettner "Measurement and Performance of a Multiprogramming
Systen" 2nd ACK Symp. on Operating System Principles, Princeton Univ.,
pp 130=146 Oot.1969

(A17) Arndt F.R., Oliver G.M, "Hardware Monitoring of Real-time Computer System
Performance"” Computer, Vol. 5 No.k., July/Aug. 1972 pp 25-29

(A18) Arnold J.S. et al "Design of a Tightly Coupled Multiprocessing
M¥ultiprogramming System" IBM Sys. J. Vol. 13, No.1, 1974




221
(A19) Aschenbrenner R.A. et al "The Neurotron Monitor System" AFIPS
Conf. Proc. Vol. 39 pp 31-37, 1972, Las Vegas, Nevada

(420) Auerbach, "Auerbach Guide to International Computer Systems
Arckitecturs" Philadelphia P.A., 1976



(B1)
(2)
(3)
(B4)

(B5)
(B6)

(®7)
(28)

(39)

(B10)

(B11)
(B12)

(B13)
(B14)

(B15)

(B16)

(317)

(B18)

222

Baer J.L. "A Survey of some Thecretical Aspects of Multiprocessing"
Computing Surveys Vol. 5 No. 1, March 1973

Baer J.L., Bovet D.P. "Compilation of Arithmetic Expressions for Parallel
Computations" Proc. I.F.I.P. Congress, Booklet B, 4-10, 1968

Bahr D. "Computer Performance: Principles and Techniques™ European Conf.
on Computer Performance Evaluation, Eurocamp, London, Sept.1976

Bairstow J.N. "A Review of System Evaluation Packages™ Computer Decisions,
p 20, June 1970

Baker F.T. "Chief Programmer Tean" Datamation, Dec., 1973

Baker F.T. "Chief Programmer Team Management of Production Programming"
IBX Sys.J. Vol. 11, No.1, 1972

Baldwin F,R. et al "A Multiprocessing Approach to & Large Computer System"

Ball J.R, et a1 "On the Use of the Soloman Parallel Processing Computer"
Proc, AFIPS FJCC pp 137 - 146, 1962, Spartan Books N.Y.

Balzar R.X. "An Overview of ISPL Computer System Design" CACM pp.117,
1973

Banks R. "Assessing Computer System Design from a Performance Viewpoint" -
Computer Performance Methods of Assessment” B.C.S. Conf.Papers, Univ. of
Surrey, Sept.1972

Bard Y. "Performance Criteria and Measurement for a Time-sharing System"
IBK Sys. J. Vol. 10 No. 3 pp 193 - 216, 1971

Barnes G,R., et al "The Illiac IV Computer" IEEE Trans. Computers 17,
pp 246 - 257, 1968 '

Baskin H.B, et a1l "A Modular Computer Sharing System" _. CACK, Oct.1969

Baskin H.B. et al "PRIME - A Modular Architecture for Terminal Oriented
Systems" Proc. AFIPS SJCC Vol.LO pp 431 = 437, 1972

Bell T.E. "Computer Performance Variability" ACM/NBS Computer Performance
Evaluation Workshop, San Diego p 109, 1973 (NBS Special Pub.406,
NBS Washington D.C. 1975)

Bell T.E. "Computer Performance Analysié: Measurement Objectives and
Tools" Santa Monica, Rand, Feb., 1971 (R-584-NASA/FR)

Berners-Lee C.M. "A Performance Methodology for System Planning", .
On line Internat. Conf. on Computer Performance Evaluation, Brunel Univ,,
1973

Berners-Lee C.M. "Four Years Experience with Performance Hethodology for
System Flanning" European Conf. on Computer Performance Evaluation,
Eurocamp, London, Sept.1976

(B19) Berners-Lee C.M. "Three Analytic Models of Batch Processing Systems"

(B20)

B.C.S. Conf. on Computer Performance, Univ. of Surrey, Sept. 1972

Betourne C. et al "System Design and Implementation Using Parallel
Processors™ Proc. IFIP Congress pp 345 - 353, 1971



223

(B21) Bibliography on Simulation, Rep. No. 320-0923-0, IBE Corp. White
Plains, New York, 1966

(B22) Bhandarkar D.P. "Analysis of Memory Interference in Multiprocessors"
IEEE-TC Vol. C-24 No. 9 pp 897-908, Sept.1975

(B23) Blazvw G.A. "The Structure of the System/360 Part V - Multisystem
Organisation" IBM Sys. J. 3, 1964 pp 181 - 195

(B24) Blakeney G.R., et al "Design Characteristics of the 5020 System"
IRM System J, 6, 1967 pp 90-94

(B25) Boehm B.W. "Studies in Measuring, Evaluating and Simulating Computer
Systems, " Santa Monica, Rand., Sept., 1970 (R = 520 = N.A.S.A.)

(B26) Boehm B.W., Bell T.E. "Workshop Summery"™ ACM/NES Computer Performance,
Evaluation Workshop San Diego 1973 P.1. (NBS Special Publication 406,
NBS Washington D.C. 1975)

(B27) Boehm B.W., Bell T.E. "Issues in Computer Performance Evaluation: Some
Concensus, Some Djvergence” NBS/ACM Workshop Summery, Performance
Evaluation Reviews ACK/SIGMETRICS

(B28) Bonner A.J. "Using System Monitor Output to Improve Performance"
IBM System Journal, Vol 8 No.k 1969 pp 290 - 298

(B29) Bordsen D.T. "Univac 1108 Hardwars Instrumentation Systen"
Proc. ACM/SIQOPS Workshop on Systems Perfcormance Evalustion, Harvard
Univ, April 1971 pp 1 - 28

(B30) Borovits I., Ein-Dor P. "Cost/Utilization: A Measure of System Performance”
CACK March 1977, Vol.20 No.3 '

(B31) Bredt T.H. "Analysis of Parallel Systems" IEEE Trans. Computers
Vol. 1-20 No. 11 pp 1403 - 1407, Nov. 1971

(B32) Bredt T.H. et al "Analysis and Synthesis of Control Mechanisms for
Parallel Processes". In "Parallel Processor Systems, Technologies and
Applications”™ Hobbs L.C. et al Spartan Books N.Y. 1970 pp 287 - 296

(B33) Bredt T., Saxena A.R. "Hierarchial Design Methods for Operating Systems"
Proc COMPCON 1974 Fall (Sept. 1974) _

(B34) Brice R.S., Sherman S.W. "Empirical Comparison of Partitioned and Non-
Partitioned Buffer Management In Virtual Memory Systems" European Conf.
on Computer Performance Evaluation

(B35) Bright H.S."i Philco Multiprooessing System® AFIFS Fall Joint Conf. 196k,
pp 97 = 141, Spartan Books :

- (B36) Brinch Hansen P. "The Nucleus of a Multiprogramming System" CACM 13, 4,
1970 pp 238 « 242

(B37) Brinch Hansen P. "Structured Multiprogramming™ CACM 15, 7, 1972 pp
574 - 578

. (B38) Brinch Hansen P, "A Programming Methodology for Operating Systems Design"
Proc. IFIP Congress 1974

(B39) Brinch Hansen P. "A Comparison of two Synchronizing Concepts® Acta
Informatica 1972 pp 190 - 199



22k

(B40) Brinch Hansen P, "Determining a Computing Central Environment"
CACM July 1965 p 463

(B41) Brinch Hansen P. "The Purpose of Concurrent Pascal™ Proc.Internat.
Conf. A Keliable Software (April 1975)

(BL2) Brinch Hansen P. "Operating Systems Principles" Prentice Hall 1973

(B43) Brinch Hansen P. Deamy P. "A Structured Operating System" Calif.
Instit. of Technology, Passadena, Calif. May 197.4

(BLL) Brown G.G. "Analysis of IBM 300's Under Operating System" BCS
Conf. on Computer Performance Univ. of Surrey Sept. 1972

(B45) Brown P.J., Saunders R.C. "A Comparison Between Implementation of an
Identical Programme on Several Different Computers® BCS Conf. on
Computer Performance Univ. of Surrey

(B4S) Brown J.C. "Performance Factors for University Computer Facilities”
ACK / NBS Computer Performance Evaluation Workshop, San Diego 1973 p 39
WBS special publication 406. Washington D.C. 1975

(B47) Brown J.C. "An Overview of Performance Evaluation" Second International
Conf. on Software Engineering Oct. 1976 ACM/IEEE/NBS San Diego, Calif.,

(B48) Buchholz W, "A Synthetic Job For Measuring System Performance®
IBM System J. 8, L4, 1969 pp 305-331

(B49) Buchholz W. (ED) "Planning 4 Computer System: Project Sketch”
McGraw Hill 1962 p 136

(B50) Burris H.R. "A Simulation Method for Multi Level Data Security Analysis"
4th Proc. of Symp. A. Simulation of Computer Systems. NBS Boulder Colo
Sigsim/ACK 8285, 167 Vol. 7 No. &, P53

(B51) Burroughs Corp. Description Bulletin "The B5000 Concept"

(B52) BSS00 Simulator for B5500, Programmers Reference Manual, Burroughs Corp.
1966 ‘

(B53) Bussell B, Koster R.A. "Instrumenting Computer Systems and their Programs"
Proc. AFIPS FJCC 1970 pp 525 - 534

(B54) Buzen J.P. "Queueing Network Models of Multiprogramming" Ph.D. Diss,
Harvard Univ., Cambridge, Mass. August 1971



I R e R ot T s B2
o . . VT

225

(ct1) Calingeart P. "System Performance Evaluation: Survey and Appraisal®
CACH 10 No. 1 Jan. 1967 pp 12-18

(c2) Campbell D.J., Heffner W.J., "Measurement and Analysis of Large Operating
Systems During System Development™ AFIPS FJCC proc. 1968 Vol. 30 part
1 pp 903-914

(c3) Canning R.E. "Equipment Selection" Data Processing Digest June 1966
pp 1-9

(c4) Cantrell H.N., Ellison A.L. "Multiprogramming System Performance,
Measurement and Analysis" AFIPS SJCC proc 1968 Vol. 29 pp 213-221

(c5) Cerf V.G. "Measurement of Recursive Processes" Computer Science Dept.
Techn. rep., No, UCLA = ENG - 70 = 43. Univ., of Calif., Los Angeles,
May 1970 :

(C6) Cerf V.G. et al "Formal Properties of a Graph Model of Computation"
Computer Science Dept. Tech. rep No. UCLA - ENG -7178, Dec. 1971

(c7) Cheathax T., et al "RADC Program Transferability Study" Report RADC -
TR « 63 = 431 Nov. 1968 CFSTIAD 678 589

(c8) Chen. Y.E., Epley D.L. "Memory Requirements In & Multiprocessor
Environment" J.ACM 19, 1, Jan.1972 pp 57-61

(C9) Chew R.L. "Note on Timing Simulation of a Large Asynchronous Computer™”

(c10) Chu W.W. "A Study of Asynchronous Time Division Multiplexing for Time
Sharing Computers™ AFIPS conf. proc. Vol. 39 pp 669-678, Fall Joint Conf.
Las Vegas, Nevada, Nov.1971

(c11) Cockrum J.S., Crockett E.D. "Interpreting the Results of a Hardware
System Monitor"™ AFIPS SJCC 1971 pp 23-38

(C12) Coffman E.G. et al "Anelysis of Scanning Policies for Reducing Seek
Times" S,.I.A.M, J. on Computing, 1972, 1, p 269

(C13) Coffman E.G. et al ™Waiting Time Distributions for Processor Sharing
Systems" JACM Veol. 17, No. 1 pp 123-130, June 1970

(c14) Cohen E. *"Symmetric Multi-Mini-Processors: A Better Way To Go?"
Comput. Decis pp 16-20, Jan. 1973

(C15) Cohen L.J. "S3, The System and Software Simulator" Digest 2nd.
Conf. on Application of Simulation, Dec, 1968, New York

(C16) Cole G.D. "Performance Measurements on the ARPA Computer Network"
Proc. 2nd Symp. Opt Data Comms, 1971 pp " 39-45

(C17) Colin A. J.T. "Introduction to Operating Systems" Elsevier Monographs

(C18) Comtre Corps., Sayer. A.P. Ed "Operating Systems Survey" Brincerton
Averbach 1971

(c19) Control Data Corps "CDC=-SCOPE User's Guide "Software Documentation .
Sunny Vale, Calif., : '

(C20) Control Data Corps. "Control Data STAR Computer System" Hardware Manual,
602 5600 Revision 01 1971

(C21) Conway M.E., "A Multiprocessor System Design" AFIPS Conf. P100 Vol.2L
1963, pp 139-146



EIE Y T e

226

(c22) Cooke M.A. "Measuring a V.S. System" European Conf. on C.P.E.,
Eurocomp, London, Sept.1976 p 29

(c23) Corbato F.J., Vissostsky V.A. "Introduction and Overview of the
Multics System™ Proc. AFIPS Joint Conf, 1965 pp 185-196

(c2y) Cox P.R. "General System Organisation of Multi-Processor Configurations"
Software 70, Sheffield, England pp 33-40, 1970

(c25) Critchlow A.J. "Generalized Multiprocessing and Multiprogramming
Systems" AFIPS Conf. Proc Vol.2L4 1963 pp 107-126

(c26) Curtain W.A. "Multiple Computer Systems" Advances in Computers
Vol. 4, Alt. F and kubinoff M. (Eds) 1963 pp 245-303

(C27) Cussens C.J., Broadribb J.P. ™A Configuration Modelling System"
On-line Conf. on Computer System Evaluation Brunel Univ. Sept.1973



B L a Rt Y

227
(p1) Dahl 0.J. Nygaard K. "Simula-An Algol Based Simulation Language"
CACK 9, 9, 1966 pp 670-678

(p2) Daly D. et al T"Measurement of Computer Installation Effectiveness”
Sigcosim Nesltr April 1971

(D3) Davis R.L. et al "A Building Block Approach To Multiprocessing”

Proc., SJCC pp 685-703, 1972

(D4) Deniston W.R. "SIPE: A TSS5/360 Software Measurement Technigue”
Proc. 24 ACK Nat. Conf. 1969 pp 229-245

(p5) Denning P.J. "Resource Allocation In Multiprocessing Computer
Systems" Ph.D. Thesis, Dept. Electrical Engineering. MIT, Cambridge,
Mass., June 1968

(D6) Denning P.J. "The Working Set Model For Program Behaviour" CACM
Vol. 5 No.11 pp 323-333 May 1968

(D7) Denning P.J., Muntz R.R. "Queuing Theoretic Models" ACK/NES.
Computer Performance Evaluation, Workshop, San Diego, 1373 p 119
NBS Special Publication 406 NBS Washington D.C. 1975

(D8) Dennis J.B. "Programming Generability, Parallelism and Computer
Architecture" Proc. IFIP. Congress 68 Booklet C, Software 2 pp Ci-C7,
North Holland Publishing Co., Edinburgh, England, August 1968

(D9) Dennis J.B. Van Horn E.C. "Programming Semantics for Multiprogrammed
Computation” CACM.9, 3 March 1966 pp 143-155

(D10) Deutsch P., Grant C.A. "A Flexible Measurement Tool For Software

Systems" Proc. IFIP Congress, 71 Ljubljanz, Vol. 7A-3, on Computer
Software pp TS=3-1 « TA-3=6

(p11) Dijkstra E.W. "The Structure of the T,H.E. Multiprogramming System"
ACM Symp. on QOperating System Principles 1967. Gothenburg, Tenn.

(p12) Dijkstra E.W. "Cooperating Sequential Processes" Programming
Languages. Genuys (Ed) Academic Press. N.Y. 1968 pp L43-112

(D13) Dijkstra E.W. "Hierarchial Ordering of Sequential Processes" Acta
Information 1, 2, 1974 pp 115-138

(D14) Dijkstra E.W. "A Constructive Approach to the Problem of Program
Correctness® BIT 8 pp 174-186, 1968

(D15) Dijkstra E.W. "Notes on Structured Programming" T,H.E. report 2nd
Edition 1970 '

(p16) Dinardo G.P. "Computer System Performance Factors at Mellan Bank"
ACK/NBS Computer Performance Evaluation Workshop San Diego 1973, p27
NBS Special Publication 406 NBS Washington P.C. 1975

(D17) Doherty W.J. "Scheduling TSS/360 For Responsiveness"™ Proc.AFIPS FJCC
1970 pp 97-111

(D18) Drey fus P, "France's Gamma 60" Datamation 4, p 34 1958
(D19) Dreyfus P, "Programring on a Conocurrent Digital Computer™ Notes of

~ Univ. of Michigan 1961. Engineering Summer Conf. on Theory of
Computing Machine Design



(p20)
(p21)
(p22)

(p23)

228

Droughton E, et al "Programming Considerations for Parallel Computers"
Courant Institute of Math. Sciences, report IMM 362

Drummond M.E. Jnr. "Evaluation and Measurement Technique for Digital
Computer Systems" Preantice Hall, Englewood Cliffs 1973

Drummond M.Z. Jor. "A Perspective On System Performance Evaluation"
IBM Systems J. Vol. L 1962 pp 252-63

Dumas R.K. "The Effects of Program Segmentation on Job Completion Times
In a Multiprocessor Computing System" Dig. of 2nd Conf. on Application
of Simulation; SHARE/ACM/IEEE/1 CL, Dec. 1968, New York



(E1)
(E2)
(E3)
(B4)
(E5)
(6)
(£7)
(£8)
(%9)
(E10)

(E11)

229

Eckert J.P. et al "Design of Univac Lare System 1" Proc. Eastern
Joint Conf. 1959 pp 59-65

Eckstein R.T. "Getting Started In Computer Performance Evaluation"
11th Meet of Computer Performance Evaluation Users Group Oklahoma
City, Sept. 1975 No.6413 35F PB252174

EDP Analyser "Savings from Performance Monitoring" Sept. 1972

Edwards B.F. "Systems Performance in Bureau Computing" BCS Cenf. on
Computer Performance, Univ. of Surrey, Sept. 1972 p 78

Emshoff, Sisson "The Design and Use of Computer Simulation Models"
MacMillan 1970

England D.M, "Critical Requirements For Multiprocessor System Design"
Info Software, Infotech, Maidenhead, Berks., England 1974

Enslow P.H. Jn. ED. "Multiprocessors and Parallel Processing"” Comtre
Corp. Wiley Interscience Sept. 1974, Index 0=471=16735=5

Enslow P,H. Jn. ED "Kultiprocessor Organisation A Survey"
Computing Surveys Vol. 9 No. 1 March 1977

Estrin G. et al "Modelling, Measurement and Computer Power" AFIPS
SJCC 1972 pp 725-738

Estrin G. et al "Snuper Computer - A Computer in Instrumentation
Automation" AFIPS SJCC 1967 Vol. 30 pp 645-656

Everett R.R. et al "Sage; A Data Processing System For Air Defence"
FJCC pp 148-155, 1957



(r1)
(¥2)
(F3)

(F4)

(¥5)

(¥6)
(¥7)
(F3)
(F9)

(r10)

(F11)
(F12)
(F13)

(F14)

(F15)
(¥16)
(F17)
(F18)

(F19)

230

Fabry D.S. "Dynamic Verification of Operating System Decisions”
CACM Vol. 16 No.11 Nov. 1973 pp 659-688

Farber D.J. "The System Architecture of a Distribuged Computer System -
Reliability Features" Technical Report, Univ. of Calif. Irvine 1970

Ferber D.J. "An Overview of Distributed Processing Aims" Proc. 8th
Annual I.E.E.E. Computer Soc, Internat. Conf. Feb. 1974

Ferber D.J. "Software Considerations in Distributed Architecture"”
Computer Vol. 7 No. 3 pp 31-35, March 1974

Farber D.J. "Distributed Data Bases - An Exploration" Tech. Report,
Faine, Farber and Gordon Inc. Passadena Calif. 1974

Farber D.J. "The Stetus of the Distributed Computer System" Information
and Computer Science Dept. Univ. of Calif. Irvine 1975

Farber D.J., et a1 "The Distributed Computer System" Proc. 7th
Annual I.E.E.E. Computer Soc. Intermat. Coaf. pp 31-34, Feb 1973

Farber D.J., Heinrich F.R. "The Structure of the Distributed Computer
Systen" - the File Systex "Proc. Interaat, Conf. on Computer
Communications pp 364-370, Oct.1972

Farber D.J., Larson K.C. "The Structure of the Distributed Computer
Systez" - Software Symp. on Computer Communications Networks and
Teletraffic, Polytechnic Institute of Brooklyn, April 1972

Farber D.J., Larson K.C. "The Structure of the Distributed Computer
System - the Communications System" Proc. Symp. on Computer
Communications Networks and Teletraffic, Polytechnic Inst. of Brocklyn,
April 1972

Farber D.J. "A Ring Network" Datamation Feb. 1975

Feeley J.M., ™A Computer Performance Monitor and Markov Analysis for
Multiprocessor System Evaluation", Statistical Computer Performance

. Evaluation, Freiberger (Ed), Academic Press, N.Y. 1972 pp 165-225

Fenichel, Grossman "An Analytic Model of Multiprogrammed Computing”
AFIPS S.J.C.C. 1969

Fernandez E.B, "Restructuring and Scheduling Parallel Computations™
Proc. 5th Annual Asilomar Conf. on Circuits and Systems, Pacific
Grove, Calif, Nov.1971

Fine G.H., McIsaac P,V. "Simulation of a Time-sharing System"
Management Science Vol. 12 No.6 pp B180-B19L, Feb.1966

Firestone R.M. "Parallel Programming: Operational Kodel and Detection
of Parellelism" Ph.D. Thesis, New York Univ., May 1971

Foley "A Markovian Model of the University of Michigan Executive System"
CACY Vol. 10 No. 9 1967

Fox D., Kessler J.L. "Experiments in Software Modelling" AFIFS Conf,
Proc. Vol. 31 1967 FJCC pp L29-L36 |

Frank "Analysis and Optimization of Disc Storage Devices for Time-
Sharing Computer Systems" JACM Vol. 16 No,1L 1969



251
(F20) Freeman D.N. "IBM and Multiprocessing" Datamation pp 92-109, March 1976

(F21) Freiberger W. (Ed) "Statistical Computer Performence Evaluation"
Academic Press 1972

(F22) Fuller "An Cptimal Drum Scheduling Algorithm™ IEEE Trans. on Elec.
Computers, Vol. 21 No.11 1972

(F23) Fuller S.H., et all "Computer Modules: An Architecture for Large Digital
Modules™ Dept. of Comp. Sci. and Elec. Eng., Carnigie - Kellon Univ,
Oct. 1973 pp 231-238



(61)

(62)

(63)
(G4)
(65)
(c6)

(e7)

(c8)
(63)
(610)

(c11)

(612)

(613)

(614)

(615)

(c16)

(617)
(¢18)

(619)

. 232 :
Gaver D.P. "Probability Mocdels for Multiprogramming Computer Systems"™
JACM Vol. 14 pp 623-628 July 1967

Gehringer E.F., Schwetman H.D. "Run-time Characteristics of a
Simulation Model" L4th Proc., of Symp. on Simulation of Computer
Systems, NBS, Boulder Colo, SIGSIM/ACK, Vol. 7 No. 4., July 1976 pp 121

Gibson C.T. “Tiﬁe-aharing in IBM Systems/360 Model 67" Proc. AFIPS 1966
Joint Conf. Spartan Books pp 61-78

Gibson J.C. "The Gibson Mix™ Report TR 00,2043, IBM Systems Devel, Div.
Poughkeepside, New York, 1970

Gilmore P.A. "Structuring of Parallel Algorithms" JACM 15, 2, April
1968 pp 176-192

Glading D.G. "Performance Measurements" On-line Internat. Conf. on ‘
Computer System Evaluation, Brunel Univ. Sept.1973

Gomaa H,, Lehman ¥,M. "Performance Analysis of an Interactive
Computing System in & Controlled Environmernt" On-line Internat.
Conf. on Computer System Evaluation, Brunel Univ., Sept.1973

Conzales ¥,J., "A Decentralized Parallel Processor System" Ph.D.
Thesis Dept. Elec. Eng. Univ. of Texas at Austin, Dec.1971

Gonzales ¥.J., Ramamoorthy C.V. "A Survey of Technigues for Recognizing
Parallel Processable Streams in Computer Programs" AFIPS FJCC 1969

Goos G. "Some Basic Principles in Structuring Operating Systems"
Operating System Techniques 1972 5

Goos G., Hertmanis J. (Ed) "Operating Systems" Proc., Internat. Conf.
Rocquencourt, April 1974

Gordon G. "System Simulation" Prentice Hall, Englewood Cliffs N.J.1969

Gordon W.J,, Newell G.F. "Closed Queueing Systems with Exponential
Servers" ORSA Journal Vol. 15 No. 2 pp 254265, March 1967

Gostelow K. "Flower of Control, Resource Allocation and the Proper
Termination of Programs" Computer Sci.Dept. Tech. Report No.
UCLA=ENG=7179, Univ. of Calif., Los Angeles, Dec. 1971

Gotlieb C.C., MacEwan G.H. "System Evaluation Tools" Software
Engineering Techniques (Buxton and Randell (Eds) pp 93-99 Nato Sei.

Affairs Div., Brussells, 1970

Gotlieb C.C., Metzger J.K. "Trace Driven Analysis of a Batch
Processing System™ ACM Symp. on the Simulation of Computer Systems
1973, p 215

Gould I.H, "A Nulti-level Digital Simulator" Univ., of Aston

Graham R.L. "Bounds on Multiprocessing Anomalies and Related Packing
Algorithms" Bell Telephone Lab. Inc., Murray Hill, Proc. AFIPS Conf.
pp 205-217, 1972

Graham R.¥. et al "A Software Design and Evaluation System" CACM 1975
p 110 .



233

(620) Greenbourn H.J. "A Simulator of Multiple Interactive Users to Drive a
' Time-Shared Computer System™ M,I.T. Dept. Engineering M.Sc. Thesis,
MAC-TR-58, Oct. 1968

(621) Gregory J., McReynolds R. "The SOLOMON Computer" Proc. AFIFS, FJCC
1962, Spartan Books N.Y. pp 97-107

(622) Grenander V., Tsao R.F. "Quantative Methods for Evaluating Computer
System Performance: a Review and Proposals"™ 1In "Statistical Computer
System Performance Zvaluation" Academic Press pp 3-24, 1972

(623) Grochow J.HM. "Real-time Graphic Display of Time-sharing System Operating
Characteristics™ Proc. AFIPS FJCC 1969 pp 374-379

(G24) Grochow J.M. ™Measuring and Monitoring a Multiple-access Computer
System"™ Proc. FJCC pp 379-386, 1969



234

(H1) Habermann A,N. "Prevention of System Deadlocks" CACM Vol. 12 No, 7
pp 373=-377, July 1969

(H2) Hall G., Wisman J. (Eds) "Computer Measurement and Evaluation: Selected
Papers from the SHARE Project"™ SHARE Inc. 1973 .

(H3) Hansmann F. et al "Modelling for Computer Centre FPlanning" IRM Sys.J.
Vol. 10 No. 4 pp 305-32L, 1971

(B4) Hart L.E. "The User's Guide to Evaluation Products" Datamation Vol.16
No.17 1970 pp 32-35

(H5) Hastings T. st al "Conversational System Performance and Measurement"
DECUS Conf. Proc. Fall 1969, Nevada pp 191-201

(H6) Heart F.E, etal ™A New Mini-computer/Multiprocessor for the ARPA Network"
Proc. AFIPS NCC Vol. 42 1973 pp 529-537

(Hf) Heinrich F. "Systems Architecture of the Distributed Computer System - '
the Distributed File System™ Tech. Report, Univ. of Calif, Irvine

(H8) Hellerman H., Conroy T.F. "Computer System Performance" McGraw Hill
Inc. 1575

(19) Herman D.J. "SCER: A Computer Evaluation Tool"” Datamation Vol. 13, No.2,
Feb. 1967 pp 26-28

(H10) Herman D.J., Ihrer F.C. "The Use of a Computer to Evaluate Computers"
Proc., SJCC 1964, Spartan Books, Washington D.C. pp 383-395

(H11) Herscovitch H., Schreider T.H. "GPSS III - an Expanded General Purpose
Systems Simulator" IBM Sys. J. 4, 3, 1965 pp 174-183

(#12) Hoare C.A.R. "Theory of Parallel Programming” Operating System Techniques,
Academic Press 1972 .

(H13) Hoere C.A.R, "Monitors: An Operating System Structuring Concept”
CACK 17, 10 Oct.1974 pp 549-557

(H14) Holland F.C., Merikallic R.A. "Simulation of a Multiprocessor System
Using GPSS" IEEE Trans. Sys. Sci. Cyber. L, L, pp 395-400, 1958

(H15) Holt A.W., Commoner F, "Events and Conditions" Parts 1-3 Applied Data
Research Inc., 450 Seventh Ave., New York, 10001, 1969

(H16) Holt A.W. "Information System Theory Project" Clearing House
AD 676-972, Sept. 1968 :

(H17) Holt A.W. et al "Final Report on the Information System Theory Project"
Rome Air Development Centre, Applied Data Research Inc., Contract No.
AF30 (602)-4211, 1968

(H18) Hooley J.L. "Interactive Computer Simulation as an Aid to Systems Design

and Cost Effectiveness Analysis" Dig, 2nd Conf. on Applications of
Simulation, Dec. 1968, New York

(H19) g;?ning J.J., Randell B, "Process Struoturing" Univ. of Newcastle upon
ne 1972

(H20) Howard P.C. "Optimizing Performance in a Multiprogramming Systex"
Datamation Jan 1969, pp 65-67



L st i LRI L
PR -~

235

(H21) Hughes J. "Performance Evaluation Techniques and System Reliability -
A Practical Approach" ACK/NES Performance Evaluation Workshop, San
Diego 1973; KBS Special Pub. 406, NBS Washington D.C. 1975 p 87-97

(H22) Hughes J, Cranshaw D. "On Using & Hardware Monitor as an Intelligent
Peripheral™ El1 Segundo, C.A., Xerox Corp. 1973

(H23) Hughes K, "SkKS~-A Methodology for Evaluation" On-line Interpational Conf.
on Computer System Evaluation, Brunel Univ. Sept. 1973

(H2L) Hughes P.H. "General Constraints on the Performance of Multipgrogramming
Computer Systems" On-line Internat. Conf. on Computer System Evaluation,
Brunel Univ., Sept.1973 , '

(H25) Hughes P.H. "The Interpretation of Performance Measurements on &
Multiprogramming Computer System™ On-line Internst. Conf. on Computer
System Evaluation, Brunel Univ., Sept.1973

(H26) Hughes P.H. "Developing a Reliable Benchmark for Performance Evaluation"
Nord Data 72 Conf. Helsinki 1972, Vol. II pp 1259-128%4

(H27) HBusband ¥.A. et al "The MU5 Computer Monitoring System" European Conf.
on Computer Performance Evaluation, Eurocomp, London, Sept. 1976

(H28) BHutchinson G.K. "A Computer Centre Simulation Project"™ CACM Vol. 8 No.9
Sept. 1965 pp 559-568

(H29) Hutchinson G.K., Maguire J.N. "Computer Systems Design and Analysis
through Simulation" Proc. 1965 FJCC, Spartan Books, Washington D.C.
pp 161-167 ‘

(H30) Huesmann L.R., Goldberg R.P. "Evaluating Computer Systems through
Simulation™ Comput. J. 10, 2. 1967 p 150



(11)
(12)
(13)
(z%)

(15)
(16)
(17)
(18)

(I9)

236

I.B.K. "General Purpose System Simulator III User's XManual"
form H20-0163 1965 ._

I.B.M. "IBM 7090/7040 Direct Couple Operating System:
Operating Guide" IBL System Reference Library. C28-6384

I.B.X. "IBM 7090/704L0 Direct Couple Operating System:
Prograzmer's Guide" 4bid, C28-6382

I.B.X. ™"IB¥ 7090/7040 Direct Couple Operating System:
System Programmers Guide" ibid, 228-6383

I.C.L. 1900 Series "Direct Access Manual" 2nd Edition
ICL 1900 Series "George 3 and 4. Operation Management"
I.C.L. 1900 Series "Statistical Analysis System, Mark 2" 1975 p 113

Info Process Soc. Japan"An Analytic Kodel For Bus-Connected Multiprocessing
Systems and Some Results of Analysis™ Vol. 17 No. 5 pp 394=-401 1976

Infotech "Multiprocessor System™ State of the Art Report, Infotech,
Maidenhead, Berks, England

(110) Infotech "Computer System Measuremsnt" State of the Art Report, Infotech, f

Maidenhead, Berks, England

(I11) Infotech "Software Engineering" Infotech State of the Art Report

No.11 Maidenhead, Berks., England



(31)
(32)
(33)
(3u)
(35)
(36)

(37)
(38)

237

Jackson J.R. "University of San Diego Management Science" No. 1
Oct. 1963

Jefferey S., Chantker A,F., "Computer Performance Analysis, Facts,
Figures and Fancies" Nat. Bureau of Standards

‘Jensen E.D. "A Distributed Function Computer for Relative Control"

Proc. 2nd Annual Symp. on Computer Architecture, June 1575

Johnson P.F. Jnr "The Pounds and Pence of Measurement" BCS Conf. on
Computer Performance, Univ, of Surrey, Sept.1972 pi12

Johnson R.R. "Needed: A Measure for Measure" Datamatic Vol.16 No.17
Dec. 1970 pp 22-30

Jordan J.W. "Task Scheduling For a Real Time Multiprocessor”
Electronics Research Centre, Cambridge, Mass. NASA, TN-D-5786

Joslin E.O. "Computer Selection" Addison-Tesley Reading. Mass 1968

Juliuson J.E., Mowle F.J. "Multiple Micro Processors with Common
Main and Control Memories". IEEE Trans. C=22 No.11 Nov.1973



238

(K1) Karp R.X., Killer R.E. "Parallel Program Schemata" Journal of
Computer and System Sciences Vol. 3 No.4 pp 147-195 May 1969

(k2) Karush D,A. "Two Approaches for Measuring the Performance of Time
Sharing Systems" Symp. on Operating System Principles. Proc. Princeston
Univ. Oct. 1969 N.Y. ACM Sigops 1971 :

(XK3) Kaeper H., Killer D. ™Jobs and Jobstream Modelling in the T,R.V.
Timpesharing System Simulation" Symp. on the Simulation of Computer
Systems .11, June 1974 pp S4-121

(K4) EKatz J.H. "Simulation of a Multiprocessor Computer System" Proc.
AFIPS SJCC Vol. 28 pp 127-139 1966

(K5) Katz J.H. "Optimizing Bit-Time Computer Simulation" CACM Vol. 6 No.11
Nov.1963 pp 679-6£85

(K6) Katzan H. "Operating Systems: A Pragmatic Approach"™ Van Nostrand
Reinhold, New York 1973

(K7) Keith J. "An Analysis by Software Methods of Processor Time Use" '
BCS Conf. on Computer Performance, Univ. of Surrey, Sept. 1972 p 32

(K8) Kimbleton S,R. "The Role of Computer System Models in Performance
Evaluation" CACM 15, 7 July 1972 pp 686 - 590

(K9) Kimbleton S.R. "An Analytic Framework For Computer Sizing and Tuning"
ACM/NBS Computer Performance Workshop, San Diego 1973

(K10) Kiviat P,J. et al "The Simseript II Programming Language" Prentice Hall,
Englewood Cliffs, N.J. 1968

(K11) Kiviat P.J., Kolence K.¥. "Software Unit Profiles and Kiviat Figures"
Performance Evaluation Review, Quarterly Newsletter of SIGMETRICS/ACM
1973 Vol. 2 No. 3 pp 31=36

(K12) Klar "A Counting Monitor For Measurement of Dynamic Programming
Behaviour In Memory" Proc. Internat. Computing Symp. German Chapter of
ACK 1970 pp 127-141

(K13) Kleinrock L. "Time Shared Systems: A Theoretical Treatment® Proc.
Computers and Communications Conf., Sept. 1969

(K14) Kleinrock L. "Certain Analytic Results For Time Shared Processors"
IFIP 68, 1968

(K15) Rleinrock L. "Sequential Processing Machines Analyzed With a Queuing
Theory Model"™ JACK Vol. 13 No. 2 1966

(K16) Kleinrock L. "Analytic and Simulation Methods in Computer Network
Design" Proc. AFIFS SJCC Vol. 36 pp 569-579 1970

(K17) Kleinrock, Muntz "Processor Sharing Queuing Models of Mixed Scheduling
Disciplines For Time Shared Systems JACM Vol. 19 No., 3 1972

(K18) Knight L. "The Measurement and Prediction of the Reliability of
Computer Systems™ ICL Bulletin Vol. 12 No. 8/9 1976

(K19) Knuth D,E, "SOL - A Symbolic Language For General Purpose System
Simulation" IEEE Trans EC-13 1964 pp 401-408 :

(K20) EnuthD.E, "A Formal Description of SOL" IEEE Trans EC 13 1964 pp 409-L1L



239
(K21) Kolence K.W. ™A Software View of Neasurement Tools" Datamatic
Vol. 17 No. 1 pp 32-38

(K22) Kransnow, Merakallio "The Past, Present and Future of General
Simulation Language" Management Science Vol. 11 No. 2 Nov.1964

(K23) Kurtzberg J.M., Villani R.D. "A Balanced Pipelining Approach to
¥ultiprocessing on an Instruction Stream Level" IEEE Trans. €22,
Feb. 1973 pp 143=155



(z1)

(r2)
(L3)

(L4)
(L5)

(16)

(r7)
(18)

(19)

(L10)
(111)

(r12)

(113)

2o

Lampson B.W, "A Scheduling Philosphy for Multiprocessing System" CACM
11, 5, 1968 pp 347-360

Laueson S. "A large Semaphore Based Operating System"™ CACM 1975 pp 377-389

Laughlin G.,%W. "Reducing Run Ratio of a Multiprocessor Software System
Simulator" IEEE Trans Computers pp 115-134 1975

Laver M, "User's Influence on Computer System Desiga" Datamation.
Oct. 1969 pp 107-110, 115 - 116

Lehman ¥.M. "Principles of Computer Usage and Control" On line Internat.
Conf. on Computer System Evaluation Sept. 1973 Brunel Univ,

Lehman M. "A Survey of Problems and Preliminary Results Concerning
Parallel Processing and Parallel Processors" Proc. IEEE 54 Dec, 1966
pp 1889-1907

Lehman ¥., Rosenfeld J.L. "Performance of a Simulated Multiprogramming
System" Proc. AFIPS 1968 FJCC Vol. 32 pp 1431-1LL2

Leiner A,L. et al "Pilot - A New Multiple Computer Systex" JACK 6, 3,
July 1959 pp 313-335 :

Levy H.0., Cann R.B, "A Simulation Program For Reliability Prediction of
Fault Tolerant Systems" Internat. Symp. on Fault Tolerant Computing Paris
France, June 1575

Lewis, Shedler "A Cyclic Queue Model of Syster Overhead in Hultiprogrammed
Computer Systems™ JACM Vol, 18 No. 2 1971

Liskov B.H. "The Design of the Venus Operating System" CACM 15, 3 March
1972 pp 144-149

Lucas H. "Performance Eveluation and the Management of Information
Services" Data Base, Spring 1972 pp 1-8

Iucas H.J. JR. "Performance Evaluation and Monitoring" ACK Computing
Surveys" Vol. 3 No. 3 pp 79=92, Sept.1971



(x1)

(12)

(u3)
()

(¥5)
(¥6)

(¥7)

(18)

(x9)

(¥10)
(M14)
(%12)
(u13)

(u14)

(115)

(x16)

(¥17)

(u18)

(¥19)

(x20)

211

¥acDougall ¥.H, "Computer System Simulation: an Introduction"
ACM Computing Surveys Vol. 2 No. 3 pp 191-209, Sept.1570

MacDougall M.H., McAlpine J.S, "Computer System Simulation with ASPOL"
Proc. Symp. on the Simulation of Computer Systems, Gaithersbourg,
¥d.June 1973 pp 93-103

YacGowan J. Y. Jr. "Univec 1108 Instrumentation" NATO Conf. on Software
Engineering, Rome Oct. 1969

Madnick S.E. "Multiprocessor Software Lockout" Cambridge Scientific
Centre IBX Tech. Report no 320-2027 April 1968

¥adnick S.E., Donovan J.J. "Operating Systems" McGrawhill 1974

¥aher R.J. "Problems of Storage Allocation in a Multiprogrammed System"
CACY Vol. 4. No.10 pp 421-422, Oct.1961

Markowitz H.X. et al "Simscript: A Simulation Programming Language”
Prentice Hall, Englewood Cliffs 1963

Martin D.F., "The Automatic Assignment and Sequencing of Computation
on Parallel Processor Systems" Ph.D. Diss. and Computer Science Dept.
Tech. Rep. No. ULLA-ENG-66-) Univ. of Calif, Los.Angeles 1966

Martin D.F., Estrin G. "Path Length Computations on Graph Models of
Computations" IEZE Trans Computers Vol. C18 No. 6 pp 530-536
June 1969

Mertin F.F. "Computer Modelling end Simulation" Wiley 1968
Martin J.T. "Design of Relative Computer Systems" Prentice Hall 1967
Martin J.T. "Systems Analysis for Data Transmission" Prentice Hell 1972

McIsaac P.V. "Time Shering Job Descriptions For Simulation" System
Developmeant Corp. Document TM-2713 Nov.1965

McClure R.M. "A Programming Language for Simulating Digital Systems"
J. ACM Vol. 12 No. 1 June 1965 pp 14=-22

McConachie ¥.A., Newman I.A. "Establishing Criteria For the Assessment
of Performance" On-line Conf. On Computer System Evaluation, Brunel
Univ. Sept. 1973

McKinney J.¥. "A Survey of Analytical Time Sharing Models" ACM
Computing Surveys 41, 2, June 1969 pp 105-116

McLain D.M. "The Effectiveness of Low Level Scheduling Strategies in
Unpaged Batch Systems™ European Conf. on C.P,E., Eurocomp. London
Sept. 1976 p 225

Mealy G.H. "Operating Systems", Programming Systems and Language.
Saul (Ed)

Meilander W.C. "Staran, an Associate Approach to Multiprocessor
Architecture"” Info Tech. Report "Multiprocessor System - State of the
Art" 1976/77 Maidenhead, Berks

Merikallio R.A., Holland F.C. "Simulation Design of a Multiprocessi
System" Proc. AFIPS. FJCC 1968 PP 1399=-1410 & P e



242

(¥21) Merill H.E.B. "A Technigue For Comparative Analysis of Kiviat Graphs"
Perf. Evaluation Review, Quaterly Newsletter. SIGMETRICS/ACM 1974
Vol. 3. No. 1 pp 34-39

(¥22) Mills H. "Top Down Programming In Large Systems" "Debugging Techniques
In Large Systems" K, Rustin (Ed) Prentice Hall 1971

(¥23) ¥ills H. "Chief Programmer Principles and Procedures" Report in
FSC 71-S108 IBY Corps. Federal Systems Division, Maryland

(¥24) ¥in Tech. Memo 737 "Comparison of Computer Speeds Using Mixes of
Instructions”, May 1969

(M25) Morrison R.L. "Computer System Performance Factors, their Changing
Requirements”. ACM/NBS Computer Performance Evaluation Workshop,
San Diego 1973 p 53 NBS Special Pub. 406, Washington D.C. 1975

(K26) ¥ulroy J.J. "Computer Performance Analysis" Infotch SOA Reports V.8,
Maidenhead, Berks. England 1972 pp 400-418 .

(¥27) Murphy R.W. "The System Logic and Usage Recorder®™ AFIPS Vol. 35
. FJCC 1969 pp 219-229 :



(nt)

(N2)
(X3)

(x)
(x5)
(n6)

(x7)

(n8)

(N9)

243

Nato Sci Comm. Report "Software Engineering" Germany Oct.1966 Nour,
Randell (Egs)

Naylor T.H. et al "Computer Simulation Techniques" Wiley 1966

Nemeth A.G., Rovaner P.D. "User Program Measurement in & Time Shared
Environment” CACK Vol. 14 No. 10 pp 6641-666 1571

Nielson "Analysis of General Purpose Time Sharing Systems" Ph.D. Thesis
Stanferd Computation Centre, Stanford Univ. 1966

Nielson "An Approach to Simulation of %ime Sharing Systems" AFIPS FJCC
1967

Nielson N.R. "Computer Simulation of Computer ®ystem Performance"”
Proc. 1967 AC¥ Nat. Conf. pp 581-530

Noe J.D. "University Education In Computer Measurement and Evaluation"
ACM/NBS Computer Performance Evaluation Workshop San Diego 1973 p 159
NBS Special Pub. 406, Washington D.C. 1975

Noe J.D., Nutt G.J, "Kultiprogramming and Multiprocessing System
Description” Univ. of Washington, Seattle, National Science Foundation
No. LJ 28781

Erv

Noetzel A.S., Herring LiA. "Experience with Trace Driven Modelling" 4th Proc.

of Symp. on Simulation of Computer Systems NBS Boulder Colo. SIGSIM/ACM
8285 167, Vol. 7 No. 4 July 1976 p 111



(01)

(02)
(03)
(o4)
(05)

(06)

2Ly

Oconnor T.J. "Analysis of A Computer Time Sharing System - a
Simulation Study" Unpublished Doctoral Dissertation Stanford Univ. -
June 1965

Opler A. "Fourth Generation Software” DatamationVol, 13 No. 1
Jan. 1967 pp 22-24

Opler A, "Procedure - Oriented Language Statements to Facilitate
Parallel Processing" CACK 8, 5 May 1965 pp 306-307

Oren T.I. "General System Theories and Simulation of Large Scale Systems"
Computer Science Conf. 1975 Washington D.C. Feb. 1975 p15

Ornstein S.K. et al "Pluribus - A Reliable Multiprocessor" Proc. AFIPS
NCC Vol. 44 1975 pp 551-559

Osterberg R.D., Hibling F.J. "Performance Assessment Techniques a
User's Viewpoint™ BCS Conf. on Computer Performance, Univ. of Surrey
Sept. 1972 pp 162-178



(P1)

(p2)
(P3)
(P4)
(P5)

(PS)

(7)

(p8)

(P9)

(p10)

(P11)
(P12)

(P13)

L7 LT TR e | L AR TN T L W T e ey
~ . - N e . 4 '

oy

2L5

Parnas D.L., Darringér J.A. "SODAS ahd e Methodology for System Design"
AFIPS Conf. proc Vol. 31 1967 FJCC pp LLS-L74

Parnas D.L. "On the Criteria to the Used in Decomposing Systems Into
¥odules" CACK 15, 12, Dec.1972 pp 1053-1058

Parnas D.L. "Kore on Simulation Language and Design Methodology fer
Coxputer Systems" AFIPS SJCC 1969

Perpas D.L. "A Techrique For Module Specification With Examples"
CACK 15, 1972 pp 330-336

Part of Post Office Invitation to Tender "Performance Curves for
Computing Equipmert" 1964 .

Petri C.A. "Kommunikation Mit Automaten™ Schriften des Rheinsch -
West Fabischen Institutes Fur Instrumentelle Mathematike Bonn Univ.

1952

Pinkerton T.B. "Performance Monitoring and System Evaluation" Nato
%onfj Report on Software Engineering Germany Oct. 1968, Nour, Randell
Eds

Pinkerton T.B. "Performance Measuring In a Time Sharing System"
CACK Nov. 1969 pp 600-610

Pliener A.M. "Simulation For Performance Evaluation" On-Iine
Internat, Conf. On Computer System Evaluation. Brunel Univ. Sept.1973

Pooch U.W. "A Dynamic Clustering Strategy in a Demand Programming
Environment"™ Lth Proc. of Symp. on Simulation of Computer Systems,
NBS Boulder Colo, SIGSIM/ACK 8285, 167 Vol. 7 No.k July 1976 p 11

zorter R.E. "The RW=400 « A New Polymorphic Data System" Datamation
p 8 1960

Presser L. "Multiprogramming Co-Ordination" Computing Surveys
Vol. 7 No.1 March 1975

Pyle I.C, "Some Techniques in Multicomputer System Software Design"
Software Practice and Experience 2, 1, pp 43-54 1972



246

(R1) Raichelscn E., Collins G. "A Method For Comparing the Internal
»
Operating Speeds of Computers"” CACE 7, 5 May 1966 pp 309-336

(R2) Ramamoorthy C.V., Gonzalez ¥.J. "Optional Scheduling Strategies in a
Multiprocessor System" IEEE Trans on Elec. Computers Vol. 21
No. 2 1972

(R3) Ramamoothy C.V., Gonzalez X.J. "4 Survey of Techniques for Recognizing
Parallel Processable Streams in Computer Programs" FJCC proc. 35 1969

(R4) Eandell B, "A Note on Storage Fragmentation and Program Segmentation”
CACK Vol. 12. No. 7 pp 365 - 369 1969

(B5) Rasch "A Queuing Theory Study of Round Kobin Scheduling of Time-Shared
Computer Systems" J AC¥ Vol. 17. No. 1 1970

(R6) Raynor R.J., Gwyan J.K. "Minimization of Supervisor Conflict for
Multiprocessor or Computer “ystems" Lth proc. of Symp. on Simulation
of Computer Systems SIGSI¥/ACM 8285-167, Vol. 7 No. 4 July 1976 pbé1

(R7) Reitman J. "Computer Simulation Applications” ¥iley 1971

(R8) Robey K.G. "Computer Performance Analysis in Practice" BSC Conf. on
Computer Performance, Univ, of Surrey Sept. 1972 p 191

(R9) Robinson L. "Computer System Performance Evaluation Bibliography"
IBM Corp. Nov. 1972

(R10) Robinson L., Levitt K.N. et al "On Attaining Reliable Software for a
Science Operating System™ 1975 International Conf. on Reliable Sof'tware,
Los Angeles, Calif, Sigplan Notices, June 1975

(R11) Roekx D.J., Emerson W,C. "A Hardware Instrumentation Approach to
Evaluation of a Large Scale System" Proc. 24th Nat. Conf. ACK 1969

pp 351-367

(R12) Rosenfeld J.L. "A Case Study of Prograzming For Parallel Processors"
CACK 12, 12, Dec. 1969 pp 6L5-655

(R13) Rosenfeld J.L., VillaniR.D. "Micro-Kultiprocessing: An Approach to
¥ultiprocessing at the Level of Very Small Tasks" IEEE Trans C-22

pp 143-153, Feb. 1973



VHT WL AT s TR R L R o WAy
. . 4o ..

257 -

"~ (s1) saltzer J.E., Gintell J.¥. "The Instrumentation of Multics" ACK 2nd
Symp. on Operating ®ystem Principles, Princerton Univ. Oct. 1969
pPp 167-174 .

(s2) saltzer J.H. "Traffic Control in a Multiplexed Compﬁter System" Ph.D,
Diss. Massachusetts Institute of Technology 1966

(s3) Saxena A.R., Bredt T.H., "A Structured Specification of Hierarchial
Operating ®ystecs" Record of 1975 Internat. Conf. on Reliable Software

Los Angeles, #pril 1975

(S4) Scherr A.L., "Tige Sharing Measurement" Datamation Vol. 12, No. 4
April 1566 pp 22-26

(55) Scherr A.L. "An Analysis of Time - Shared Computer Systems" Mass.
Institute of Technology MAC-TR-18, project MAC June 1965

(56) Schulman F.D, "Hardware Measurement Device For IBM System/360
Timesharing Evaluation". Proc. 22nd ACK Nat, Conf, 1967 pp 103-109

(s7) Schwetman H.D. "State of the Art: Experiment Design and Data Analysis"
ACM/NBS Computer Perf. Evaluation Workshop, San Diego 1973 p103
NBS Special pub, 406, NBS Washington D.C. 1975 ‘

(s8) Seals E. "Computer Performance Analysis: Industry Needs" ACM/NBS
Computer Perf. Evaluation Workshop, San Diego 1973 p 33, NBS Special
pub. 406 Washington D.C. 1975

(s9) Sedgwick R, et al "SPY. A Program to Monitor 0S/360" Proc. AFIPS
FJCC 1970 pp 119-128

(s10) Sekino A "Performance Evaluation of Multi Programmed Time-Shared
Computer Systems"™ MIT Project MAC Report TR-103 Cambridge, Mass. 1972

(S11) Sennett C.T, et al “George 3 Performance Measurement" Royal Radar
Establishment Xalvern

(S12) Sharpe W.F. "The Economics of Computers®™ Columbia Univ. press, New
York 1969

(S13) Shaw A.C. "THe Logical Design of Operating Systems" Prentice Hall 157.

(S14) Shedler G.S., Yang S.C. "Simulation of a Model of Paging System
Perfornancg' IBM System J. 10, 2, 1971 pp 113-128

(S15) Sherlock J.F. "The Simulation of a Multi Computer System" IEEE
Trans Computers Vol. C-19, pp 114=117 Nov.1970

(516) Sherman S.W., Brown J.C. "Trace Driven Modelling: Review and Overview"
ACX Symp. on Simulation of Computer Systems 1973 p 201

(517) Sherman S.¥%., Brice R.S. "I/0 Buffer Performance in a Virtual Memory
Systemn" Proc. Symp. on Simulation of Computer Systems. Boulder
Lolarado Aug. 1976

(s18) Shrimpton ¥, "A Geocrge 3 Case Study With Hardware Monitoring" On-
Line Internat. Conf. on Computer System Evaluation Brunnel Univ.

Sept. 1973

(519) Slotnick D.L. et al "The SOLOMON Computer" Proc. AFIFS Fall. JCC 1962
SpartanBooks N.Y. pp 97-107 .



(s20)

(s21)
(s22)

(s2z2)

(s2y)

(s25)
(s26)
(s27)
(s28)
(s29)
(s30)
(s31)
(s32)

(s33)

DSOS, W OO N i N e ey ey
. - 't . L [

248

Spmith E.C. Jar "Simulation in System Engineering“ IBM Systems J.
Vol. 1 Sept. 1962 pp 33-50

Smith J. "Computer Sirulation Models" Griffin 1968

Smith X.J. "A Review and Cozparison of Certain Methods of Computer
Perfcrmance Evaluation" Computer Bulletin May 1968 pp 13-18

Splegel K.GC. ™Evaluation of a Large Scale Data Retrieved System
STAIRS/AUARIUS" Eurcpean Conf. on CPE, Eurocomp. London
Sept. 1976 p 189

Spler X.J. et al "An Experimental Implementation of the Kernel"
Domain Architecture" Lth Symp. on Operating Systems Principles
New York 1973, p 8-21 -

Stangh, Southgate P, "Performance Evaluaticn of Third Generation
Computing Systems” Datamation Vol. 15 pp 181-190 Nov. 1969

Stanga D.C, "Univac 1108 Multiprocessing System" Proc. AFIPS 1967
Spring Joint Conf. pp 67-74

Statland K. "Methods for Evaluating Computer Systems Performance"
Computers and Automation Vol. 13 No. 2 Feb. 1964 pp 18=23

Stevens D,F. "System Evaluation of the Control Data 6600"
IFIP Congress 68, Software 2 August 1968 pp C34 - C38

Stevens D.F. "The User/Manufacturer Interface" Computers and
Automation, Sept. 1970 pp 25-27

Streeter D.N. "Centralization or Dispersion of Computing Facilities"
IBK Systems J. Vol. 12. No. 3 pp 283-301

Streeter D.N. "Cost Benefit Evaluation of Scientific Computing
Services™ IBX System J. 1972 pp 219-233

Sutherland J.%. "The Configurations: Today and Tomorrow"
Computer Decisions, Feb., 1971

Svobodova L., Mattson R. "The Role of Simulation in Performance
Measurement and Evaluation" Intenat. Symp. = ACM -~ SIGMETRICS -
IFIP Working group in Computer Performance Modelling, Measurement
and Evaluation., March 1976, Harvard Univ. p126



(1)
(12)
(73)

(T4)
, (T5)
(16)
(17)

(T8)

(29)

L9

Teichrow D., Lubin J.F. "Computer Simulation - Discussion of the
Techoiques and Comparison of Languages™ CACY Vol. 9 No. 10
Oct. 1966

Tecry T. J., Pinkerton T.B. "A Comparative Analysis of Disk Scheduling
Policies" Proc. 3rd Syzp. on Operating System Principles pp 114=-121
Stanford Univ. 1571

Terman F.¥, "A Study of Interleaved Kemory Systems by Trace Driven
Simulation" 4th Proc. of Symp. on Simulation of Computer Systems NES,
Boulder Colo. SIGSIWACH 8285. 167, Yol. 7 No.4 JuJ-y 1976 po}

Thomas J.R. "Introduction to Monitoring and Kodelling" Oa - line
Conf. on Computer System Evaluation Brunel Univ, Sept. 1973

Thorton J.E. "Parallel Operation in the Control Data 6600"
Proc. AFIPS 1964 Fsll joint Conf. pp 33-40 Spartan Books

Timoreck E.X, "Coxputer Selection Mathodology“ Computing Surveys
ACM Vol. 5 1973 pp 199-222

Tocmzlno "The Art of Simulﬂtion" E.U.P. 1963

Iryggestad T.N, "An Introducticn to the Application of Simulation in
Computer Performance Evaluation™ 11th meet. Computer Performance
Evaluation User's Group. Oklahoma City, Sept.1575

Tsichritzis D.C., Bernstein P.A. "Operating Systems™ Academic Press



(1)
(v2)
(u3)

250

Univ, of Aston - Users Hand Book on Operating Systems, Nov.1976
Univ, of dston "George 3 Performance Statistics" 1976/77
U.S. General Accounting Office "Opporturity for Greater Efficiency

and Savings through the Use of Evaluation Techniques in the Federated
Governzent's Coxputer Operations™ Report No. B-115369, Aug. 1972



251

(V1) Volansky S.A. "Graph Model Analysis and Implementation of Computational

Sequences” Ph.D. Diss and Computer Science Dept. Report UCLA-ENG=-70-LS.
Univ. of California, Los Angeles 1370

(v2) Von Almen K.W. "The Simulation of Computer Systems" On line Cozf. on
Computer System Evaluation, Brunel Univ., Sept. 1973



252

(¥1) Warper C.D. "The Hardware Monitor - An Overview” On line Conf. on
Computer System Evaluation, Brunel Univ. Sept. 1973

(W2) Warner C.D. "A Case Study For Hardware Monitors" On line Conf. on
Computer System Evaluation, Brunel Univ. Sept. 1973

(w3) Warner C.,D., "System Performance and Evaluation:, Past, Present and
Future"” B.C.S. Conf. on Computer Ferfcrmance, Univ. of Surrey,
Sept. 1972 p 271

(W4) Waters S.J. "Objective of Computer System Design®

(¥5) Watson W.J. "The Texas Instrument Advanced Scientific Computer”
COMPCON 1972 Digest pp 291-294 .

(W6) Wecker S. "Investigations of Multiprocessor Mini Computer Systems”
Digital Equipment Corps. Mass. Aug. 1973 ,

(W7) Wecker S. "A Building Block Approach to Multi Function. Multiple
Processor Operating Systems"™ ATAA, Computer Network System Conf.,
Huntsville, Alabama, April 1973

(W8) Whitby - Strevens C. "Research Proposal"™Dept. Computer Science Univ. of
Warwick, Dec. 1975

(W9) Whitby- Strevens C. "Current Research in Operating System and Computer
Networks". Univ, of Warwick Computer Centre Report No. 10, July 1975

(¥10) Wichman B,A, "Some Statistics for Algol Programs® National Physics Lab.
Ceatral Computer Unit Report No. 11 1970

(W11) Wichman B.A. ~Private Communication 23rd Nov. 1976.
(W12) Wichman B.A. "Five Algol Computers" Computer J. 15, 1, Feb.1972 pp 8-12

(W13) wielgosz J. "A System for Simulation of Hardware to Software Allocation
and Performance Evaluation" Ph.D. Thesis, Institute of Computer Science,
Univ. of Loadon 1974-75

(¥14) Wilkes X.V. "A Model For Core Space Allocation in a Time Sharing System"
Proc. AFIPS SJCC 1969 pp 265-271

(w15) Williems R.K. "System 250 - Basic Concepts” Proc. Conf. on Computer
Systems and Technology 1972 IERE London England

(W16) Wilson D.E. "The PEPE Support Software System®™ COMPLON 1972 IEEE
Computer Soc., Internat. Conf. pp 61-64

(w17) Wiltsher C.D. "Performance Inprovement in a Multi Access System" BCS
Conf. on Computer Performance Univ, of Surrey, Sept. 1972 p 281

~(W18) Winogred J, et 2l "Simulation Studies of & Virtual Memory Time Shared

Demand Programming Operating System" 3rd Acy .
Principles Stanford Univ. pp 149-155, 0ct, 19${mp. on Operating System

(w19) wirth N. "4 Note on Program Structures For Parallel Processing”
CACK 9, 5 May 1966 pp 320-321

(W20) Wirth N. "On Multiprogramming, Machine Coding and Computer Organisation®
CACK 12, 9, Sept.1969 pp 489-498 .



253

(we21) Wisniewska A,Z. "ICL Real Time Simulation Model" B.C.S. Conf. on
Computer Performance, Univ. -of Surrey, Sept. 1972 p 289

(w22) Witt B,I, "M65: An Experiment in 0S/360 Multiprocessing" Information
System Symposium Sept. 1968 Washington D.C.

(w23) Wood P.E. Jr. "Interconnection of Processors and Memory in the
¥ultiprocessor System" ERC Memo KC-T-O4L1, Feb, 1968

(W2L) Wulf W. A., Bell C.G. ™ M.K.P. - Multi - Mini - Processor" Proc.
AFIPS FJCC Vol. 41 1972 pp 765-773

(W25) Wulf W.A., et al "HYDRA: The Kernel of a Multi-Processor Operating
System" CACM Vol. 17 No. 6 June 1974



(z1)

(22)

254

Ziegler "Towards a Formal Theory of Modelling and Simulation:
Structure Preserving Morphisms™ J ACM Vol. 19 No. 4 1972

Zurcher F.W,, Randell B "Iterative Mult-level lModelling - a
Methodology for Computer System Design" Proc. IFIP Conf. 1968

L A e oy mem m,l.





