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As a background to a comprehensive discussion on recent 

work in neural modelling, the thesis provides a brief biological back- 

ground description of some of the components of Natural Neural Systems, 

The review of the work of earlier neural modellers concentrates on the 

work of the last fifteen years, with the exception of a few earlier, classic, 
papers. The research work performed for this thesis employs an 

Experimental System evolved to test the ability of a digital, discrete-time 

model of a neural net to process patterns of signals, provided as input. 

The aim of the Experiments was to find the type of networks that can 

perform useful pulse processing functions. The Experimental work is 

divided into two sections, the first analysing non-adaptive nets and the 

second analysing networks which use Hebb-type algorithms to alter the 
strength of interconnections between cells. 

The first section describes and displays activity of many 

neural nets. Different inputs are applied to the net and the effects noted. 

The study is extended by employing Spectral Analysis techniques. The 

effect of many parameters on frequency of firing of the net are examined 

including, for example, the decay rates used in the cells and the frequency 

of the input signal. 

The second section simulates adaptive nets and examined 

the relationship between input signals and the final activity of the adapted 

net, It also employs Spectral Analysis and a specially defined form of 
display, the Cell Firing Histogram which provides information on how 

the circuits are being altered by the algorithm. A simple mechanism, 

for recognising signal patterns, is proposed that employs several of the 

properties discovered using the Cell Firing Histogram. 
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CHAPTER I 

Introduction 

This chapter seeks to provide a biological background to the 

models constructed, It is not meant to be a definitive thesis on the 

subject as the total volume of material available would make a 

treatise in itself. The chapter should provide a sample of the numerous 

theories proposed for the mechanisms of brain function. These theories 

provided inspiration for the many models to be described in the next 

chapter. 

The first section describes some of these general theories 

and the observations which prompted them, the second section deals in 

more detail with the neuron and impulse transmission. 

Preliminary remarks 

Comparative neuroanatomy indicated that the mantle of cells 

that covers almost all of the brains of higher mammals, the cerebral 

cortex, should shed some clue as to the mechanism behind intellectual 

behaviour. Staining of cells in slices of brain tissue (eg Lorenté de No. 1943) 

and their subsequent transfer to drawings indicated how complex the 

interconnections could be, although only a fraction of the cell bodies and 

their fibres were shown up by this method. Various layers could be made 

out, defined by the different types and density of cells within them. The 

relative thicknesses of these layers varied from region to region over the 

brain. Lorenté de No suggested the idea of linked chains of neurons providing 

reverberatory circuits, Scholl (1956) produced a detailed analysis of the 

cortex and a quantitative description of the cell population. For example 

he gave the thickness of the cortex as varying between 16004 and 28004 

(we micron), and agreed with the estimate from previous workers of 9 x 10? 

neurons in the human brain. The density of cells showed no correllation with 
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intelligence as, for example, the mouse was ten times more densely 

populated than Man. Scholl went on to indicate that the probability of two 

cells interacting varied exponentially with the distance apart. He was the 

first to propose investigations ''based on the concept of probability and 

discussed in a statistical language". 

Another eminent worker in the field of neuropsychology was 

Lashley (1953), In an enormous number of cruel and crude experiments 

on live animals he showed that their ability to perform and learn tasks, after 

part of their brain had been removed, was impaired such that the rate of 

formation of some habits was related to the extent of the injury. Unlike 

a digital computer then, the memory involved is presumably distributed 

throughout the brain and not located in a specific place. Lashley suggested 

that "the nervous unit of organisation in behaviour is not the reflex arc, but 

the mechanism, whatever be its nature, by which a reaction to a ratio of 

excitations is brought about". These experiments have been queried in 

their direct relevance to the human brain, but the principle of slow 

degradation of function is supported in the evidence from human brain damage, 

with the important exception of the speech area. This 'new'' functional 

development in the brain may be equivalent to a highly complex task requiring 

the correct retention of many ''subtasks'', Lashley found that complex tasks 

were the first lost. He went on to suggest that "the dendrites and cell body 

may be locally modified in such a manner that the cell responds differentially, 

at least in the timing of its firing, according to ‘the pattern of combination of 

axon feet through which excitation is received". 

These and other theories led to controversy over the nature of 

interconnections between cells. The lack of recognition of particular circuits 

in the stained slides and the inability to locate specific functions tended to 

suggest that the interconnections need only be specified "statistically", that 
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is every fibre junction did not need to be positioned exactly. The vast 

problem of coding any such specific information in a deoxyribonucleic acid 

(DNA) molecule also appears to preclude such a method, The lack of 

repeatability of experiments involving intra-cortical stimulation of both 

animal subjects and humans during surgery, where the function elicited 

varied between stimulations, also supports the arguments against a "hard- 

wired" model. 

In more recent studies however, specific circuits have been 

located in the cerebellum, described by Calvert (1972) and Hubert and 

Wiesel (1961) demonstrated the existence of columns of behaviourally 

complex cells in the visual cortex of cat. These cells were 'tuned! to 

a particular orientation of the object in the field of view. These findings 

and the sensitivity of the speech area to damage tend to suggest the 

existence of specialised circuits within the brain. 

The attempts to investigate brain function and the theoretical 

models tend to reflect the progress of this controversy. Adaption to 

stimulus was sought at the single cell level by Eccles (1953) and via the 

gross electrode electroencephalogram (E.E.G.) readings. The signal to 

noise ratio of E.E.G.'s was so low that i epentive stimulation and averaging 

techniques of analysis were employed to improve this. Adaption was 

demonstrated at both levels for instance by the fatiguing of a cell and the 

‘anticipation' of a repetitive signal in an evoked response (for example 

see John (1967)), At which level memory can be said to be represented is 

also discussed by John. 

The unit or organisation within the brain has been postulated to be 

of various sizes and shapes. Current ideas favour a compromise between 

the two points of view, typified by the work of Harth et al (see Chapter 2) 

where cell assemblies are defined specifically "in the large'' and randomly 
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"in the small'', The mechanism for learning is generally considered to 

involve synaptic facilitation, that is the effectiveness a synapse has in 

firing a neuron, but the nature of this facilitation is still undecided. 

(eg Hebb 1949, Milner 1957, Brindley 1969, Marr 1970), 

The code that neural signals employ is totally unknown but often 

assumed to be related to frequency of firing, That threshold devices (as 

neurons are) would seem to be suited to analysing patterns of incoming pulses 

in both space (spatio-) and time (temporal) is one of the reasons for the 

experimental approach of this thesis. 

The Neuron 

The neuron (see Fig, 1) is a specialized cell, of variable shape 

and size, found in the nervous system. Like other cells, each nerve cell has 

a nucleus and surrounding cytoplasm. Its outer surfaces consist of numerous 

fine branches called dendrites, which receive pulses from other cells and 

generally one long output fibre, the axon, Near the end of the axon it 

divides into branches which terminate in junction points termed synapses 

that ee into close proximity with other dendrites and cell bodies. The 

cell membrane separates, in its resting state, two solutions of different 

ionic concentrations of Sodium, Potassium and Chlorine. The diagram 

(Fig. 2a) shows the relative concentrations and the resulting potential differ- 

ence across the membrane. Normally Kt and Cl ions pass relatively freely 

across this membrane (see Fig. 2b) butby a combination of a metabolic 

pump that forces Na* ions out of the cell and Kt ions into it and the 

membrane's impermeability to Nat ions coming into the cell, the different 

concentrations are maintained. This situation can be temporarily reversed 

by the action of synapses contiguous to the cell body or the cell's dendritic 

surface by altering the cell membrane's permeability to Na* ions in the 

vicinity of the synapse. This causes local depolarisation of the cell,which 
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Macromolecular organisation of surface membrane. The basic structure 

is a bimolecular leaflet of phospholid molecules that is stabilised by 

structural proteins. A transmembrane channel is also shown.



on reaching a threshold value,results in a spike being generated and 

passed down the axon, The spike is very sharp as the sudden influx of 

Na ions causes even greater permeability through the channels of Fig. 2b 

and an explosive change occurs. This rapid change in the potential across 

the cell reaches an equilibrium value and the inward flux of Na* ions slows 

down and also a compensatory outward flux of ru ions curtails this imbalance 

to the extent of a final slight hyperpolarisation. This behaviour gave rise to 

the term 'all-or-none' spike discharge. Following a spike discharge the 

status quo is restored by the metabolic pumps mentioned earlier and 

possibly the interaction with specialized supportive glia cells which occur 

in even greater number than neurons, Further functions of the glia have 

been suggested by Galambos(196l), Firing rates of neurons vary between 

types but are surprisingly high, for example motor neurons: 200 spikes 

per second and certain Renshaw inter-neuron cells: 1600 spikes per second. 

Fig. 3 shows various types of cell and some aspects of the structural 

design of the cerebral cortex (from Colonnier M, L, 1966). The recovery 

time of a neuron (the absolute refractory period during which it cannot 

re-fire) is generally around half a millisecond. 

The Synapse 

The synapse (see Fig. 4a) does not make contact with the dendrite 

or cell body (termed the post-synaptic membrane) but is separated by a 

small gap, the synaptic cleft, of uniform size 20 millimicrons, It is into this 

gap that the synapse, on stimulation by a pulse from its parent cell,releases a 

certain quantum of transmitter substance held within small vesicles in the 

synapse body. This transmitter substance acetycholine (ACh) either reaches 

the postsynaptic membrane and opens the Na* channels of Fig. 2b or is 

turned into acetic acid and choline by an enzyme acetycholinerase (AChE), 

which resides on the post synaptic membrane surface. The acetic acid and 

 



  

aha 
Basket Cell 

  

  

  

  

Pyramidal Cells 

Figure 3 

Freehand drawing summarising some of the types of neurons and aspects 

of the structural design of the cortex. 

(from M.I.Colonnier , 1966 and Cajal ,1952)
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choline can penetrate the presynaptic membrane into the synapse and be 

reformed into ACh held in quanta in vesicles. The cycle represents a 

sophisticated control system in itself, the quantity of AChE and the 

recombining acetycholine transferase determining a synapse's effectiveness 

and state of fatigue. 

This relatively simple direct action of synapse to dendrite has 

been queried by, for example, Shepherd (1972) who suggests direct 

interaction is possible between synapses layered on top of each other and 

between dendrites without the intermediate synapse. Also synapses of an 

inhibitory nature containing a different type of vesicle have the opposite 

effect of the excitatory ones described. 

Conduction of the Nerve Impulse 

The nerve fibre has a very low conductance but by employing 

the same mechanism of opening the Nat gates, this time by local depolaris- 

ation alone, the pulse can be regenerated in a manner analogous to the 

voltage boosters employed in long distance electrical cables. The diagram 

(Fig. 5a) illustrates how the cable effect of the fibre only has to transmit the 

depolarisation a minute distance ahead and the process then repeats itself. 

The outflow of K* ions in the wake of this impulse restores the resting 

potential. The very small change in ionic concentration implied can be 

rectified by the metabolic pump mechanism over a longer time interval. 

This method due to the ionic exchange involved is relatively slow (5 - 20 

metres/second for a crab axon) but can be overcome for certain fibres by 

myelination. This is the coating of the fibre in a thick insulation that is 

interrupted at intervals, Only at these intervals (see Fig. 5b) cana 

current flow take place and the impulse hops from node to node without any 

interaction from the fibre in between. The hopping of the impulse, called 

saltatory transmission, and the enormous reduction in the electrical capacity 
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between the axis cylinder and its surround,make the system very efficient 

and speeds of, for example, 100 metres per second have been recorded. 

This brief resumé can be complemented with reference to 

Eccles 1965, 1973; Katz 1966; Ramén y Cajal 1952; Colonnier M. L. 1966. 
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CHAPTER II 

Review of Neural Net Research 

Introduction 

This chapter is mainly concerned with work of a fairly recent 

nature, an approach made necessary by the volume of material available, 

although mention is made of some early classical papers. The reader 

who is interested in all the earlier work on brain modelling, including 

neural net simulations, should consult Harmon (1966). 

The first paper that could be described to be dealing with 

neural nets was that of McCulloch and Pitts(1943), This paper analysed the 

behaviour of simple logical elements arranged in networks. The elements 

themselves had constant thresholds (ie. no refractory periods ) and the 

connections between them were fixed. The authors suggested that despite 

learning variations any network subsequently formed could be replaced 

by an equivalent net and the laws of mathematical logic would still apply 

to analyse them. This implied a strict determinism which prompted 

biologists to point out the vast simplications that such an approach was 

making. 

In a theoretical discussion on neural networks that appeared ina 

paper by Cragg and Temperly (1953) the analogy was suggested of a magnetic 

field affecting an array of small compasses. As the field changed in 

strength so the movement of the needles would reflect 'domains of equal 

excitation’ spreading over the array. They predicted that there would occur 

during growth, a critical stage when the interconnections were of sucha 

density that this 'cooperative behaviour! would begin. The sudden change 
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observed in the form of young children's E E.G,'s as they reach a certain 

age could be explained by this and the movement of the domains hypothesised 

could be reflected in the detection of changes of potential over a global 

rather than local area. The study is interesting as a tool for imagining 

large scale networks of elements, but it does not allow for the individual 

differences in interconnection between elements which are currently 

believed to have a significant effect. 

Another theoretical suggestion came from A.M. Uttley in 1954 

in which he argued that due to the dense interconnections between neurons a 

classification system would automatically be set up. This would arise when 

neural firing was considered as indicators of every possible combination of 

active input fibres and with suitable delays involved, the networks could 

recognise all temporal patterns of these combinations as well. He constructed 

a small machine to demonstrate this. In a real network, however, I believe 

the unusual event would be swamped by the activity of its constituent sub- 

events and with some spontaneous firing as well the delicate wiring analogy 

would not function correctly. 

In the same year, the first of the contributions of Farley and 

Clark (1954) appeared. This was the first to employ a digital computer to 

simulate a network. The elements employed were designed after the McCulloch 

and Pitts neuron, but refractory periods were added. When an element fired 

it simultaneously excited other elements in the net by means of a connection 

matrix originally created by selection from a specific probability distribution. 

The elements had thresholds associated with them which decayed exponentially. 

The excitation also decayed exponentially. The operation of the net 
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was simulated by calculating the activity at discrete moments in time. 

The purpose of the work was to see if such a system was capable 

of self-organisation in that it would adapt to produce a desired response. 

The performance is reminiscent of linear classifiers such as the Perceptron 

where the task is inherent in the manner of modification of the individual 

synapse values and therefore could not be considered a random net. 

A classic study by Rochester (1956) used digital simulations of 

neural nets to test the psychological theories of Hebb (1949) and Milner (1957). 

In a similar discrete time simulation to Farley and Clark's they modelled 

a net of 64 elements, They included a fatigue characteristic in their 

elements which reduced the firing rates of frequently firing cells. At 

first they felt that a model of short term memory was being displayed by a 

succession of net states which were typical of the input signal. However, 

they found that the slightest change in firing patterns, for a different signal, 

soon produced vastly different behaviour in the net. They modified their 

net to accommodate 512 neurons but, due to the restrictions of their machine's 

capacity, had to deal with the frequency of firing of elements rather than 

using the detailed knowledge of the individual states. This study suggested 

that, with adaption, cell assemblies did form near the input site, but there 

was little exchange of "information" between them and they remained separate 

entities. They finally proposed to introduce, on the suggestion of Milner, 

inhibitory connections and that these were subject to a greater decay of their 

impulses, which would allow activity to swap in dominance between one assembly 

and another in the manner of a flip-flop. The study serves to illustrate how 

difficult it is to guess the global properties of a network of elements whose 

individual behaviour is nevertheless well defined. 
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R. L, Beurle (1956) discussed the properties of a network or 

medium of excitatory cells. He suggested that due to their refractory 

properties waves of activity would spread across the medium. The 

propagation of the activity would be dependent on the values of the cell's 

thresholds and density of connections and could either die out or saturate 

the medium. For critical values waveforms could pass along the net. 

By a form of feed-forward mechanism a facilitatory response at the 

wavefront could support this spread by providing subthreshold excitation 

there. Similarly a damping mechanism due to prefiring at the wavefront 

could control the threshold levels within the critical limits. He postulated 

that when a wave did attenuate to a single cell it could effectively trigger a 

selective motor response and thereby act as a classification mechanism, 

selecting between patterns of active cells. He extended these suggestions, 

together with a conditioned reflex mode of action 'inherent in the nature 

of the medium! to propose a mechanism capable of regenerating sequences 

of waveforms previously experienced, An additional requirement was the need 

for a "discriminator of satisfactory situation", By trial and error initially 

and subsequent recall of events using this mechanism, an organism could 

"discover the most probable results of a contemplated action", This paper, 

twenty years later, is a most persuasive and interesting work. It marked 

the beginning of a series of papers, by many authors, that attempted to 

extract mechanisms by treating a net mathematically, without simulation. 

The only criticism can be from experience of simulating models and seeing 

the well-ordered waveforms so crucial to these proposals, broken up by 

internal and spontaneous firing. The use of the attenuated signals firing 

only one element would be very hard to extract in the background of the noise 

usually present. 
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In the first in a series of papers by either himself or related 

groups, Caianiello (1961) published a paper on a proposed theory of 

thought processes, based ona series of equations which described 

the activity of a neural net and its adaption. He considered networks 

of elements at discrete intervals t , the synaptic delay, which combined 

the speed of propagation between neurons with the delay at the synapse, 

He described the net's behaviour by two sets of equations, Neuronic and 

Mnemonic equations, which represent the activity of the net and its 

adaption characteristics respectively. He justified splitting the two 

processes by an Adiabatic Learning Hypothesis which states that the 

changes to the network's structure is a much longer process than the 

firing sequence of the elements and can therefore be considered independently. 

This is an artificial simplification of the ideal situation where the coefficients 

of the Neuronic Equations would be taken as slow functions of time. Further 

approximations were that pulses arriving at a synapse are extinguished 

even if they do not contribute to a firing of the post-synaptic cell and the 

threshold of a cell is constant. However, included within this formulation 

was the ability for a pulse to have a delayed effect on the post-synaptic cell, 

but in his analysis this was considered to be of negligible effect. Also he 

suggested the possibility of interaction between cells and axons in a more 

direct fashion than via a synapse. The Mnemonic Equations determined that the 

coupling co-efficient between cells increased in value only if that pathway was 

active in the time instant before the post-synaptic cell fired. The coefficient 

could not exceed a maximum value and decays slowly at values below this. 

Caianiello tried to relate his equations directly to psychological phenomena 

such as thought-processes, punishment and reward, learning and generalis- 

ation, He argued that the small changes induced by the Mnemonic Equations,



the possibility of external activity control by threshold manipulation and 

random connections would all contribute to a stable system, He also 

argued that the net would exhibit Self-Organisation by 'convergence in time 

to a more efficient operation’, Much of this paper was hypothesis with no 

actual simulation, presumably as a groundwork for later work, but he did 

suggest the consideration of network activity (size N) as trajectories 

within an N-dimensional configuration space such that a reverberation 

would be represented by a closed polygon. This description was subsequently 

used by many authors, In 1971 a paper appeared (Burattini and Liesis 1971) 

that extended this idea. They simulated elements similar to Caianiello's 

but included temporal summation of signals which decayed exponentially 

with time and had absolute refractory periods of length T >< . Rather 

than rely soletyon the activity level alone for analysis they introduced 

variables which gave some indication of the similarity between any two 

states of the net. This was extended to produce a measure of the similarity 

between any two particular reverberations within the net. The mean and 

standard deviation of all possible values of this last coefficient were also 

calculated and plotted. These methods of analysis showed how the net 

approached reverberatory states and that the rer at activity was acutely 

sensitive to changes in the elements! threshold values which apart from 

the absolute refractory period were kept constant during an experiment. 

An attempt was made to demonstrate adaption to an input signal using these 

measures despite the absence of the type of adaption implied by the 

Mnemonic Equations. The most recent papers of Caianiello (1975, 1976) 

attempt to extend the model to consider more latent responses between 

cells by allowing the effects of inter-cell communication to be calculated 

from a wider range of previous time increments, By considering couplets 

of neurons the authors attempt to demonstrate that Caianiello's original



approximation of considering only the activity one time instant in the past 

was a fair one, 

An example of a different approach was the work of Taylor (1964) 

where the emphasis lay in specifying exactly the connections between 

elements according to features extracted from observations of cortical 

organisation. He suggested a Perceptron-like model which involved 

feedback to produce a maximum amplitude filter of the output and 

‘pleasure and pain' teaching terminals. In his computer simulation various 

inputs were applied to the model and the connection weights between input 

fibres and threshold elements were modified when the outputs were correct 

and those elements were active, in a trial and error fashion. The model 

showed successive improvement until all patterns were recognised 

correctly. Some sets of patterns were unable to be separated in a similar 

way to the linear separation problems of Perceptronwork. The paper serves 

as an illustration of the approach of testing by computer simulation a 

particular biological theory on cortical organisation and producing inferences 

from the results, 

In 1964 (Perkel 1964, 1976) D,H. Perkel published a paper describing 

a new method of simulating neural networks, His intention was to provide a 

model that could be used as a direct comparison to a biological experiment 

by writing analysis programs that would be able to use the data from 

either source. To overcome the usual problems of discrete simulation 

and thereby "avoid the conditional probability problems" that he suggested 

these entailed, he designed an 'interesting event! type of simulation. 

Employing initially the simulation language SIMSCRIPT his net functioned by



building up 'epoch lists’ of future events such as the predicted arrival 

of a pulse at a cell or the end of a cell's refractory period. By 

examining these lists and finding the next ‘interesting time’ specified, 

the simulation proceeded in time jumps from event to event. At each of 

these points the network state was altered as appropriate for the 

incident and further additions were made to the epoch lists. When a 

cell fired the firing interval was recorded in the same format as the 

biological experiments produced. He used this method to investigate 

the possibilities of detecting functional interaction between cells as 

indicated by cross-correlation techniques. He applied this analysis to 

a known model and could therefore illustrate what the correlations would 

imply when used on real systems. A second investigation examined the role 

of spontaneously firing cells in networks functioning as pacemakers, and the 

results were confirmed by comparison with intracellular recordings from 

a sea-slug (Aplysia californica), The simulation had considerable flexibility 

in that all parameters such as refractory periods, conduction time along 

a fibre and decay constants could be drawn from different statistical 

distributions, The synapses and cells were considered as wells of 

transmitter substances which would be depleted on use and consequently 

the cells would exhibit fatigue effects. The spontaneous firing of a cell 

was modelled by allowing the threshold of a cell to decay quicker than 

its membrane potential and hence an independent re-firing of the cell 

would take place without external inputs from other cells. Perkel suggested 

various shortcomings of his model, for example the restriction of summation 

at a cell to the axon hillock and instantaneous post-synaptic potentials 

rather than graded responses as observed in the physiology. These 

‘shortcomings’ have never been modelled by anyone else. Gerstein (1972) 

used Perkel's model to test a method of analysing the temporal relationships 
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between spike trains of individual neurons, He presented a joint 

peristumulus time (PST) scatter diagram which was formed from the 

various intervals between stimulating either two or three cells and their 

subsequent firing. By defining the connections between neurons and 

displaying the resulting scatter diagrams he was able to illustrate how 

this technique could indicate the underlying connectivity between cells. 

For three cells a stereoscopic pair of 3-D graphs was produced. The 

method appeared to fall down when interneurons were involved rather 

than direct interaction, Wood (1973) used a similar method to model a 

small net of two or three neurons that might be the controlling mechanism 

of a locust's wing. 

A form of network involving different basic elements was 

proposed by Aleksander (1967, 1968, 1970, 1974). His units were 

Stored Logic Adaptive Microcircuits of 8 bits (SLAM-8s), These were 

adaptive logic circuits which were capable of performing all the logic 

functions between its sets of N input terminals and M output terminals, 
N 

2") 
of them. They had "'teach-terminals' built in to specify which a 

functions were required. The purpose of this unit was to overcome the 

limitations of linear separability with Perceptrons. Networks of 

SLAM-8s incorporating feedback and random connections between input and 

units were applied to pattern recognition tasks such as recognising spectra. 

The SLAM-8s were produced in microcircuit form and in one machine combined 

ina set of 12. This study remains one of the few that actually does anything 

and serves to illustrate that by rigorously sticking to certain details of the 

neuron, interesting machines may be overlooked. 
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One of the most promising approaches was introduced in 1967 

by Harth (Harth and Edgar 1967, Harth et al 1970). The basic idea in 

these papers was to consider neural nets on both a microscopic and 

macroscopic level. In the earlier paper, the connectivity matrix was 

defined differently in certain areas to allow a general mode of connection 

to be specified between groups of neurons, whilst retaining randomness 

on the local level, This approach reflected the current uncertainty as 

to the degree of randomness of interconnection in real neural systems. 

Their model employed a neuron which had a fixed threshold and fired on 

receiving excitation, sufficient to exceed this threshold, from those 

elements which fired in the previous time instant, The quantity of 

excitation that passed from one neuron to another was defined in the 

connectivity matrix. This matrix was modified to simulate synaptic 

reinforcement by a scheme based on the coincidence of pre- and 

post-synaptic firing. Such a net was shown to have certain association 

abilities, such as the classical conditioned reflex, by examining the 

changes made to the connectivity matrix after an experiment. In the 

second paper the emphasis was shifted from the adaptive behaviour to 

consider the activity levels in more detail. They reproduced graphs of 

activity curves and defined various modes in a similar manner to Smith 

and Davidson (1962), They included computer simulation runs of actual 

nets as an indication of the deviations from the statistically predicted 

behaviour and these deviations were found to be quite small. They also 

included activity level graphs of netlets (their term for those groups of 

elements with similar interconnectivity) which received steady input in 

preparation for the study of large nets of netlets interacting with each 

other. This particular approach yielded a hysteresis effect. This was 
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found by plotting the steady state values of activity of a netlet against the 

strength of the afferent input. It was found that the steady-state activity 

had two main levels and the netlet would be in either of these two 

regions depending on whether the input was increasing or decreasing. 
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Figure 1 

Hysteresis loop generated by slow changes in @,the fraction of afferent fibres. 

Irreversible changes are shown as dotted lines. 

This was suggested as being analogous to the Barkhausen effect in 

ferromagnetism which is the basis of some ces core memories, 

Some experiments were also performed on pairs of netlets interacting and 

it was demonstrated that either higher or no activity results in both 

nets to the same degree in a very short time (15 time units). One of the 

authors, Anninos (1970), of the companion paper to this last paper, had 

dealt with the mathematical analysis and derivation of the equations used. 
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He subsequently extended the idea of the hysteresis phenomenon as a memory 

mechanism by investigating the settings of the parameters that destroyed 

the hysteresis loop (Anninos 1972), He based his paper on the 

assumption that the adding of inhibition to the net as an input was 

equivalent to the noisy effect of different inputs being presented to the 

net, He showed that the hysteresis loop disappeared with increasing 

inhibitory input and suggested this was a model for forgetting. In his 

next paper Anninos (1972a) investigated the cycling phenomena, in the 

graph of firing levels, he noted in the computer simulated models. These 

are distinct from the statistical models which dealt solely with activity 

levels as he now felt ".. that not only the total number of neurons firing 

at any moment was significant but also which particular elements were 

firing". These models, like Harth's first paper, dealt with the microstates 

of a netlet employing a state vector indicating the firing patterns at one 

instant. Anninos examined the cycling of his models under various conditions 

of parameter settings. As with all simulations of this type there is a limit 

to the number of states any one net can be in and as the activity of an 

element depends only on that in the previous instant, the nets soon 

achieved cyclic behaviour of small period, He related the period of 

cycling to the level of inhibition. As the level of inhibition increased the 

time taken to the onset of cycling increased, almost exponentially as the 

net approached a ratio of 1 excitatory to 1 inhibitory element. He concluded 

also that "the period of oscillation is a sensitive function of the magnitude 

of the external input"! but ".... on the other hand the statistical parameters 

of the net play an important role in establishing the cycling activity....". He 

also noted that the exact original microstructure of the net was unimportant 

between nets whose global parameters were the same. In other words the 

"seed" to the pseudo-random number routine he used to generate a netlet's 
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connectivity matrix did not affect the cyclic activity, Anninos criticized 

Andersen's (Andersen 1966) work as he could only see"... rhythms in the 

autocorrelation function graphs and the cycles in the raw data were not 

visible on inspection". He later (Anninos 1972b) concentrated on what he 

defined as the latencies of response of a net, the delay before cyclic 

activity, and tried to demonstrate a similarity between these and evoked 

responses noted in averaging analysis of the E.E.G. The statistical 

model was called the "neuron gas model". By considering only the 

activity level, any coherence effect of the connection weights, which 

were 'frozen' to take one value each throughout the experiment, was 

ignored as the calculations effectively re-randomised the connections 

at each time instant. Wong (1973) provided further evidence for the 

validity of this approach by considering K- order netlets. He defined 

these as netlets whose behaviour was determined by activity in K previous 

time instants. He proposed a formalism and a description of the 

resultant activity in a K-dimensional activity graph analogous to the 

‘|-dimensional! version of the previous workers. He demonstrated 

this with a three-dimensional graph which dienes ae a recursion surface 

to show the stability of a second order netlet. Wong also suggested employing 

the method ofa A-phase plane to describe second order nets in the manner 

taken in classical mechanics to describe a coordinate-momentum pair. 

He showed his computer simulations of K-order nets were approximated 

by the neuron gas model and that such a system could now cater for 

synaptic delays, summation times, absolute and relative refractory periods. 
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An example of an approach which committed itself to one aspect 

of neural networks in an attempt to reduce the data involved to manageable 

proportions was the work of Amari S. (1970, 1971, 1972, 1974). He argued 

that the fact there was considerable redundancy in the brain, shown, 

amongst other things, by its recovery from damage, suggested the 

microstate of a network was not the most important parameter, for, if 

it was, the behaviour of each individual element would be critical to its 

correct functioning. He suggested that the activity level would be a 

convenient and useful parameter to study. This enabled the description 

of the network to be made in statistical terms, ignoring the actual behaviour 

of individual elements. Amari proposed defining neural nets as groups of 

Random Threshold Element Networks (RATEN) and analysing their activity 

levels and subsequently their effect on each other, when interconnected. 

His analysis of the stability of RATEN's suggested three modes: - 

1. Monostable:; only one stable activity level. 

2, Monostable-bistable; either one or two levels. 

3, Monostable-astable; either one level or oscillatory. 

The effective weight (W) was defined as a function of the total 

weight vector for the RATEN and proved to be one of the factors which 

determined which of the three modes @ RATEN exhibited. A hysteresis 

effect was demonstrated for a RATEN and an attempt was made to analyse 

interconnected RATEN's. An oscillator and an association ability was 

claimed although not built. A second parameter, H, a function of the 

settings of threshold values, was also found to be a factor determining the 

mode of stability. Amari also suggested treating nets in terms of the 

dynamics of distance between microstates and provided a few theorems 

based on these. 
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An extension of this work was that of Yoshizawa (1974) 

who extended Amari's analysis to include refractory periods. He 

produced predictions on the regions of the H-W graph that produced 

stability which were different from Amari's. He also implemented 

a fatigue factor which he concluded was necessary for reverberations of 

long period to be produced. 

Taylor (1972) and Martin (1973) published an account of 

various mathematical analyses of neural nets in continuous time with 

spontaneous firing in cells. The nets had various topological structures, 

line toroid or "doughnut"! (no edges). He concluded that non-homogenous nets 

(non-random connections) and doughnut nets were beyond mathematical 

analysis. Oscillations or steady state activity was predicted for other 

forms. He suggested that in spatially homogeneous nets with spontaneous 

firings, any signal put into them would be lost in the noise of the net's 

activity. An attempt was made to relate the final "chaos state'' to the 

input. He admitted that he could not conceive of a method to 'readout! 

from such a system but pointed out that a net of only 100 neurons had upwards 

of 1039 final states and therefore capable of considerable information storage 

and redundancy. 

The same year produced various attempts at network simulation, 

some involving learning techniques, an example being that of J.A. Anderson 

(Anderson 1972), Using matrix algebra methods he analysed a system with 

synaptic modification proportional to the product (obtained from the dot 

product of the state vectors) of post and pre-synaptic activity. By defining 

a measure of the memory of a net as the ratio of the output due to the 
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signal input to the output due to noise,he concluded that an interactive 

memory works better as it gets larger and more richly connected. 

Wilson (Wilson & Cowan 1972) treated nets as subpopulations 

of inhibitory and excitatory cells interacting. They employed a coarse 

quantisation of time as they considered that there is no information 

carrying capacity in fixed high frequency responses. They predicted 

multiple hysteresis effects and limit cycle activity which disappeared 

if the input was too high or low. 

Kuijpers (Kuijpers and Smith 1972) provided an interesting 

example of treating a net as a self-organising system. They proposed 

that nets could be taught to recognise patterns by producing a particular 

reverberation for each one. Their nets were similar to Caianiello's 

and their elements consequently had only two states which considerably reduces 

the number of possible reverberations. They considered in particular 

two-state reverberations and employed the method to separate 80 patterns 

into four classes using a 36 element net. More than four classes were less 

successful, 

Sedykh (1972) simulated a neuron medium in a continuous mode 

and suggested that learning was not a modification of synaptic weights to 

produce a specific response but an orientation effect on the direction 

of propagation of the wave through the net, for example to a motor area. 

The number of interconnections between cells was proportional to the distance 

separating them and he employed spectral analysis techniques in the analysis. 
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A network which employed synaptic adaption was described 

by Von der Malsburg (1973). The effect each cell had on its 

neighbours was defined by one number which represented the total 

effect of all possible synaptic connections between the cells concerned. 

Various other assumptions were made to simplify the analysis, such as 

linear summation of excitation or inhibition at a cell, and its subsequent 

linear decay, and the size of the post synaptic potential being the total 

input minus the threshold value. This replaces the all-or-none output 

of fixed size by an output with no intrinsic upper limitation, as is imposed 

by an absolute refractory period, for example. The interconnections were 

defined depending on the nature of pre- and post synaptic cells. All types 

of interconnection were dependent on distance with the probability of 

connection from inhibitory to excitatory decaying more slowly than the 

other cases. The cells were arranged in two hexagonal layers, the 

inhibitory cells being in the lower layer. The activity of the net was 

described by a series of non-linear differential equations, each equation 

defining the change in a cell's excitatory state (i.e. the output) with time. 

These are similar to Martin(1973). As there are no mathematical 

ways to solve these equations, approximation methods were programmed 

ona computer. One of the techniques was to consider only steady state 

solutions, The net programmed had four modes of connections, The 

connections between Excitatory (E) cells and Inhibitory (I) cells were 

defined by three constant weights and the variable connections between 

a 19 element retina and each of the E cells (i.e. 19 x 169 fibres) were held 

ina matrix. The experiments proceeded by finding, sometimes by trial and 

error methods, the steady state solutions for various weight settings of the 

net and after this performing synaptic adaption on the retinal matrix. The 
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method of adaption was to increase a particular fibre stength if there was 

a coincidence of activity in that fibre and the cortical cell it affects, by 

an amount proportional to both the fibre signal and cell signal, All 

other fibres impinging on that cell have their weights re-normalised to 

ensure a constant total weight value to a particular cell. This prevents 

instability. A set of nine stimuli was applied to the retina and the synaptic 

manipulations performed after each presentation, As more learning steps 

were performed the E cells tended to fire in clusters. By drawing 

a diagram indicating for each E cell the median of the orientations of the 

stimuli it responded to for various steps of learning, it was demonstrated 

that areas of cells responded to similar orientations. They concluded that 

"organization of orientation specific units is brought about by a learning 

strategy rather than genetic determination". They also indicated 

generalisation abilities and resistance to noisy input by calculations of 

entropy values at successive learning stages. 

A Neuronal Circuit Modelling Program (NCMP) was described 

by Knox (1973, 1974). It was capable of simulating up to ten neurons, forty 

axons, ten interneurons, ten relay neurons and a pulse generator and 

a random stimulator arranged in a way specified by the "user". The user 

could also specify which type of output was required from a set designed 

to produce the same form of output as biological experiments. The simul- 

ation was quoted as having a two-to-one ratio of time course to a real system 

for a single neuron simulation. The activity of the elements was calculated 

using the compartment model approach of Rall (1964). This system was 

employed in an investigation of the information produced by a cross- 

correlation function between cells. 
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