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ABSTRACT

This thesis starts by showing that the dominant linguistic
theory of the last fifteen years, Transformational Generative
Theory, has now been so criticized that it is no longer viable
as a Theory of Language. An alternative theory is proposed,

called the Functional Theory of Language (FTL). This theory

should be extremely useful for the field of Artificial
Intelligence, since it would allow computers to understand
Natural Language in any context. FTL proceeds from the
realization that languvage is used to convey information fron
one person to another. A class of verbs, exvlicitly

performative verbs, is distinguished. Use of such verbs in

sentences displays unambicguously the intentions of the speaker
(the information he wishes to convey). This information is

carried by the presuppositions inherent in the verb, which

limit the choice of verb to that which accurately reveals the

attitudes of the speaker (his cognitive structure). Two

computer programs have been written to test FTL, both of which
only accept sentences containing explicitliy performative verbs.
(It ie theoretically pcesible for any Tnglish sentence to be

'reduced' to sentences contalnring explicitly performative

verbs,) The firsl procran detects inconsistencies in the speech



o B s
of various 'people'; that is to say, it fests how well
understanding of English can be achieved according to FTL.

The second program fconverses!'! with the user; that is to say,
it tests liow well Englibh can be 'generated! according to FTL.
' The conclusions are drawn that the programs mark a significant
advance in the field of Artificial Intelligence and that, on
the basis of those programs, the Functional Theory of Language

should be considecred further by philosophers of Language.
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"Phijosophers try tc bully us into saying that we know a
nunber of things. And when on reflection we find that we do
not, we pacify the philosopherz by professing that we do know

them, but only implicitly: thus having it both ways.™

H.H,Price



I. LITERARY DIVERSIONS

The motivation behind the work contained in this thesis
was a desire to propose and develop a Theory of Language. Part
of a possible theory will be tested, the result of which will
hopefully show that the whole approach is worth pursuing.
Central to such a theory is, of course, the notion of Language.
Language is the means by whiclk human beings communicate with
each other., The basic mcthod of communication is speech: one
person speaking either to another person, or te a group oi
pecple. The purpose of the speaﬁer in speaking is to make his
audience understand his thoughts, emotions, arguments or
beliefs, This 'definition' of Language was not acceptable to
the followers of the dominant linguistic trend durins the last
decade and a half, namely the Transformational Generative (TG)
Theories of Noam Chomsky. These TG Theories had i1 epercussions
in such diverse fields as Philosophy of Language, Human
Biology, Psychology, Psycholinguistics and Natural Languagc
Processing by computer. The theory to be develoPedl arises out
of the faults in TG Theory, and out of some theories of other
philosophers that perhaps deserve more attention than has been

1 See chapter III.
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paid them. Sectiun 1 of this chapter wili therefore outline TG
Theory as Chomsky and his colleagues have developed it,2
whilst section 2 will show what is wrong with it. The remainder
of the chapter will introduce, as an alternative to TG Theory,
the concepts, lerminology and ideas already proposed by other

philosophers, which will form the basis of the theory to be

developeda later.

l. TG Theory Expounded

3

Aspects of the Theory of Syntax” 4is an account of TG work

in progress at that time, taking regard of varicus criticisms
of the position proposed in Chonmsly [10] and advances in the
realm of semantics as expressed in Katz and Fodor ZQ] 2nd Katz
and Postal [40]. It was to help contribute to a comprehensive
description of Natural Language that would embrace the three
rain traditional departments of 1inguistic$: syntax, semantics
and phbnology. The book was furthermore an attempt to correct
nisunderstandings of Chomsky's earlier position, particularly
with regard to the notion of ‘grammer', "A gramrar of a
language," says Chomsky, "purports to be a description of the
ideal cpeakev-hearer's inirinsic COmpetence.”q It is therefore
with competence, said to be '"the speaker-hearer's knowledge of

e e

& Tre interested reader is directed to the following

accounts for a morc detailed exposition: Betha [6], especially
ppe 18 = 47; Ratz [41], chapter 4; Katz [42], pp. 31 - 122,

z
< Chomsky [13].

A Iblde, De &
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his language", as opposed to performance, said to be "the

actual use of language in concrete situations", that Chomsky is
intercsted.

"p fully adequate grammar must assign to each of an
infinite range of sentences a structural description indicating
how this sentence is understood by the ideal speaker-hearer."5
Chomsky comes to the belief that for all sentences (grammaticel
strings of symbols) Qf ». langvage there is some underlying deep
structure which is this structural description. Thus, although
the surface structure of the two sentences

{(1)a. The boy saw the dog

b. The dog was seen by the boy
is different, their underlying structure is, at some point, the
same. This belief is grounded first on the usotion of
'simplicity', that is that it ic simpler to describe Language
in this way, and secondly on the fact that two superificially
gcimilar strings may have a different underlying structure, for
exampie

(2)a. John is eager to please

b, John is easy to please,
For Chomsky, it is the syntax that provides this structural
description, the deep structure underlying Iatural Language.
Semantics and phonology merely interpret the deep structure in
guch a way that the hearer understands a particular sentence.
They “"play no part in the recursive generation of sentence
structures".6 In fact, Chomsky's theory, although being an

s

2 Chomsky [12], Do L

6 Ibidn, pc 11{-10



attempt to integrate the various aspects of linguistic
description, actualiy confines each of them in a separate
component. The syntactic component of the theory is primary,
providing the input to both the semantic component and the

" phonological component,

1.1 The syntactic component of Chomsky's theory is divided
into two sub-components: the Ease sub-component and the
Transformational sub-component. The Base consists of a series
of (unordered) rewrite rules, known as Phrase-Structure (PS)
rules or Immediate Constituent (IC) rules. These rules are of
the form:-

(3) XAY <> XBY
where A represents a single symbol (ir this case some kind of
syntactic category), B any non-null string of symbols, X and ¥
any string of symbols, possibly null, and "= " iz to be read
as "can be rewritten as". In the special case where X and Y are
null for all the rules of the Base, then the grammar is said %o

b context-free, othervise it is context-sensitive.’ Syntactic

strings can be generated by followiug these rule- through until
no more apply. From the derivation of such a string, a tree
diagrai can be constructed showing how each symbol is replaced
by others lower down the iree. Thie construction is known as

the Base (underlying) Phrase-marker (P-marker) of some sentence

which has its structure.

7

may be chosen for any grammar., These are explained in Bach [4],
pPe 35 = 36.

There are some restrictions on the set of PS rules that
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l.1.1 As well as PS rules the Base also contains a lexicon. In
it are so-called lexical formatives which (after appropriate
action by the phonological component) will become the words of
the language. Associated with each lexical formative is a set

of syntactic features. These are of three types:-

(4)a. Category Features €.8. +N
be Inherent Features €.8. +Common -Abstract
¢c. Contextual Features €eBe + == NP

Types (4)b. and (4)c. are also known as sub-categorization
rules. Each lexical entry is thus a pair (D,C) where D is a
lexical formative and C is some set of syntactic features
associated with D; this set (C) can also be called a complex

e s e e

symbol, The result of applying the PS rules is a pre-terminal

string which contains grammatical formatives (N, Adj. etc.) and
ccmpilex symbols. A terminal string is formed from it by means
of the following lexical rule:- "If Q is a complex symbol of a
pre-terminal string and (D,C) is a lexical entry where C is not
distinct from Q, thcen Q can bLe replaced by D".8 This process

h~s come to be known as lecxical insertion.

However, the theoretical justification for such a lexicon
is not strong. Its inclusion in the theory of Chomsky [12] is
mainly for the purpose of blocking the generation of such
non-sentences as

(5) *John frightens sincerity
(where the * indicates that the sentence is not a sentence of

the language). This sentence is taken to be syntactically

8 Chomsizy [12], p. 8i.



rather than semantically anOmalnus.9 This means that the
lexicon must contain a lot of information about each lexical
formative. In fact, Chomsky says, "in general, all properties
of a formative that are essentially idiosyncratic will be
specified in the lexicon. In particular, the lexical entry must
specify: (a) aspects of phonetic structure that are not
predictable by general rule ... (b) properties relevant to the
functioning of transformational rules ... (¢) properties of the
formative that are relevant for semantic interpretation ...

(d) lexical features indicating the positions in which a
lexical formative can be inserted ... in a pre-terminal

string."lo Cf these four characteristices of a lexicon, (¢) and

(d) have come in for criticism,11

(b) is philosophically
unjustifiable, and (a) considerably weakens the claim of
'universality' for the rules in each of the components of the

Integrated Theory.

1,2 .The Transformational Sub-component consists of & serics
of ordered transformational rules, each of which izaps one
P-marker into another. In particular, each rule bhas a

structural descrivtion (S.D.) which specifies the class of

strings (in terms of analysis by P-markers) to which the rule

9 For a discussion of the merits and demerits of
considering (5) to be syntactically anomalous, and for a
discussion of this aspect of TG Theory, see Harrison [313,
pp. 185 - 209.

10 Chomsky [12], p. 87.

1l cee Botha [6], pp. 152 = 247.



may apply, and a structural chanze (S.C.) which shows the

structure of the new transformed P-marker. In addition, each
rule is clascified as either optional or obligatory. For

example, the Passive Transformation which maps (1)a. into (1)b.

might look like:-1%
(6) P ASSIVE OPTIONAL
S.D. NP T v NP
1 2 5 4
S.C. i 2 4+ be +en + 3 + by + 1

Transformational rules are introduced into the grammar because
they are more powerful than PS rules for describing "certain
relations holding between structures in a grammar. [They are]
introduced because such [rules] can do things which simpler

rules cannot do (or can only do in a clumsy manner)."13

1.3 The semantic component of TG Theory has not been defined
by Chomsky. It is his collsague at M.I.T., J.Jd.¥Katz, who has
put forward a semantic thecry that is suppused to interpret the
terminal strings from Chomzky's Base grammar in some meaningful
vay. Katz and Fodor define semantics in the following way:
"Semantics takes over the explanation of the speaker's avility
to produce and understand infinitely many sentences at theo
roint where grammar [syntax] leaves off".14 (Unfortunately,

this is, of course, no definition at all!) In particular, Katz

12 mpe notation is similar to that used by Bach [4].

13 pacn [4], p. 64.
% Ratz and Fodor [381, p. 483.
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and Fodor distinguish four different factors which characterize
a speaker's semantic abilities:-15
(7)a. the ability to detect non-cyntactic ambiguities in a
sentence
b. the ability to determine how many ways a sentence
may be ambiguous
c. the ability to detect semantic anomalies
d. the ability to paraphrase.
It is the Jjob of a semantic theory to describe these abilities
in terms of rules which the speaker may or may not know

consciously, but which, according to the given theory, he

knows tacitly.

l.3.1 The semantic component, in Katz's account, is divided

into two parts: a dictionary and a set of projection ruvles. The

dictionary entries consist of a finite number of sequences of
symbols, each of which consists in turn of an initial sequence
of syntactic markers, followed by a sequence of 'semantic
markers', then, optionally, a 'distinguisher', and finally a
'selection restriction'. Diagram 1 (on page 9) might represent
the dictionary entry for the word "bachelor".l6 In it, the
syntactic marker is unadorned, semantic markers are enclosed in
parentheses, distinguichers in square brackets, and selection
restrictions in angled brackets, It is the semantic markers

that are supposed to be the means of expressing the commonaiity

15 Katz and Fodor [38], pp. 485 - 486.

16 Diagram 1 is taken from Katz [39], Pe. 523.



bachelor
noun
/\._._
(Humén) (Animel)
(Male) [one who has (Male)
\\\\\ been granted l
(Not-Young) (Young) an academic (Young)
degree]
(Never-Married) [Knight who | [Fur seal when
I is serving <B3> vithout a mate
<:QLJ> under the during breeding
standard of time]

énother] l

| <ex>
<e> .

DIAGRAM 1

between words., and the distinguisher marks the'idiosyncracies

of each meaning.

l.3.2 The projectian rules permit the readings for any one
dictionary entry to be meaningfully amalgamated to those of
another, following the information given in the underlying
P-marker. No path will be chosen for amalgamation where the
selection restriction would prevent it. The selection
restrictions are usually composcd, not of dummy symbols as in
Diagram 1, but of syntactic or semantic markers, often combined

in some way using logical operators. They are the means of

[
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determining semantically acceptable combinations (cf. the role
of the syntactic features of the lexicon). In the sentence

(8) The bachelor put on her gown
it is clear that only the third 'meaning' of "bachelor" in
Diagram 1 is intended. It is the selection restrictions which
must ensure that only that reading is finally accepted as a

legitimate reading for (8).

1.4 That concludes this revisw of what one might call the
standard version of TG Theory. It has not altered substantially
since then. The reason for going to such lengths is that anyone
wishing to propose a theory of language that might have what
has been called !'psychological reality' must take note of an
anomaly in the literalure regaraing tunis asnect of TG Theory.
Chomsky is at pains to make clcar that TG Theory is only one
way of describing the linguistic data at hand. He says, '"to
avold what has been a continuing misunderstanding, it is ...
worth while to reiterate that a generative grammar is not &
r.del for a speaker or for a hearer."l? Bach makes a similar
point when he says "transformations are often er . oneously
conceived to be direct descriptions of processes that a speaker
follows in constructing sentences .... The investigation of how
speakers actually construct or understand sentences is properly
the concern of psychology or psycholinguistics."l8

On the other hand, however, Chomsky 2lso says '"no doubt

A7 Chomsky [12], Pe e

18 Bach [h]? P- 64-
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a reasonable model of language use will incorporate, as a basic
component, the generative grammar that expresses the spesaker-

hearer's knowledge of the 1anguage."19

latz talks about a
child in terms of a "rationalist-transformationzalist!" theory

. about the child's innate ideas. He says "[the child] is assumed
to know, innately, that the grammar of the language has the
form of a transformational grammar as given in phonological,
syntactic, and semantic theory, i.e. the form of the rules in
each component, the constructs out of which actual rules can be
formulated, and the principles for organizing such rules into a

system."ao .

15 Indeed, it is in dealing with the child that TG Theory
has some of its strongest adhercnts among psychologists.
McNeill [62] assumes, even before he has written a word, that a
c¢hild has 'grammar'!, He even goes so far as to say that
children formulate one 'grammar' by the age of .28 months and
another by the age ¢f 26 months. This would not be that bvad, if
i* were not for the fact that the second 'grammar' tears nc
relatioinship to the .first except that both use PS rules.
Moreover, he says, "How are transformations learned? The
process remains one of the major mysteries in the acquisition
of language. Children seem unable to aveid forming relations

between underlying and surface structures."21 Yet no evidence

19 Chomsky [12]), p. 9, italics added.

20 Katz [42], P. 140,

2l vewe1l1 [62], p. 82.
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has been brought forward by McNeill for stating so
categorically that children do work with transformational
grammars. He has merely shown that adults can characterizc the
utterances of children using transformational grammars {albeit
not very well), Menyuk, working with the same assumptions as
McNeill, says, "when the child decides that an utterance is a
possible sentence of the language, he then analyzes the
sentence by attempting to match the structure of the utterance

ez This requires that a child

to structures in his grammar."
"decide" upon some non-linguistic criteria whether an utterance
is to be analyzed for a "declision'" as to its grammaticality,
which is surely one decision too many, at the very least!

Nevertheless, despite these intrinsic objections to bpoth
McNeill's and Menyuk's arguments, they and other
psycholinguists obviously belieye that the child, and tnerefore
the adult, interpret language in a transformationally
generative way. Thus, for anyone wishing to propose an
alternmative theory uf language, it is very necessary to
d¢-monstrate the faults in TG Theory as a viable theory of how
humans do use language. It is not denied that th~ syntactic
component of Chomsky's grammar is an excellent way cof
characterizing some of the relationships between utterances.
What is denied is that it can be an excellent way of

characterizing man's understanding of hies fellow man.

a2 Menyuiz [55}, Pe 160.
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2. TG Theory Attacked

There are two kinds of objections to the standard TG
Theory: those that are internal to the Theory, and those that
are external to the Theory (stating, in fact, that it has no
claim to the name 'Theory of Language'). The kernel of most of
the internal objections (i.e. objections to the way in which
parts of the Theory work) is supposed autonomy and/or primacy
of syntax., The objectors, particularly Lakof{ and McCawley,
have tried to show that no distinct boundary can be drawn
between syntax and semantics and hence that there is no entity
which can be called 'deep structure'. (A corollary of this is
that the argument as to whether semantics should or should not
be interpretive becomes totally irrelevant.)23 Other
objections to TG Theory are concerned with the argument that

the Theory is not t'elegant!', that it has areas of duplication.

el . The most obvious of these areas of duplication is
printed out by VWeinreich [85]. According to the Chomsky and
Katz pcsition it is necessary to have a dictionary in the
syntactic component (the lexicon) and another (scparate)
dictionary in the semantic component. If one considers the vast
emount of data that has to be stored in a dictionary, then such
a duplication is clearly undesirable. Admittedly, this will not

cause TG adherents to abandon their position wholesale, but it

23 For a discussion of some of the problems raised by
maintaining that the semantic component should be purely
interpretive, see Partee [65].
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should be remembered that one of Chomsky's criteria for
adopting one grammar over another (assuming them to be cquelly
adequate at cdescribing any given language) is that of

'simplicity'.ah

2.1.1 A further duplicatiou, pointed out by Langendoen [4?]
among others, is that the Base Sub-component of the syntax
generates many 'deep structures' that have no surface structure
representation and must thereforc be blocked by restrictions
placed on the application of certain transformational rules.
This process is usually callasd 'filtering'.25 It is, however,
also the case that some sort of similar filtering must take
place in the semantic component, in order that semantic
anomalies should not occur (the work, in fact, of the

projection rules).

2.1,2 Weinreich [85] also attacks the notion of a semantic
marker, arguing that the sct of Katz's semantic mariiers is in
fzct infinite. Weinreich's example is that of the activity
denoted by the verb ."to eat", which would require different
semantic markers according to whether one were eating bread,
soup (in some dialects), apples, peanuts, peas or spaghetti.

He calls this 'Infinite Polysemy'. It is a disease not of a

small subset of English words, but of the vast majority.

Al though some solutione have been proposed (e.g. by Ziff [93]),

ek See, for example, Chomsky [12], pPpPe 37 = 40,

27 Tbid., pp. 138 - 139.
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they are themselves not free from objection according to
Weinreich. Moreover, this particular disease leaves the status
of the semantic marker in extreme Jjeopardy. There remains no
empirical method of discovering what should and what should not
- constitute such markers., Yet if they are not to be
independently justified in some such manner, then no
conclusions can be drawn from them about the 'meanings' of

words. They will have merely been chosen arbitrarily.

2o The arguments of McCawley and Lakoff are at the same
time both more detailed and more fundamental. They attack the
belief that there is some natural breaking point between syntax
and semantics and that that point marks off 'deep structure’'.
McCawley [62] shows first that Chomsky would consider the
'sentence!

(9) *That idea is green wiéh orange stripes
as syntactically deviant, violating the sub-categorization
rules (see (4)c.). He further points out that if su~h 'rules!
really were syntactic in nature then

(10) I dreamed that my toothbrush was pregnant
should also be a syntactically deviant sentenc2 (since the word
"pregnant" should require that its noun-phrase have the
associated complex symbol +Human). This shows that the
sub-categorization rules do not restrict one's use of Languvage
in the way claimed by Chomsky, "since 'violations'! of them are
quite normal in reports of dreams, reports of other people's

beliefs and science fiction stories".26 McCawley thus believes

26 McCawley [62], p. 219.
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that the restrictions on the well-formedness of (9) and (10)

are semantic in nature, whilst noting that even dreams are not

completely free as to the possibilities of combining semantic

material. For example, only a quantity of time can elapse, thus
(11) *I dreamed that my toothbrush elapsed

is still a deviant sentence.

2+2+.2 This is McCawley's first line of argument. The second
lies in his claim that both the synta%?c and semantic
derivational trees can be represented by a form of symbolic
logic. Lakoff [45] showed how traditional categories of
symbolic logic could be reduced to others; for example, it is
possible to consider quantifiers as two-place rredicates, where
one place corresponds to a propositional function and the cther
to a set, McCawley, following Lakoff, shows that many of the
so-called syntactic categories éf the EBase have no independent
Justification for their existence (cf. Weinreich and semantic
murkers), other than the fact that they 'trigger' cortain
transformations. When there categories have been eradicated,
there is, according to McCawley, a one-to-one relationship
between the remaining categories and the categories of symbolic
logic. Since he also claims that semantics can be represented
in the same way, syntax and semantics can be 'generated!

together rather than sequentially.

2e2.2 To show that there is no level of 'deep structure' is
also the purpose of Lakoff [h6]. However, there is no room here

to go into his arguments. Suffice it to say that he concludes:-



17

(12)a. that therc is no level of 'deep structure!

b. that lexical insertion cannot be completed 'all in
one go'! either before cr after the application
of the transformational rules

c. that semantics has a better claim to primacy among

linguistic categories than syntax.

243 The external objiectious to TG Thecry have been pointed
out by Shute [77]. In order to urderstand them, it is necessary
to determine what kind of attitude one has to a theory; namely,
whether one believes it to be a set of true statements about
the world, and hence whether one believes that the concepts
appearing within the theory designate real or existing
entities, If this position is maintained, then it follows that
the theory should comprise:- |
(13)a. a formal calculus wﬁich is not interpreted
b. an intended interpretation for this calculus
C. correspondence rules which ascign empirical content
to the calculus and the intended interpretation
thereof
d. a set of predictions subject to expesimental
verification which are the deductive
consequences of (a), (b) and (c) together.
It is clear from sections l.4 and 1.5 of this chapter that
Katz, McNeill and Menyuk, at least, believe that TG Theory dces
indeed make true stateuwents about the world, and that the
concepts of TG Theory ('deep structure', 'transformational
rules', 'scmantic marker! etc.) do refer to actual entities.

Language itself corresponds to (13)a, and TG Theory corresponds
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to (13)b. There is, however, a problem with regard to the
assigning of empirical content to the description of Language.
The syntax has never been anything but a descriptive mechanism.
Chomsky says, "By a generative grammar I mean simply a system
of rules that in some explicit and well-defined way assigns
structural descriptions to sentcnces.“27 That leaves the
semantics to provide the empirical content of Language.
Weinreich, however, has shown convincingly that there is no
empirical justificatiou for the semantic markers, which in turn
means that there is no empirical 'meaning' that can be attached
to them. Hence (13)c is not satisfied, and therefore (13)d
cannot, by definition, be satisfied. TG Theory cannot therefore
be regarded as saying anything about the world: it is at best a

(good) formal system for describing linguistic data.

2oy All of which goes to show that if TG Theory is
considered as a formal system for describing liunguistic data,
then hardly anybody is going to argue, but that as soon as it
i~ claimed to have the stalus of a Theory of Language, then it
has got to prove a great deal more than it has at* present. All
of which also means that a viable Theory of Language will have

to be sought elsewhere.

27 Chomsky [12], p. 8.
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3. Theory of Intenticns

TG Theorists, whether syntax-oriented like Chomsky, or
semantics-oriented like lcCawley, have one common belief: the
- 'meaning' of a sentence can be 'discovered' by looking solely
at that sentence itself. The 'underlying deep structure' that
most of them study is still a part of that sentence. Yet many
philosophers believe that there is something even more
fundamentally relevaut to the understanding of a sentence;
that is the message (information) that a speaker or writer
wishes to convey to his audience., Language for these
philosophers is not an interesting though isolated phenomenon,
but rather the means by which human beinge communicate with one
another, For them, the desire to communicate is just as
important as the communication itself. This desire to
communicate is often called the intention on tle part of the
speaker to impart certain information. Thus Seaile says, "The
unit of linguistic communication is not, as has generally been
cupposed, the symbol, worua. or sentence ... but rather the
production or issuance of the syubol or word or -~entence in the
performance of the speech act +... Furthermore, not only must I
assume the noise or mark to have been produced as a result of
intentional behaviour, but I must also assume that the

28

intentions are of a special kind peculiar to speech acts.™

3.1 Grice [27] (although himself believing that language is

28 Searle [?5], Ppe 16 = 17
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sclf-justifying) is led from a study of the verb "to mean" to
an analysis in termec of intentions. He contrasts such pairs of
sentences as:-
(14)a. Those spots mean measles
b. Those three rings on the bell (of the bus) mean
that the bus is full.
In cases like (li)a. it is not possible to say (truthfuily)
"those spots mean measles, but he hasn't got measles", That is
to say that in sentences of type (1l4)a. "x means p" entails p.
On the other hand, it is perfectly possible to say "those three
rings on the bell mean that the bus is full; but it isn't
full - the conductor made a mistake", Thus in sentences of
type (14)b. "x means p" does not entail p. This is just oue of
five distinctions that Grice drawc between the two types of
sentence. He calls the first type of "mean" 'natural meaning'
and the second type 'non-natural meaning'. It is of

non-natural meaning that Grice's subsequent 'analysis' treats.

3.1.1 This 'analysis' has been very neatly condensed by
Strawson [81]. Grice says, according to Strawson that a
speaker, S, non-naturally means something by an uttcrance x if
S intends (il) to produce by uttering x a certain responcs (r)
in an audience, A, and intends (ia) that A shall recognize S's
intention (il) and intends (13) that this recognition on the
pert of A shall function as A's reason, or a part of his
reascn, for his reeponse r, Strawson himself, however, believes
that one must add the further intention (ih) on the part of S

that A should recognize S's intention (iz).



)

Al Austin [3] arrives at a similar position, also by
considering utterances and verbs., He begins by questioning an
antithesis — between constative utterances (statements) which
have the property of being either true or false, and

performative utterances which can never bz either. The

performative utterance "has its own special job, it is used to
perform an action. To issue such an utterance is tu perform the
action".28 Examples of perfurmative utterances are:-
(15)a. I name this sword "Excalibur".

b. Shut the door!

¢c. I promise to take you to the zoo tomorrow.
Although performative utterances cannot themselves be said to
be true or false, they are nevertheless not "evempt from all
criticism",29 as Austin pnts it., He dietinguishes three ways
in which the situation might not be appropriate for the

utterance of a particular performative. The utterance is then

said to be 'unhappy' (or 'infelicitous', as he also called it).

3-2.1 First, a performative utterance may be 'null and void',

as when the speaker is not in a rosition to perform the said
act, or when the object of the act is unsuitable for the
purported performative. Thus, for instance, a bigamist does not
get married a second time, he only goecs through the motions;
similarly, a table cannot be baptised.

Secondly, a performative can be 'unhappy'! if it is uttered

28 Austin {3], Pe. 242, italics in the original.

29 1vid., p. 243.
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insincerely. If one utters the sentence (15)c. but without in
the least intending to carry out the promise, ther one has
"abused the formula“BO of promising.

According to Austin, the third way in which a performative

utterance can be 'urhappy' is 'breach of commitment'. The

performative act may have been nerformed normally and
sincerely, but some laler events may happen which are not in
order. Thus, if John utters (15)c. but on the morrow breaks his
leg, so that he cannot take you to the zoo, then he will have
broken his commitment, despite having made the promise quite

sincerely at the time.

3.2.2 Having now become acquainted with the notion of a
performative, it would be useful if some criterion, either
grammatical or lexical, could be found that would determine
whether a given utterance were performative or not.
Unfortunately, there is none., What do exist, in English at
least, are tvwo, so to speak, 'normal forms' in whicl. the
rorformative is expressed., One is the first person cingular of
the present indicative active (e.g. "I promise .-."); the other
is the third person present indicative passive (e.g.
"Passengers are requested ..."). Austin calls this the ewvplicit
form of the performative, and verbs like "promise" (where to
say "I promise ..." is to perform the act of promising) can be

called explicitly perfermative verbs. Although agreeing that

not 211 performative utterances are explicit (cf. (15)b.),

30 Austin [3], P. 243,
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Avstin does say "We may hope, all the same, that any utterance
which is in fact performative will be reducible (in some sense
of that word) to an uttcrance in one or other of our normal
forms".31

As an answer tc his original question, Austin concludes
that it is in fact wrong to draw a dividing line between
constative and performative utterances, that the two are very

similar.,

3e2+3 The author now wishes to turn to Austin [2] and to
introduce more new terminclogy. The act of saying something,
uttering certain noises or uttering words in a certain

construction, Austin ca2lls *the performance of & 'locutionary!

act. This is thus equivalent to a (not necessarily meaningful)
utterance in cther terminology..

When a locutionary act is performed, speech its used, but
used for a certain purvose; for telling stories, promising,
pleading, threatening, Jjoking, reprimanding and so In
(-f, Wittgenstein [90]). The pariicular use of an utterance

(locutiovn) is the 'illocutionary' act of that utterance. Austin

explains this kind of speech act as "the performance of an act
in saying something as opposed to performance of an act of

saying something; ... and I shall refer to the doctrine of the
different types of function of languvuage here in question ac the

dectrine of 'illocutiorary :‘orces'."32

31 pustin [3], p. 2u5.

e pustin [2], p. 99, italics in the original.

-
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There is yet anolher kind of speech act that Austin

distinguishes, namely a 'perlocutionary' act. Saying something

will often have a certain effect upon thec feelings or thousghts
of the person who hears the utterance; this effect may have
been intended by the speaker, but the speaker may refer orly
obliquely or even not at all to the performance of the
illocutionary act. It could be said that this is tlLe
performance of an act by saying souething.

It will be seen that both illocutiorary and perlocutionary
acts are proper, mutually exclusive subsets of locutionary
acts., An example of.the different kinds of act (as performed by
John) might be given by the following:-

(l6)a. Locutionary Act John said "Shoot her!™

b. Illocutionary Act John urged (advised,
ordered etc.) me %o
shoot her,
¢ce. Perlocutionary Act John's saying "Shoot Ler!™
caused me to choot her.
Ore might ditferentiate (26)b. from (l6)c. by saying that a2
perlocutionary act causes the state of mind of the hearer to
alter, thus causing nim to dc somethning (in this case, shoot
her), whereas an illocutionary act is merely an expression of
the speaker's attitudes, even though they may include a wish
that the hearer's attitudes should alter. It is now, however,
necessary to distinguish between the illocutionary force of an

utterance and the illocutionary act itself.

3.2.4 It has already been shown in what ways performative



e

utterances might be 'unhappy'. There is, ‘however, yet another
way in which the (now) illocutionary acts can be 'unhappy', and
that is if the hearer of the locutionary act does nct
understand the speaker's intentions and therefore the force of
the locutionary act. Thus, in Austin's werds, "the performance
of an illocutionary act involves the securing of uptake".33

The illocutionary force of a performative utterance is
therefore always present; the illocutionary act, on the other
hand, will only be snccessfully completed when the audience has
understood that force. Although the illocutionary force of a
performative utterance is not always clear, the illocutionary
force of an explicitly performative utterance is perfectly
obvious. If one utters "I promise ...", then the illocutionary
force is that of promising (unless, of course, the utterance
hes been made insincerely). Securing of uptake is therefore
easier for the hearer, if the sﬁeaker uses explicitly
verformative verbs,

The wheel has now moved full circle, for the illocutionary
frrce of an utterance can be seen as Strawson's intention (il)
and the successful performance of the illocutionary act
requires that at least Strawson's intention (iz) be satisfied,

if nct (13) and (lh) as well.

S Searle [?5] takes the doctrine of illocutionary forces
even further., He agrees with TG Theorists that Language is

rule-based, but his ruies are very different from TG rules.

33 pustin [2], p. 116.
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He distinguishes between regulative and constitutive rules.

Regulative rules, hc says, '"regulate ... independently existing
forms of behaviour", whereas constitutive rules '"create or
define new forms of behaviour".34 Examples of regulative rules
are "Officers must wear ties at dinner", or "When submitting a
thesis, type on one side of each leaf only, with a margin at
the binding edge of at least 35mm. and margins elsewhere of at
least 15mm.". As an example of a set of constitutive rules
Searle cites the rulcs of football or chess, which, as it were,
do not merely govern the actual playing of those games, but in
fact create the very possibility of playing them.

Searle's hypothesis is then clearly stated: "The semantic
structure of a language may be regarded as a ccnventional
realization of a series of sets of underlying constitutive
rules, and that speech acts are acts characteristically
performed by uttering expressions in accordance with these sets
of constitutive rules".35 To show what he means by the
constitutive rules undesrlying Language and how he dcrives them,
f.arle gives an extended sxample (that of promising). Thesc are
those "semantical rules for the use of any illocntionary force
indicating device Pr for promising":-36

Rule 1, Pr is to be uttered only in the context of a
sentence (or larger stretch of discource) T, the utterance of

which predicates some future act A of the speaker S.

Sh Searle [?5], Pe 33
35 Ibid., p. 37.

36 1b1a,, pp. 62 - 63
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Rule 2. Pr is to be uttered only if the hearer H would

prefer S's doing A fo his not doing A, and S believes H would
prefer S's doing A to his not doing A.

Rule 3. Pr is to be uttered only if it is not obvious to
" both S and H that S will do A in the normal course of events.

Rule 4. Pr is to be uttered only if S intends to do A.

Rule 5. The utterance of Pr counts as the undertaking of
an obligation to do A.

One of the important consequences of analyzing
illocutionary acts in this way is that Searle is in a position
to show (where Austin [3] merely believed) that the act of
referring (cf. constative utterances) is just as much an
1llocutionary act as is that of promising. He is able to deduce
the rules for the use of any illocutionary force indicating
device R for referring in exactly the same way as he did for

Pr for promising.

3¢3+.1 "'Thus, a tneory of intentions is the beginning of a
ThLeory of Language which states that the meaning of an
utterance is not completely determined by the we; in which each
individual element within that utterance is syntactically
combincd with the other elements of that utterance., Rather, the
meaning of an utterance can only be understood when one has
secured uptake of the various illocutionary force indicating
devices implicit in that utterance (where each device has rules

to help one recognize them).
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. Presupposition

L}

Katz and Fodor [38] were ccnvinced that any theory about
the 'meaning' of an utterance could not take into account the:
whole of the socio-physical conteoxt in which the utterance was
made. This was mainly because any such theory would, in their
opinion, have to represent the total sum of knowledge about
the world that both speaker and hearer possessed. This ls,
however, not the case, What is necessary is some method of
representing how each utterance reflects some part of the
knowledge about the world that both the speaker and the hearer
possess., It is most important that a semantic theory should be
capable of just such an explanation.

It has already been said that an utterance is 'null and
void! if made in inappropriate circumstances. To say, for
example, "I take thee for my laﬁful wedded wife!" presupposes
that certain conventions hold, viz.:-

(17)a. the speaker is male and the hcarer female

b, (in the West) the spcaker is not already married
c. (in the.West) the hearer is not already married
d. both speaker and hearer are in a location where
tﬁey can be married
e, there is somebody else present who is empowered to
marry the speaker to the hearer,
A1l this is understood as involved with the illocutionary force

of the act of marrving. 'Presupposition' has therefore come to

be studied rather more deeply by recent linguists than was

previously the case,
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4.1 Fillmore [18] in fact makes a distinction between the
presuppositional and the illocutionary level of analyziug an
utterance. These are, respectively, the implicit and explicit
levels of communication. He goes on to analyze a number of
verbs of judging in this way, using various new terms for
identifying the 'entities' needed in the description of the
conditions vnder which it would be appropriate to use the
particular verb,

The term 'situation' is used when it is necessary to refer
to any situation, action, deed or state of affairs.

If the situation referred to can v# favourably or
unfavourably affect some individual, then that person is the
laffected!.

If it is relevant to ask whelher sowme individual is
responsible for either bringing about the situation, or
allowing the situation to occur, then he is called the
tdefendant?,

There may be some person who makes some kind o1 moral
judgement about either the situation or the defendant's
responsibility for it. He is called the 'judse'.

If a verb refers to a locutionary act, then the actual
verbal content of that act is included in the analysis as 'X!
in cuotation marks,

One of Fillmore's examples is:-

(18) ACCUSE [ Judge, Defendant, Situation (fer)]

Meaning: SAY [Judge, X Addressee]
X = RESPONSIELE [ Defendant, Situation)

Presupposition: BAD [Situation]



30

This is contirasted with:=-
(19) CRITICIZE [ Judge, Defendant, Situaticn (for)]
Meaning: SAY EJudge, B L Addressee]
X = BAD [Situation]
Presupposition: RESPONSIELE [ Defendant,
Situaticn]
Presupposition: ACTUAL [Situation]

37

These analyses show that a speaker of English uses the verd
"accuse" when talking about a situation which is unquestionably
bad and when he wants to claim that a certain perscn was
responsible for that situation. "Criticize®, however, is used
when there is no doubt as to the identity of the person
responsible for the situation, but the speaker wishes to clainm
that the situation was blaweworthy. Thus, the difference in
'meaning' between the two verbs is seen to be a matter of
distinguishing between the implicit and explicit levels of
communication.

28

.2 Elsewhere, Fillmore- has called these presnppositions
properties of the verb., For this reason, he came under attack
from Garner [26]. Fillmore says that one of the happiness
conditions of the sentence

(20) Please open the door
is that the door shall be closed at the time the sentence was
uttered, If not, then the iilocutionary act "has gone wrong in

37 maken frow Fillmore [18], p. 288.

38 Pillmore [zo0].
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some way".39 However, says Garner, if this is a property of
the verdb "open", then how is it possible to account for (21)%

(21) If the door is not already cpen, go and open it.
According to Garner, there is no presupposition in (21) that
the door is closed,

Thie argument assumes, however, that both partis of (21)
must be interpreted at one and the same time, and that the
interpretation of the whole sentence can be meaningful only
when both parts have been so interpreted. Quite clearly,
sentences like (21) are not interpreted in one step; it is
necessary to semantically analyze the if-clause first., Let
P(open) stand for "the properties of the verb 'open'", Now (21)
can be interpreted by the hearer as

(22) If P(cpen) satisfics situation, then DO(open),

else NIL.
This formula, which is very similar in structure to that of
some high-level computer programming languagesz can be
iaterpreted as the algorithm represented by the flowchart in
Diagram 2, on page 32, The symbol 'DO' in {(22) represents the
iilocutionary force indicating device of commanding, hence the
box labelled 4 in Diagram 2, It can be seen that this box will
only be reached if the presuppositions of the verb "open" are
met, thus the illocutionary act has not misfired, evea if the
presuppositions of "Yopen!" are not met. In that case, one simply
does nothing ('NIL' in (22)). This, after all, is only what one

would expect to understand by (21) in the first place.

39 Garner_[EGl, Pe 40.
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meets facts
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5. Conclusions

It has been shown that TG Theory is not a viable Theory of
Language. There are two main reasons for this. Firs*, the
svntactic and semantic componentc of the theory cannot be
separated in the required way. Secondly, there is a lack of
empiricai content to the theory, since the semaniic markers
have no independént justification. The proposed theory fails,
therefore, both from within and without, to be a
characterization of the way in which human beings understand
Natural Language.

It has also been shown that an alternative method of
explaining people's understanding of lLanguage already exists.

On this view, Language is seen as a means of communicating the
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attitudes of one person, the speaker, to-one or more people,
his audience. The particular terms in which the speaker couches
his intentions may not be understocd by his audience, but,
provided they have been uttered 'correctly', they will be a

- representation of his attitudes (the illocutionary force cf his
utterance). The notion of presuppositions inherent in verbs is
extremely important, when one remembers that the illocutionary
force of an utterance is most clearly speclled out in explicitly
performative utterances. The presuppositions inherent in the
explicitly performative verb of such an utterance will be
equivalent to rules for such an illocutionary force indicating
device.

An attempt to combine the two theories has beer made by
Travis [84]. He attempts to establish a generative theory of
illocutions. However, his 'rules' are context-sensitive rewrite
rules, The 'generative' part ofuthe theory is restricted to
this sense of a directed branching from an initial node I for
Illocution., The whole itheory suffers from the basic defect that
it could not possibly be vsed by anybody without a prior
knowledge of the language concerned. There is no way of
determining when a given utterance has been usad with one
particular illocutionary force, or with another. Indeed, there
seems no way to stop any sentence, on Travis' theory, from
being uttered with every possible combination of illocutionary
forces that he can imagine. This is clearly not the way in
which speakers of a language understand that language.

This thesis will not attempt to combine the two theories,

but will concentrate on developing a theory based on the notion
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of presuppcsitions inherent in explicitl& performative verbs.40
It will be developed in conjunction with a computer prcgram
representing such a theory. It is hoped that this will

(a) help to systematize the details of such a theory

(b) provide some evidence that understanding, even by a
machine, can be accomplished on the basis of such a theory.

Since the theory will be modelled by a computer, it will
have relevance for the fields of Artificial Intelligence and
Computational Linguistics. The next chapter will show what has
already been achiecved in those fields with regard to
Natural Language précessing, and why a theory of illocutionary
forces is just as important for those fields as for the

Philcsophy of Language.

40 See chapter III.



II. COMPUTERS AND LANGUAGE

The first section of this chapter is devoted to a
clarification of what is meant by Artificial Intelligence
throughout this thesis. The rest of the chapter will review
work in the various fields of computers ancd language in as far

as it has a bearing on Artificial Intelligence.

l., Terminology

Since the early nineteen-fi}ties people working with
computers have been intrigued by the possibilit;es of
processing natural languages by means of their machines.
Several badly defined, overlapping fields have grown up with
names svch as Machine Translation (MT), Computational
Linguistics (CL), and (part of) Artificial Intel’igence (AI).1
The whole subject might even be amalgamated under the heading

of Natural Language Processing!

1.1 "The scientific goal of research work in artificial

1 For gocd surveys of early work in the various ficlds,

see Josselson [ 35), Montgomery [61] and 5immons [78].
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intelligence," says Michie, "is the development of a systematic
thecry of intelligeht processes wherever they may be found."2
Thus, included under AI is the itheory of game playing by
computer, computer modelling of neural networks, generalized
problem solving, theorem proving, pattern recognition and
machine understanding of Natural Language. Indeed, any work
whereby machines achieve certain goals is said to be part of
that 'intelligence' which distinguishes Man from other animals,
such as the ability to manipulate one's hands to manufacture
tools, buildings, statues and so on., Lighthill [50] has argued
that the future of AI is dead if it continues to try and build
a General-Purpose Robot, which is an avowed aim of two of the
main centres of AI in the world, Edinburgh and Stanford. It is
this author's belief that Lighthill's views are probably
correct, unless computers can be taught to understand Natural
Language (or to model an understanding of Natural lLansuage) in
all contexts. Michie, talking about MT, says, "Language
interpretation has been the graveyard of many well-fiinanced
projects for 'machine traiislation'. The trouble proved to be
the assumption that it is not necessary for the machine to
'understand' the domain of discour:-:e".3 It is just as
important that general-purpose robots 'understand' discourse in
their domain, that is any domain. For this reason, the term Al
will be used throughout the remainder of this thesis solely as

a shorthand for the machine 'understanding'! of Natural

2 michie [57], p. 507.

5 Ibid., p. 508.
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Language, or for that body of research which seeks inferences
about human understanding of Language from computational models
of understanding.

Computational Linguistics, on the other hand, would appear
to be the study of the structural relationships appertaining
between different parts of Natural Language, where the
relationshins are systematized for use by a computer and are
thereby checked by it. Both syntax and semantics have been
treated quite extensively in this way (phonology has been
treated to a much lesser extent). In this sense, MT has
therefore been a subset of CL, since no cl2ims are made as to
the psychological reality of the methods used in analyzing and

generating each of the given languages.

2. Syntax

Of course, computers have to be able to syntactically
analyze high-level programming languages vefore compiling them
juito machine code.£+ Although foir Chomsky there is ro
difference between the gramumar required to repre-ent the
sveaker's language activity and that required to represent the
hearer's language activity (that is to say that the encoding
and decoding processes are based on the same methodology),
there is a great deal of difference for the computer scientist.

The decoding process has a separate significance for nim from

b A useful general survey of methcdology can be found in
Foster [24].



38

that of encoding, which is seen as the actual writing of

programs by people.

2.1 Many of the grammars used in the initial stages of
complling are context-free PS grammars.5 The process of
compiling a programming language into machine code is similar
to the process of analysing a natural language to determine its
syntactic structure. An early example of one method of
computing a PS grammar is given by Kuno and Oettinger [44].
This is also of interest since they do claim that analyzers of
the type they favour "suggest themselves as potential

6

mechanisms for speakers and hearers", Since they are
interested in analyzing actual sentences, their program takes

the form of a directed producticn analyzer (dpa). Each

production of the dpa is of the form
(23) (Pyc) > e By 5o Py
where ¢ is a terminal symbol (the syntactic word class of the
word being scannad) and each P stands for some intermediate
grntactic structure. Each of Pl to Pn is used as a prediction
of what the syntactic structure might be one level lower in the
parse tree. The whole operation proceeds as follows. The
topmost prediction P in a production pool (which is a pushdown
storage area) is used to form a couple (P,c) with the word

class ¢ of the word being scanned. If there is no such courle

in the grammar, then the whole pool is abandoned; otherwise

2 See chapter I, section 1.1l.

6 Kuno and Oettinger [4#], Pe 416,
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that P is deleted from the pool. If there is more than one rule
in the grammar with the couple (P,c) on the left-hand side,
then as many copies of the pool are made as there are rules,
and into each of the pools the elements P1 to Pn are loaded.
The process moves on to look at the next word with each of the
new pcols in turn. The whole operation is started with one pool
containing the distinguished symbol S and finishes when either
no pools are left (the sentence is ungrammatical) or a
full-stop is reached., If there is more than one pool left when
the process terminates, then the sentence is syntactically
ambiguous. However,-in terms of AI, this is nct a good model,
since, despite the 2100 rules of Kuno and Oettinger's system,
so many sentences of natural languages remain ambiguous when
only context-free grammars are considered, although they are

noct ambiguous in fact.

2ol It will be remembered that one of Chomsky's claims for
TG Theory was that it was highly systematic, this being,
indeed, one of its advantages. This led, not unnaturally, to
the belief that TG Theory could easily be implemented on
computers. IBM did some research and in 1966 pubiished thneir
first report.7 The first section, written by Rosenbaum and
Lochak, contains what was called the IEM Core Grammar of
English (CG). This grammar, as its name suggests, does not set
out to derive all the sentcnces of Englicsh, but merely the

majority. It consists of ten PS rules, many of which have

7 Lieberman EH?].
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either choizes or options in the manner of their expansion, or
indced both; 41 cydlic transformational rules, of which 12 are
optional; and 32 post-cyclic transformational rules, of which
only two are optional. The lexicon contains seven thousand of
the most commonly used words of English (drawn from the
Thorndike-Lorge list)8 and all the types of sub-categorization
rules. Later workers with computerized TG grammars have more
often than not taken this grammar as their working model, but
it does in fact have one or two drawbacks.

For instance, although it is readily admitted that the CG
cannot derive all the sentences of English, it does not,
however, derive only meaningful sentences of English, It
cannot, for example, block the derivation of such a .
non-sentence as

(24) *The teapot elapses.

Moreover, the present trend of TG grammar writ:‘.ng9 is towards
having as few PS rules as possible, in fact only those

necessary to generate recursion of the distinguished symbol.

2.2.1 Perhaps the most substantial work on util®zing the
computer as an aid to the TG linguist has been carried ont by
Joyce Friedman [25] and her colleagues at Stanford University.
She has not actually written any given TG grammar, but has
rather provided the TG linguist with a computerized system

which, she claims, will enable any TG grammar to be tested.

8 Thorndike and Lorge [82].

9 See for example Friedman et al. [25].
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Unfortunately, and perhaps understandably, this system only
deals with the syntactic component of a TG grammar, semantics
hardly being mentioned.

In the course of her research, Friedman did find it
necessary to add to the standard TG position and has made
decisions on one or two points where Chomsky only made
suggestions., Thus, in the Base, she allows recursion on symbols
other than the distinguished symbol in the PS rules., In the
lexicon, she introduces two extra notational characters in
order to represent all the possible complex symbols in an
adequate way. She does not choose the methcd of lexical

insertion that is associated with the standard TG Theory,lo

il

but rather an alternative method hinted at by Chomsky and

simply attaches complex symbols tou lexical category nodes in
the parse tree.

In dealing with the Transformational Sub-component of a
TG grammar, Friedman has developed a control languagela which
allows’ the TG linguist to:-

(a) group transformaiions into ordered sets and apply
transformations either individually or by transf-rmation set

(b) specif{y the order in which tranéformation sets 2re to
be considered

(c) specify the subtrees in which a transformation set is

to be applied

—

10 See chapter I, section 1l.1.1l.

11 chomsky [12], pp. 120 - 123.

12 priedman [25], p. 100 and pp. 106 - 125,
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(d) allow the order of application to depend on which
transformations have previously modified the tree

(e) apply a transformation set either once or repeatedliy.

While these improvements and alterations tc the standard
TG Theory make the syntactic component even more useful as an
analytical tool in the handc of linguists, they do not make TG
Theory itself any more viable as a Theory of Language (thus not
being useful in the field of AI), and, in fact, they make the
syntactic component even larger and more unwieldy, thus making
it unsuitable for MT, Nevertheless, it is important to notice
that Friedman's work is a gocd example of how the process of
translating a linguistic theory into a computer program

enforces rigour and exactitude from it.

2.2.2 There is one author, Petrick [66], who has tried to show
how the decoding process might be achieved for a TC grammar,
For each of the transformational rules in the original grammar
Petrick adduces an Inverse Transformational Rule in the
rocognition grammar. This inverse rule will be the same as the
originai except that the S.C. of the criginal is now the
Inverse Structural Description and the S.D. (with appropriate
alterations) becomes the Inverse Structural Change. However,
there are space and time problems in putting this grammar on
the computer, so that Petrick has to suggest a linguistically
unjustified set of auxiliary context-free PS rules in the Ease,
which enable the fruitfulness of proceesding from any I.S.C. to
be checked by some method such as Kuno and Oettinger's,

However, this would seem to be a departure from the notion that
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encoding and decoding (production and recbgnition) are really

accomplished by the same grammar,

2.2+3 Threes related parsing systems based on TG Theory have
recently been develc;ped.l3 The basic idea of these systems is
the 'augmented transition network', that is to say that the
parser is scen as a transition network similar to a finite-
state recognizer used in automata theory, but extended twice.
First, the networks may recursively call either themselves or
other networks. The second addition is to allow the network to
"mgke changes in thé contents of a set of registers

associated with the network, and whose transitions can be
conditional on the contents of those registers".lu This is
similar to the action of calling a subroutine (in a low-level
programming language), remembering the address of the first
location after the execution of that subroutine, only to alter
that address during the execution of the subrouiine, thus
exiting to some other part of the main program, It is
jinteresting to look at the comments of Winograd [89] on the
differences between his parser and the augmentecd transition

nctwork parsers, which will be done in section 2.3.1.

25 The most impressive recent work in the field of AI has

undoubtedly been that of Winograd [89]. He has written a

2 L
12 Thorne, Bratiey and Dewar [83], Bowrcow and Fraser [5],

and Yoods [91].

14 woods [91], p. ive
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ccmputer system that understands English in a limited context.
His system "answers questions, executes commands, and accepts
information in an interactive English dialog".l5 His pareser is

16 Winograd

based on the systemic grammar of Halliday.
believes, as does the author, that "what is needed is an
approach which can deal meaningfully with the question 'How is
language organized to convey meaning?' rather than 'How are
syntactic structures organized when viewed in isolation?'”.l7
Systemic grammars deal with "'system netvorks' describing the
way different features interact and depend on each other"
rather than "placing emphasis on a 'deep structure! tree".18
Syntactic structure is organized into 'groupings' of phrases
which are meaningfully connected, rather than into the more
common form of parse tree. Thus, the sentence

(25) The three big red dogs ate a raw steak

3
would be parsed into some tree like Diagram 3,*9

on vage 45.
This set of features, which Winograd calls 'deep structure', is
related to surface structure by 'realization!' rules. These are
vory similar to transformation rules, except that irn systenmic
grammars the notion of, for example, "PASSIVE" o M"QUESTION" is

already present in what is the equivalent of Chomsky's

underlying P-marker. An example of Winograd's network for

15
16
17
18

Winograd [89], p. 1.
See Halliday [29]1 and Halliday [30].
Winograd [89], p. 16.

19 Taken from Winograd [89], v, t17.
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CLAUSE
N vG NG
DET NUM ADJ ADJ NOUN VB DET ADJ NOUN
the three big red dogs ate a raw steak
DIAGRAM 3

WCLAUSE" is given in Diagram 4,20 on page 46. In that Diagram,
a disjunct is represented ty a vertical bar, a conjunct by a
bracket and '"null" or '"nothing" by a dotted line; an asterisk
may be replaced by either 'Q' or 'REL' depending on the
particular expansion of the network under consideration,
Winograd's parser is basically a top-down, left-to-right
~ parser, but syntax and semantics are integrated, thus, for
justance, in the sentence
(26) He gave the boy plants to water
the parser would never generate an interpretation akin tc
(27) He gave the house plants to charity
since the phrase "boy plants" makes no sense (as against "house
plants"), Although Winograd's system does not carry all

2l

pcssible parsings in parallel, it does not follow a blind

20 Taken from Winograd [89], pe. 48.

el Cf. Kuno and Oettinger [uh], in section 2.1.
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automatic backup procedure if one parsing fails, but will
rather repcrt what kind of failure has occurred, thus enabling
the program to 'decide' for itself what specific backup

measures are neccesarye.

2.3.1 Winograd compares his system with, specifically, that of
Woods [91],22 but his remarks apply equally to the other
systems outlined in section 2.2.3. He first of all shows that
Woods' discussion of the advantages of netwcrks as grammars is
the same as VWinograd's own discussion of the advantages of
programs. (Winograd's parser is composed of various programs
(subroutines) for finding the syntactic structure of each
sentence presented to it.) He then points out three basic
differences:~-

(a) all the network type grammars are based on TG Theory,
his own on systemic grammar

(t) Winograd has implemented special addilions to the
basic barser, such as his method of dealing with the word
tznd", Whenever "and" is encountered, the parsing is
interrupted (cf. programmed interrupts in operating systems)
and a special program for interpreting conjoined structures is
started., This feature is not in the network model

(c) network parsers use automatic backup procedures rather

than the 'intelligent! backup procedures used by Winograd.

e Vinograd [89], pp. 44 - 46.
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3. Semantics

Whereas most of the texts reviewed in section 2 were
written with CL in mind, it is from workers in the field of AI
that the semantics of Natural Language has received attention.
This is not surprising, since tlie best methcd of determining
whether the computer has ‘understood' what has been input to it

is feor it to respond 'intelligently'.

Zel Winograd [89] claims that "a semantic theory must
describe relationships at three different levels. First, it
must define the meanings of words .... Secondly, we need an
analysis of the ways in which English structures convey
meaning, and the roles the words and syntactic structures

Play eees Firally, ... a semantic theory must describe now the
meaning of a sentence depends on its (:ontext".z3 Just as
Winograd's syntactic analysis is accomplished bty means of

2h

subroutines, so his semantic analysis does the sanme.

Vinograd calls these subroutines 'semantic experts'! or

'semantic svecialists'. These specialists build ~.p either

tecbject structures' (basically for noun groups) or

tpelationship structures' {(for the other groups). However,

these structures are based very much on Katz type semantic
marikers, Winograd claims that this is one of the methods for

filtering out useless semaniic interpretations, the second

&3 Winograd [89], Pe 20

£ See section 2.3.1 of this chapter.
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method being tc do the interpretation continuously (constantly
interacting with the parser). The third method of filtering
occurs only when the sentence is truly ambiguous, in which case
the semantic system looks at the context of that sentence to
settle the ambiguity. Winograd distinguishes three types of
context:-
(28)a. local discourse context: the previous senteuce
(possibly two)
b. overall discourse context: the general subject
matter of the discourse
c. context-of knowledge about the world.
(28)c. will differentiate between (29)a. and (29)b.:=-
(29)a., He hit the car with the rock
b, He hit the car with the dented bumper

since it is known that cars have bumpers but not rocks.

3.2 One of the aims of Yorick Wilks [88] is 4o "construct a
theory that enables us to detect semantic forms directly, and
rvt via a strong and conventional syntax analysis".25 He
distinguishes four meta-linguistic notions: word-sense,

message-form, text-fragment and semantic.compatibility.

Word-senses are represented by semantic formulae which have

elements, such as BE, COUNT, GRAIN, THINK, Fifty-three
26

iprimitive semantic classifiers'"™ of this kind are given and

have been sclected not on the basis that they are the 'right!

25 wilks [88], p. 9%.

26 1pid,, p. 104.



50

set, but that they produce a reasonable result. Message-forms
are represented by templates ('"used ... only as experimental
devices in their own right")z? such as MAN+BE+KIND (where f+!
means 'to-the-left-of') which can be interpreted as 'a man is a
man of a certain sort', This is, in particular, a bare
template, which consists of the heads of three semantic
formulae. It is these bare templates which are used by the

sequence rules, which achieve compatibility within a text-

fragment. Sequence rules use the notion of 'semantic closeness!
in deciding between interpretations of an ambiguous sentence.

28

An example™ may serve to make the foregoing a little
clearer, In the phrase

(30) the old salt is damp
there is an ambiguity betwecen "salt® as ‘'sailor! and "salt" as
‘chemical!, Thus, in the sentenge

(31) The old salt is damp but the biscuitc are still dry
one would expect "salt" to have the sense of ‘'chemical', Wilks'
program would generate two sets of bare templates:-

(32) STUFF+BE+KIND THING+EE+KIND

(33) MAN+BE+KIND THING+BE+KIND
The left-hand template in (32) and (33) reprecents "the cld
-salt is damp" and the right-hand template represents '"the
biscuits are dry". An attempt is made Lo compare the heads of

each bare template (STUFF with THING, and MAN with THING).

Since they are not the same in either case, the sequence rules

27 wilks [88], p. 1b.

29 maken from Wilks [88), p. 223 = 114.
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will choose (3%2) as the better sense for the text-fragment as a
whole, since STUFF is 'semantically closer' to THING than MAN

is.

- 3.2.1 Wilks' system is in fact more complicated than the above
example makes explicit, since the sequence rules work in
general with full templates after an attempt has been made to
match bare templates. The ideas are, however, still similar to
those shown above. Despite the fact that this system is
undoubtedly capable of disambiguating text-fragments and
generating 'meanings' for them, it nevertheless relies heavily

29

on a pre-set dictionary, consisting of sense-pairs, where

the first member is a (well-formed) semantic formula, and the
second member is a sense dsscription. Thus, the sense-pair for
the word "compass'" is given as:f30
(34) (coMPASS ((((((THIS POINT) TO) SIGN) THIKG)

(COMPASS AS INSTRUMENT POINTING NORTH))

((COUNT DO)

(COMPAGS AS TO MEASURE NUMERICALLY))))
Wilks admits that this is very similar to the Katz position on
secmanticc, without his belief in a prior syntactic analysis.
However, VWilks disclaims the 'correctness' of his system by

saying, "There is no intended suggestion that the CSD

(Computable Semantic Derivations] system I have described is

29 The system dces allow for the automatic construction of

concepts, but that is not an important part of the system.

30 wiike [88], p. 106.
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Yhe linguistic system for analysing natural language.
Contemporary philoscphy, and the older linguistice, should have
by now inhibited the search for any such Grail".31 Against
that, it can and should be argued that there must be
(scientifically) at least one method by which at least some
people do understand Natural Language and do formulate
utterances of their own. It is not a foregone conclusion. that a

search for such a method is doomed to failure.

Bed Roger Schank and Charles Rieger [?4] have looked at a
different aspect of -AI, namely the notion of 'inference'. They
“eonsider an inference to be a new piece of information which
is generated from other pieces of information, and which may or

may not be true."32

In order for these inferences to be made,
a cocnceptual dependency thecry ;s postulated., This theory is
built up from six categories and a number of rules which define
the valid relationships tetween them, Schank and Rieger claim
that fourteen primitive actions are all that are necessary

*.0 account for the actiou part of a large class of natural
language sentencas“.33 Again, these are chosen hecause of
their effectiveness, not for any a priori reasons. An example

of the kind of inference made by their *z:orogram}l+ is given if

one considers the sentence (35):-

31 wilks [88], p. 133, italics in the original.
32 gchank and Rieger L74]1, p. 2.

33 Ivid., p. 13.

3% 1vid., pp. 15 - 16.



(35) John likes chocolate.

Schank and Rieger claim that there is a missing ‘faction' in
(35), that is to say that people "like chocolate" because they
like to INGEST it (where INGEST is one of their primitives).
.Even if this is not actually the case for John's liking
chocolate, a missing taction' will still be predicted, since
the analysis of "like" (which, on their interpretation, is
represented as a state) gives an 'actor' and an 'act' and no
taction! to link them. Schank and Rieger believe (without
actually quoting any sources) that psychological evidence
backs them up in their belief that human beings do understand
this kind of inference.

While this may very well turn out to be an accurate
descrintion of how human beings extract more information from
an utterance than is there in the bald statement of that
utterance, this kind of analysis does not help in determining
what caused the speaker to utter the given sentence. Indeed,
Schank' and Rieger's examples tend to read like sentences in a
nxzrrative novel, rather than seniences uttered as part of a

discourse.,

3.4 Weizenbaum's ELIZA35 is a program in which the semantic
analysis is dependent upon the recognition of keywords in the
input sentence., Thus, if

(36) He says I'm deprcssed much of the time

is the input sentence, then the keyword found by ELIZA is

35 Weizenbaum [85] and Weizenbaum [8?3.



"depressed', thus generating the responsé

(37) I am sorry to hear that you are depressed.§6
The prograﬁ is supposed to mcdel the replies of a particular
school of psychologists: the Rogerians. The problem with it is
that there is no theoretical justification for the particular
words that Weizenbaum has chosean to be keywords, apart from the
fact that they are psychologically significant (e.g. "mother",
"depressed"),

Replies from the system are generated by responding in
pre-determined (even if randomly chosen) sentential 'frames'.
However, Weizenbaum explores a line of argument that will be
returned to in chapter III, section 5. He considers the
sentence

(38) I am very unhappy these days
as heard by a foreigner, whouse Engiish is oanly good enough to
allow him to understand the words "I am". This foreigner,
wishing to appear interested, might reply:

(39) How long have you been very unhappy these days?
Jshere "how long have you been ...?'" is obviously a stock
sentential 'frame' for replying to "I am ...", ‘.orespective of
what follows. It will be argued later that it is this abllity
to 'split' a sentence into parts, semantically as well as
syntactically, that will enable the computer to 'understand’

Natural Language in any context.

e The setting up of a network of semantic material has

36 yeizanbaum [86], 1. 36.
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been the aim of M. Ross Quillian.37 His model consists
basically of a mass of nodes interconnected by various kinds

(six in all) of associative links. Each separate concept (not

each separate word) is depicted as being on one plane. Each
concept is modified (or 'defined') by the logical-type links in
its own plane, but each of the nodes of the links will have its
own 'meaning' and is itself defined in some other plane. There
have therefore to be links from one plane to other planes. From
a theoretical point of view, thic method of 'defining' concepts
has one drawback. There is, in theory, no end to the definition
of any concept. The. links from each node all lead to other
nodes, most of which are on other planes; those nodes have
their own links, and the process of following any given path
never terminates. However, the (psycho-)linguist {or indeed
Quillian) might object that it is precisely the same f¢r human
beings. They can only 'define! éoncepts in terms of other
concepts, each of which also needs to be 'defined'.

Quillian's program, TLC, sets out "to extract and somehow
retain meaning from naturzl language text it has not seen
before, at a level of ckill comparable with that of human
readers",38 It is interesting, therefore, to learn how
Quillian believes that human beings understand what they are
reading. "Natural language text communicates by causing a
reader to recall mental concepts that he already has. It reofers

him to such already known concepts either with isolated words,

Ae Quillian [70] and Quiliian [71].
38 Quillian [71], p. 459.
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or with short phrases, and then specifies or implies particular
relations between tliese., In this way the text may be said to
direct the reader to form new concepts.“39 Curiously enough,
this is open to the same objection as earlier, only in reverse,
Previously, the objection was raised that Quillian's
definitions never end; now one can object that there is nowhere
for man's concept formation to begin! What is the first concept
without which man could learn nothing else? How are the
earliest 'new concepts? formed?

However, in the same article, Quillian says, "in TLC, the
function of text is to be viewed not as explicitly stating
information for a reader but rather as directing the reader to

construct for himself varicus cognitive structures”.&o This is

an extremely important point, which will be further elucidated
in chapter III. Suffice it to say liere that it points out the
error of insisting on an attempt to discover wiat a 'meaning’'
is. The 'meanings' of sentences or words no mor2 exist in this
world ‘than do unicorns or dragons. Meaning is conveyed by the
r.peaker to the hearer when the hearer has either built up in
his own mind the relevant cognitive structures that caused the
utterance, or understood that the speakér has those cognitive

structures.

39 quillian [71], p. 464.
40 1vid., p. 460.
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4o Conclusions

For the purposes of AI as defined in section 1.1, the
choice of a suitable syntax would appear to lie between TG
grammars and the systemic grammars of Halliday and Winograd.

In terms of programming techiniques, systemiec grammars would
appear to be superior, since the networks are leasily'
programmable and are interchangeable between understanding and
generating utterances. TG grammars, with the exception of the
transition networks, are more cumbersome and are, apparently,
difficult to handle-when understanding is the goal. As far as
semantics is concerned, nobody has really shown how computers
can understand Natural Language in any and all contexts.
Winograd admits that a proper semantic theory must take account
of knowledge about the world, bgt his system only knows the
highly restricted context of one table, one box and some

blocks of wood. Apart from Schank and Rieger, everybody has
concentrated more on ncuns than verbs, although it will be
shown later that general knowledge depends more on
understanding the verbs.41

There seem to be no published works where people in the
field of AI have taken the Theory of Intentions (or the notion
of presupposition) and used it to enabie computers to model and
understand Natural Language. This is an important omission,

both in the sense that, as has been seen, there is good reacon

4l It has been assumed throughout this paragraph that,

contrary to Wilks, syntax and semantics are 'separate'! in some

definable way.



to believe that the speaker's intentions when uttering a
sentence matter for that sentence's comprehension, and in the
sense that it is through this kind of theory that knowledge of
the world can be 'J.e.e:t:c-nt'.!“2 The concept of learning ic also
important, since AI programs should be able to learn from past
experience, this being what humen beings are supposed to do.
Thus, the program to be developed in the next chapters will be
able to learn and remember, and should be able to deal with

any context.

“e That is not to say that other programs have omitted the

'learning! operation.



III. THE FUNCTIONAL THEORY OF LANGUAGE

It was argued at the end of chapter I and the end of
chapter II that a theory based upron Austin's notion of
'intention' and Fillmore's notion of 'presupposition' would be
of benefit to both AI and the Philosophy of Language. This

chapter will show the possible structure of such a theory.

l. Language

Language is the means by which human beings communicate
with each other. The basic method of communication is speech:
o2 person speaking either to ancther person or to a group of
peopls (the audience), The purpose of the speaker in speaking
is to make his audience understand his thoughts, emotions,
arguments or beliefs, The phonetic arrangzements .hich actuvally
form the sounds of each individual word are purely arbitrary.
The same can be said of the so-called syntactic ‘'rules' that
are surpcsed to govern Language. If these really were rules
(in the sense of rules of a programming language), ther to
break them should (a) have the most undesirable results (the
audience would nct understand the speaker), or (b) be

impossitle., Nelther of these alternatives is actually ine case.
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In actual speech situations, people are cbnstantly interrupted,
thus being uneble to finish their sentence, or they produce
such a long sentence that syntactic relationships are 'broken',
or they simply speak 'ungrammatically'. Indeed, so often do
"pecple speak ungrammatically that they can in fact change the
fgrammar' of the language. Thus

(40) I wish he were here
is still supposed to be 'correct'! English, but so many people
(including television announcers) are inclined to say

(41) I wish he was here
that the subjunctive may soon pass out of English 'grammar'
entirely, going the way of Case before it. The fact that
sentences such as (41) can be uttered meaningfully shows that
whatever kind of syntax human beings actually 'possess', it is

not constructed from hard and fast rules,

1.1 Although language is the means by which human beings
communicate with cach cther, this does not mean that a
Yihought' is necessarily prior to its linguistic
representation. One may distinguish three kinds ~{ thinking:-
(a) thinking that requires a search of the long-*ter:
memory. Searching for the linguistic representation (word) of a
concept that one 'knows' is an example of this kind of thought
process. This process is obviously not linguistic, although
the result of such thinking oftcn will be linguistic, for
example, "Ah, 'pragmatism' was the word I was looking for".
(b) the thinking invelved when one is arguing, often over

some academic matter, This kind of thought process usually is
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linguistic. Thus, one prepares arguments and counter-arguments
in one's mind, both those that one is intending to produce and
those that one hopes will not be produced on the other side.
{c) what might be called 'situational' thinking; the kind
of thought processes that lead up to most speech situations.
Although this process is not obviously linguistic, it can be
argued that it is linguistic in form, but not necessarily at
the level of Natural Language. If one considers a computer's
'brain', it can be seen that a computer with a core memory can
only recognize, in the last analysis, the presence or absence
of a magnetic field at a particular location in its memory;
this recognition is accomplished by passing an electric current
through the relevant 'cell'. The presence or absence of
magnetic field is usually represented by the binary digits
(bits) 1 and C; the 'language' built round these bits is called
Machine Code. This is the true Language of the Machine. On the
other hand, compilers written (usually) in a mncmenic form of
fachine Code enable the computer to 'translate! high-level
lri.guages (which may be similar to restricted subsets of
Natural Language) into Machine Code. The human br-in can be
sald to be similar in many ways. In human brain cells,
electricity causes changes of their chemical contents;
Legéﬁdy [48] claime that "the effect of information on the
brain is to cause the neurons to form groups",l which is

similar to bits being grouped into computer words2 and 'data

1 Legendy [ 48], p. 556.

2 of. also the Mcell assemblies" of Hebb [22].
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structures', Thus, thc concept of, say, a Brain Code is similar
to the concept of Machine Code. One might say that Erain Code
is the proper Language oi the Mind, High-level languages such
as English can be translated into Brain Code, ana vice versa.
Suppose Jones says

(42) I accuse Smith of robting the bank
then Jones might or might not be conscious of the thought

(43) Smith is responsible for rotbing the bank
but he will have 'had' the thought nevertheless.

Despite the fact that high-level programming languages
must be translated into Machine Code before a computer can
‘understand' them, English does not have to be tranclated into
Brain Code to be comprehended by the brain. Brain Code is more
properly described as the Language of the Subconscious Mind.
Natural language is the Language of the Conscious Mind. The
same 'thoughts' can be made in either language form without
being translated from the other, in exactly the same way that
a bi-lingual person is quite happy to talk in either of his two
languages without going through a translation process. (Indeed,
one is not supposed to have achieved mastery of r. foreign
language until one can stop translating out of and in*o the
mother tongue.) This distinction between Brain Ccde and Natural
language would also account for the apparently contradictory
results obtained by asking people whether they "think in
Language or not", Some people b:liéve that they do think (type
(¢c) above) in Language; others are cqually convinced that they
do not. (The author has m2de this discovery over six or seven

years of casual conversation with many people in many walks of
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life.,) The truth might well be that the latter think in Erain
Code (i.e. subconsciously), while the former do think in

Natural lLanguage (i.e. consciously).

15 Cognitive Siructures and Understanding

Consider (43) again. This could be reformulated as
"RESPONSIBLE [ Smith, robbing the bank]". Looking at example
(18) in chapter I, it will be seen that this is exactly what
Fillmore believes is said by the 'judge' when uttering a
sentence, such as (42), using the verb "accuse". Thus, it is
a condition for the use of "accuse" by Jones that (43) is
thought by Jones. According to Fillmore, it is a presuppositioa
of Maccuse" that the 'situation' is BAD. It would be logical to
assume that some thought such as

(44) Robbing the bank is a bad thing to do
would also be required before Jones could utter (42), but this
is not'so. This thought does not have to be formulated even in
Brain Code, for it is not part of the information that Jones
wishes to convey to his audience, whereas (43) is precisely
that information. What is necessary is that Jones' cognitive

structure includes BAD [robbing the bank].

2.1 The term 'cognitive structure' requires explanation. It
is firet necessary to abrogate any notion of there being an
actnal 'mind' which is something distinct from a brain. Such

' metaphysical 'entities' havec no place in a scientific thesis.

Talk about minds is really only a convenient shorthand for talk
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about brains, It is the brain that is at the centre of Language
processing activities, and it is in the brain, therefore, that
all the requisite aids to Language comprehension and generation
are situated., Memory, then, being a function of the brain, is
‘realized by a large number of brain cells, A human being's
knowledge is stored in cells somewhat as a computer stores its
data. It is not the case, however, that each celi is a discrete
entity, having life of its own and its own bit of knowledge.
Cells are linked together, and it is the linked pattern of
cells that forms each piece of knowledge. However, knowledge is
not merely restricted to 'facts' about the world; it also
embraces moral beliefs and attitudes in general., It is
perfectly acceptable to say "I know that robbing banks is
immoral" or "I know that God is benevolent", where the argument
of neither sentence represents a 'fact' in the world. Each set
of linked brain cells forming a piece of knowledge or an
attitude is to be called 'a cognitive structure'. The set of
all cognitive structures of a given person is to be called

3

' he cognitive structure' of that person.

2.2 Presuppositions inherent in the use of a given verbd
(that is, the implicit level of com::unication)I+ plzy a
different role for Fillmore from what he calls the 'meaning'
of the verb, that is conveying the information intended by the

speaker to his audience. It was shown in section L.2 of

> Cf. Quillian in chapter II, section 3.5.

b Cf. chapter I, section 4.l.
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chapter I that presurpositions can be considered as properties
of the verb with which they are associated. It is equally
possible to thinlz of them as functions of the argument, x, of a
given sentence, Indeed, Fillimore's notation implies this
"attitude towards them., As far as the speaker is concerned,
these functions act as cheching mechanisms on the speaker's
cognitive structure. For example, suppose Jones wishes
(intends) to convey the information contained in (43). Jones
may know a number of verbs which would convey this information,
including, say, "accuse" and "congratulate", However, a
presupposition of "congratulate!' is GOOD [x]. If this is
applied to "robbing the bank", then there will be a clash
between the structure propcsed by the functicon GOOD and the
already existing cognitive structure formed by BAD. Since GOOD
and BAD are mutually exclusive, the check fails; M"congratulate"
will not be chosen by Jones whereas "accuse" (or "reprove",
#indict", "impeach", "reproach" etc.) will be chosen., It is
important to note that Jones might have had no views whatsoever
c.: the subject of robbing the bank. In that case, not only
could he not have used the verb "congratulate', “ut nor could
he have used "accuse",

Clearly, the explicit level of communication may also be
analyzed in terms of functions in the same way as the
presuppositions. Indeed, the same get of functions i; used for
botﬁ the presuppositions and thes 'information content!'
associated with verbs. Consider (43) again. This is the prompt
for Jones to utter sentence (42). It is also the informaticn

content associatzd with the verb "accuse", It might be the case
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that Jones already has the cognitive struéture

(45) RESPONSIELE [smith, robbing the bank ] .
In that case, use of the verb "accuse" is 'generated' from the
existing cognitive structure and there is no change to Jones!
‘total knowledge. However, (43) might be a completely 'unew!
thought to Jones, either in nis high-level language, or in
Brain Code, prompted, say, by having seen Smith emerge from the
bank last Thursday carrying a large bag, and by hearing later
that the bark had been robbed. In that case {(45) will become a
new cognitive structure and will thereby add to Jones!'
knowledge. This reasoning process is one way whereby one's
stock of knowledge may be increased. The second way will be

shown in section 2.3 below.

e A sentence is understood hy the hearer when he has
recognized (a) the presupposition35 inherent in the verb in
that sentence, and therefore (b) the cognitive structures of
the speaker that led to the uttering of the sentence. The
hearer models the cognitive structures of the speaker, after
which the presuppositions act as checking mechan’-ms on the
hearer's cognitive structure. Any clash is likely to groduce a
reply such as "Wait a minute; that means that you think that
suchk and such, but that's not right#, It there is no clash,
then the hearer is likely to reply to the information content

of the sentence, as shown by the explicit level function

2 Hencefcrward, the term 'presupposition' will be used to

include both implicit and explicit levels of communication.
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associated with the verdb. (Needless to séy, the sentence can
have been understood without any such reply whatsoever.) If the
hearer's cognitive structure includes nothing at all to do with
the argument of the sentence uttered, and if the hearer

i beiieves the speaker to be reliable, then all of the cpeaker's
cognitive structures shown by the utterance may be adopted by
the hearer: thus being the second way in which one's stock of
knowledge can be increased,

It might, of course, be possible that cne adds to one's
stock of knowledge through reading. In this case, one could say
that when reading (a serious work) uncritically, one simply
transfers the cognitive structures of the writer of the piece
one is reading, as shown by what he says, into one's.own
cognitive structure in the long-term memory. Critical reading,
however, would produce the same check on those cognitive
structures, while they are still in the short-term memory, as
has been outlined above. This check is performed both on the
reader's cognitive structure and on the reader's model of that
rart of the writer's cognitive structure that has been revealed
in the work. It follows from this kind of analyrsis of the
acquisition of knowledge, that some kind of verbalizeticn is
necescsary before any 'new' thoughts are retained by the
long-term memory. This ensures that the right presuppositions
form the individual's new cognitive structures. The
verbalization may well only be at the Brain Code level, but it
must nevertheless have taken place.

Since vnderstanding is dependent upon a rccognition of the

presuppositions inkerent in the verb of an utterance, it can be
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said that at least part of the illocutionary forc96 of the
utterance is contained in those presuppositions. It is also
the case that all the illocutionary force of an explicitly
pcrformativs ntterance is contained in the presuppositions
"inherent in the explicitly performative verb of the utterancsz.
Let this theory of how Language is understood be called

the 'Functicnal Theory of Language' (FTL).

3. Presuppositions

Thie section will outline the kinds of presupposition that
can be found to be inherent in performative ﬁerbs. There is no
theoretical reasoning behind the choice of presuppositions;
they have all been 'discovered' by actually analyzing
performative verbs (and occasicnally by the necessity to alter
an analysis from experience of using the computier program to be
explained in chapter IV), The names of the presuppositions have
been chosen arbitrarily and do not necessarily have any
cognitive significance., It will be seen that the
presuppositions go in pairs, one positive and on. negative in
intent. This is essential, since verbs can be either positive

or negative in intent (compare "assert" with "deny").

D el Consider verbs such as "assert", nstate" and "believe",
As well as being performative verbs, they are verbs which

report on the state of the individual's cognitive structure.

6 See chapter I, section 3.2.4.
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They are verbs which say (at the very least) that the speaker,
S, believes that E,Ithe argument of the verb, is true., This
presuppositional function will te called VALIDELr, with a
corresponding negative (for verbs like "deny") called NVALIDEF.
However, this is thorny philoscphical ground. There is a
raging debate as to what 'belief' is, and, in particular, what
the difference between 'belief' and 'knowledge' might be.?

The only part of that debate that is of relevance here is that
part which refers to “I.know ese "M as uttered by S. To say

"I know ... " is to claim to know something, not actually to
know it, This distinction is brought out by Voozley [92] whe
says "the question whether I know that something is the case is
the same as the question whether I can truly claim to know that
it is the case; but 1t is not the same as the question whether

I can justifiably claim to know that it is the case., The

question whether I can truly claim to know that it is the case
is the question whether I know that it is the casej the
gquestion whether I can justifiably claim to know that it is the
ce2se 15 the question whelaer my reasons for saying that I know
that it is the case are good reasonn'”.8 FTL's concern is with
the Jjustification of the c¢laim. Thus two further
presuppositions are nccessary: CONFDENT, meaning that S has
good evidence for believing x, and KCONF, meaning that S does

not have good evidence. This evidence, moreover, is not what

7 See Griffiths [28] for a presentation of many sides of

the argument.

8 \oozley [92], pp. 83 - 8%, italics in the original.
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might be called 'direct? evidence, e.g. when S has seen
something hapnen; it is rather either inferential evidence or,
for instance, evidence froum books.

Consider, hcwever, the verbs "confirm" and "affirm®. Here,
"to say "I confirm that ..., " is to make a claim by S that he
was present when x occurred, or that he has first-hand
knowledge of the existence of a state of affairs. This requires
the vresuppositions VALID and NVALID, meaning that x dccurred
and x did not cccur, respectively. These are really the only
presuppositions that refer to facts in the outside world; all
the others (with the possible exceptions of PASTUTT and
NPASTUTT,9 which are in a totally different category) refer to

individuals' cognitive structures.

3.1.1 Verbs like '"credit!" or "accuse'" require two different
pairs of presuppositions. First, to credit I with x presupposes

that x is a good thing, whilst to accuse I of

I

presupposes
that x'is a bad thing; hence the functions GOOD and BAD. At the
e.plicit level, both "creait" and "accuse" show that S believes
that I was responsible for causing x to occur. T.is is
represented by the function RSPONSEL; its corresponding
negative is NRSPNSEL, meaning that S believes that I was not
responsible for x.

3.1.2 FUTACT, meaning that S intends to do x in the future,

and its opposite NFUTACT (S does not intend to do z in the

9 See section 3%.l.3%, below,.
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future) are presuppocitions of verbs like "promise" and
"reifuse" respectively. Similarly, WANTS (S wants x) and NWANTS
(S does not want X) are presuppositions of "wish" and "reject!"

respectively.

3¢1.3 Some verbs, for example "confirm", presuppose that x,
the argument of the verb, has been uttered at some previous
time in the conversation, usually, though not always, by some
person other than the current speaker. This is represented by
the function PASTUTT. Similarly, NPASTUTT means thatwg has not
been uttered previously. This is a presupposition of a verb

such as "wonder",

3.1.4 Consider "promise' again. In section 3.3 of chapter I,
it was shown that Searle believed part of one of the 'rules!
underlying the illocutionary force indicating device Pr for
promising to be: "Pr is to be uttered only if the hearer H
would prefer S's doing A to his not doing A" where A is the
f.ture act that S is promising to do. It is therefore necessary
to havelpresuppositions that refer to the addres-z2e's cognitive
structures. These end in the letter H and are WANTH and INWANTH
(the addressee wants or does not want x) and VALIDBIH and
NVALDEFE (the addressee does or does not believe that x is

trus).

3.1.5 Consider the sentence
(46) I order you to =2ttack the enemy.

This presupposes that the speaker is in a position of authority
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over the addrescee(s). Hence the presupposition AUTHORTY [§,£],
meaning that S is in authority over I. Its corresponding
'negative is NAUTHRTY. These last two functiops are two-place
presuppositions; the only other pair of two-place

- presuppositions is RSPCNSEL and NRSPNSBL. Moreover, AUTHORTY
and NAUTHRTY are the only two functions that do not refer to

X in some way.

Bel There is one presuppositicn that is different in kind
from the presuppositions outlined in section 3.1 above. This is
fhe presupposition VALUE which is inherent in some of the verbs
that Austin called 'verdictives',10 for example, "value',
"deem", "rank" and "rate'. These verbs make a comparative

Judgement (verdict) on some article or argument. For obvious

reasons, VALUE has no negative complement.

4, Philosopnhical Implications of FTL

If the Functional Thecory of language comprehension is
correct, then a child cannot be horn with a 'tabuvla rasa' for a
mind, nor is Language to be learnt by ostensive aefinition
alone. No utterances in a language are considered to be
'basic', either in the lLockean notion of 'concept', or in the

13

early Chomsky sense of 'kernel sentence', In fact, none of

the empiricist views of Language and Language acquisition is

10 sustin [2], pp. 152 = 154,

L Chonslkty {10], especially pp. 45 - 48.
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upheld. Thic is perhaps just as well, since Harrison [31] has
shown very clearly how any Empiricist Theory of Language,
based as it must be uporn an aqsociative—refe;ential theory of
meaning, becomes wholly vacuoua.12
FTL is a Rationalist Theory of Language. Human beings are
born with a propensity, not necessarily for learning the whoie
of a given language, but at least for associating functions
(presuppositions) with particular verbs (assuming that infants
have some method of differentiating discrete sequences of sound
into particular words). This is not an empiricist type of
association, since no reference is made to any object in the
outside world. From data published by McNeill [63] (following
Roger Brown), it can be seen that a child of 28 months uses a
verb in about 60% of iwo-word utterances and about 76% of
three-word utterances.13 The majority of utterances where tihe

verb is omitted would appear to be cases where the verb would

trivial cne of VALIDELF; thus the utterance "dress pretty" is
gl.ort for "[I believe thai) the dress is pretty". Other common
types of utterance, like "more milk" or 'Mummy grt ladder"
imply the presupposition WANTS. The more abstract, less
self-centred presuppositions, such as those that imrly moral or
ethical judsgements, only appear much later in a child's
development. The omission of such verbs as "think" or "wanti"

might well be due to tke same reason that children omit

12 Harrieon [31], especially Part I, ppe 1 - 109.

13 McNeill [63], Table 3, p. 28.
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mentioning themselves as the subject of sentences, hamely that
infantile egocentriéism (a term introduced by Piaget [6?])
makes a child think that everyone knows that he is talking
about himself. Neverthelcss, this must not be ceen as evidence
for presuppositions; it is merely that FTI enables one to
account for the child's linguistic behaviour in a consistent
manner. ‘The argument in section 4.3.1, below, will explain why
linguistic data from the child cannot count as evidence for

FTL.

el Not only is & child born with this propensity for
associating presuppositions with verbs, but he must also be
born with a fully functioning Brain Code. No computer can work
properly if its CPU fails to process accurately the low-level
instructions input to it. A child has no engineers to come and
put his brain right if part of it is not functioning correctly.
A child cannot learn its Zrain Code from anybody else, since
Brain Code is not public property in the way that natural
l-nguages are. Therefore, a child's processor and the low-level
language that it processes must be intact at birth. Indeed,
thers is evidence from brain-damaged patients that the brain
has duplicated some of its processes, Jjust in case its original
tchannels! should become inoperative ior any reason. This being
the case, it is quite possible that babies cry for food, rot
simply because they are hungry, but because they have had a
low=-level thought corresponding to the high-level "I am
hungry", but arc unable to communicate this thought to anybody

else.
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4,2 TG Theorists would say that FTL is a theory of
performance and, as such, not directly contrary to TG Theory,
which they claim is a theory of cowpetence.la However, the
distinction between competence and performance,l5 far from

16 pas had the

'being a "major methodological clarification",
effect of pushing philosophical discourse into the realms of
fantasy. Human beings are said to have a 'knowledge' of their
own natural language, amounting to a 'knowledge' of the grammar
underlying that language. This 'knowledge' is hardly ever put
into practice: indeed, the only apparent justification for
stating that this 'knowledge' does exist is the fact that human
beings can answer "yes' or '"no" to the question whelher an
utterance 'x' is part of the language, L, or not. Choumsky
himself says "... we cannot avoid being struck by the enormous
disparity between knowledge and experience — 1in the case of
language, between the generative grammar that expresscs the
linguistic competence of the native speaker and the degenerate
data on the basis of which he has constructed this grammar for
himself".17 Indeed, the data on which Chomsky has constructed
his own grammar for a fragment of Znglish is jus. as meagre and
degenerate, because all the cdata provided for this grammar is

data abstracted from actual linguistic performance which need
=] ]

A5 See chapter I, section 1.

49 For an account of manry of the arguments in favour of the
distinction, see Fodor and Carrett [23].

16 1vid., . 137.

22 Chomsky 115), p. 8.
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not have been generated by the competencé grammar 'known' by
the speaker at a11.18

Why must there be this disparity between the sentences
produced by the grammar that an adult 'knows'! and the sentences
"which he uses? The obvious answer is that language users do not
always act in accordance wiih 'iules' in the way that TG
Theorists would like. Indeed, the need to account for so-called
"semi-sentences"19 has led Katz to postulate a further set of
'rules', "transfer rules", which correspond to either kind of
'rule' in a standard TG grammar, but are, =o to speak,
incorrect rules. It is these "transfer rules" that are followed
when sentences are uttered that do not accord with the

0
a Is it the case that semi-seontences are

competence zrammar,
not part of the language L? If they are not, then how do
speakers of L understand them? On the other hand, if
semi-sentences are part of L, then why are they called
semi~sentences and treated differently, being designated
'ungrammatical' and therefore not derivable by the competence
g..ammar? To postulate transfer rules alongside the other rules
is just as 'inelegant', just as theoretically unlesirable, as
the areas of duplication in TG Theory pointed out in chayter I,
section 2.1,

Since the competence 'rules' can only be formulated by

looking at the results of performance, which is said to be

18 Sec Chomsky [12], Pe 9s

19 See Katz [5?].

0 Cf. section 1 of this chapter.,
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"degeneratei, any 'conclusions' drawn about these 'rules' can
only be arbitrary; there can be no evidence for their accuracy
or otherwise., The drawing up of a competence grammar is
therefore purc fantasy, and is open to just the same liue of
"attack that Katz and Fodor themselves used on the arbitrariness
of the artificial languages used by Logical Atomists as

idealizations of Natural Language.21

Moreover, as Campbell and
Wales [8] point out, TG Theorists have, in general, not tried
to characterize the nature of compnetence seen as "the nature of
those human abilities that are specific to language" but have
attempted rather to characterize "a more restricted

competence ... from which by far the most important ability has

been omitted — the ability to produce or understand -utterances

which are not so much grammatical but, more imvortant,

appropriate to the context in which they are made".22 Katz and

Fodor claim that "a sentence cannot have readings in a setting
which it does not have in isolation",23 whereas it would be
more correct to say that a sentence has no meaning out of a
context, Although Campbell and Wales still believe that the
distinction between competence and performance c.n be
maintained, it should be quite clear from the preceding
arguments that the nearer ons comes to the context Iin which a

sentence is uttered, the more impossible it becomes to draw the

line between 'competence' and other knowledge.

a See Katz and Fodor [36].
22 campbell and Vales L8], p. 247, italics in the original.

23 gatz and Fodor [38], p. 488.
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Le3 In section 2.3 of chapter I, it was stated that the
reason why TG The0r$ was merely a formal system for describing
linguistic data and not a properly scientific Theory of
Language wae the lack of correspondence between empirical
content and the (supposedly) interpretive system., It is, in
theory, possible tc test empirically for the kinds of cognitive
structures outlined above. Unfortunately, the technical
equipment and knowledge is not available at the present time.
In general, neurophysiologists and neuropsychologists work with
people who have suffered brain damage in some way, hardly ever
with ‘'normal', healthy human beings; morecver, their results
are limited to marking the general locations in the brain of
linguistic activities, such as reading, writing and speaking,
as well as showing how the two sides of the brain interact with
each other,

"[Hodern psychology] has undoubtedly made ccocnsideratle

progress in the study of the genesis of psychological

L]

processes, and ian thelr changes in the course of development,
J©. has described the structure of human mental activity. It now
has clear ideas on the structure of higher psychrlogical
actions and complex conscious activities that cannot in any way
be compared with the classical schemes of associationism or
with the general ideas of Gestalt psychology, with the
simplified phenomenology of behaviourism, or with the
pretensions of 'depth psychology'. Despite all these advances,
our knowledge of the psychophysioleogical structure of mental
processes and of their internal intimate mechanisms is still

grossly inadequate. Ve still know very little about the
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internal nature and the neurological structure of complex forms
of conscious activity although their course is now reasonably
well understood. We know almost nothing about the factors
comprising the structure of this activity, and how these

- factors change in the successive stages of mental development
and with the acquisition of the complex devices facilitating
the course of these procezssexa."‘al+ Thus says Luria at the end

of his book The VWorking PBrain, which is a good survey of forty

Years' work in the {relatively) new field of neuropsychology.
It is clear from that statement that our knowledge of the way
that the human brair works is extremely meagre. Those
neuropsychologists and neurophysiologists who work with the
language processing parts of the brain have either found it
unnecessary or impossible (as yet) to work with individual
brain cells or groups of cells. Nevertheless, it is

intrinsically possible for evidence from such a source to be

found,

4.3.1 Furthermore, it ic only evidence from the brain that can
really count as empirical evidence for or against Theories of
Language. Quite clearly, no linguistic evidence is cutside the
system to be explained; iudeed to argue that a particular part
of a linguistic theory is 'correct' because there is linguistic
evidence for it is a circular argument (cf. McNeill's various
transformational grammars for children of different age525 and
% Luria [51] , pp. 342 - 243,

2% weneill [63), especially pp. 15 - 6.
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Menyuk's description of the child's 'acquisition' of
e

transformational syntax Similarly, experiments, such as
those by Johnson [34] and Fodor and Bever [22], which attempted
to show that the immediate constituents of PS rules (or the
‘rules themselves) have 'psychological reality', managed merely
to 'prove! what has been known for some time; namely, that
phrases are larger syntactic units than words and that, since
the short-term memory can process cnly seven (plus or minus

27

two) items at once, the brain has to interpret the phrase as
one 'item', This does not, despite the conclusions drawn by the
experimenters, 'prove! the 'psychological reality' of anything,
far less of 'rules'. In the same way, experiments which attempt
to determine how semantic momcry is organized by doing time
trials are doomed to failure. One such published attempt,
Collins and Quillian [15], which in any case uses far too small
a sample population to draw significant statistical
conclusions, manages to 'prove' that it takes longer to process
false sentences than it does to process true ones. Yet, despite
tieir attempts, it is quite impossible to say anything, based
on such evidence, as to how the semantic memory *s organized.
First, it is impossible to set the experimental constrairts
tightly encugh to ensure that only that which one wants to test
is being tested. Secondly, it is quite probable that any theory
of semantic memory organization would predict that false
scntences will take longer to process than true cnes,

26 Menyuk [55], especi=2lly pp. 93 - 161.

27 see Miller [59].
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The only acceptable evidence for what happens when a piece
of language activity is heard and understood must come from the
brain which is the true receptor of the utterance. Uith the
advance of technology, it may te that experiments on individual
brain cells or groups of cells will be possible in the near

future.

5. The Functional Theory and AI

In chapter II it was argued that the most urgent requisite
for AT was a computer that was able to understand Natural
Language in any context. FTL can provide the basis for just
such a comprehension of Natural Language by a machine. Consider
(42) again. It has been said that Jones' cognitive structure
must include FAD [robbing the bank] before he could utter (42).
Now consider

(47) I accuse Smith of putting apartheid policies into

practice

(#8) I accuse Smith of mugeing the shopkeeper

(49) I accuse Smith of adultery
all as said bty Jones. In these cases Jones' cognitive structure
would have to include EAD [putting apartheid policies into
practice], BAD [mugging the shoPkecper} or BAD [adultery].
Thus, irrcspective of what actually follows the "of" in
sentences containing the verb "accuse", it is known that it
rust be a bad thing to do (in Jones' view). The context could
be robbery, politics, murder, ethics, morals, justice, cor any

other., In terms of Veizenbauu's sentential 'frames' (explained
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in section 3.4 of chapter IT), it could be maintained that
(50) "I accuse 'x' of 'y'"m
is a stock sentential 'frame' for stating that BAD ['y']
(implicitly) and RSPONSEL [’x','Y'] (explicitly) belong to the
"utterer's cognitive structure, This is the semantic analysis.
It is dependent, at least ir part, on syntax, since 'x' and 'y
are separated by the preposition "of" which is associated with

the verb "accuse',

5.1 There are two reasons why only the verb in each sentence
will be semantically analyzed by the computer. First, there is
a sense in which the argument of (47), namely "putting
apartheid policies into practice", is one indivisible concept,
not an aggregation of the meanings of each separzte word in the
phrase. If that is the case, then it is obviously folly to
semantically analyze a coherent whole into z group of smaller
'entities' which do not exist. The concept itself can be stored
just as easily ian its original form as in the form of, say, n
where n is an integer pointing to the position of such a

concept in an 'array' of concepts.

5.1.1 However, if one does not believe the above argument, or
fails to see its applicability to sentences such as (49) where
"adultery" is the one word argument of "accuse", and if one
therefore requires a scmantic snalysis of at least nouns and
adjectives in the centence, then there ic still a good reason
for not doing so. As far as the computer is concerned, words

can only be defined in terms of other words, whether ac a



83

straight dictionary definition, or by some scheme such as
Quillian's.28 It cannot know what a human being is, far less
what apartheid might be. Even if the computer has a nand and
eye 'attached! like Winograd's SHRDLU, terms like "apartheid"
‘or "adultery" will be meaningless. Nevertheless, it is
sufficient for a computer to 'hear' Jones utter (49) to know

that Jones believes adultery to be bad.

5.2 The notion of computers being used tc model cognitive
structures is not new., Abelson and Carroll [1] modelled
"individual belief systems", by which they meant "interrelated
[sets] of affect-laden cognitions concerning some acpects of
the psychological world of a single individual".29
(Weizenbaum's SLIZA uses their kind of belief systems when
trying to build up a 'picture' of the person inputting
sentences to it.) Their system deals only with a corpus of
knowledge derived (in FTL) from the presupposition VALIDELF.
For théir program "the standard linguistic unit in which
tcliefs are stored is a sentence, consisting of a concept
followed by a predicate. A predicate typically c-nesists of a

k " A 3
verb followed by a concept".'0

The cognitive processes that
are modelled by this computer program are the "credibility
test", a check on the plausibility of new input sentences

compared with the current data base, and the "rationalization

28 gee chapter II, section 3.5.

29 pvelson ard Carroll [1], p. 24.

30 1vid., p. 25, italics in the original.
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attempt”, which is an attempt tc explain away sentences which
are internally incohsistent. Unfortunately, no indication is
given of what semantic analysis, if any, is performed by
Abelson and Carroll's computer. For instance, "left-wingers
-mistreat U.S. friends abroad" is taken to be an instance of
"liberals support anti-colonial policies".El They do say that
"a substantial portion of [the] corpus of sentences is devoted
to definitional information",32 but that still does not
explain how the verbc in each sentence are treated.

The artificial belief systen (ABSl) of Colby and
Smith [14] was set up to "study certain properties of
credibility functions in a synthesized artificial system whose
structure and starting conditions were entirely under [their]
control“.33 This system is similar to Abelson and Carroll's in
that the data input to the artificial belief system would be
derived from VALIDELF, and in that there are what Colby and
Snmith call "expectancy cor implication rules“Eh .which give
definitional informstion to the system. AESl is different in
trat it caters for differcnt strengths of belief; from
certainty to possibility. AESl also allows the ur=r to put
questions to it which it then attempis to answer with some
relevant strength of probability. Yhen a session has finished,
AESl attempts to give its informant a credibility rating, using

31 Abelson and Carroll [1], Pe 264
32 Ivid., p. 25.
>3 Colby and Smith [14], p. 319.

34 1vid., p. 320.
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one person's set of_beliers as highly crédib1835 and comparing
those beliefs with the beliefs of the current informant,

The computer program based on FTL would. be able to
incorporate the results and procedures of either of the above
‘models of belief systems. What is not taken into account by
either of them, however, is the vast variety of attitudes which
make up a person's cognitive structure. To limit these to the
single attitude of VALIDELF is to make the same kind of
mistake that the Logical Atomiste made in thinking that
Language is restricted to sentences that can be either true or
false, The mind, like the language that expresses the mind's
attitudes, is more complex than that. It is necessary to model
all those complexities if the machine is to be capatle of

understanding Natural Language in any context,

35 Cf. chapter V, section 2.



IV, PIP

This chapter will detail the program written to
demonstrate that a computer can understand at least one
language (in this case, English) in any context. It will also
outline the limitations imposed on that program by outside
influences that are not under the author's control. The program
is celled PIP (Presuppositions Inkerent in Performatives), for

reasons that wili become apparent later.

1, Facilities Available

I computer with

n

Ty
L)

The University of Aston has an ICL 1

Ve

¢6K words of computer memory, where each word has a2 lengtih of
24 bits., The system ie designed for file~handlin_ under the
control of the GZORGE 3 operating system. The files taat are
currently in use are kept 2n three EDS €60 high~epeed disces,
vitl a number of magnetic tape units as backing store, Seven
on-line terminals are linked to the system, mainly for users
to carry out routine file-updating; but, in certain
cirenmstances, users may alco rvn programs from these
terminale. Tnere is, however, a restriction on those users

who do run ca-linc programs: the program size must be less than



2uK words of (virtual)-store.1

i 5 4 The languages available at the time work began on thne
program were PLAN, BASIC, ALGOL €0, SNOEBOL3, FOCRTRAN ond
'POP-—Z.2 Of these six languages, the first three did not come
into serious contention: PLAN and BASIC ars low-level languages
and, apart from the complexities involved in writing a really
long program at Jow-level, English as a high-level language

(in the conscious brain) should have a high-level processor
(simulator); ALGOL €0 is simply unsuitadle for character/vord
handling. Of the remaining three languages, POP-2 was chosen
for one overriding reason: it has excellent facilities for
nandling functions, their definition, notation and use; in
particular, it atlows the user to define and maniypulate
function variables (i.2. variables ihat can take on the 'value!
(definition) of any previously definred function). Since the
Tunctional Theory of Languags is
capability is a necessity for any program that hopes to model
cognitive structures built by functions. Moreover, POP-Z is
the only truly interactive language of the three loncerned.

There is, however, one drawback to the use of POP-2. Eeing

an on-line language, it requires

] :

art of the compiler to be in

Ic}

store at run-time, This takes up about 10K words of store

This restrictiorn has recently been relaxed slightly, but
was in operation for most of the time that PIP was being

developed.

& ATGOL 68 has been implemented in the last year, but this

was also tos late for the current program.



Since only 24% are available to on-line users in the first
place, that lcaves the user just 14K words of store for the
actual program to use. in comparison with Winograd's program
for understanding Natural language which uses 80K words of

' 36-bit computer store,- this is a pitiful amount.
Nevertheless, even within these restraints, much can be

achieved.

2. Aims and Objectives

PIP has been written with the aim of demonstrating that a
computer (even a 1905E!) can understand Znglish in any context,
Since FTL is closely interrelated with the notion of -‘cognitive
structure', PIP will be 'asked' to lisien in on a conversation
between several 'people', building up a model of each person's
cognitive structure as more informaticn is input to it.
Understanding will, for the time being,% be said to have
occurred when PIP can detect all and only those clashes of
actitude between the current input sentence and previous input
gentences concernine a particular individual. Thus, if Jones
seys

(1) %I accuse Swith of stealin

the money"

and some time later says

3 3ee winocrad [89), p. 7.

b ses chapter V, section 1.1, for a revised ‘'definition’

of understanding.



then PIP should pick up the clash between BAD [stealing the
moncy] as a cognitiﬁe structure of Jones from (51) and the
putative cognitive structure of G0OOD [stealing the money]
evinced by (52). Similarly, if Jones utters (51), but Robinson
-utters (52), then FPIP should make no comment, as the twc wovld

then be perfectly compatible,

2.1 Since only 1LK words of store are available for PIP, it
is otvious that there must be some restrictions on the English
which PIP will accept. There is no space for an elaborate
syntactic analysis of the data input to PIP, so sentences must
be kept simple; that is, they must include one main clause and
either one subordinate clause or cne adverbial phrase. The main
clause must coneist of a performative verb, in the explicitly

performative form starting "I ...", and a direct object vhers

required by the verb., Since PIP must alsc krow who the speaker
is, the format of a 'corrsct' sentence input to.PIP is:-

(53) "<LtterancP " said .peaké§>.
wh2are <§puake}> is a one-word name, such as John or Jonss, and

the <Qtterand§> is of the form:-

(54) I <ferd <Lptional direct objecdH @rgumm.}’,}
where (é?gumed}> ie the subordinate clause or adverbial phrase
as required by the verb, Thus, a 'correct! input sentence
might b¢a—

(55) "I concratulate Marion on passing her exams®

said John.

PIP's memory contains the presuppositions asscciated with each

performative verb that it has met before. The user is asked to
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define any new verb in terms of those preéuppcsitions that it
'knows',
These particular restrictions were decided upon for two
reasons. First, the illocutionary force of an explicitly
‘performative utterance is perfectly clear. Assuming that the
sentences are uttered sincerely, as PIP does,5 then if Jones
says "I promise ..e'", the illocutionary force is that of

‘promising'; thus uptake is easy for PIP to secure.6

Secondly,
it must be remembered that Austin believed all performative
utterances capable of 'reduction' to explicitly performative
forms.? All the language activities in which human beings
indulge (joking, ordering, praying etc.) can easily be seen as
illocuticnary acts, with the possible exception of the act of
referring. Searle has shown8 that the act of reierring is
also an illocutionary act. Illocutionary acts are completed
when the hearer has understood the illocutionary force of the
speaker's utterance. At least part of the illocutionary force
is carried by the performative verb. Thus, in theory and
Austin's belief, all utterances should be capable of
‘reduction! to explicitly performative forms, in which all of
the illocutionary force is carried, Therefore, if PIP can

understand the explicitly performative forme, then, at some

2 Cf. chapter I, section 3.2.1 and section 4.2 of this
chapter.

6 Cf. chapter I, section 3.2.4.
’ See chapter I, section 3.2.2.

See chapter I, section 3.35.
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later stage when more memory is availablé, PIP should be able
to understand sentences in any form. Valuable space is thus not
wasted at this experimeatal stage in transferming sentences
into their equivalents simply to be able to claim that the

- program can cope with Language in any form. Thus, where
Winograd [893 has written a program showing that computers can
understand any sentence of English in a restricted context,

PIP will attempt to show that computers can understand a

restricted sub-set of English in any context,

21,1 It is now plain that the class of verbs that is
basically the object of study in this thesis is the class of
explicitly performative verbs. However, that class will be
expanded slightly. Since FTL is founded upon the notion of
coganitive structures, those verbs that report on the state of
an individual's cognitive structure, for example "know",
"believe"™ or "think", will also be included, pruvided that they
are also used in the explicitly performative form. They are rot
t.ue explicitly performative verbs only in the sense that to
say "I believe that ..." is not itself to perforw tne act of
belicoving. In ihe fact that the illocutionary force of an
utterance using such verbs is perfectly clear, they act in
exactly the same way as 'ordinery' explicitly performative

verbs like "promise",

2.2 It must be made quite clear that no amcunt of
experimentation will ever 'prove! that FTL is the 'correct!

solution to the problems in the Philosophy of Language. Karl
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Popper [68] has shown very clearly that theories remain
theories, however pfobable they might appear, in the same way
that general universal statements can only be shown to be
false, never true. He says, for instance, "By the method of
elimination [of false theories] we may hit upon a true theory.
But in no case can the method establish its truth, even if it
is true; for the number of possibly true theories remains
infinite, at any time and after any number of crucial tests".9
It can be shown that FTL is false (incorrect), if, for example,
PIP palpably does not understand the sentences input to it. A
positive result from the experiment will only serve to make the
theory more probable, On the other hand, AI has no need of such
theoretical rectitude, provided it gets results. Therefore, any
positive result from PIP will be a step forward in the field of
Artificial Intelligence.

3. Syntactic Analysis

The programming of PIP is separated into two parts: syntax

and semantics.lo

The purpose of the syntax is t. provide the
semantic analyzer with information about who the speaker is, to
whom tne utterance is addressed, what the various components cf
the utterance are, and the 'names' of the presuppositions
inherent in the verb used in the utterance. In a systen

9 Poprer [68], p. 15, italics in the original.

40 A diagram of the oversll control structure can be found

in Appendix A,
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containing a complete grammar (of some spécified kind) and a
complete semantic analyzer (that is, one which 'discovers® the
meanings of nouns and adjectives as well as verbs), the?e

would have to be some degree of interaction between the grammar
‘and the semantics, but in the limited case of PIP that is not

necessary.

P A flowchart of the function gggggll appears on pages

94 - 97. This function controls the syntactic analysis that PIP
performs. First of all, the input sentence is read. A full-stop
is taken to be the terminator of each sentence. WHOSAID then
finds the name of the speaker. this must be one word only: if
more than ore word is used, then PIP will assume that only the
first word was meant, There is therefore no difference for PIP
between Ted Heath and Ted Ray. Asain, this is a restriction
1ntro§uced to save computer space. In an expanded version thls

restriction would be removed. If no speaker is found, that is

5
12

T

the sentence consists simply of an utterance, then PIP

assumes that the speaker is the person who was previously
speaking., This is cconsistent with normal Enclish usage.
One of the theoretical problems raised by having PIF

listen in to conversations in this manner is that of deciding

3l All function names will be written in capital letters

and underlined; global variables will also be written in
capital letters, but not underlined.

12 A 'sentencs! is the whole of the input stimulus to PIP,

whereas aa 'utterance' is what is contained within quotation

marks,
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toc whom each utterance is addressed. Uttefances might bve
addressed to everybody present, or to only one perscn. If they
are addressed to only one person, that person might not
necessarily be the previous speaker. However, PIP doec not have
‘eyes to see whether the current speaker has turned to any one
person, nor does the acceptable sentence structure allow the
addressec¢ to be named., This being the case, PIP always assumes
that the addressee is the person who was the speaker of the
previously input sentence. It is necessary to know who the
addressee is, since some verbs (e.g. "promise") have
presuppositions which refer to the cognitive structures of the
addressee as well as those of the speakar.15 A meximum of nine

speakers is allowed in ary one conversation; to save space.

3¢2 . Having removed the two donble guotation marks
surrounding the utterance (and checked that both were present),
PARSE now concentrates on the utterance itself. The most
importént word in the utterance is the (performative) verb,
Tiuis is found by straightforward table look-up techniguss,
Before the user is allowed to input any sentence to PIP, the
program 'rememters' those verbs that have been defined in
rrevious runs of the prougram, reading the verbs, the

14

fdelimiter! and the presuppocitions associated with each

verb into a table, each entry of which is a recc;rdJ'5 of four

z
13 See¢ chapter III, section 3.l.4,

| 2 . : : : g
b See telow for an explanation of the term ‘delimitfer’.

15 Burstall et al, [?], PDe 33 = 35 and pp. 103 ~ 1043
this book will henceforward be referred to sinmply as POP-2.
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parameters, If nc verb is found, then PIP reports that fact te

the user, who is asked if he wishes to define the verb.
not, the program passes on to the next sentence. If the user
does wish to define the new verb, then he must state what the
verb is and what the delimiter associated with that verb is.
Consider the following utterances:-

(56) I believe that Fred killed the postman

(57) I accuse Fred of killing the postman

(58) I blame the powerful rulers of the Arab countries

for the rise in world prices of oil,

In (56) the delimiter is the word "that", in (57) it is "of™",
in (58) it is "for"; that is to say, the delimiter is either a
preposition when the‘<@rgumen§> of (54) is an adverbial phrase
introduced by that preposition, or a conjunction introducing
a subordinate clause as the argumen?)—cf (54). The user is
then asked to state the explicit and implicit level
presuppositions inherent in the given verb. These must be in
terms of those presuppositions previcusly known by and defined
in the system.l? It might have been possible for FIP to
define the verbs for itself, thus mcdelling human acquisition
of verbal 'meaning', but this would have reguired PIP's asking
a lot cf questions of the user in terms of verbs that it did
know. This would have taken up a considerable amount of actual
time on a not particularly fast computer; it was therefore

decided to let the user simply define any new verbdb, the

i —

16

This is an example of PIP's learning capebilitics.

¢ See section L,4 of this chapter, and chapter III,

section 3%,
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pPresence or absence of such a self—defining process not being
vital for the overail success or failure of the program. One
particular verd that PIP knows, namely "implies", is not an
explicitly performative verb,., The reason for its presence is
" both semantic and syntactic, but since its main purpose is
semantic, it will be explained later, in section 5.

PARSE now procecds to do some syntactic 'housekeeping'.
It checkes that the utterance is explicitly performative (that
is that the first word is "I"), It checks for the presence of
the word '"not", indicating that the utterance is negative., If
it is found, then it is removed and an approrriate flag is set.
Personal pronouns (with the exception of "they" or "them") are
replaced by the appropriate names of 'people! (notice that
"you" will always be replaced by the name of the addressee;
PiP has no way of dealing with vtterances aimed at more than

one person).

3.3  The last main task of PARSE is to calculate all the
arguments of the utterance., Consider:-

(59) I believe that all men are mortal.

(f0) I accuse Fred of spilling the beer,

(61) I confirm tnat Charles did not help the wounded man,
In (59), the argument of the verb "believe" is quite clear. It
is the clause "all men are mortal' which immediately follows
the delimiter. Any presuppositional function will apply tc that
argument. However, in (60), it is necescary that PIP should
recognize that the speaker's cognitive structure includes at

least the following:-
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(62)a. RSPONSBL [Fred, spiiling the beer]

b. BAD [spilling the beer]

c. VALIDRIF [ the beer was spilled]

de VALIDPLF [Fred spilled the beer].
" Bach of the arguments of the various presuppositional functions.
in (62) is different. These arguments must be identified before
the functions can be applied to them. Since this is not a
semantic operation in PIP, it is performed by PARSE. In (61),
once the word "not'" has been removed, the argument is "Charles
did help the wounded man". However, this must be capable of a
contrast with the argument of

(63) I believe that Charles helped the wounded man.

"Did help" in (61l) is therefore transformed into "helped™,

All these processes are carried out by the function FINDALL,

.

which finds all the possible arguments from the utterance, sven
if they are not in fact used by the semantic analyzer. During
this process, it might be discovered that the verb used was not

the verb PIP had previously found. This can only occur if o

o

o
lexical item can have two different senses, where the only

) A s S SEIAIE o n
difference is in the delimiter, for example, "believe that
and "believe in", If this is the case, then FINDALL checks
whether the verb and its rew delimiter are known; otherwise
the user is asked to define the verb as if it were totally

unknown to PIF.

R _
1 PIP cannot deal with two or more senses of one verb

without this difference, but explicitly performative verbs

should never, in theory, be capable of two interpretations.
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Finally, the presuppositions inherent in the verb used in
the utterance are obtained and placed on a list, FPRESUPL, which
is used by the semantic analyzer. The processes outlined above
are the only syntactic analysis and syntactic checks that are

- performed in this program.

4, Semantic Analysis

It is the purpose of the semantics section of PIP to model
the cognitive structure of the speaker and addressee of anj
given utterance; to check for and remark on any inconsistencies
between the cognitive structures of those individuals and the
implied structure of the utterance; to add any naw information

contained in that utterance to those cognitive structures.

4.1 It is important to say at this stage exactly how
cognitive structures are modelled by PIP, Kach individual's

. : « +19 o
cognitive structure is held on a list each element of wkich
1z also a list. Zach of tliese inner lists is componsed of one of
the arguments used by that individual in utterances that PIP

has 'overheard', prefixed by an 'attitude marker', This

attitude marker is a number comprising eleven pairs of binary
digits (the maximum allowabie on the ICL 1905% in one computer
word). For example, PIP's model of the cognitive structure of
the character 'John' might be as given in example (64) on page

103, The various presuppositions inherent in the verbs used in

19 pop-2, pp. 20 - 2, 28 - 33, and 106 - 108.
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(64) [[0101010101010101010100 Fred is innocent]

0101010101010101011001 robbing banks]

the utterance act (as functions) on different pairs of binary
‘digits. The binary digits are grouped in pairs in order to have
"yes" (00), "no" (10) and "don't-know" (0l) as possible replies
by the irdividual to a question concerning any attitude to any
argument, and also in order to allow later expansions of the
program to use the rules of three-value logic to determine the
relationships between various arguments. It is the attitude
marker which is at the heart of the understanding which PIP

shows,

Le2 The function controlling the semantic analysis is called

ISHATPY, since it checks the hapriness conditions for the use

b, 20

of a particular ver A flowchart of ISHAPPY appears on

pages 104 - 105, It first checks whether it is dealing with the

O
4y

explicit level of communication or not. Although the method
proceeding is the same at each level, it is necsssary for PIF
to know which level it is working at, in order that appropriate
messages are output to the user, Vthen ISHAPPY has finished
rocessing each utterance, it outputs a total number of
inconsistencies to the user and theu awaits further input.
The body of the function begins by setting the global

variable CHECKATT equal te the decimal number 1398101 which is

equivalent to the btinary number 0101010101010101010101. It is

G Cf. chapter 1, section 3.2.1.
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this variable which will be altered by tﬁe presuprosition that
ISHAPPY is about to consider. ISHAPPY then retrieves the
cognitive structure of the speaker (this will be the NULL or
empty list if the speaker has not previously spoken) and

~ whatever facts about the world it might know. Some verbs, such
as "confirm", imply not only that the speaker believes the
argument to be true, but that it is true in actual fact. PIP
tries to build up a model of these 'facts' as well as a model
of individuals!' belief strvctures. This is only possible
because PIP assumes that speakers are sincere in their
utterances and that they know the meanings of each verb. This
assumption must be made at this stage for substantially the
same reason that PIP concentratec on explicitly performative
verks, namely that it is important %o ensure that
straighiforward utterances can »e understood before attempting
to deal with any of the more complex aspects of Ianguage., Uutil
one can show that sincere utterances can be uncerstood
according to FTL, it is theoretically undesirable to let PIF
attempt to understand jolkes, untruths, or verbs used with
unusual overtones, such as "I promise ..." to mean

HT threaten ...

be3 SHAPFY now takes the next presupposition from PRESUPL

and finds out whether it refers to facts or personal beliefs,
forgetting whichever is inappropriate. It then retrieves the
argument that is relevant to the particular presuprosition. In
POP-2, it is possible to associate extra information with a

function by use of a standard function. This function is called
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FNPROPS.21 As far as the presuppositioné are concerned, this
extra information is a list consisting of the name of the
presupposition itself and the name of the variable which will
contain the argument to which the function applies. If the

- presupposition is either PASTUTT or NPASTUTT, then it is

applied to the argument yielding a value of true or false, If
the valve is true, then there is no inconsistency; if, however,
the value is false, then there is an ;nconsistency and (part
of) the function BINARY is called, which outputs relevant
information to the user.

¥For the rest of this explanation of ISHAPPY it will be
assumed that the presupposition refers to personal beliefs,
although exactly the same process is followed with facts.
TSHAPPY checks whether the argument to which the presupposition
is plicable already exists in the speaker's cognitive
structure, If it does exist, then it is deleted, together with
its attitude marker, from the speaker's cognitive structure, to

tely

o

be replaced (by the function BEIIARY) with an appropri
aitered attitude marker if necessary. In general, if the
argument is found in a cognitive structure, thern it will be

oA D

vsed for checking purposes. If it is not found, then ISIAPCY

makes up a list composed of the number 1398101 and the relevant
argument which, after appropriate action by the presupposition,
will be added to the speaker's cognitive structures, thus

representing an increase in PIDP's knowledge of that speaker.

The presuppositicnal function is then called, which alters

POP-2, pp. 58 and 111.
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CHECKATT apprepriately. The function PINARY is then called,
which compares CHECKATT with the attitude marker (or 1398101)
of the argument found in the previous stage (see previous
paragraph). I{ there are any inconsistencies, then appropriate
comments are made. In this case, the criginal cognitive
structures remain unaltered. Thus, 'people' cannot change their
minds. Ii the particular function now under examination has not
previously been applied to the argument, then the attitude
marker is altered accordingly. After the argument has been
replaced by BINARY as part of the speaker's cognitive
structure, control passes back to ISHAPPY which returns to

pick up the next presupposition and begin again.

4.2.,1 It is a matter of fact that PIP represents each verson's
cognitive structure separately, without any cross-referencing
to other people. Thus, although several people might have some
attitude to the argument

(65) [ stealing money from the 5overnment1
PIP will not know this., Moreover, the list (€5) is repeated for
each person who has an attitude to it. This is wasteful of
space. This particular problem was only highlighted during the
latter stages of developing PIP and it was not thought
neccssary to alter the programming. Nevertheless, should anyone
else wish to develcp PIP for their own purposes, it is
suggested that the arguments only be kept on a list, say the
list GESAGT, which already exists., It contains all the
arguments used in a run, for the purposes of PASTUIT and

NPASTUTT. It is also sugzested that the model of each person's
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cognitive structure contain merely a list of attitude markers
and pointers to the appropriate element of GESAGT. This should

save space in the computer memory.

bl The two types of presupposition mentioned in
chapter III, section 3.,1.5 and section 3,2, namely VALUE and
AUTHORTY, have not been programmed. This was mainly for lack of
space, but VALUE was omitted for a further reason. The
Judgement that is made when using a verb, one of whose
presuppositions is VALUE, is not apparent solely from the verbd
used,

(66) "I value that jewel at £500."

(67) "I value that jewel at 2£5.%
The verb used in each of the utterances (66) and (67) is the
same, but the judgement is different. It is therefore necessary
to know what value the speaker places upon the otject. However,
the syntax is more complicated than in the sentences described
above in section 3. Compare (66) with (68):~-

(68) "I value that jewel highly,."
An adverb follows the article valued in (68), nct an adverbial
phirase introduced by a preposition; there is therefore no
‘easy'! way of separating the utlerance into its various parts
without ‘knowing' any syntactic rules. Although PIP cannot
therefore handle such a construction, there is no theoretical
bar to its being handled by any system with a powerful

syntactic analyzer.

L.4,1 Cne further point ought to be mentioned in connection
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with presuppositions. The logical rule of implication holds
between some of them. Consider

(69) "I accuse Seamus of helping the IRA.M
One of the presuppesitions of "accuse" in (69) is

(70) RSPONSEL [Seamus, helping the IRA)
but this also means that

{71) VALIDELF [Seamus helped the IRA]
is part ¢f the speaker's cognitivé structure, It is true in
general that RSPONSBL implies VALIDBLF. Therefore, RSPONSEL has
been written so that VALIDELF is added to the list of
presuppositions; it does not have to be part of the
presupposition list remembered by PIP. In a similar way,

RRSPNSEL implies NVALIDBF, VALID implies VALIDELF and NVALID

implies NVALIDEF,

Lo5 The following is a table of the verbs that PIP knows at
the current time, together with the delimiler, explicit level
presupposition and implicit level presuppositions (if any)

arisociated with each vert.

accuse of RSPONSEL EAD VALID

acquit of RRSPHNSEL BAD

admit that RSPONEBL BAD CONFDENT VALID PASTUTT
advocate: that GOOD WANTS

affirm that VALID CONFDENT PASTUTT

approve of GOND

ask for WANTS

assert that VALIDELF CONFDEN
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believe that VALIDELF

blame for RSPONSEL EAD VALID

claim that VALIDELF CONIDENT

compliment on GOO0D RSPONSEL
~condemn for RSPONSBL  BAD

confess that RSPONSEL BAD CONFDENT VALID PASTUTT

confirm that VALID CONFDENT PASTUTT

congratuiate on GOOD RSPONSBL VALID

contend that VALIDELF NVALDEFH PASTUTT

credit with RSPONSEL GOOD VALID

declare that VALIDELF CONFDENT

deny that NVALIDEF CONFDENT

despise for EBAD RSPONSEL

disapprove of EAD

disbelieve that NVALIDEF

dislike NWANTS EAD

doubt whether NVALIDEF NCONF

dread that NWANTS EAD

zrant WANTH NWANTS PASTUTT

guess that VALIDELF NCONF

hate NV ANTS BAD

nold that VALIDBLF

imagine that VALIDZLF NCONF NPASTUTT

implies

indict for SPONSEL BAD VALIDELF

intend to FUTACT

know that VALIDELF CONFDERT

like WANTS GOOD

love WANTS GOCD



maintain
yardon
pledge
praise

- presume
proclaim
promise
protest
punish
guestion
refuse
refute
reject
reprimand
reproach
reprove
reguest
state
siuggest
suppose
surnise
suspect
swear
think
Vow
want
want
wish

wender

that

for

for
that
that

to

that
for
whether

to

that
that
that
that
that
that
that
that
that

to

fer

whether

VALIDELF
NRSPNSEL
FUTACT
GOOD
VALIDELF
VALID
FUTACT
RSPONSEL
RSPONSEL
NVALIDEF
NFUTACT
NVALIDEF
NVALIDEW

BAD

25PONSBL

RSPONSEL
WANTS
VALIDELF
VALIDELY
VALIDELF
VALIDELF
VALIDELF
VALIDELF
NCONF
VALIDELF
WANTS
WANTS
WANTS

NCONF

FUTACT BAD

VANTH

RSPONSEL VALID
NPASTUTT

CONFDERT

WANTH

NVALDEFH GOOD PASTUTT
BAD VALID

PASTUTT

NWANTS

VALIDEFH PASTUTT
VALIDEFH PASTUTT
RSPONSEL

BAD

BAD

CONFDENT

CONFDERT NPASTUTT
NCONF

NPASTUTT

NCONF NPASTUTT

VALIDELF NPASTUTT

212
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5. The Verb "Implies"

There are two occasicns on which one might want to inform
PIP that some individual's attitude to the statement "x" is the
' same as that person's attitude to the statement "y". Consider
(72) John said "I believe that Harry is innocent“.22

(73 "I believe that Harry is guilty" said John.
It is important that PIP fecognize that (72) and (73) are
mutually incompatible. In order to accomplish this, the
attitude marker of "Harry is innqcent" must be transferred to
NOT ("Harry is guiliy") and both replaced as part of John's
cognitive structure. This is achieved by the sentence

(74) "Harry is innocent implies Harry is not guilty".
This causes PIP to take the following actions:=-

l. PIP searches the linguistic world of each individual it

'‘knows', trying te find the argument on the left-hand side of

n

the verdb "implies". If it is not found, then PIP carries on to
the nekxt individual.

2. If the argument on the left-hand side of M"implies® has
been found for any individual, then PIP searches that
individual's cognitive structure a second time, locking for the
argument on the right-hand side of "implies"., If it is not
found, then FIP adds the appropriate attitude marker to this
second argument and adds it to the individual's coznitive

getructure; PIP then passes on to the next individual.

22 pithough (53) states that 'said <Gpeakel>' should follow
the utterance, PIP will accept these two in any combination
that English will zllow.
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3¢« If both arguments already belong'to an individual's

- cognitive structure; then PIP checks their respective attitude
markers for consistency. If they are consistent, then PIP
carries on to the next individual, If they are not, PIP types
" a message stating

(75) FOR 'x' THERE WERE 'n' INCONSISTENCIZS
where 'x' is the individual concerned and 'n' is the number of
attitudes which were inconsistent. The argument on the
right-hand side of "implies", together with its attitude
marker, is then deleted from that person's cognitive structure.
This is the only occasion on which PIP alters cognitive
structures once they have been constructed.

Thus, if (74) is inserted between (72) and (73), then PIP
will show an inconsistency after (7%) has been input, If it
follows (73), however, then no inconsistency will be found
after (73), but PIP will reply

(76) FOR JOHN THERE WAS 1 INCONSISTENCY
after (74) has been input. These implications are not
romembered after they have been input, since that would be
costly in terms of both space and time., That is Lo say, if
individuals use the expression ﬁHarry is innocent" who were not
known to PIP at the time (74) was input, then (74) will have to
be input again; the alteration to the cognitive structures of
those individuals who were known to PIP on the first occasion
(74) was input is, of course, permanent for the duration of the

5ess51i0n.

15 el The second occasion on which "implies" might be used
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arises because of the lack of syntactic analysis performed by
PIP., In particular,.it does not know what 'strong' (irregular)
verbs are. Consider
(77) John said "I accuse Fred of stealing five pounds'".
" Two cognitive structures belonging to John will be modelled by
PIP in this way:-
(78)a. VALIDEIF [ five pounds was stealed]
b. VALIDELF [Fred stealed five pounds].
It might, however, be necessary (or desirable) that PIP notice
the anomaly between (77) and
(79) "I do not believe that Fred stole five pounds"”
John said.
In that case, the user must at some stage type the sentence
(80) "Fred stealed five pounds implies Fred stole five
pounds',
This use of "implies" is subject to the same restrictions on
PIP's 'memory' as above, and would, of course, -be totally
unnecescary if PIP had any syntactic (or possibly even lexical)

enalysis to tell it about 'strong! verbs,

Sel There is one kind of generalized implication that has
not been programmed, Consider

(81) n'it is guilty implies 'i' is not innocent'.
where 'i) is intended to be a variable. There are a number of
reasons why this kind of 'rule' has not been programmed. First,
implications are not remembered, and (81) is essentially an
implication tha! is intended to be constant throughout a run of

PIP. Secondly, and perhaps more importantly, such an



116

implication would regquire a fair amount 5f 'semantic! analysis,
for which neither the time nor the space is available.
Furthermore, such analysis would be within one argument, and
arguments in PIP are whole and inviolate. No analysis of the

- arguments themselves is performed anywhere else in PIP,
Considering that implication is a minor part of the system and
not of prime interest, it was decided;to forego the facility of

allowing general implications,

6. An Example

In the following example, which will illustrate some, but
not all of the points made above, the input sentences will be
typed normally snd PIP's replies and comments will be in block
capitals, Numbers in parentheses indicate comments which

follow the example.

PIP IS NOW RSADY FOR USE

Ly YOU REQUIRE INFORMATION?

No (1)
NOW FOR 'THE FIRST SENTENCE

"I doubt whether Fred is innocent" said John,

0.K.

"I promise to acquit Charles".

THERE IS NO ADDRESSEE FOR THIS SENTENCE (2)
THERE WAS 1 INCONSISTENCY IN THAT UITERANCE

Fred said "I deny that I stole the money'",

0.K.



"Fred stole the money implies Fred is not innocent".
0.K.

"Fred is innocent implies Fred did nct steal the money',
O.K.

'"Fred is not innocent implies Fred is guilty".

THE LEFT-HAND-SIDE OF AN IMEILICATION MUST BE POSITIVE (3)
TRY AGAIN

"Fred is innocent implies Fred is not guilty".
OOK.
"I do not believe that Fred is guilty" John said.

THE MEANING OF BELIEVE 1IS:-
VALIDBIF ( noT [FRzZD IS GUILTY] )
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF JOHN (L)

THERE WAS 1 INCONSISTENCY IN THAT UTTZRANCE

"I blame Fred for stealing the money'.

0.X.
"Fred stealed the money implies Fred stole the money'. (5)
0.K.
ny con%ess that I am guilty" Fred said.
A PRESUPPOSITION OF CONFZISS 1IS:-
VALIDELF [FRZD IS GUILTY]
THIS IS INCOKSISTENT WITH A PREVIOUS ATTITUDE CF FR=D
THERE WAS 1 INCOKSISTENCY IN THAT UTTERANCE
Mary said "I refuse to go down to the pub tonight".
0.K. :
"Go down to the pub tonight implies take me to the (6)

pub tonight",.
0.K.
"I wish for a peaceful evening".

OOK.



118

"] promise to take you to the pub tonighﬁ" said John.
A PRESUPPOSITION OF PROMISE IS:=-
VWANTH [TAKE MARY TO TEE PUB TONIGHT}
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF MARY (?7)
THERE WAS 1 INCONSISTENCY IN THAT UTTERANCE
"A peaceful evening implies go down to the pub tonight",
FOR MARY THERE WAS 1 INCONSISTENCY (8)
"I praise Fred for not stealing the money" John said.

A PRESUPFOSITION OF PRAISE 1IS:=-
VALID ( NoT [ THE MONEY WAS STEALED] )
THIS IS INCONSISTENT WITH A PREVICUS FACT (9)

A PRESUPPOSITION OF PRAISE IS:-
RSPONSBL ( FRED , NOT STEALING THE MONEY )

THIS IS INCONSISTEZNT WITH A PREVIOUS ATTITUDZ OF JOHN

A PRESUPrOSITION OF PRAISE 1IS:-
VALIDELF ( FOT [ THE MONEY WAS STZALY

a] )
THIS IS INCONSISTINT WITH A PRIVIOUS ATTITUD

 OF JOHN (9)

A PRESUPPOSITION OF PRAISE IS:-
VALIDELF ( NOT [ FRED STEALEZD THE MONZY] )
THIS IS TKCONSISTENT WITH A PREVIOUS ATTITUDZ OF JOHN

THERE WZRZ 4 INCONSISTENCIES IN THAT UTTERANCE
"1 accuse Roy of spilling the coffee" said Lynne,
0.K.

"Roy spilled the coffee implies the fact that Roy spilled
the coffee",

OIK.
"I do not believe that Roy spilled the coffee'.

THE MEANING OF RBELIEVE IS:~
VALIDRLF ( NOoT [ROY SPILLZD THE COFFIE] )
THIS IS INCONSISTERT WITH A PREVIOUS ATTITUDE OF LYNKNE

THERE WAS 1 INCONSISTENCY IN THEAT UTTERANCE
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George sald "I refute the fact that Roy did not spill the
coffee", :

A PRESUPPOSITION OF REFUTE IS:-
VALIDBFH ( NOT [ THE FACT THAT ROY SPILLED THE COFFEE] )
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF LYNNE (10)

ITHERE WAS 1 INCONSISTENCY IN THAT UTTERANCE
End.,
THE ACTUAL NUMBER OF COMPUTER WORDS USED ON THIS RUN WAS:-

12058 {(11)

(1) If "yes" is answered to this que;£10n, then PIP gives
some advice on its own use and a list of the verbs (with their
delimiters) that PIP knows. However, this can take some time
when sitting at a terminal (it has veen known to take as long
as one hour). This rot being very practical, a version of Pi
has been written allowing PIP to be run from cards when thic
information is automatically given. This version also prints
all th% arguments used by each sentence. The user is not
allowed to define any new verbs in this version.

(2) Since PIP has conly 'met' one spesaker, John, it does
not know to whom John is addressing this utterance and of
whose cognitive structure WANTH [acquit Charles] should be
part., PIP therefore assumes that John is in an empty room and
has therefore made a defective promise.

(3) In first order logic 'not(p) implies q' ié not the
" same as 'q implies not(p)'. However, "impliecs" is used by PIP
to transfsr attitude markers from one attitude to another; that

is to say, it uses the rule of logical equivalence. It is true
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that 'not(p) is equivalent to q' is the Qame as 'q is
equivalert to not(p)'. Why not then allow the left-hand
argument to be negative, since they are equivalent? Decause the
verb "implies’ has been used, and, in the limited case where¢ p
is positive (and true), 'p implies q' is equivalent to 'p is
equivalent to q! and 'p implies not(g)' is equivalent to 'p is
equivalent to not(q)'. Therefore, p is kept positive.

(4) First, the word "meaning" is used to express the
explicit level of communication; "presupposition' is used to
denote what is implicit in the utterance. Secondly, note that
PIP has followed the reasoning from the previous implication
statements.

(5) This is an example of the verd "implies" being used
to correct PIP's {lack of) grammar.

(6) First, note that PIP ccnsiders lary to be the speaxer,
since she was last to speak. Therefore, the word "me" will og
changed to "Mary". The reason for having the sentence at 21l is
that "éo to the pub", "be taken to the pub" and "have somzone
take me to the pub!" are all more or less synonymous (provided
one assumes that Mary does not go tc the pub on uer own). The
next comment will show the necessity of this sentence,

(7) Here it can be seen that "me" (comment (6)) has indeed
beeir changed to Miary", and that a pronise is defective if the
addrecsseé does not want what is being promised. It would,
however, have been slightly odd if John had said "I promise to
go to the pub tonight" and PIP had still picked up an
inconsistency. PIP could not tell that the action "g¢ to the

pub" as predicated of John or lMary would be different. Hence
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the sentence commented by (6).

(8) This sentence shows that the user nay realize that an
inconsistency has not previously been found by PIP because PIP
did not have all the relevant information. PIP's action will be
as described in section 5.

(9) These inconsistencies should not really have been
found, since they are not really presuppositioas of the
utterance. However, the word 'not" and the whole notion of
negation are extremely complex and outside the scope of this
investigation.2> Negation for PIP is simply propositional
negation, applied to the arguments of all the presuppositions
inherent in the particular verb. In this utterance, it should
only apply to the presuppositions RSPOI'SEL and VALIDELF with
its second argument (the fourth inconsistency found hers, but
not the third). In an expanded version of PIP with more
storage available this would have to be improved.

(10) One cannot "refute" something that is not believed
by soméone else, in this case the addrcssee.

(11) This program has been running in 23K words of store.
The total mill time for the run was 51 seconds, of which

approximately 8 seconds were required by the operating systen.

An extended (uncommented) example of a run of PIP will be

given in Appendix A,

23 see Klima [43) for a reviow of the many aifferent facets
of negation; see also section 1.1 of chapter VI,



V. PIP TALKS

Since utterances are not merely understood by human
beings, but are also produced by them, PIP should be capable
not only of passively understanding other 'people', but also of
producing its own scntences. This chapter will detail how PIP

achieves this linguistic ability.

l. Aims and Objectives

First and foremost, PIP must be given a cocgnitive
structure of its own. Without such a structure, according te
the Functional Theory of Language, PIP should not be able to
&g nerate sentences in 'any context'., The term 'anv context!
must be more clearly defined. When PIP is simply monitoring
other pecople's conversations, then 'any context' does literally
mean '~ny possible contexi!, However, when FIP has been given a
cognitive structure and is asked to generate its own sentences,
then tlis is not the case. It is first necessary to ensure that
there are no theoretical restraints precluding any attitudes
from being part of PIP's cognitive structure; that is to say,
it should be as 'random' as a human being's cognitivc structure

is. Having made sure of this, it is then sufficient to restrict
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'any context' to 'any context of which PIP has knowledge (for
which PIP has an atﬁitude)'. It will still be valid to draw
general conclusions from any success PIP might have. The actual
method by which PIP is given its cognitive structure will be

" explained in section 2. For the time being, it will be assuued
that PIP has been given such a structure in some theoretically

appropriate fashion.

1wd In chapter IV, understanding was deemed to have occurred
if PIP could detect clashes of attitude for individuals. In
this second program, PIP is only in contact with one person,
the user. There are three types of sentence that can be input:
questions about PIP's attitudes, questions about the ‘user's
attitudes and statements by the user. For evample:-

(82) I accuse Roy of spilling the coffee.
is a statement by the user, in exactly the same format as
explained in section 2.1 of chapter IV. (PIP will still check
for inconsistencies in the user's cognitive structure.)

(83) Do I believe that Roy spilled the coffea?
is a question about the user's cognitive structv.e (attitudes)
and

(G4) Viould you accuse Charles of killinz the postman?
is a quecstion about PIP's attitudes. In all cases,
understanding will be said to have occurred if PIP can repnly
correctly to the input sentence (or question), generating
sentences using its own (explicitly performative) verbs
vherever possible, For example, a reply to (84) might be

(85) No. I weculd blame Fred for killing the posiman.
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In this way, the criterion of comprehension to which PIP has to
submit becomes more akin to the criterion on which children are
judged., That is to say ithat instead of a mere detection of
anonaly (important though that is), an actual reoly to each
"sentence or question can be given. In particular, the ability
to answer questions about its own cognitive structure is an
important step forward for PIP.

It must be emphasized that all the restrictionsl that
applied to the first program with regard to the facilities
available for running programs at the University of Aston apply
here, Similarly, it must be re-emphasized that this second
program of PIP does not seek to model human understanding of
any sentence cof English any more than the first program did.2
Here, too, it is FIP's ability to handle any context that is

important.

2. PIP's Cognitive Structure

it would have been possille for the author toc 'invent' a
cognitive structure and present it as PIP's. Thi- was thought,

however, to be unethical and not conducive to conclusive

i

results., It was thereforc decided to allow first-year
undergraduates to particinate in the experiment, albeit
unwittingly. They were allowed to run the first PIP program.

It was difficult to monitor exactly how cften students did run

1 See section 1 of chapter IV,

2 Cf. chapter IV, section 2.1.
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PIP, since they could abandon a run before any information was
output to the author., However, before the students became
bored, approximately forty runs were made, about half of which
were useful for this second program. At the end of a ruﬁ, PIP
‘would check to sce if one of the speakers were called "'John".
If not, then nothing further would be done. If "John" had been
used, however, then PIP would read in a file which contained a
list in the form of a cognitive structure.3 This list and
"John'"'s cognitive strﬁcture would be compared in such a way
that any argument in "John'"'s cognitive structure that was not
contained in the list would be adcded to that list; where "John"
had used arguments that were already on the list, then PIF
would check that there was no contradiction in the attitude
markers. If thers were a contradiction (inconsistency), then
PIP would ignore "John"'s attitude marker (in the same way that
inconsistencies were simply commented upon by FIP without
altering any cognitive structure},h otherwise Lhe attitude
markers would be merged. Finally, the updated 1list would bte
output to a file, so that it could be used as data for the
program under consideration in this chapter. PIP would go
through the same process irrespective of the identity of the
user. 1n this way, the author retained some control over PIP's
cognitive structure for the second program, but not all.

The fact that about half the runs were useful for the

second vrogram of PIP can be partly attributed to good

> Cf, chapter IV, section L.l.

4 ¢f. chapter IV, section 4.3,
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psychology. A User's Guide to PIP was written for the benefit
of the students. All the examples in the Guide have "“John'" as
the name of the'speaker. Since the whole system was unfamiliar
to these first-year undergraduates, they kept their early runs
to within the examples of the Guide. Hence their usefulness for
PIP's cognitive structure. Nevertheless, in order to obtain a
reasonable amount of data, the author was compeslled to run tle

first program himself,

2ol From the above discussion, it will be seen that PIP is
in a position anaLigous to that of a child. A child hears much
language activity around it, but is disposed te trust only its
parcnts. Thus, at an early age at least, parcnts have soume
control over the way their child thinks. (It is only later
that children start to question their parents! attitudes!) In
this case, "John" is in the position of PIP's !father!, PIP
trustes "John" and takes "John'"'s cognitive struéture for its
own, wﬁile it ignores everybody else. This is similar to part
of the ABS, systsm of Colby and Smith [14) outlined in
section 5.2 of chapter III. They also give their system a
'thiglhily credible! set of beliefs which are used for comvpariscn
with those of the user of their system in order to give that
user a credibility rating. PIP's belieis allow it to agree or
disagree with the user, as necessary.

A security problem for tThe future is also raised by this
parcat-child relationship between "John" and PIP., iIf this
system ever becomes the basis ¢f a larze Language unaerstanding

system or of a robot's linguistic abilities, then strict
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control will have to be maintained over just what PIP!'s

attitudes become, It would not be good policy to allow a robot

to wander around believing that either robtery or murder were

ethically good! Therefore, some kind of really safe file store

security would be necessary, just in case subversive clements

in society felt inclined to tamper with PIP's ethics, or those

of PIP's successors. This problem has already been raised by

people outside the field of computing to whom output from this

second program of PIF has been shown.

2ol The following is a table of PIP's cognitive structure as

it is at the present time. About half of the arguments and

attitudes were 'fathered' by the author, the

students.

acquit Charles

Agnes is a Chinese sympathizer

Agnes is a Rusczian sympathizer

A ues is a spy

Carole is beautiful

Charles is guilty

Charles is innocent

Charles killed the postman
Charles, killing the postman
Charles robbed the bank
enpiricicm is correct

Fred, honouring the gueen

Fred is innorcent

FUTACT

VALIDELF
IVALIDEF
VALIDELF
KVALIDEF
NVALIDET
VALIDELY

KVALIDEF

NRSPNSBL -

NVALIDEF
NVALIDEF
RSPONSEL

NVALIDEF

other half by the

EAD NFUTACT WANTS
ZAD NFUTACT HNWANTS
EAD NFUTACT NW/ANTS
NCO™F



Fred is guilty

Fred killed the postrman
Fred, killing the postman
Fred robbed the bank
IFred stealed the money
Fred, stealing the money
Fred stole the money

go by bus

go to the zoo tomorrow
Harold, robbing the bank
honour the gqueen
honouring the queen
John is guilty

John is innocent

killing the postman

man is born with an empty brain

tan learns everythins from his

environment
Vildred robbed the bank
Mildred, robbing the bank
preaching high treason
rationalism is correct
robbing the bank

stealing the money

support for the Liberal party

support for the Tories
support the lLiberal party

support the Tories

VALIDﬁLF BAD
VALTDELF BAD
RSPCHSBL
NVALIDEF
VALIDBLF
RSPONSBL
VALIDELF
FUTACT

FUTACT WANTS

'RSPONSEL

FUTACT WANTS
GOOD

VALIDELF NCONF
NVALIDEF NCONF
BAD

NVALIDEF

NVALIDEF

RVALIDEF

NRSPHEEL

EAD HFUTACT NWANTS
VALIDELF

EAD

BAD

FUTACT WANTS
NFUTACT NWANTS
FUTACT WANTS

KFUTACT NVANTS
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take George te the zoo tomorrow FUTACT
take Mary to the pub tonight FUTACT
the bank was robbed VALIDELF
the money was stealed VALIDELF
‘the queen was honoured VALIDILF

3, Responses

Needless to say, this program relies heavily on tae
programming for the first experimcnt, as outlined in sections
3, 4 and 5 of chapter IV, A1l these facilities are built into
the program to be outlined below. The oniy differcnce is in the
number of ‘'people' a2llowed, Where nine spealers were previously
accepted, now only two require cognitive structures: PIP and
the user, Apart from this, and unless otherwise specifically
stated, all the other facilities are still available; the sanme
presuppositions are used, the same verbs are known by PIP, the
game use of the verb "implies" has been incorporated., VWhat has
been added is an ability to reply. The programmizg of this

ability will be described below.

el There is no one overall function which controls the
reply structure, so that this discussion will in fact cover a
number cf different functions, each with its own task. A
flowchart for the overall control appears on page 150. First of
all, PIP decides whether the input sentence is a statement or a

question., It recoznizes these by the terminating character.
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REPLY CONTROL STRUCTURE
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If that character is a full-stop, then the input sentence is a
statement; if it is an asterisk, then it is a question.
READSENT, the function which reads the input stimuli, uses the
POP-2 steadard function ITENREAD.5 Unfortunately, a

" question-mark is not a POP-2 item.6 Therefore, an asterisk is
used instead of a question-mark. If the sentence is a
statement, then PIP checks for inconsistencies in the user's
cognitive structure in exactly the same way as in section 4 of
chapter IV, If it finds any, then it reporte those
inconsistencies that it has found and returns to read the next

sentence.

3.1.1 Assuming that no inconsistencies have been found,
l§§§§£z? is called again, this time with two purposes. First,
does PIP have some attitude to the argumenis expressed by the
user? Secondly, if the answer to the previous questioan is in

the affirmative, does PIP agree or disagree with the attitudes
;] (=] ~

40

expressed by the user? If the answer to the first question is
i, the negative, then PIF answers in some appropriate fashion.
Consider

(86) I congratulate Marion on passing her exams.
as an input sentence. If PIP has no attitude to Epa:sing her
exams} or [Earion, passing her exams] or any other poscible

(combination of) arsument(s) from this sentence, then it will

2 pOP-2, pp. 47 - k9, and p. 112,

3

P-2, pp. 81 - 83.

? See sections 4.2 and 4.3 of chapter IV.
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examine the presuppositions inherent in "Eongratulate". It wldl
find GOOD, and so will reply

(87) Good for Marion.
If EAD had been a presupposition of the verb used, then PIP
would have replied

(88) That is wrong of Harion.
These are stock sentential 'frames', of the kind used by

8

Weizenbaun's ELIZA. The variation in them is in what follows
the preposition, Thus, the 'frames' are "Good for 'x'" and
"That is wrong of 'x'", where 'x' is in each case replaced by
the subject of the presupposition RSPONSEL., PIP then returns to
read the next sentence.

If PIP does have some attitude to the argument(s)
expressed in the input eentence, and those sttitudes are the
same as those expressed by the vser, then PIP says that it
agrees and then replies further in the same way as described
above. If PIP does not agree, then again it says so. This time,

o

though, a sentence expressing PIP's attitude(s) is generated ty

z method to be outlined in section 3.3.

Sel Consider now the case where the input is in the form of
a guestion. TIP first deterrines whether the questiocn is about
itsclf or the user. In either case, it then checks whether the
appropriate 'person' does have any attitudes at all to the
argument(s) of the verb., If there is none, then it replies

with eituer (89) or (90).

a—

8 See chapter II, section 3.4.



(89) I do not know anything about thét.

(90) I do not know what you think of that.
It then returns to read the next sentence.

If the answer to the question is "yes", then PIP says so
'and then repeats the question in the form of an affirmative
statement. Thus, for example, if the input is

(91) Vould you accuse Fred of killing the postman*
then PIP's answer might be

(92) Yes. I would accuse Fred of killing the postman.
If the answer is '"no", then PIP again says so, but now it
tries to generate a new sentence using a verdb which expresses
the attitude(s) of the 'person' abvout whom the question was
posed, This is explained in the next section.
XD This section will descrite how the function FINDNETV
attempts to find a verd that PIP knows and which will eXxpress

he attitude(s) either of PIP (if control has come from

sectioﬁ 2.,1.1) or of the subject of the question (if control
kas come from section 3.2). FINDNZWV utilizes the giobal

variable OFFZINDER which contains a list of the cpposit of the

D
0]

presuppositions in the original verb thal have caused
inconsistencies in the original analysis. Thus, if PIP's
cognitive structure includes

(93) GooD [passing her exams)
and the user inputs

(94) Vould you blame Marion for passinrg her exams*
then PIP will realize that BAD [passing her exams], a

presupposition of "blame" in (94), does not agree with (93).
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PIP knows that GOOD is the opposite of Eéé because this
information is part of the FHPR??Sg associated with the
function EAD. Thus, G0OD will become an element of OFFENDER.
FINDUEWV takes the elements of OFFENDER one by one, and,
.using a sequential search through the verbs that PIP 'knows',
attempts to find a verb whose explicit level presupposition is
the same as the element of OFFENDZR under consideration. ifhen
such a verb has been found, then a comparison is made between
the presuppositicns inherent in that verb and the cognitive
structure of the relevant 'person!, This is achieved using
ISHAPPY; on this occasicn, however, only positive or negative
attitudes count, not 'don't-knows', Thus, for example, the

verb Masseri” has VALIDEIF for its 'meaning' (explicit level)

—

o]

£

£
4

'1’

and CONFLENT as a presupposition. If a guestion is asked ¢ I

()

for which it has the attitude of VAIIDELF, but has no attitude
of CONFDEHT nor of NCOME, then Massert" will not be used in any
sentence that PIP makes up. This is obvious, if one remembers
that PiP would attribute the attitude of COUFDENT to anybody
vwkhom it theard! using the verb "assert". Therefore, if it does
not have the attitude, it cannot use the verdb itself.,

Since FINDIEVV uses a sequeniial search, and since there
are sowme verbts which have the same presuppositicns as others,
it would normally bappen that only one of those verts would bve
ased. Thus, if "state!" comes before "assert!, '"swear" and

know" in PIP's takle of verbs, then "state" would alwaye be

chosen by FINDNIWV. Therefore, & tag is attached to each verb,

g POP-2, pv. 58 and 111; see also chapter IV, section 4.3.
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showing how many times each verb has been used. The verb with
the lowest tag that fits the attitudes of PIP (or the ‘'person'
about whom the question was posed) is then found by FINDNEWY
This ensures that there is at least some variety in PIP's

answers.

%.3%.,1 There are two exceptions to the above procedurec. “The

functions RSPONSPL and MNBSPNSBL are both functions with two

arguments. Suppose the input sentence is

(95) Would you accuse Charles of killing the postman*
and PIP's cognitive structure contains

(96)a. NRSPNSEL [ Charles, %illing the postman]

b. RSPONSPL [Fred, killing the postman].,

It is not enough for PIP to answer merely "Fo. I would not
accuse Charles of killing the postman". (cf. (98) below) It
would be better if PIP could discover that it believes Fred to
be respcnsible for the postman's having been kiiled, and repl
accordingly. Therefore, if the first element {say) of OFFEND:iR
is NRSPLRSFL, then it is changed to RSPONSEL and an attempt is
made to find some cognitive structure RSPOINSEL [ by killing
the pos t“an] such a structure is found, then 'x' is filled
in, other arguments are altered accordingly and a comparison is
made as above. The reverse procedure is followed if RSPOISEL is
an element of OFFENDER. In the case of (95) and (96), PIP
would find (96)b. and, provided the other presuppositions of
"blame'" were also met, might renly

(97) No. I would blame Fred for killing the postman.

lotice that (95) and (97) correspond to (84) and (85)
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3l If FINDNEWV produces a new verb by the above procedure,
then PIP answers in terms of the new verb with the appropriate
argument (e.g. (97)). If FINDNEWV has failed to produce a new
verb, then PIP constructs a negative from the original input
sentence. For example, suppose that PIP had (96)a. but not
(96)b. as part of its cognitive structure. A reply to (95)
would then be

(98) No. I would not accuse Charles of killing the

postman.
In either case, PIP returns to accept the next sentence.

It is those answers generated by the method of section 3.3
that are of most interest to both philosophers and workers in
the field of AI. Sentences are generated because of attitudes
held by either FIP or the user. The power that this gives to

PIP will be seen in the followirg example.

L., An Fxamvle

The following example was designed to illustrate all the
procedures outlined in section 3, The same conveuations will be
adhered to as in chapter IV, that is that input sentences will
be typsd normally and PIF's replies will be in block capitals;
numbers in parentheses again denote comments which will follow

the example.

WHO ARE YOU?
John

I AM READY HOW
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I believe that Fred is innocent.

I DO NOT AGREE.
FOR MY PART, I QUESTION WHETHER FRED IS INKOCENT

I accuse Roy of spilling the coffee.
"THAT IS WRONG OF ROY
I would therefore not accuse George of spilling the coffee,

A PRESUPFOSITION OF ACCUSE 1IS:-
VALID ( NOT [ THE COFFEE WAS SPILLED)] ) (1)
THIS IS INCONSISTENT WITH A PREIVIOUS FACT

A PRESUPEOSITION OF ACCUSE IS:-
BAD ( NOT [ SPILLING THE COFFEE] ) (1)
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN

A PRESUPPOSITION OF ACCUSE IS:-
VALIDELF ( KOT [ THE COFFZE WAS SPILLED] ) (1)
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOEN

Yould I blame Fred for spilling the coffee*

NG, YOU WOULD ACCUSZ ROY OF SPILLING THE COFEEE

Do I believe that George spilled the coffee*

NO. YOU DISBILIEVE THAT GEORGE SPILLED THZ COFFEE (2)
Do you believe that Roy spilled the coffee*

1 DO NOT KNOW ANYTHIRG AEOUT THAT

Would I vardon Roy for spilling the coffee*

NO. YOU WOULD BELIEVE THAT ROY SPILLED THRE COFFEE

VWould you accuse Charles of killing the postman*

NO. I VOULD NOT ACCUSE CHARLES OF KILIILNG THE POSTHAN

You believe that Fred killed the postman* (3)
YES. I FELIZVE THAT FRED KILLED THE POSTHAN

You will pardon Fred for killing the postman.

I CAN MAKE UP XY OWN MIND THANK YOU (4)
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I know that John is guilty.
I AGREE., THAT IS INTERESTING
I admit that George spilled the coffee.

THE MEANING OF ADMIT 1IS:-
RSPONSBL ( GEORGE , SPILLING THE COFFEE )
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN

A PRESUPPOSITION OF ADMIT IS:-
VALIDBLF [GEORGE SPILLED THE COFFEE]
THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN

Do you deny that Agnes is a2 spy*

NO. I SWEAR THAT AGNES IS A SPY (5)
Do you deny that Agnes is a spy*

NO. I STATE THAT AGWES IS A SPY (5)
Do you deny that Agnes is a spy*

NO. I ASSERT THAT AGNES IS A SPY (59
Would I deny that Agnes is a spy*

I DO NOT KNOW WHAT YOU THINK OF THAT

J do deny that Agnes is a spy.

I DO NOT AGREE.
OR MY PART, I KNOW THAT AGNES IS A SPY (5)

J believe that Agnes is a Russian sympathizer,

I DO NOT AGKREE.
FOR MY PART, I DENY THAT AGNES IS A RUSSIAN SYMPATHIZER (€)

I praise Harold for arresting Agne=.

GOOD FOR HAROLD

Agnes was arrested implies Agnes is a spy.

0.K.

End.

THE ACTUAL NUMEBER OF COMPUTZER WORDS USED ON THIS RUN WAS:=-

12859 - (7
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(1) The reader is referred to coument (9) of the example
in section 6 of chaéter IV for a discussion of why these
inconsistencies should not have been found, and of why they
have in fact been found.

(2) The verb "disbelieve" is really an archaism, and this
reply sounds odd to tweantieth-century ears. This verb was given
to PIP as an example of a verb which has NVALIDEF as its
explicit level presupposition and no implicit level ones. It is
difficult to find another such verb in the Znglish language!

(3) A question is recognized by the asterisk at the end of
the sentence, not by word-order within the sentence. Thus, the
question that relies on voice pitch (in spoken language) can be
handled by PIP.

(4) PIP will not be bullied into takin- attitudes that the
user wishes it to have., In fact. it is unbribable!

(5) These replies indicate that the tags attached to each

{97]

verb are being correctly updated and that PIP vill not use the
same verb over aud over again. Of course, SIF troats ecach of
Lnese input sentences as unique; it does not therefors get
angry about teing asked the same question many tlimes,

(6) Agnes is presumably Chinese! Vhen students run
programs, anything can happen.

(7) Zven though this program is running in 2LK words cf
store, there are still not very many free words left. The total
mill time for this twenty-sentence run was 75 seconds, of which
approximately 10 seconds are reguired by the operating system.
Thus, sentences are being processed in an average time of

‘approximately three seconds each. Considering the nuaker of
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comparisons iavoived in generating some sentences and the

slowness of the machine, that is no bad result.

An uncommented example of a run of this second version of

"PIP will be given in Appendix RE.



VI. CONCLUSIONS

It is the purpose of this chapter to bring together the
conclusions that can be drawn from the experiments outlined in
chapters IV and V and the consequences that these have for

various fields of siudy.

l. Analysis of PIP's Performance

The notion of what it would be for a computer to
understand Natural Language is crucial to the interpretation of
the results from the two programns detailed abovs. There is a
trivial sense in which it could te said that computers never
understand anything; it would be said that they mersly work
with ones and zeroes, that they can perform only relatively
simple operations with those ones and zeroes, that they
therefore cannot have 'thoughts!. In other words, it would be
said that a man-made machine canrot have 'thoughts!' and
-therefore cannot comprehend thoughts exvressed as sentences in
Fatural Language. Yet human beings do not know what happens to

.

linguistic input in their own brains. During the discussion of

'situational' thinking in section 1.1 of chapter III, the

belief of Leaéndy [48] that information presented to the brain
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caused neurons to form groups was mentioned. That is of
relevance here too; Man does not know why particular neurons
group together, nor what a particular cluster of neurons might
represent, These neuron clusters, wvhich form the Erain Code of
chapter III, are just as unnecessary to a discussion of
understanding at the human level as the clusters of bits which
form the Machine Code of computers is irrelevant to a
discussion of understanding at the machine level.

One dictionary, Macdonald [5@], defines 'understanding' as
"the act of comprehending" where 'comprehend' is defined as
"to seize or take up with the mind, to understand", which is
certainly circular. A dictionary is therefore of no help.
Indeed, any non-circular definition of 'understanding' will
have been arbitrarily chogcen, in the szame way that any
technical term is defined arbitrarily by an author.
Nevertheless, an attempt has been made to kesep the definition
similar to that used in ordinary language. Thus, the criterion

of understanding is an ability to respond intelligently and

=

- - - . 3

jutelligibly to input stimuli (sentences). Admittedly, this is
a behaviouristic criterion. Admittedly, Behaviourism as a
theory of human comprehencsion of Natural Language is incapable

c: Nevertheless, until or unless

of being seriously maintained,
someone can invent a psychological test for computers, it

remains the only way to judge the performance of a computer.

See Chomsky's devastating attack on Skinner in
Chonsky [11]; se2 also Harrison on Osgood and Mowrer in
Harrison [51], EP« 300 -~ 309.
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Successful performance (based on an adeqﬁate theory) has the

right to be called 'understanding'.

1.1 In the first program, therefore, PIP reacts
intelligently by detecting anomalies of attitude on the part of
individuals., This was given as the criterion of understanding
for that program.2 How successful is PIP in detecting all the
anomalies, and how successful in detecting only the anomalies?
Note (9) to the example given in section 6 of chapter IV
demonstrates that too many anomalies are sometimes delected by
PIP, As explained there, the whole concept of negation is
extremely complex and it was not originally expected that PIP
should have to cope with it. There would seem to be no
theoretical reason why PIP should not eventuvally be capable of
coping with negation., It is a uoot point whether negation is a
syntactic or a semantic concept. Katz says we shall make the
reasonable assunption that the scope of a negative in a
sentence is determined by the grammatical analysis of the
E:‘-.:ntence".:5 Thus, although negation has important effects on
the semantics of a sentence, the scope of that r.gative is
determined by syntactic analysis. First, PIP performs as little
syntaciic analysis as possible. Secondly, only verbs are at
present gemantically arnalyzed. It was therefore not
unpredictavle that PIP would not be able to cope with the whole

concept of negation (in particular the scope of the negative).

- See chapter IV, section 2.

3 katz [39], p. 534.
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That it has not coped is consequently not.a possible
falsification of PIP's methods.

Apart from negation, the problem ie to prove that PIP
detects all and only the anomalies of attitude cof different
‘individuals. No demonstration run listed in this thesis can do
that, since it could be claimed that only those runs had been
chosen that showed understanding on the part of PIP, but not
those that did nct. No protestations on the part of the author
could ever gainsay such a claim. If the reader does not believe

I

that the examples given are réﬁresentative of PIP's
abilities, then he is asked to use the program himself and
prove it to his own satisfaction. As far as the examples given
are concerned, PIP does show understanding of the input
sentences. It constructs models of the varicus individucls!
attitudes (cognitive structures) and correctly identifies all

5

and only those anomalies that appear.

1.2 The criterion of comprzhensicn on which the second PIP

piogram is Jjudged is that of correctly replyihg to input

stimuli, which can be either statements or questiuns,

generating sentences using its own verbs to 'describe?! its own
6

cognitive structure wherever possible. The correctness of the

reply is not to be judged by the 'correctness' of the Znglish,

L

See chapter IV, section 6, and Appendix A.

q " -
“ Again, with the exception of some sentences where
negatives are employed.

6

See chapter V, seciion 1l.1.
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which, because of the lack of syntactic énalysis, might
sometimes appear stilted, but rather by the appropriateness of
the answers to both the input stimulus and the attitudes of PIP
and the user. In this case, one is in the position of being
able to examine PIP's cognitive structure completely, which is
of course not possible with human beings. Comparing the table
of PIP's attitudes given in section 2.2 of chapter V with PIP's
replies both in section 4 of chapter V and in Appendix B, it
will be scen that PIP's replies are indeed appropriate. 'Che
user's attitudes, expressed in his conversation with PIP in
those examples, are also clearly adhered to in PIP's replies.
PIP can be seen to choose those verbs that correctly express
either its or the user's attitudes to the input stimulus. PIP
has therefore become a program that can genuinely generate
neaningful sentences (as opposed to those programs that
'generate! sentences along TG principles, sentences whose
generation owes everything to correct syntax and nothing to a
purposeful semantics).?

1n both programs, therefore, PIF has shown the
understanding asked of it, and the experiments huve been

successful,

2. Consequences for Artificial Intellicence

Perhaps the most important consequences of PIP's success

are for the field of AI. Until now, the only programs that have

7 Cf. Friedmar et al. [25].
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been written for Katural lLanguage processing have attempted to
cope with all the iﬁtricacies of lNatural Language and have
sacrificed the ability to let that language deal with any
context, PIP offers an excellent method of representing
‘references to any context, at the same time as showing that
this reference can be considercd as independent of the meanings
of nouns or noun phrases. It was shown in chapter II that most
AT work has concentrated on the semantics of nouns (when it has
touched upon semantics at all). VWinograd, in particular, has
concentrated on (fairly) complicated semantic definitions of
various types of blocks, but his verbs are all concerned with
the movements of his 'robot's! arm.8 The evidence from PIP is
that the verb is very important for the representation of
tknowledge!, They should not be restricted to 'movement' verbs.
It will be just as important for AI as for the Philosophy of
Languase9 that a method of reduction be found from 'ordinary!
sentences to explicitly performative sentences.' ''hen that has
happenéd, whether the method be found by philosophers or
workers in AI, then AT will very definitely have 2 way of

representing knowledge about anything.

2ad Furthermore, previous AI programs have, in the main,
been concerned with the physical werld, the 'actual' world.
PIP has shown how computers might manipulate abstract concepts.

Nevertheless, PIP does support the notion of 'procedural

semantics' as exhibited by Winograd [89] and others at M.I.T.

9 See below, section 3.2.
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Moreover, since PIP is capable of making‘ethical Judgements,
then it could be claimed that PIP represents the beginnings of
a really intelligent machine that can cope with Natural
Language. Previously, there have been machines that have
exhibited some of the gkills of human beings, such as grasping
objects and manoeuvring them (Winograd [89]), acting like
psychiatrists (Weizenbaum [87]), or inferring facts from fairy
stories (Charniak [9]). Now, however, there is a precgram,
which, when expanded, will be capable of making value
judgements, of holding a reasonable ethical position, and of
representing 'facts' in a way that is consistent with its
representation of all other attitudes. For PIP, facts about the
world are as intangible as ‘they are for humans (compare
Descartes! strugzle to find something really tangible), PIP
understands Languaze not as a means whereby it obeys orders to
manipulate an arm, not as a series of (to it) meaningless
statements designed to prolong a (to it) meaningless
conversation, not as a test of disambiguation, but rather as a
ncans of communicating one person's attitudes abeut anything to
somebody else., This is, of course, precisely the definition of
Language given in chapter III, section 1, and on the very iirst
page of this thesis. Thus, there is now a program which will
eventually (one hoves) be capatle of holdinz a perfectly
normal conversation; in fact, the beginning of what is
essential if there is ever to be a general purpose robot.10

Such robots will have to be able to discuss abstract concepts

42 Cf. chapter II, section l.l.
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such as beauty, or cleanliness in order to be fully able to
teke part in normal conversations of the kind that are heard in

every household every day.

C 242 A further consequence of PIP's success, perhaps not
totally in the field of AI, but certainly within the field of
Natural Language processing, is the possibility of textual
study by machine. Textual study is currently limited to word
counts, concordances, and (possibly) a determination of
authorship on the basis of such statistics. PIP now offers the
possibility of checking the internal consistency of a piece of
writing; that is to say that it could do part of the job of
proof checking. PIP has been 'trained! to look for
inconsistencies in people's attitudes, A book or an article is
simply an extended expression of one person's attitudes.
Moreover, PIP should not be confused by what is said by the
author and what the author quotes. Zven the wriling of a thesis
has shown this author that it is difficult to be consistent
over six chapters of writing!

When the logic of the whole system has been worked out,
then there may also be the possibility of checking books or
articles for the correct or incorrect conclusions having been
drawn from premises, or of checking whether an argumentvis
circular. There are some books that one can think of which
wvould benefit from this kind of treatment! Naturally,
everything that has been said in this section applies equally
well to conversations, but its use is probably more practical

in the literary field. One does not want to imagine computers
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getting absolutely everywhere, simply to.check on cne's verbal
consistency. lMoreover, some concept of time would have to be
incorporated to allow for people to change their minds; which

is not the case when checking for inconsistencies.

203 What of the future? It was arzgued in section 2.2 of
chapter IV that any positive result from PIP would be a step
forward for AI, since a model of human intelligent processes
does not have to be the process by which human beings actually
use that intelligence. PIP has shown a positive'result. One
therefore feels that a full-scale program, based on PIP, but
expanded to take account of as many of the recommended
improvenents outlined in this chapter as possible, wouvld be a
productive experiment. (Such a program should also model as
much of the Yunctional Theory of Language as possible,) In

terms ¢f AI, two improvements are immediately obvious.

2.3.1 First, although PIP does at the moment learn the
tweanings! of verbs from its users, it merely accepts thenm,
without trying to work them out for itself.ll Slnce human
teings have no way of asking for the 'meanings' of verbs, not
while they are still very young, at least, it seems clear thatl
somes method of enabling PIP to do its own learning and
discovering nust be found. At the same time, PIP currently
remembers the 'meanings' of verbs from session to session, but
not the cognitive structures of the various speskers. This too

11 See chapter 1V, section 3.2.
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could be gltered, allowing PIP to develop'a broader and broader
knowledge of many 'people'!. This would already have been

achieved, had more computer memory been available, but this

particular facility is extremely demanding on memory space.

2¢3.2 The second improvement has already been mentioned in
section 4.3.1 of chapter IV, One important aspect of work in Al
is a search for an adequate model of human representation of
knowledge. PIP does offer a method of representation, but it is
extremely inefficient in its storage of cognitive structures.
If the suggestion made in chapter IV is adopted, that is that
the arguments should be held on one list, with pointers to that
list as part of PIP's model of individuals' cognitive
structﬁres, then a comparatively efficient, as well as
theoretically good model of krowledge representation will have

been constructed.

3. Consecuences for Linzuistics

In section 2.2 of chapter 1V it was stated ‘hat no success
weuld count as proof that the Functional Theory of Language was
the correct theory to describe a human being's capabilities
with refgard to Languase comprechension and production. That
does not mean, however, that no conclusions about Language can

be drawn from the success of FPIP.

L= In the first »rosram, PIP is able to construct a model

of (part of) each speaker's cognitive structure merely on the
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basis of hearing that speaker utter senténces, vhich need not
be descriptive of that cognitive structure (i.e. the sentences
need not begin "I believe that ... " or "I know that ... M).
Furthermore, these cognitive siructures are organized in a
particular way. Each cognitive structure consists of an
attitude marker and an argument. Since PIP can understand what
each irdividual is saying, on the basis of that structure,
there is evidence that this might indeed be the way (or, at
least, one way) that human beings understand such utterances.
A theory of understanding based on such structures might be a
fruitful way to proceed. The second program is also based on
cognitive structures. In this case, PIP generates sentences
representing its own cognitive structure by an approgriate
verb, Again, the iuference iz that a theory of languagze
generation based upon cozgnitive structures might well be a
useful approach to the study of human linguistic abilities.
Both the two programs and the above comments depend on
the nofion of presuppositicne inherent in the verbdb of the
ulterance acting as functions on the attitude marker of Lhe
cognitive structure. One would like toc be able to draw a
similar conclusion with regard to this aspect of FTL as to
cognitive structures., This will be vossible only when it has
become clear that the verbs used by PIP are reasonably easy to
define in terms of the given presuprositions. It was stated
12

earlier that PIP did not discover the '‘meanings' of neow

verbs for itself, but rather that the user wouvld define new

12 Chapter IV, section 3.2, and section 2.3.1 of this

chapter.
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verbs for it. Thus, the problem was not ane for PIP, but for
the human user. In practice, the difficulty hinged not on what
presuppositions should be used tc define any given verb, but on
which presupposition should represent the explicit level of
communication, The verd 'praise" is a good example of this
purely human dilemma, It is quite clear that both RSPONSEL and
GOOD are presuppositions inherent in "praise", However, does

(99) "I praise the bank manager for calling the police

s0 quickly"

mean (explicitly) GOOD [calling the police so quickly] and
merely imply that it was the bank manager who did the calling,
or vice versa? The reader is probably quite capable of
imagining situations in which either possibility would be the
case. However, as soon as one became accustomed to defining
verbs in terms of presuppositiors, it became relatively easy to
decide which presuppositions were inherent in which verbs. It
is therefore possible to draw the conclusion that it might well
be the case that a Theory of lLanguage based on functions of

some kind is worth pursuing.

3.1.1 As a corollary of the above line of arcument, it is also
possible to draw the conclusion from PIP's success that
precuppositions are inceed adequate for characterizing the
‘meanings!' of at least that class of verbs that PIP has
studied.13 The inconsistencies found in the first program

should have been detectable by any native speaker of Znglish,

13 But cf. section 3.3 below.



153

even if the explanation of such inconsisténciea might not have
been expressed in terms of presuppositions. Similarly, the
replies generated by the second prograw are convincing pieces
of English, taken on their own. Verbs are used correctly. Since
they are used correctly only by virtue of the presuppositions
deemed to be inherent in them, one can say that the
presuppositions do adequately represent the ‘meanings' of

explicitly performative verts.

S 2 There is therefore no evidence to disprove the
Functional Theory of Ianguage; indeed, there is much evidence
to suggest that it is worth pursuing. There are a number of
directions in which further investigation might be profitable.
First, coumsider the fact that although explicitly performative
verbs do exiet and sentences are uttered in which they appear,
the vast majority of sentences do not contain such verbs.
Austin 22] believed that all sentences could be 'reduced' to
sentences containing explicitly performative verbs. He did not,
hcwever, intimate how this 'reduction' was to be achieved. It
is most important that this means of reducing 'ordinary!
sentences to those containing explicitly performative verbs be
found. Since PIP has shown how the latter can be understood,
any sentence that is translatable into an explicitly
performative sentence is inhcrently.capable of being
understood., It may be, taking the simplistic approach, tkhat it
is in fact the verbs in other sentences that are themselves
capable of translation into explicitly performative verbs.

However, this ls not the place to discuss such hypotheses.,
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A second area of research would be fo apply the notion of
presuppositicns in reverse, so to speak. Instead of
characterizing existing verbs, it might be interesting and
productive tc 'invent' combinations of presunpositions and see

- if verbs in any language could be found to fit the particular

combination. It is well known both that individual languages
have concepts that cannot be expressed in other languages and
that Language itself is a redundant system. This investigation
might show why languages have concepts impossible of direct
translation (i.e. combinations of presuppositions that have a
representation in one language but not another) and might also
demonstrate yet another area of redundancy (i.e. combinations
of presuppositions that have no known representation).

Thirdly, it has become quite clear that some kind of
syntactic parser is necessary tc any model of Language. Vhat is
not clear is what kind of parser is required either to model
human usage of Language or to enable programs to analyze
linguistic input. Many kinds of parser were discussed in
cnapter II, especially in section 2. At the end ¢f that
chapter, the conclusion was advanced that systeric grammars
were probably superior to TG grammars as far as programuing was
concerned. It might be that they also prove to be superiocr as
far as modelling human linguistic abilities is concerned.

More important than the determination of what kind of
syntax is to bte preferred is the fact that the syntax and
semantics will have to interact in some way. How they interact
will, of course, depend toc some extent on which particular kind

of syntactic analyzer is used. That they must interact has
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become clear over the last few years both.through the
criticisms of TG Theory by the Generative Semanticists and
through the program of VWinograd [89]. PIP's syntactic analyeis
is almost non-existent. Tt merely provides the arguments on
‘which the semantic component can work. Nevertheless, it is
quite clear that for more complicated sentences than PIP
handles at the moment the syntax will have to be far more
rigorously defined in order to continue providing the semantics
with the correct information. lMoreover, at the moment PIP puts
no semantic interpretation on anything other than verbs (one of
its strengths), Some grammatical ambiguities can only be solved
by semantics, especially ambiguity of word class. Thus, the
precise nature of the interaction between syntax and 'semantics
within FTL will have to be formulated.

It is to be hoped that, whatever kind of syntax has been
finally chosen, it will be able to determine the scope of

1! . - 3
% In a recent paper, Davies [17], negation in-

negatives.
Englisﬂ is still considered to be consistent with negation in
predicate logic. It should be obvious to anybody who has read
this thesis and seen the difficulty PIP has wher negation is so
represented, that it is about time some determined effort was
made to formalize the various aspects of negation in Natural
Language and, if possitle, to program them in such a way that
they can be incorporated into any program concerning any part

of Natural langusze. It is important for FTL (as for any other

Theory of language) to explain the concept of negation, or to

e Cf. section 1.1 of this chapter.
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at least pgive some description of its structure within the

framework of the theory.

563 The above section would call for new programming that is
.not present in PIP. However, there are two 'facilities' that
are present in PIP that could be expanded to give IFTL more
senerality., First, PIP's world is one of black and white. It
can apply GOOD and EAD, or TRUE and FALSE (VALID and NVALID in
the program) to an argument; it can, alternatively, retain an
open mind by giving a "don't-know'": but thosce are the only
three values that it can apply. In other words, it uses a
three-value logic. On the other hand, it is by no means clear
that humen veings are restricted to three-value logic¢ for all
the types of presupposition (if any) used by PIP; indeed, there
ie good evidence that many more values are employed. Consider
GOOD and EAD again. Many school reports, for instance, have
categories for describing a pupil's work as excellent, very
sood, éood, fair, average, poor, bad, or very bad. In other
woerds, there is a spectrum of values ranging from excellent at
one end to very bad at the other. Values anywhere on the
spectrum can be picked out and labelled. This argues that there
must be some multi-valued logic vehind at least those
presuppositions other than TRUL and FAISE, although even there
one wonders whether three values are enough. An example of how
this can affect PIP is given by those replies commented by (5)
in the example in cection L of chapter V. PIP is quite happy to
use the verbs "swear", 'state". "assert" and "know" o

represent the cognitive structure given in (1C0).
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(100) VALIDELF [ Agnes is a spy)

Nevertheless, one is not entirely convinced that those verbs
all express (100) with the same intensity. The ABSI system of
Colby and Smith [14]15 catered for different strengths of
belief. Something similar is necessary for PIP,

The second way in which PIP could be expanded would be by
allowing functions to apply to other functions. Thus, it might
be necessary to define a verb in terms of "the speaker wants
that the hearer wants that the speaker intend to do 'x' in the

future®, that is WANTS (UANTH (FuTAcT ['x'])). This is more

likely to be necessary when more is known about the translation
process from 'ordinary' sentences to explicitly periormative
sentences, It is not possible within the current system, nor
indeed was it found necessary. There is, however, no
theoretical reason why it cannot be incorporated into e¢ither

PIP or the Functionzal Theory of Language.

B ‘The world of neuropsychology ie by no means concerned
solely with the lancuage processing parts of the brain,
However, bearing in mind ths comparative ignorance of the
field, as testified by the extract from Luria [51], quoted in
section 4.3 of chapter I1I, and bearing in mind the success of
PIP, it might not be too presumptuous to suggest one or two
areas where neuropsychologists might look for evidence of
vorkings within the language processing parts of the brain,

First, they might try to find evidence for function-like

22 See chapler III, section 5.2.
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Processes. The evidence from PIP would sﬁggest that 1t is at
least a reasonable assumption that people do use such processes
when understanding or generating Language. Should such evidence
te found, then neuropsychologists might like to speculate as to
how such processes come into being, or as to how much of the
process is present at birth,

Secondly, PIP relies on attitude markers %o determine what
people's attitudes to propositions are. The problem is that one
does not know what an attitude marker might look like in the
human brain. Nevertheless, it is indicated that one could look
for such markers.

Further, one has no rezl idea of how the neurons in the
brain would actually combine to furm cognitive structurec. How,

for instance, are they linked? It is possible that attiiu

e!"‘

L

are grouped by sense, or that thesy are 'stored!' haphazardly, in
any pigeon-hole that happens to be free, or that they are
'stored' segqusntially. Is it possible for co;niiive structures
to oveflap? In other words, it might be possible that
individual neurons or groups of neurone 'tzke part in! more
than one cognitive structure. Zvidence of such 2 nature fronm
neurcpsychologists and neurophysiclogists would be extremely
helpful to ¥TL, and even more helpful for a better model of

human cognitive structures than PIP currently incorporates.

3.4.1 As opposed to the waye in which PIP might influence
neuropsychologists, there are two ways in which
neuropsychologists could be of tenefit to F1L., It has been

repeatedly stated that no evidence will ever 'prove' a theory
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correct; evidence can only prove a theorf to be incorrect, in
that it 1s inconsistent with known facts. Thus, paradoxically,
the first benefit neuropsychologists nmight provide is evidence
that ¥TL is wrong! However, the evidence from PIP is that this
is not likely to be forthcoming. Secondly, consider again

16 that

PIP's black and white world. Although it was shown
human beings work with more than a three-valued logic, there
are no indications of how many values are actually used (or
whether it varies from person to person). It would be extremely
useful if evidence could be obtained from the brain showing,

if not exactly how many values, then at least a minimum number

of values with which human beings work.

L, Consequences for the Philosophy of Languzagce

If the inferences that have been drawn from the success of
PIP are valid and if the Functional Theory of language has sonme
claim to be taken seriously by philosophers, then there are a
number of consequences to which those philosophers should apply
themselves. First, the notion that a Theory of Tanguage must be
grounded in a meaningful theory of syntax must be seen as a
blind alley. PIP performs no syntactic analysis, in the
accepted sense of that phrase, on its input sentences. The
analysis, such as it is, is extremely ad hoc, based on no
theory whatsoever; it works simply because explicitly

performative sentences in Englich are constructed in the way

16 See scction 3.3 of this chapter.
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that they are. It must also be repeated here that one cannot
separate a Theory of Language from a Theory of the Use of
Language. Progress in the study of human comprehension of
Language can only be impeded by a belief that there is some
abstract 'knowledge' of their language that human beings
possess, but which does not necessarily help them to produce
'correct® utterances in that language. Thus, the two programs
of PIP both comprehend and generate utterances according to the
same theory, not different ones.

Moreover, the adequacy of both TG syntax and systemic
grammars to describe the grammatical structure of English as it
is used must show that it is not difficult tec find descriptions
sor what Chomsky would call our intuitive knowledge of our own
language., Until such time as neurophysioclogy can determine how
human brain cells are structured and, in particular, what the

connections between cells might mean, then cne is forced to

4

t

7' Lo decide: between

Fd

rely on criteria such as 'simplic

competing grammars. The evidence from PIP is that one does not

e

require a prior notion of syntax in order to set up a semantic
theory. Indeed, it is arguable lthat one should have a prior
notion of semantics before setting up a syntactic theory. Some
languages, Latin for instance, do not have a rigid structural
frame for their sentences. Perhaps the slogan should not have
veen "Linguistic Description Minus Grammar Zquals Semantics”l?

but rather "Linguistic Description lilnus Semantics Equals

Grammar", where "Grammar" in this second case is taken to be

17 Katz and Fodor [33], p. 433,
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that amount of semantically relevant syntactic information,

for example, the scope of a negative particle.

4.l Given that philosophers will turn (have turned) their

- attention to semantics, then there is a further point to be
made, Very little attention has been paid to the verb. lost
semantic theories depend on the noun and noun groups. Yet one
of the 'grammatical truths!'! that most children learn in school
is "every sentence must have a verb", If one is agreed that the
sentence is the unit of speech (Language) that must be studied,
and that clauses in isolation are ellipses for sentences, then
the verb simply cries out for prior analysis. PIP also supports
this view., The only semantic analysis performed is on the verb.
Because of this analysis, PIP can understand Xnglish in any
context, The important information carrier in the sentence is
the verb. language is the means by which human beings impart
information to other human beings. Therefore, rhiloscphers of
Language should study the verb, This is the case, even if one

l.es not wish to defend I'TL.,

Lel2 Assuming, on the other hand, that there is sonme
relevance for Philosophy to be found in FTL, then there are
some questions that need to be answered, First, what
constitutez the set of all possible presuppositions? The set
of presuppositions given in section 3 of chapter III can be
easily divided into nine groups, each of a different type.

Thus :-
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Group 1 VALID, NVALID, VALIDELF, LUAI;IDEF, VALIDBFH,
NVALDEFH

Group 2 CONFDENT, NCON

Group 3 GOOD, BAD

Group L4 WANTS, NWANTS, WANTH, RNVANTH

Group 5 FUTACT, NFUTACT

Group 6 RSPONSBL, NRSPISBL

Group 7 AUTHORTY, NAUTHRTY

Group 8 VALUE

Group 9 PASTUTT, NPASTUTT

Whilst the author is quite prepared to admit that not all
types (or groups) have yet been found, it is by no meéans
admitted that they suffer from Velnreich's disesase of Infinite
Polysemy.la So few groups of piesuppositions have so fer been
deemed necessary by comparison with Katz's semantic markers
that it seems extremely unlikely that they will ever suffer
from tkat disease. Moreover, Austin estimates that there are of
tke order of the third power of 10 (i.e. between 1,000 and
9,999) explicitly psrformative verbs in English (at a
conservative estimate).19

On the other hand, mention of Infinite Polysemy leads to
the second question that must be answered, What is the
inclusion rule that decides what constitutes the set of 2all
(groups of) presuppositions discovered by answering the first

18

Cf. chapter I, section 2.1.2.

19 Austin [2], P. 149.
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question above? Katz's semantic markers were attacked for
having been arbitrarily chosen., At the moment, that is also
true of the status of presuppositions. They have so far been
chosen because they work. That is, however, not totally sound
philosophical reasoning. It might be, for instance, that they
correspond to the basic human emotions or to the basic human
urges. That would be for philosophers and psychologists to
decide, In any case, it is important that some theoretical
Justification be found, That PIP works, that the notion of
presuppositions is useful to a working program to understand
and generate Lnglish utterances, is an indication that there
should be some sound philosophical rcason for their
'existence!,

Moreover, there is an interestinz factor about the
particular presuppositions that have so far appeared to be
necessary., Fhilosophers have written many books on such topics
as truth and falsity, knowledge and belief, ethlcs (morals),
free will, what it is to make value judgements. These are
pi-acisely the points for which presuprositions have besen found
necessary. Thus, there are ethical presuprositions (GOOD and
BAD), there are presuppositions tc distinguish between
knowledge and belief (CONFDENT and NCONF), and so on. Cne
wonders whether this is merely a chance harpening, or whether
this explains why there has been so much philosophical
controversy in these areas. It has long been known that
Language should not really be useda to describe itself.
Dictionaries make a good attempt, but usually depend on some

notion of circularity. If, however, Language is an axiomatic
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system (like mathematics), then one would expect that problems
could be solved by applying theorems to them. On the other
hand, the theorems are built on the axioms, which, being
axioms, cannot be 'proved'; they must be assumed. Thus, all
.problems in Language could be solved by the application of
theorems, or by 'logical! reasoning, except those involved
with the axioms. There, controversy must rage. If they are the
axioms, however, then it is from them that Lanzuage is built,
and it is to them that an analysis of Language must return.

Is this perhaps a justification of the particular
presuppositions used, and a purely philosophical reascn for why

these particular presuppositions should have been chosen?

4e3 At the beginning of the thesis, it was proposed that a
theory based on the notions of 'illocutionary force!
(demonstrating the intention(s) of the speaker),
‘presuppositions! (which, beinz inherent in a vérb, could carry
the iliocutionary force) and fexplicitly performative verb!
(where the illocutionary force is obvious) should be a
profitable alternative to TG Theory as a viable rheory of
Language. Such a theory should also profit the field of
Artificial Intelligence. The theory that has in fact been
developed has required one more hypothetical construct, nemely
the notion of 'cognitive structures!', in which are 'stored' the
attitudes of the individuzl as formed by the presuppositions.
The experimentation in chapters IV and V has helped to clarify
just what kinds of presupposition might be inherent in verbs

and therefore what kinds of intention people have when uttering
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sentences sincerely. lore importantly, the experimentation has
demonstrated that an understanding of Natural Language in any
context can be achieved on the basis of the Functional Theory
of Language, Thus, it can be said that the Functional Theory of
Language has benefited Artificial Intelligence, since context
has previously stopped AI programs from understanding Language
generally, and that the Functional Theory of Language gggg

have a claim to be a viable Theory of Language in its own

right.
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TEST

et

REMEMEER

WRITE

PARSE

(see page 178)

ISHAPPY (see page 179)

RETAIN

| vE
5§ VEOL

=

MEMORY
SJOHN

FILEIR

CHECKELF

FILEOUT

=
e

e i



FINDUTT
FINDVERE

IMPLIES

ISHEG
TENSE
DEFRO

FINDALL

FINDALL

HOVE

RETAIN ——-—-| MZM

moare o
LENSE

WHATELF
CHANGE ~ DELETR

ZQUIV
e - .

WHATPRSP
DIFVE

MEMNELF

bad
H
L |
1%
162
eyl
l 1
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The following functions are ubiguitous:-

APPEID,

STACK, MEMBZR, PRIIST

FINDARG [==={ NzupEL

178
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ISHAPPY i————‘ IMEAN

WHATELF

REZDUCE

DILETE

'‘any presuprosition function! gggg-————{ISKNOTH
NE '

RELEASE

PINARY ——' MEMELF

The following functicns are ubiquitous:--

APPEND, EMPSTACY, MEMEIR, PRLIST
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ce also used in Program 2




AFPEND*
BAD*

BINARY*

. CHANGE*
CHECEFLF
CONFDENT*

DEFVB*

DELETE*
EMPSTACK*

EQUIV*

FILEIN

FINDALL*
FINDARG*
FIXDVZIRE*

FUTACT*

GOOD*

IMPLIZS*
ISHAPDY*

ISJOHN

ISKIOWN

181

puts an item on the end of.a 141t

presupposition.

performs the checking of the attitude markers
for ISHAPPY.

adds the new attitudes for IMPLISS,.

compares PIPTHINK with the attitudes of "John",.

presupposition.

called when the user wishes to define a new verb,

deletes a list from a list of lists.

substitutes personal nouns for pronouns.

dumny presupposition for the verb "implies'.

empties the stack (a POP-2 storage area).

checks the %ttitude markers for IMPIIZES,

reads PIP's attitudes for Program 2 into
PIPTHIXK.

outputs PIP's attitudes for Program 2.

finds all the arguments from the uttaerance.

finds ARG.

finds the utterance from the input sentence.

finds the verb in the utterance.

presupposition.

presupposition.

directs the process of implication.

directs the semantic analysis (see text).

returns the value TRUT, iff "Jokn" is the name
of one of the speakers.

determines NUMS and sets up datza struclures for

new speakers.
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ISNEGH determines if the utterance is negative.
KLEP* keeps the speaker's attitudes, when the

- presupposlition refers to the ADDRESSER.
NIAN* directs the semantic analysis for the explicit
level presupposition.
NEM* returns the value TRUE, iff a list is a member

of a list of 1lists,

MEMEER* returns the value TRUZ, 1iff an item is a menmber
of a list,
MEMEBLF * restores the individual's attitudes to the

appropriate data area, after alteration,

MEMORY* outputs the verbs,

HOVE* Juggles with words to form ARGONE and ARGTWO.
NCOXF * presupposition.

NEG* alters attitudes from positive to negative,

elther if NEGFLAG is set, or if the

presupposition is negative in intent.
NEVWDEL#* if the delimiter is not found in the utterance,

then PIP has found the wrong verb; NEWDZL

carries out the search for a new verb with

the right delimiter.

NFUTACT* presupposition.
NPASTUTT* presupposition.
NRSPNSEL* presupposition,
NVALID* rresupposition.
NVALDEFH* presupposition.
NVALIDEF* presupposition.

NWANTH* presuprosition,



R\ ANTS *
PASTUTT*
PRLIST*
READSENT*
REDUCLE*

RELEASTE*

RIEMBIR*
RETATN*
RSPONSEL*
SETVERB*

SHOW

1387
VALIDEFH*
VALIDELF*
VEOL
WHATELF*

WHATPRSP*

WHOSAID

WRITE

183

presupposition.

directs the syntactic analysis (see text).

presupposition.

prints a list without brackets.

reads the input sentence.

produces the second argument of ARGFOUR.,

resets the attitudes after a presupposition has
referred to the ADDRESSEE,

reads in the verbs and their presuprositions.

remembers all the arguments.

presupposition.

sets up the data structure for VERES.

shows the names of the presuppositions-if the
user wishes to define a new verb and
requires help.

standardizes tenses for comparison purposes.

directs the whole vrogram,

presupposition.

presupposition.

presupposition.

lists the verbs and delimiters that PIP knows.

presupposition.

presupposition,

produces the speaker's attitudes.

produces the implicit level presuppositions of
the current verb,

finds the name of the speaker from the input
sentence,

lists directives to the user.






ARG*

ARGATT*

- ARGFOUR*

ARGONE*

ARGTVO*

ARGUSED*

CHECKA*

CHECKATT*

CHECKEDB*

CONSVERB*

CONSWLD*

DELIIIT*

DESTVERB*

DESTVLD*

DOER*

FACT*

185

contains the name of the lést speaker,

contains the argument following the delimiter.

contzine the attitude marker of the individual
to ARGUSED,

contains the two argumenits of RSPONSEL.

contains an argument.

contains an argument,

contains the argument used by ISHAPPY,

a selector function producing the beliefs of
an individual,

contains the result of applying logical AND to
CHECKATT and MASK,

contains 1398101 modified by the presupposition
under consideration,

contains the result of aprlyinz logical ARD to
ARGATT and MASK.

constructs a record of type "verb? from a
variavle,

constiructs a record of type M"world" from a
variable.

a selector function procducing the delimiter
associated with a verb.

not used (rcquired by the compiler).

not used (required by the compiler).

contains the first argument of RSPONSEL,

used by ISHAPPY as a temporary store of known

facts,



FFNLIST*

FINISH*

FUNC*

FUNCN*

GESAGT*

HOLDELF*

HOLDFC*

EOQOLDFCN*

HOLDEUMS*

HOLDPRSP*

BOLDSAID*

ISAD*

ISADZRR

LASTSAID

MASK*

186

a list containing the names of those
presuppositions that refer to facts.

contains information about whether the program
is to be terminated or not.

takes on the value of the presupprosition under
congsideration.

takes on the name of the presuprosition under
consideration.

a list of argumentis previously uttered.

if the presupsosition refers to the ADDRESSEE,
used to hold the original FERSELF,

if the presupposition refers to the ADDRESSEE,
used to hold the orizinal FUNC.

if the presupposition refers to the ADDRESSZE,
used to hold the original FUNCN,.

if the presupposition refers to the ADDRISEZIE,
used to refer to the original NUKS.

if the presupposition rerers to the ADLRESSZE,
used to hold the original PRESUPL.

if the presupposition refers to the ADDRESSIE,
used to hold the original SPEAKER.

logical variable, TRUZ, iff FUNC refers to
ADDRESSEE,

logical variable, TRUEZ i1ff ISAD is TRUE and
ADDRESSEE contains the word "nothing".

contains the name of the current’speaker.
sks CHECKATT and ARGATT to discover what has

Vesn altered from 1398101.



MEANING*

MFLAG*

MISTAKES*

NAME*

NEGFLAG*

KUM*

NUMS *

PERFORM*

PERSELF*

_ PFLAG*

PFNLIST*

PIPTHI NG

1Ty
WER*

PRESUP*

PRESUPL*

187

a selector fuuction producing the explicit level
presupposition of a verb,

used to keep track of whether ISHAPPY has called

contains the number of inconsistencies in each
utterance.

a selector function producing ths name of a
speaker.

logical variable, TRUE, iff the utterance
contalns the word “not",

pointer to the array VERDS,

pointer to the array SPRAKZRL.

a selector function producing the name of a verb,

used by ISHAPPY as a temporary store of
SPEAKER's attitudes.

logical variable, TRUZ iff FUNC is PASTUTT or
NPASTUTT.

g list containing the names of those
presuprositions that refer to individuals!
attitudes.,

contains PIP's attitudes for Program 2.

2 raised to the power POWLR is added to or
subtracted frem 13%98101.

a selector function producing the implicit level
presuppositions of a verb.

a list ccntaining the presuppositions of the
current verkb.

contains the input sentence.



SAID*
SAVEPRSP*
SPEAKER*

SPEAKERL*

TEXT*
VERBS *
VB*

contains the word "said",

used by MEAN to held the original PRESUPL.

contains the name of the current speaker.

an array of the records of all known speakers
(including "“reality"),

a function producing textual output.

an array of the records of all known verbs,

contains the name of the current verb.
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COMMENT TIH1S Pagk SETS UP ALL VARIABLES:

VAKS YERRS PRESUP DLLIMIY PFRFGKY LESTVERS CUNSVERB:

VAKS S SPEAKER SATD Ve NUM PreSUPL #PUNC LISADLKK;

YARS 0%uuULD PESTWID NAME BFELIEFS ARUFUUR;

VARS SEFAKERI NUNS ARG ADDRFSSct FrrSELF DOEK:

VARS FINISH 1TEXI PIPTHINRKR LASTSAID GESAGIT:

VARS FUNCN PENLIST FENLIST FACT NEGFLAU ARGUSED;

VARS (HECKATT ARGAID ISAD MEANING MFLAG SAVEFRSP;

VARS FFLAG MakK PCLER CHeCKA CHECKs MISTAKES ARGUNE ARGTWO;:

VARS HOLDWUMS HOLDE(F HOLDSALG HULDPKSE AULDFC HULDF(N;

" SURSEACYI%ITO100)%2=>VERGS

O=>1SADERR,

Ue>MISTAKES)

U=>187003

NIL=opPFENLTIST,

KIL=>FF®LIST;

RIL=>GERAGT ]

"NOTYING " =>L4aSTSAID!

“SAJID"~>34a10

"CARRZYONY~>FINISH

RECOADFANSC"ViRE "o [0 0 0 0J)uoPRESUP"DMEANING-SDELIMIT=>PERFORM
«?DESTVERE=2CUNSY U ;

KECONDFNS ("W ARLD™, L0 O0J)=dBELILFS~O>NAME=DDESTWLD=>CONSWLD:

SURSCHELATINTIT e10)R)~>8PEARERL

CONS'HLDU*REALIYY Yo NTL)=>SPEAKERLEY ) ;

PRSTRINGCEICH A COUTE)=2TEX(]

FUNCTTION SETVERE N
VAR [;
1=>1;
At1F T > 4 THEN RETURN
ELSE CONSV RBUNIL NTL NIL,NTL)~2vERBS (L)}
{+1=2j!
GO1G A
CLOSE:
END;
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FUNCTION REMEMOER]
VARS 1 | M CHARREP INLIST ITEMRER;
O0=>1; i
T=>M7
NIiL=>L;
SETVERKCION)
POPMESSIIPTIN HIND))=>CHARREP;
INCHARITEM(CHARREP ) =D I TEMREP
At JITEMREP=DINLIST
LEATHLIST & “ESaihEN 1 l=5 173
GOTO A
ELSEIF ITNLIST = ")" THEN I-1=21/
PF 1 s 4 THEN
L=>VERKES(M) . PRESUP;
POPMFEFSSCILA"CLOSE" J CHARREP L))
REJURN
ELSE GUTO A
CLOSE
ELSFIF INLIST,ISINTEGER THEN L=>VER2S(M),PRESUP;
NIL=>L;
INLIST=>M;
CJTEMREP=2VERGSIM) PERFORY
JITEMREP=DVEAARS(Y) . DELIMIT;
CITTFMREP=>IHLIST
POPMALCLEINLLIST " 5™ o MGOR™ "3 )0,
' “SVERESC(A) (MEANINGT
GNOTO A
ELSE POPVALC(EAINLIST ™"y "GOON"7"2"%))s
L. APPEMD=>L}
GOTO A
CLOSF;
END;

FUNCTYIQN ME40RY]
NARRS T = K]

Twdl;
POPUESSLICHOUT MIND))=>2CUCHARIUT;
16 . CUCHARANT; COMMENT 16 = 8lLax< :
59  CUCHARONTY COMMENT 33 = ;
AfTUE 40> 4100 THes GOTOQ R
FLSELIF VERASCI) . PERFORM = "MIL®™ THEX GuUTC 8 CLUSE;
PRC1):
PROVER=-S(1) EERFORY);
PR(VERRS(TI)  NELINITYE
PROVERIS(]) . HEANING ,FAPRTDLS ,dAD);
VERHS (1), PAESUP=>J]
NlL=->K;
E31E ) HD = “NTLY THEN PR K)
ELSE J HD,FNPROPS NHD:1k=>¢;
o TL=>)
GOTO C
CLOSE:
J+1=->1:
NLCT)
GOTO A,
B1é CUCHARODUT; COMMENT 53 3 ] :
L i o i

PRETER™IND ¢
CHARSUY=CUCHARQOUT;
END;
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FUNCTTION APPEND X XL:
XL<> (X s sNTL) 3
END;

FUNCTTON “YROL:
VARS [:
=]
NLC1)
TERTC'PIP ALREADY KNOWS THE FOLLOWING VERpS:={);
NL(2):

A:JF vERBa(1),PERFORN =
PR(VEZBS(I)  PERFURM)
1§ VERaSCl).DELIAIT =
Sp(s):

PROVEFPRSCL) ,DELIMITY

BeNLC(T) S
1+1=>1:

GOTO A3 ”

END:

"MILS THEN EXETZ

"NOTHING" THEN GOCTO g CLOSE;

FUNCTION SRITES
VARS Q3
NECA) 2
TEXT('plP 1S NOW KEADY FOm USELD:
NL(2)!
TEAT( pD YLU REGQUIKFE INFORMATION?21D:
NLC(Z):
ITEMIEAD=>1}}
NLC2) !
IF w = "NO" ThHEN GUTO O CLULSE:
FEXTCYONLY TYPE SHEM CINVITERLY
NLC2Y:
TEATCVLIE Yol Use 4 VERY THAT P1P pODES NOT wNUWL) S
TEAT(' &ND YOU wgsUIRE HELFIDI
MLCT1)
TEXT.(" THEN Pl a5 TYPE TVHE JURD =“HELP®))
TEXTCY WITpOQUT INVERTED CONMAS)?;
HLC2):
TENT( RPEMEYRER THAT THE VEKB " IMPLLIES™ ONEYEYS
TEXTC(Y REFEeAS 1y JAST VNIETERANCES!L )«

NMLCY) @

TEX Tt 1F YOU W{SH TrE IMPLICATIUN TU HULD LATERIL);
TELTICY THE: NUu MUSTL):

KL(1)?

TERT RETYLE THE SENTENCE WITH “IMPLIES"™ IN [T1):
NL(2):!

TEXT( ' LUHEN YOU wishH 10 FiNIgh tHE SES3ION,!1):
TEXT (" 2LEASE TYye€ PEND,™$27
NL ()
TEXT(! (LITHUUT INVERTEND CUMMAS) FUR YQUR SENTENCE!)S
NLCT)S
JVBOL
NE(2):
DITEXT(*NOW FOR THE FIRST SENTENCEL)]
NIk €525
END?
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FURNCTION READSENTY:
VARS X:
NIL=253
At JITEMREAD=>X]
1F X = "," THEN RETURHN
ELSE S<>[kx%)=>S;
GOTO A
CLOSE:
END}

FUNCTTION WHOSATD]
VARS ¢ X Y.
Sm> |7
ATDESTCL)Y=>L=>X%}
t.HDb=2>Y3
EE Y = SALE THEN 1F W, TLNULE THENS XexSPE AREHS
T o R
ELSELF L, TL, #D & "% JHEN X=)SPRAREN]
neETUwN
FLSETF X = 9% THEN 1, TL. 4=y SREadtay
EAET
ELSELF L. 7L, %00LL THEN RETURHN
ELSE BTN L CLYSES
END;

FURHCTTON 1SENUNUNG
VARS ¢
e
ASTE DATAwORBUSPEALERL(TII) = "WHORLD™ fTHEN LUTI £ CLISES
COMNSWLDISPRAFER , M L)=>SPEARERLCL D ?
Bel=slivgg
PETUEN
CYIF SPEAKER = NAME(SPEAKERL(L)Y THER GUIU & CLUSE:
[+1=->1;
IE 1T > 40 YHEN TEXT('T0G v&uY PEGPLEL):
Ne(1)2
O=>HUMS;
EXIT:
GNTH A
END;
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FUKRCTION FINLUTY;
VARSE 8% X Y3
S=>0;
O=>NEGFLAG;
A:lF g NULE THEN GO0TG D CLOSES
DEST(R)=2Q=247
IF ¥ = 8% 2HEN GOTHD B ELSE 60TV & CLOSE:
BinfL=->§;
CelE QUNUEE THREN GOEC U CPUSE:
' DEST(Q)~>0-~-2K;
U S e R S
R AR J=2x7
GOTO"C;
Dt RLO2) 8
T P HTS SENRECCE 16 ONGHANMATTERA N7
L2y
NTL=>52
END;



FUNCTIOMN FINDVER
VARE 1 L X 2:
=313
VEFRSCIY,PERFURMN=>Z7

ALSw=>| i

BeilF

? - “NIL“ T

DESTCL)=>L~>X;
1§ X = 2 THEN

ELSFIF L.NULL

FLSF GOY0 ¢ cCL

END

FUNCTIONM MEMoER
VaAsS 1 4%
Y=>1+¢

ATEE T NULL THEW

DEST (=2 =204

iF

J.= N TIREN

6COTO A

ERD;

FUNCTINN ISNFG]
VARS L X X:
"NQT =N

'F

F-'it'.""dfk(} eS2

CLNSE ;

EFY!'IR%;
e Qe

HItL=>%;

ESLF

e, ) SR Al T ) B

DESY (v )=>Y->_+

1F

L = » THEN

ELSE S liELr]s

GOTO0 ¢

CLOSE:

END:

B8

HEN NLCTD
TEXTU'PTIE DOES NOT KNOW
NLL2):
NIL=>VvE;
BT s

PAS AT

1=2Kun?

RETURN

THEN T+1=5>7:
VERESCI) .PERFURM=22Z;
GOTU A

USE;

v R

FALSE ERIT:

I<le E£X117¢

TN T=>NEGFLAGS
GOTO G

THEN FLLIT:

G, 0 F
- 0

THIS VEgB1):

\n



FUNCTION OEPKD;
VARS » Q R}
Se>P;

NIL~»Q;

AtIF P _NULL T HEN

DEST(P)w2pP=>R:

Q~»8 EXIT;

1F R = "I% YHEN SPEAXER=2P
ELSEYIF & = “"ME"™ THEN SPEAKER~2>R
ELSFIF & = "YOU"™ [HEN ADDRULSSEE-=>R
ELSELIF P = "WEKFE" THEN "Wad"=>R
FLSETF & = "AM" THEN "1S"=2R
ELSFIF 2 = PARE™ THEN "1Sted>R CLOSES
Q<> LLRYE =203
GOTO A

END;

FUNCTION NEWLEL;

vaves 1,

NUel+q=>13

A1Y1F YEXBSCI),PERFCRM = "NIL" THEN NLCYDS
TEXTU'PIP nOES Nul
NLC2):
NlL=>VB
EXIES
IF VEFBS(I) PERFORM = VB THEN 1=>NUM}
JFINDARG
EX1T:
g =niy
COTO Aj
ENDJ
FUMCTION FINDARG;
YARS L X ¥;
S$=>14
NIL=>4RG]
NIL=>DOFR;
VE#Bg (NUM) CELIM[T=>Y]
AsDFSTCL)=->L=>Xs
1¢ ¥ = VB IHEN GO'0 3 ELSE QUTG A CLOSE;
@elfF v = "NOYHING™ THEN L-=>AKG E«IT]
C11F L _NI L HEN _NEWREL EXITS

DEST(L)~>L~>Xi
IF X = ¥ THEN L=>4RG
ELSF DOFRE>[%x31->DOERS
GO0 ¢
CLOSE:?
END;

FUNCTTION FMPsTACK!
ASTF .STACKLEMGTH =
LERASE ]
GOT1a A
END;

U THEN

EAIT
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KNOW THIS VERGB!);



COMMENT {N THE WEXT 3 FULLTIIONS, THE DECIMAL
COMMENT R = le 57 = B 39 =0 060 =00 s 4 =

FUNCTION YENSE}
VARS L M X Y3
ARG~> L,
NTL=>i;
Ar1F L NULL THEN M=324&0G £XIT:
DEST(L)=>L=->X;
1 X & “DIp" THEN DESTOL) < L=3%;
A DESTUHNKD ]
->Y3:
37:
36
Ye2:
CCONSWORD=2X
“DOES"™ THEN LESTCLI=>L=>ni
X . hESTWDRD?
=2Y
58
Y%i
LLorsLarl=ox
ELSELF X = “DUT TAEN DESTUEY=dL*>K
CLOSE]
ME> (LKL ]mDg
GNTN &;
END;

ELSETF X

FUNCTIOD vOvE £ Y2
Vaus o n R e
X=20L1
1F L. NULL TAEN DOERSSTLYXN]I=DARGT WU
KTL=>A%008F

EX1T;
AsLE LaTL. NULL THEN GO0 3 CLOSE:
[ il B 3
GOTO RS

Sl MDD, OESTW.HO=>p=20]
1F O = 51 THEN “WESE"=-2R
ELSE “WAST=2>F
CLOSE;
X<O>TXRH)COTUYRI=2ARGANE]
I1F NOFER _HD = "N]L® THEN Anu=~>ARGTJD
ELSE DOEuR2(AYL]SOR=24xGT40
CLOSF;
EVND;

CHAGRS, AKE:
e 51 -
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HETTON FINDALL?
VARS A & L b X Yo
JFINDARSG:
IE e = "HILY THEN BEXIT:
+TENSE;
ARG=2>X;
DEST(X)~->X=>Y};
Y.DESTHHNRD=->A;
1F A > 4 TrnkN =383
w>(:
=3
ELSE GOTO V
ClLOSES
IF R = 349 AND € = 45 ARD' D = &t TdE= GUIO W
FUSELF & & 8 A4D.B = 46 Anb € = 437 THEN D
GOTU

ELSETF & = B AtD B = 4T THEK D
C:
G [} ] 1 W
CLNSE;
JERPSTROK;
ARG=2AnCONF
ARG=2AXGT W7
ARG=> 4}
DES T EZ)=3X=00)F

LAY%2)1=>n0Ex
21 X = Nl Y TaEN N L= GTE G

fEonIe™) dSN1LY) J=3aGralts
i
vEST(X)~2K-DY]
V. DESTUNRD =243
IF & > & THEN =>ki
-3
FLESE ENOSTACKS
DOFRSSIAY2)=200ER;
GOTH @
CLBSE?
IE B = %6 AnDI € = 37 THEN
ELSETFE Y = w AND R = 37 THEdN
ELSE LEMBESTACKS
DOFRECS (£Y2)1=>DUERS
GOYO ¢
cLOSE ¢

COMMENT THIS FUdCTION COMTINUESS

PJ
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ITF A € 8 THEN 41;

Lo
39:
A+
ELSETF B = 36 THEM 41:
463
A
ELSE T3
4473
A
CLOSE?

LCONSHGRD=SY]
JEMPSTACK;
Yssym>xs
(AENCEPLIHOLIXA]=DARGEOUF
RETURN:

At TZD0ER2ILDT LARGAT=2ARGIUUR;
1F A € R THEN A7

26;
A=
ELSETE & = %3 THEN L7
; A&
A=-1
EUSELIE 3 2 4A TREN BP;
363
A
ELSE 37
A

CLGSE S

LCONSWIRD=>Y

MOVE (et} ;
EaD;



FUNCTTION “HAIPRSP?
VEKRSCNUM) . PRESUV=2PKESUPL
END:

FUNCTION MEM X Y3
VARE [ J:
Y=313

AYTE 1. dULL THEN fabtSE EXIT:
DEST(I)=>1~>y:
It e0UALCY +X) THEN TRUE EXITH
GOYO A
END?

FUNCTION RETAING

1F MEM(ALRG,GESAGT) THEN

ELSE ARG:+GFSAGT=>GESAGT rLOSE;

JF MEMUARGOUMNE «OFSAGT) THEN

ELSE ARGONy 1:GreSAGI=>6RSAGT CLOUSE!

1F MEMCARGI WO, GFHAGT) THEN

ELSF ARGTWU T 1GESAGTI=2GESAGT CLUSE?
END?

FUNCTINON SHOU:
MARE 5 K
G=>1;
0=21):
FFNLIST=>Y:
NLCY) S
TEYTC'746 FOLLUWiNG FUNCTIGNS REFER
NL(Z !
Aol W NUL L THEN, N G2y

Io

FALTSI=1):

if Jd = 0 THEN GOTO & ELSE EXIT

CLOSE;
DESTF ¢V ) seN =5 K3
1F X = “pUsM?™ THEN GOYO & CLOSE:
PRCX) ¢
[+i~>0:
LESL < 50 THEN Spiy):
GOTQ & CLOSE;
NL(2):
0=>13
G010 4;
B:1OD=>1;
1=>01:
PENLIST=>Y:
TEXT('THE +#DLLUWING FULCTIUNS REFEK
NLCT)?

Ti)

THE

|)

TEXTC'COGNITIVE SIkUCTURES GF INDIVICUALS:=1)

MLy
GCTO A,
END;

200
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FUNCTION DFEFVR]
VARSKR 1 43
ASTEXTC'DO YOU WISH TO EXPLAIN THIS VEKB?7!)]
NLC1)
JITEMREAD=>KS
1F K = "NO" THEN "FINISH"«>FIN1SH;
RETURN
ELSEIF K = Y“YES™ THEN GOTO 8
ELSE TEXT('] BEG YOUR PARDON? PLEASE ANSWER YES OR NOL)

NLC1):
GOYOD A
CLOSE;
BeNLCT) S
TEXTC('WHAT IS YHE VERB IN THIS SENTENCE?L);
NLC1): :
{JTEMKEAD=>VER
0~=>11
Cit¢1=>13
1F 1 > 100 THEN TEXTC('THERE IS NO MURE ROO+4 FOR NEJ VERKS1)I
NLC(2);
PQORRY " =>F1INISH
EX1T:
18 VERASCY) ,PERFORM = "NIL" THEN VI=2VERRSCT) ,PERFIRM;
P=>80M0
GOTU »

ELSE GOTQ € LLASE:

DeMLCY)? Y
TEXT('WHMAT 1S THE DELIMITER IN THIS SEATEACETL Y :
NLEYY:

‘ITEII;?;.'-‘D—)UEA“S(NU.'"}.'.’ELT"IT:
NLCYT)Y S
GeiEXT('"WHAT 1S THE MEANING CFI);
PR(VE) ]}
NLCTDY @
ATENREAD=D>K
1F NOT(MEMRERCY ,,PEULIST)) AND ANUT(HEYRER(K,FFNLIST))
THEN GOYD B CLOSE
POBVELLERX ;2 s "GOON" "5 235
=>VERIS(NUM) [ MEANING
NLC1DY:
TEXT('PILEASE LIST THE PRESUPPISITIONS INHESENT IN 1)
PR(VED S
NLC1) !
TEXTC'PLEASE FINISH THE LIST WwITH A ",%1)]
NL(2)?
NlL=>J¢

COMMENT TH1IS FUNCTION CONMTINUES]



E: . ITEMQEAD=>E
K = "HELp" THEN ,SHOW:
TEXTCYYGU MAY NOW

1F

ELSETE &
ELSELE &

IF

POPVALCIAK, " 1" s "GOON" "]

NOT(AE

NECT) G
GOTO E
CRNONHET THEN GO
e THE N JedyE

CERCK,PENLISTY)

J.APPEND=> ),
GCOTNn £S5
bk S i
PRCX )
TEAX Y S
N TS
ILF VERaS (N MEanIHG = O
ELsE G970

END;

AT A yaLTD 2RE

E

-

CLASeE S

LIST THE PRKESJPRUSITIINS

T E

ReSOANUM) .PRESUF BT T:
At D ATt e R, FENL T
FHEN 6] TO B CLOSE :

X453

SUPRIST T D%ty

NLL™ THES GOTU G

Al
—
-

20

e



FURCTION WHATBLEF?
SPFAKERL(NUMS) ,BELTJEFS=>PERSBLF;
END:

FUNCTION MEMuLF}
PERSBLF=>SPEAKERL(NUMS) ,RELIEFS?
END

FUNCTION DELETE X Y3
VARS L 73
NIL=>L:

AtIF Y. HPD = "NIL"™ THEN L EXITS
IfF Y.HO,ISINTEGER THEN Y=>Z)

NIp=>V

ELSE DEST(Y)=>Y=>7
CLOSE;
1F EGUALCX,2) THER GOTO B CLOSE?
I aHps = MNT L TREN =3
ELSE 2::L=>L
CLOSE;

R:;GOTO A;

END;

FUNCTION EQUIYV A &3
vans ‘1 43
1=>1:
T3>0
Q=>POUER]
I=b>MASK
Digl e IFas Tid BEHENHY
RETURN
FLUSEYE 1 > 1 THEN PUNERSZ2=->POJER;
MASK*&=3YA5K;
INTOF(23PULWER) =2
CLOSE:
LOGAND (A, ¥2SK)=2CHECKA]
I¥ CHECYrA = J THEN GOTO F CLOSE:;
LOGAND (R, MASc )=>CHECKR;
1F NEGFLAG AMD NUTCPUWER =z 4) THEY GUTY E
ELSEIF CHECKP = J THEN 1F CHECKXA = 1) THEN Hededd
ELSE ¢J=2>3

CLNSE
ELSEIF ANOT(CHECKA = CHECKAR) THEN MISTARKES+1=>v[STACES
CLOSE?
¢CO0T0 F;

E:1F CHECKSB = J THEN IF CHECKRA = U THEN ptl=>m
ELSE B=J=>§
CLOSE

ELSELFE CHECYA = CHECKDR THEN M]STAKESSI=->MISTAKES
CLOSE

Feledad>l?
GOTO D;

END;
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FUNCTION CRANGE X ¥
VARSI LMW G
XK. HD=>Jd:
T=>1:
O=>0QNERS
T-2MASK!
Tm>L 3
PERSBLF->Q;
AsTF Q. RD = "NIL™ THEN GOTO 8 CLBSE?
DEST(A)=>0->M; :
TF M,ISINTEGER THeN MeiQ -2M (LUSE
JE M_ATOM THEN GUTU B CLOSE;
ITE EOUAL (M T oYY THEN GUTHO €
ELSENGOTO: ANGCLUSES
BI1F NEGFLAG THEN 159x10T=2>y0
‘I..’.‘S”F\‘IG}!.'Y-);L',:
GNT0 ©
LOSe
IF PERSSLE .0 = "NIL® THEN Js:¥Y=3@RSyLF
ELSE. L ey Sy
VErPEXSS
G USRS
RETURYN;
CIiDEIETE (M PERSBLFD)S
M, ER=2L1
DEEOUTVR W) =3 HL:
IF Op<X3pLE HD = "NIL" THEN M=>PERSHLF
ElLSE %::PEFIBLE=>CERSBLF
CLOSE?
ENE:

LE->PE=SRLF
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FUNCTION IMPLIES?
VARS T 1M X ez
NT L= ;
«DEPRO;
S=>1:
«JSNEG?
|Fl:\'DALl.I"
LJRETAIN:
ARG=>Y
NLCT1D)
ADEST(L)=>=>2i
IF 2 = “IMPLIESY THEN M=DAKG]
2 VENSE ;
ARG=> )1
GOTOH &
CLOSE;
ML [ % 2% =%
GOTC A;
Be®NOT ">\,
1F MEMRER(1,X) THEN
TEAT (" THE LEFT=HANO=5TBE GF AN EHPLICATIUN MUST 8E PASITENEUY:
MLEY Y
YEXT (Y TRY AGAINTD)S
NLCT) g
U")-’-’frrFl.J’tG
EXYLT:2
f=>1:
O=>[ 3§
C10=rMISTAKES ;
I'f -1 = 34 THexN 1F L = O Tel FEartr @, 1) cLysEs
NLCY)
Y T
1F MCTCDATECARCSPEAYERLCT)) = "wORLU™) [hEwn
LE LS ) THEN CTEXY (. Ketty LEOSE:
4
EX 173
T=>KkUMS:
JUHATSLEFS
PERSTOLF=>2.
NIL=>%%;

COMMENT THIS FUNCTION COnTiNveS:
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DETF ToMD = *NIL" THEN GOUYTO E CLOSES
DEST(Z)=>Z=-2M1)
I M USINTRGER Tueh M:rz «2H CLUSE;
e d AToMN THEN GOTUNE [CLLSE
TF EQUAL M, TLe XY THEN CHANGELM Y}

GOTO E

ELSE GOTO ™ CLUSE:®

Es . MEMBLE

bp YISTAGES =0 THEN ey ]

GOTCO o

CLUSE :

L+1=>L;
TEXTLY'EORL )2
PROSPEACERL (NUMZY MATE)D ]
1¢ MISTAKE = } THEN TEXTLY THERE wad A4 [INEOXNSLISTES~CYL)
ELSE ThEATHD THERE «FREV)

PREMISTARFES ;]
TEXTC! INGUNRSESTESCLES )
CLNSE;
I1¢1=->1;
Govn C;
ENDS



FUNCTION
VARS Q3
JREADSENT;
IF S B0 =
CWHOSATID!
IF HOT(SPEAKER =

PARSE ;

"EMD" THEN EXIT:

LASTSAID)

THEN LASTSAILD

207

-> ADDRESSEE:

« ISKNOURK;

1g NUMS
CLOSE
JFINDUTT?
IE S.NULL THEM GOTO R CLOSE;
+FINDVERB;
If VB = "NILE" THEN GOTO H
ELSEIFE YR = "IMPLIES™ THEN JIMPLIES?
NLCT)
EX/ 1T e
X:LF NOT(S,HD = "I") THEN
TEXY('AN UTTERKANCE MUST BEGIN WwITH
NLCE) :
GUOTO R
CLOSE:
o ISNEGS
DEPRO;
«FINDALL?
1F Ve = "NIL® THEM GOTUL H CLOSE?
JHHATPRSPS
RETURN;
RETEXTC'LO YOU HISH TO CARRY ON WITH
NLC2) !
c JTEMREAD=X04
1 Fon s AYESHT U HEN GO TG 2
FLSELF @ = "nw0"™ FTHEN TEXTC'O.K,. V7
- NLCT)
TEXT(' THANK 70U FOR THE
NLCY)
“EINISH"=>FInISH
RETURN
ELSE TEXTC'PARODON?L);
ML CYs
GOTN K3
CLOSE:
He, DFFVES
IF FINISH = “ELNISH® Taed GOTO £
ELSEIY FINISH = "SORRY" THENM GOTU X

GOTY 43

2eNLCY )G
YERT L' O, K, V)3
NL(1)

KeTEXT (' PLEASE TYPE Tnt
NL(2)?
BPAGATNT=DFINTISH]

END?

SESSIIN,

NEXT SENTENCEILD:

# O THEN GOTU R CLOSE
i

THE WORLS™ENT) ]

THE TEAT2L) S

GUODRYE, ')

CLEgSE}
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FUNCTTION MEAN:
PRESUPL=>SAVFRISY]
(AVERAS(NUS)  HEANMIRGEL)=>PRESUPL S
T=5MFLAGS
LISHARRPY;
SAVEPRSU=>ERESUPL
c=>MFLAG
EnD;

rUNGTION BRLLST LIST;

VARS X ¥}

LI ST =Y

1F Y, AT ToEn PROY) EXLTT
AIDESTIY)Y=DY=2X]

PROX)

1F Y. 4D

GOTNH A
END;

EES

X

"

Ea EXIT

PUNCT a4 SEDUEE LISTS
LAaRSs L 43
2y WD 0
i i A S S B Ll
1F ROT (N GUSEOMPSRTGY THESS TEATUMEL L EGAY ARGFIRT ] 3
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FURCTION HINARY:
VARS X N E I LOuLT
IF PERELAG = "®WILT THEN GOTO A
FLSFEIF PFLAG THEN RETURN

ELSE GOT0O J CLOSE:
AtO=>0L00p;
(=2 POWEDT;
I=>MASK;
f=n7i
RiLOGAED(PHECKATT ;MaSK)Y=>CHECKA;
FE CHEGCRA = Z THES GG C GLEaSE:
LAGAMNDIARGATTY s MASY )=>CnECKE §
I'E CHECKE = 2 THEA : -
1F CHECKATT < 13701ul THEY ARGATI=2=24PHAT ]
ELSe AFrULATI+Z«2duAT]T
CLOSE;
GOTH W
FLSEIFE CHECKA = CHEDYXS THESN GOTY
CLOSES
JIMUSTAKESH] =2 S5TAKES]
T=>dL000;
NLCTY?
16 HbtNG = 8 FhbEN TEXTE! Py AEANINSSG 9F 1):
GOUTO D
Ctost
YEXTO'A PRESUPFOSTITION OF 1)
DePRCVE);
TEY 7.0 18:=101):
Np ()
SRS
PP 1S40 THfN PROROLDFCY)
ELSE PR(FUNCND
CLnSES

COMMENT THIS FUNCTION COnTINUESS



IFE RELA

ELSELEF

EhRE S E

fs

= 00 THEN
16. CHARUOWU)
26 . CHAROUYT
264 ,CnArOUT
PROARGUSED
16, CHARDQUT
25 . (HAROUT

DAREHR = 10

16, CHARDLY
24 CrAADUT
PRLIST(hut
16, CHARGDT
?B_ £ u AkQUT
IF MEGFLAG
PRLISTULARD
16, CHAKOUT
25.CHAROUT
MEGFLAG Th

CLNSE:
ERCARGUSED, TL):

1F NEGFLAG T4
CLOSE

CLUSE

NLCT) ;

IF MEMIER(PUNMEN (FFNLT

TEXT TS |

FELRSE TEXTLC'THIS IS

TEXT O A A BN
PR(SPELAXEL)

ELOREL
NL(1):
1F PFLA

Fs
141

L

FLIE EXIT;
Weif JLudp

EuStlE
ELSELF

ARCGATT->AR
lF ."F'*;-lo:"?(;'thlJF

ELSE IF

1

-
-

T-F%
QE= & "NIL

Jele = = Yo

~C A

TS LT ) Y B

FALT 9B =

ELSF 2%0JU3SEnD:
CLR S
FACT=,3PE&RE S

CEDNSES
RETURN:
CiDOIERY2

-

= 2 U 5

TNTCEC2 2P0 1§ ) «D>.27

MASY «
GOTD R}
END;

4

=>%A3r ;]

; COMMENT
; COMBENT
' COMYENT
)

0
L

COMYENT
ThEN
'
R);
;

i COMAEnT

THEN TEXTCY w7 l) CLUSE

):

.
L]

Em 1A, CHAROUL S
4« UHARROUTY
JEXT LY NOTL)

Eiv 16, CHAROUTLZ

2. Curhkouy

{
S

LS aTTITUDE UF

HEN QT Kk

" JTHEN

ul |
PHE IS TS et LT h 1)3
i

5

[ats ]
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= BLAKNK H
= X H

= { H

= :

= 7 -

'

AN YOTCEGQUAL D UE N s ANGUSED

IENCGOTE J  CLESE ]

e

HELST) TREN i ek saliE
2

ELSE
AKGUIED
CLuSES

val s
< THE LF

*MTLY THEN ARGUSEL=>FACT

sEACT=>EACT

LCA e BEL VEERS

{5 =
¢lusE

.

Y -

PREVIQUS FAQT L)

NTLT THEN
>PEASZLF

tPEh~alb=2PEv32LF
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FUNCTION T1SHAPRY]
VARS 2=V 20l Y RDLDZS
Or>d;
IF MFLAG = 2 THem GOTO A
ELSEIF MFLAG = 1 THEN GOTH C
ELSFE .MEAN
CLOSE:

As1F FRESUPL.KD = “NJL"™ THEN GOTU O CLOSE;
C:NIL->PF1 AG:

130R8101~>CHECKATYT]
JWHATRLF?
. SPFRAKERI (1) BELIEFS->FACT:
DEST(PRESUFLY~ L PRESUPL=3 FUNC;
IF FUNGC = "NIL"™ (HEN "VTHERE"=2fUNCN
ELSFE FUNC.FNPROPS Hp=3FUNCN
CLOSE? ?
IF MEMRERCFUNGCN«PENLIST) THEN PERKSPLE=>Y ]
ELSEIF SMEMEFRCFUNCN(FFNLIST) ThenN FACI=2Y
ELSE PRIRFUNCN)
TEAT(! WOULp APFEAR TU BE AN INVALID PRESUPEOSITION!):

i G
G070 A
CLOSE:

FUNE  FNPROPS , TL.HD=> 13
1F £0UAL CASCONE rAZUTHUN) THEN 1=2y (LUSES
EE E S "pue Taex AkGed¥

*-L‘ir!; 1 = “AK‘_‘T'J.‘A.&" ]P{'_\l "--‘-‘(JJ'.‘"‘-‘I.
El}rz: 1 B mRRG T ineEN ArBL A -3k
ELSEI+* 1 = “ARGUNSEE" THEN IF J = © THEN AHGONE=>X:

Y=}
APPENDCFUNI , PRESUPLI)=DPRESUPY
ELSE ARODTWUu=2K:
U=2J
CLNSE
EL3FLIF ! = "ARGFOGR" THEN ARGFIUN ,RED'LE=>2
ELSF TEATC PRYG-AMNING ERKQUF])}
N2
X LTS
LE ¥ _HD = “NIL® TMEN GUTO A CLOSE:
FUANEC . FaPROSS (KD =» 2@
IF 2 = “"PASINTT™ R & = ANPASTUTTY THEN Xa>ARGUSED:
«FUNC=>PLAG]
BINARY:
GUTO A
CLOSE;

CUMMENT THIS FUNCTION COLTINUES:



2le

FEIF Y.MD 5 "NILY THEN GUTO E CLUSE?
DEST (Y )~2Y~=>23
I'F 2, IS ENTPGER THEN Zyry 22 CLUSES
1F Z.ATOM THEN GOID E CLUSE:
JE NOYC(]1 = "ARGFJUR"I THEN GOTU B
ELSEIF 7.HD = 1397077 THeN
ELSELF 2. HD = 1399125 THEN
ELSF G070 F
CLCSE:
Z=>ROuD27;
2. HDis s (REDURELZ . T =025
IF NOSCrQUALCL YL X)) THEN GOTO F GCLOSE:
IF 1 = "ARGFOUR"™ THEN KOLDE=>2 CLOSE:
1F MEMBPROFUNCH PENLIST) THEN DELETECZ PERSBLF)=>PERSRLEF
ELSE DELETEC(CZ.FACT)~2>FACT
ClLOSE:
2..:._!, I:'.'L',[jn.‘E[):
G0OT0 G;
EtIF 1 = "ARGEFOUR™ THEN ARGFOUUR=>X
CLISES
1308401+ 1XK~-2ARGUSED;
O FLING?
IF 1SADFRR = 1 THEN Q=D>I1S5A0ERR;

=

GOTO A
CLOSE:
FUMCN.DESTYORD;
wERASE S
o K

LEMPS FACK:

EE 1 = &0 TNEN garl 2
ARGUGED HD->ARDAT [ ;
BIMNARY;
cOT0 Aj

1F MPLAG =
MISTAKES=>"
G=>%ISTAKES
K€1)

LE N = o0 TeER TR UL e 1)

l,'[(I}J
ELSEIF ¥ = 4 THEN TEATct*THERE WAS 1 INCUNSISTENCY)):
TEXTAY N Thal UViIlExANGE:);

o
e

1 THEN EXIT:

L2
ELSF TEYTC('THERE «E<El 22
PRCY) ;
TEXTC(Y INCOMSISTENCIES IN THAT UTTERAMCEIL):
ML(2)
CLOSE:

END;



FUNCTTON ISJnHN:

VARS, T
Fellaip 6 8
A'IF I > 40 THEN FALSE:
Re luan
ELSEIF NOTC(SPEAKESLOI) ,DATAVORpD = "WURLD"™) THEN FALSE;
RETURN
ELSFIF SPEAXERL(L)NAME = “"JUHN" THEN 1=>NUMS;
TRUE
EX1T:
S G
GOTO A;
END !

FUNCTION FILELIN?
COMDILECPORMESSCLoUIN PLPglLE.)):
END:

FUNCTION FILEQUT?
VALS Jiat?
poprvgsSsclc nUT vi2gLFli~>ablcHAROUT,
PRSTRINGOXCLUCHARUUTZ)=3QUT,
PR(DPIFTATINEYS
CUT'=>p1P KINN:) S
NLCT )
PRCTERATN),
CHARQ:i | ~2C' CHARC.T;
END;
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FUNCTTON CHELKBLF:

vaRs ¢ OLd ER LJARG LPARG M Nj
PIPTHINK=»1P;

WHATHLY S

PERSBLF=>LJ

SUF L JGHE 5 “NELT THEN EXITE

DEST(LYY=>L1=>N!
TF M_ISINTEGER THEN Ms:lJa>M;
NIL=>LJ
CLOSES
1F M HD = 1397077 THEN GOTO ¢
ELSFIF M HpD = 13599125 THEN GOTQ C
CLUSE;
M.71=>LJARG:
IF LP-HD = "NIL" THEN M3:PIPTHINKR=>PIPIHINKS
PIPTHINKR=2>LP;
6GO0Tn A
LEEOS B
DEST(LP)Y=>1P=>N;
1¢ N.ISINTEGER TxurhN Ne:LP=2N;
NIL=>L¥
CLOSE:
IF N . HE = 13G7Q077 THEN GOTU 3
ELSEIF n HD = J359%72> THEN GOTN B
CLOSE:
N.YL=>LPARG?
LEF NOTCrUUAL (LIARG oL PARG)Y THEN 6010 8 cLOSE;
Qe>A]STAKE ~;
EQlilvimM . HD .n HDY=>13
1F MISTaAaKE: = § THEN DELETE(N,PIPTHINK =P PTHINK;
I=>N_hD:
N3 PIFTHLIAN=2PIPTHINK
CLUOSE?
2IP TR N =2 P
aQ D AL
IE AP na & “NIL™ THEN Me3pIRPTAINK=2PIPIHINK:
PIPTUINK=2LP:
cofo A
: CLOSE;
DEST (I PY=>: P=2¥N,
IF M_ISINTrUER THEN NisLP=2N;
NIL=2L¥
CINSE;
IF N D = 397077 THEN
ELSEIF N, HD = 13991¢5 T1HEN
ELSE CGOTO ¢
CLOSE:
I1F NQTCFQUAL(M.TI HOenNTL.KDY) TAEN GOTU C CLJUSE:;
LE ROTCEQUALEA T . DilehaT i BEY) TweN GOTO & CLOSE:
PIPTHINY=>LP]
GOTO 4;

END?



FUKCTION KEER:
FUMC<>HOLDFC:
FUNCN=>HOLDFCN;
NUMS=>HALDNUMS
PERLSRIF=2HULDBLF,
SPEAKER-DHULDSALD:
PRESUPL=>Hul pPrSP ]
IF ADORESSEE = "nOTHINGY THEN (O=->15AD:
1=>1SADEKR
MISTARES+ )1 =>rISTAKES!
NLCT)?
TEXTC'THERE 1S NG ApDRESSEE FOR TH1IS SeNTeNgEL):
NLCY)
FRIT:
ADDRPESSFE->SPEAKER]
«TSKNILN;
NfL=>BRESUBL;
1=218A02
END:

FUNCTION RELFASE?
0~>1840
HOLDpPRSe=>RESUD) 3
SPEAKFR-DADDRESSEE;
HOLDSAID=> PEAKEN;
HOLDRLF=>Pr&SBLE:
HOLDNUMS=20UMS g
HOUDFCA=>F ACHN;
KOLOFC=>FULC

END:

FUNCTTION MNEG:
VA~S Q;
DOIFELEy =3P IWER;
INTOF(2+P0x R ) =D
CHECKAT (+G=>CHEnATT:
ENDS

FUNCTTON PASTUTT:
1F MES(ARG SED,G-SAGT)Y THeN TRUE
ELSF FPAISE CLOSE:;
END:
FRFSUTSTEPEL"HASTUT £ % =s ¢ ENL LS TS

FUNCTTON MPATTUTT:

1F .PASTUTY THEN FALSE

ELSE TRIUE CLOSE:
END:
FENLISTSO A PASTUL ™ X e FNLES T

FUP;.:T’]'Q_\. i'UH’-“.‘;
END;
FENLISTSO X " nuMMY " L V=D b FALIST

215



FUNCTTON VALIDRBRLF:

0=%P0uER;

LHECKATY = 4. #5 CHECKAT TS

IfF MEGFLAG THEN NLG CLOSES
END:
PENLISTS>UI%"vVALIOBLE"X)=2PFNLIST:

FUNCTTION NVALIDBF:
VAKS Q:
«NVALTODBLF;

IF MNEGFLAG THEN INTOF(Z2TPNWER) =24
CALCKATT=Q=>CHELKATT

ELSE . NEG CLOSE:
END:
PENLISTLS>IA "NVALIGAF"%)=0pENLIST:

FunCrtios vALID?

1F MELAG = 1 AND MEMBES (VALID2LF,SAVERASP)

216

THEN GO1J A

ELSETF “FLAG = , AND MEdBpr(varlpgle,P7xeSUvLl) (HEN GCTU

CLasE?

ROPVAL P Al [IDRLFH, eaacaa oy
IF MELAG s 1 THEx SAVEPESD, AP
ELSE PrESUVEL AP SND=3PRESUFL

CLUSE !
END

ERERLP ST (XAVALI DR Y-S E XL ER TS

FUKCTION NVALLIDS:

LE MEd- = Alg MEMBERQ(NYALIDAF,SAVERPRSP)

TR s
AD=2SAVEPRS

THEN GOIQ 34

ELSFEIF 4FLAG = 2 aND MeMBER(NVALIOBFePRESULL) THEN GOTO

CLOSE !

POPVRLCIR " HVALLOAE o222 "GODN" ;" K1)
IF MELAG = 1 THFw SAVEPRED,APPEND=2>SAVEPRS 2

ELSF PRESUCYL ,APHiIND=2P<ESIHIPL
CLOSE;
A NVALTDAF;
END,
FENLAST<o 082w VALIG 2 )=>FFNLISTS

A

A
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FUNCTION a0O0N:

2=>POMER}

CHECKATT = & =»>CHECKATT!

IF NEGFIAG TYHEN _NEG CLUSE;
END:
PENLIST<>[%"600D"21~>PFNLIST

FUNCTION PAD;
VARS Q3
Loutip;
1F NEGFLAG THEN T1NTOR(29POWER) =24,

CRECRATT=0=>CHELKALIT
ELSE JKEe6 cLDSE:
END?
PENLISTS> 4 "wAD 4 1=>PENLIST

-

FUNCTION rQONEFEPENT;
b=>PNAER]
CHECKATYT = 48 =3 CHECKATT
END?
PERNLISTSO IS "(ONFDENT "X m>pPEnLIST S

FUKCTTIQN NCONF;

JCONFDENT;

LNEG?
END;
PENLIST<>LY"WCONF " £1=>PFEnNLIST:

FUNCTTON FUTWCT:

h=>PlHAER}

(i I Al A 2 L T T AR AR e )\ B

if NEGFIAG THEN .Ngw CLOSES
END:
PENLISTSO Y™ s UTAGCTY "%l P NETST 2

FUBCT TGN MEUTRCT:
VAIS v,
AT ACT
IF NFGHFILAG THEN INTOFCetPOwERI=2Q!
CHECKATT=Q=>CHelKAlT
ELSE NEG CLOSE:
eND?
PENLISTC2LX"NeUTAGT "2 )=>FFENLIST



218

FURCTION HANTSS

Byt OWER;

CHECKATT=284~SCHECKATT;

IF HEGFLAG TYHEW .NEG CLOSES
END?
PERLISTS> LE " WANTE " 2 1=>pFENL]IGT?

FUKCTTION MWANTS?
VARS @,
JWANTS
JF LEGFLAG THEN INTOF(Z21PNVER)=20Q;
CHECKATT=0=>CHELKATT
FLSF .NEG CLOSE?
END: .
PENLISTE O ITA"NWANTS "% )=2PENLLST

PUNCTION RSPONSBL : )
IF MFIAG = 1 AND MEMBE<(VALIDSLF,SAVEPRSP) THEN GOIU A
ELSFIF HMFLAG = 2 AND MEMBFERC(VALIDBLF (?RESUZL) THEN GOTO 4
CLOSE?
PORPMAL CUX AL DRI ES, TV g UoN"; " " X)d
18 MELAG = 1 Thnen SAVEPRSPLAFPEND=2SAVEPRSY
ELSY PRESURL.AFPEND=2PRESUIL
CLusE:
At10=->PUVER;
CHECKATIT=Sn24=2CA LY AT
1F NESFLAG THEN .xkG CLUSE:
END?
PELLISTA2EL " SSpONSS L L= dpENLESTS

FUNCT 1O
VASRS 2Q;
If MFLAG = 1 AND “MEMREXK(NYALIDRF,SAVEPRSP) THEN GOTD &
ELSELS MELAG = 2 AND MeMBER(NYALIDAF, 7KESUPL) THEN wOTO 4
CLOGSE!

POPVALCLX"NVALLuGr" 73", "GUON",";"4AJ);

IF MELAS = 1 THiEa SAVEZISPAPPEND=2SAVEPKRS S
ELSF "'.".i—SU-‘-‘[.A}:‘ub:\'[)-)p,‘&bu,st

CLOSE S

AL REPOMSMET

1F NEGFILAG THEN INTOFCZtPOWER) =2G:
CHECRATI=p=>CHELKATT
FLSF _NFG CLOSE:
END ;
PENLIST<> (%" RSPNSHRL"Z)=->PENLiST;

MRSFASRL:



FUNCTION VYALIDBFH;
+KEFP:
1f 1SAD = 4 TBEN EXI T
VALIDALF?
PRESUPL.APPEND=>FRESURLS
cISHARPYS
RELEASTKH
END ?
PENLISYO A" VALIDBrH X )=2PFNL])ST;

FUNCTTON nNVAIDBFH;
JKEEP:
TF ISAD s 6 THEMNM EX[T:
NVALIDHEF]
PRETUXL.APPEND=>PKESURL;
JISHARPRNS
«RE [E";E:
END:
PFNLISTC>LL"MVALUBREH L 1=>PFNLIST

FUNCTION JANTH
JEEER!
lF 1SAD = 1 THEN fFRLITS
WA4TS !
FRresurlL AP+FND=>r ESuUPL;
«159A°PY]
+RELFASE]
ENits
PENLISTSO{X"wANTA 21 =>PFaLISI?

FUNMCTION “WACTH;
JEEEPR;
1P ESAD = 0 THEM EX1T3
NWAMTS
PRESYCLLAPYEND=>PESUDL;
<ISHAPPY ]
LReVEAINFS
END:
PENLISTSO IX"aAVANT Y "2 ]l=>pPEaLTST )

[

19
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[VALIDRLF ARGTHREE)=DVALIDBLF, FNPROPS?
[NVALIDBF ARGTHRFEI=>NVALIDRF,FNPKORS;
(VALID ARGONE)=>VALID,FNPROPS]
[NVALID ARGONEI=>NVALID,FNPRUPS;
(GOOD ARGI=>GO0D,FNPROPS:

[BAD ARG)I=DUAD,FNPROPS!

[CONFRENT ARGTWU)I=DCOMEDENT , FNPKOFS]
(NCONF ARGTWOI=D>MCONF FNPRODS
(FUTACT ARGI=>FUTACT,.FNRROPS]
[NFUTACT ARGI=DHNFUTACT,FNPRRNOPS]
[WANTS ARGTWOJ=2JANTS,FNPROPS
[NVAMTS ARGTWOYI=>NWANTS,FNPRURS;
[RSPONSBL ARGFOUK]I=>REPONSUL,FNPRUPS]
[NRSPNSBL ARCFOUR J=>NEKSPNSBLFNPROPS
(VALIDEFH ARGIWO)=SVALIDLFH,FNPROPS
[NVALDRFR ARGTWOJ=>NVALDHEH FNPROPS;
[WANTH ARGTUWO)=D>YANTH,FNPRNORPS;
[NUANTH ARGTAO)=>NWANTA, FNPRUPS
[(PASTUTT ARGI=SPASTUTT.EFNPENPS
[NPASTUTT ARG I=>NPASTUTT, FNPKOPS
(DUMMY ARGI=>DUMHAY.FNPROPS]

FUNCYION TEST:
VARS L ™}
.Rri'.'.f..’dﬂfﬂ:
«MHRITE:
At ,PARSE;
IF S.HD = "END" THEM GUTO F
ELSELIF FIMISH = "FINISH® THEN GUTD F
ELSEIF FINISH = "AGAIN" THEN T"CARRYORT=>FIXTSHG
GOTU A
ELSETE VB = MIMPLIES® FTREN® (RETATIAN]
GOTO A
CLOSE,;
PadMFLAG?
JISHAPDPY:
RETATIN
SPEAKER=>LASTSAID;
GOTC 4,
F3s . MEMORY
1E L ESTORNCTHEN SOPVALCIEY ™y TRl FlINS 07 S "a0pe N Ti se 1) ;
PORVAELGCEA Y "y "CRECSalLE Y Y 1 e " GUONS 2 s WL § )2
POPVAECEA . " SETLEOUT e T a " GOON" 21 "2 1)
CLOSE
NLC2):
TEXTC('THE ACTUAL NUMBER OF COMPUTER wyQRDS )¢
TEXTS'USED ON THIS FUN WAS:=();
NL(2):
PR(CNREUSEN)
NLCX)?
3 4 i I I
END;

COMMENT A CALL OF o FEST WILL STaART THE PROGRAM:
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ASTON UNIUERSITY G3 Y77 HBAUGT4

09« 4550~ LUGIN MOPJINDF, : 55P0424

TYPE PAaSSUlRD«- '
STARTED 5520424, MOPJINDF, BAUGT4 09.46.20 TYPE3MUP
09. 46228+ PIP

PIP IS NOw READY FUR USE
D0 YOU REQUIRE INFORMATION?

« YES

UNEY TrPE WHEN INVITEDR

IF YOU USE A VEEB THAT PIP DUJES NOT XNOW AND YOU AEQUIRE HELP
THEN PLEASE TYPE THE wORD “HELPM WITHAUIUT INVERTED CHIMAS

REMEMBER THAT THE VERE M"IVMPLIEL™ UNLY REFERS TO PAST UTTRRANCES
IF YOU wISH THE IMPLICATION Ti HOLD LATER THEN YU MUST
Ny

RETZPE THE SENTENCE v I'TH “IMSEIES™ 1IN T

WHEN YOU WISH TOD ¥INISH THE SELSION, PLEASE TYPE END"
CWITHOUT INVERTED COMvAS) rilik YU SENTENCE

READY XKNii%S THE FUOLLOWING YERB
SV EAE THAT

INTEND TO

STATE [HaT

BELTEVE THAT

ASSEHT THAT
GCANF 1iM IHAT
TS

ACCIISE ik

PRATISE FOR
QUESTION WHETHES
PROMISE T

WaANT T0O
PRESUME t THAT
DENY THAT
aFe I THAT
Bl.AYE Fii



CNNEESS
REPRIMAN
WISH
PLEDGE
ASH
IMAGINE
GUESS
ARQUEST
DOUBT
ADMIT
COINGHATU
INDICT
PARDON
THINK
LIWE
DISLINE
PUNI SF
DREAD
LOVE
HATE
SUPPIOSE
WINDER
GRANT
SUGGEST
DECLARE
HOLD
MATNTALN
SURMISE
AEFUSE
SUSPECT
PROCLATM
VO
PROTEST
CONTEND
cLalM
DISBELIE
REJECT
RAEFUTE
WANT
ACOULT
nEPIacH
REPROVE
DI SAPPI
APPRIIVE
CNNDEMN
ADUYNCATE
COMPL IXE

THAT
FEOR
FOR

Fiin

THAT
THAT
THAT
WHETHER
THAT
N
FOR
FOR
THAT

FOR

THAT

THAT
VHETHER

THAT

e

Fln

POz
)

0y

OB 54
THAT
N
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~ WINFLATION IS EVIL IMPLIES |

FO2 JOHN THREZE vas 1 I\Ir‘n\tala'i‘mcv

« ANNE SAID "I SUPPOSE THAT

eV e

Meie

< MONEY IS5 TRHEZRFOIE THE

I’E\‘ﬁ!..ﬁﬁ.:'i:‘ﬂf U8 MUST BE SIDPPED"e

A00T OF EVIL® SALD BOB.

s
i

20OT OF  ELaTIDS.

THIS SENTENCE 15 UNGRAMMATICAL

I Y0 W1sHd T0 CARSY oM W ITH

- YRS

£8P TS




Wy MAINTAIN THAT CldzET

& ot

CONMPEITITION SALD ALICE.

THIS SENTENCE I5 UNGRAMMATICAL

M YOU WISH TO CA3RY O WITH THE TEX

« RURP
PARDON?
b0 YOU WISH TEXT?

T0 CARRY ON WITH THE

= YHES

et
PLEA NFLT

w
S T

THE

YA

. HATE I EATRY

ttI

bt el s
e fpe o M

NG

i

E{ G

NtY

« JNHN Sa1Ds Bl DENY THAT COMBETT T 1o NECES ST
D.:;.
- i OTHAT COMEETITION I8 NUT NECGRISA
-
I S NEEESSSRT I
NVELN S AT I e s
THAT UTEERANED
20 G0l A I e
REVIGUS ATTITUDE uF
G2 SHEST 45 1 INCDNSI STHEDY IN THAT UTPEaaNCE
I ERMPREREIDIAN PRI ESSE IPETI TION 15 NECESSAN .
e X
« NP ADUOCATE THAT CON IINION- L5 NECESSARY
THRE MEANING OF  ADEIGATE, I33-
GOOD E‘"“‘ qEmmr T 1S NEEESSAL
TET s Gl N & b b ; s

el = iy

TION O
[ Cia2l

FNCIRS

225
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= GEDRGE SAID "I COMPLIMENT PIF ON ITS ASTUTENESS'™
[lele

; Wl SUGGEST THAT WE CHANGE THE SUBJECT'™ SAID HARRY.
0. K.

« T DISAPPROVE 0OF HUNTING FOXES"™ SA1D ROY.

Ne¥a

« JOHN SAID "1 DESPISE PEOPLE FOR GOING FOXHUNTING".
PIP DOES NOT KNOW THES VERSB

D0 YOU WISH T EXPLAIN THIS VERB?
= YES

YHAT 15 THE UVERB IN THILS SENTENCE?
~ DESPISE

WHAT 15 THE DELIMITER IN THIS SENTENUCE?

= FOR

WHAT IS5 THE MEANING OF BESPISE
« BAD

f}

=t
il e
k!
ot
e

=

Sy AT
PLEASE
PLEASE

DESPISE

THE FLLLO

COGNITIVE

13 T T ARFEI HE
ST {UCTURES OF INDIVIDUALS:-

VAL IDBLF NVAL IDBEF cuoD BA&D CONFDENT

T AT e
LN 10D

e

NCONF FUTACT NFUTACT WANTS

RSPONSHL NRSPNSEL VALIDEFH NVAL DBFH WANTH

NWANTH

".’f_]i] ‘”\V NOW LIST THE PHESUPPOST TIONS
o SPONSHL.«

Jeie
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~ BARBARA SAID "I RATHER LIKE HUNTING FOXES".
00 MANY PEOPLE _

D0 YOU WISH TO CARRY ON WITH THE TEXT?

- YES

DeXe
FLEASE TYPE THE NEXT SENTENCE

« "I LIKE HUNTING FOXES" SAID HARHY.
D.K'
« JOHN SAID "I DENY THAT INFLATION MUST BE STOPPED".

THE MEANING 0F DENY IS:-

NVALIDBF L[INFLATIO MUST BE STOPRPED]
THIS IS5 INCONSISTENT WITH A PREVIOUS ATTITUDE OF JOHN

THERE WAS 1 INCONSISTENCY IN THAT UTTERANCE
< HAREY SAID "I DISLIKE HUNTING FOXES'.

THE MEANING OF DISLIXE 1S:-

NWANTS [HUNTING FOXES]
THIS IS INCONSISTENT WITH A PHREVIOUS ATTITUDE DF HARRY

A PRESUPPOSITINN OF D

BAD CHUNTING FOX

THERE WERE 2 INCONSISTENCIES IN THAT UTTERANCE
~ END.
THE ACTUAL NUMBER OF CO4PUTER WOHRDS USED O3 THIS 2UN wAS:-

10.30«25+ LOGTUT

MAXTUMUM ONLINE BS USED R¢
/1043041 129 FINIBHED ¢
JIB COST= 902:UNITS LEZT 190492
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GHAR

THOUGHT

PARSE (see page 178)

ISHAPPY (see page 179)

RETAIN DM

————

T

WworT

ANSWER ——— CLARIFY ——

FINDXN.

EWV

INCLUDES

"HADPRSD

e P a';

ce 179)

DISFI.AY

INCLUDES

CLARTFY — FINDNZUV—] ANVP 5P —| HASARG
COMPART

230
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ANSWER
ANYRESP
CHAT

CLARITY

COIXPARE

DISPI AY

FINDNZWV

1AS ARG

INCI.UDES

e3e

replies to a question.

tries to find DOERELF.

directs the whole program.

constructs the sentence using NEWV.

returns TRUS, 1ff ISHAPPY produces zero MISTAKES
for a putative NEWV,

tells the user of inconsistencies if no sentence
can be constructed from the verbs that PIP
knows to explain its attitudes.

tries to find a verb to express PIP's attitudes
to the arguments.

returns TRUE, iff PIP has an attitude to some
argument in the sentence.

returns TRUZ, iff one list is part of one other
list.

replies when PIP agrees with, or has no

attitude to, ARGUSED; else calls CLAFRIFY,

—

sets up the data structure for TAG.

outputs PIP's attitudes.






CFLAG

DOERELYF
HASELF

INITTAG
NEWV

OFFENDER

PRESUPM
QMARK

SUESCRTAG

ld

ﬂ
SAN

MInsDADOm
TEMPARG

TESTATT

a3k

logical variable, TRUE iff PIP is trying to find
a NEWV,

contains PIF's idea of DOER,

logical variable, TRUE iff PIP has some attitude
to the arguments of the input sentence.

constructs a strip of tags from a variable.

contains the name of the verb used by PIF ﬁhen
generating its own utterances; it is set to
zero if no verb can be found.

a list of those presuprositions indicating
attitudes to the input utterance where PIP
disagrees with the user.

a list containing the presuppositions of the
putative HIZWV,

logical variable, IRUE iff the input is a
question,

a function for referring to the sﬁbzcripts i a
strip of tags.

an array oif tags.

used by FINDIEWV to hold the original ARGTVO,

used by ANYRESP to test PIP's attitude to

RSPONSEL or FRSPNSEI
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COMMENT TH1IS PAGE SETS UK ALL VAKIABLES?

VARS VERRS PHRESUP CELIMIT PFRFORY DESIVEKZ CONSVERR:

VARS S SPEAKFR SAlD YR NUM PRESUPL FUNG 1AG MASBLFE TESTATT:

VARS CFFEMDE= PRESUPM COWSWID DESTWLL NAtie B+ LIEFS TEMPARGT;

VARS SPFAYERL NUMS AKG ADDRESSEE FERSBLE DUOERN NEWV PIPTHINK:

VARS FINISH 1FXT GRSAGY WMARK SUSSCRTAG INIT!IAG DOERULF!

VAES FUNCN PEKLIST FFEALIST FACT MNeGFLAG ARGUSRED CFRLAGT

VARS CHECYATT ARGANT JSAD MEANING “MFLAG SAVEPRSP ARGFOUR;

VARS FFLAC MASK POWFR CHECKA CHECKR MISTAKES ARGONE ARGTWO:

VARS w0OLDpNUMS HOLDeLE HOLDSAID HOLDPKSP HULDIC HOLDFCNS

* SURSCRPCEINIT (10U Z)=DVERIS !

STRIPFNS("VE.RTAG" ,3)=>QUBSCKTAG=~>INITTAG]

SUBSCRTAGIXINITTAG(IVN)IL) =>TAG]

0=>M1<TAKES:

Q=>15,01

(=>CFLAG;

NIL->DENITIST:

NIL-SPENLIST:

RIL=->GESAGT:

NIL=>30FR3LF;

"CARPYON"-2FINISHT

RECASNFNSI™VICR", (0 0 0 Q))-2PRESUP=I>MEANING=20ELIMIT=2PLREORY
«>DESTVERB=>CU:NSVERB

KECORDEXNS( WORLD" .00 0J)=>8FL1EFS=>NAME=2DES TWLO~>CONSULD?

SUBSCERCLIPIT:) %)~ FFAVERL;

CONSWNI DO " YEALLEY Y sl L)=>0PEARERL(Y) ;

CONSUALDE 21R" yNTILI=>SPEAKERLC2)]

PRSTSINGCICHARQUT T ) =D TEXT ]

FUXCTION SETvFRE N
VASES [:
i3 -
Ate 1 » % TegN ReTUEN
ELSE COASVeo®(NTL NIL NIL,NIL)=2VERBS (1)
I+1=>;:
GoTC =
CLOSE:
END

FUNCTION SETTAG AN
VAeS I,
1=>1:
AtIF Y > N ThREN RETURN
ELSE N=>TAL{I1);
T+«i=21:
GOT0 A
CLORE;
END?



FUNCTIOGN THOUGHT:
COHPILECPOFMESSC CDIN PIPRLF)));
END:

FUNCTION READSENT:

At

VARS X;
NIL=->S;
O0->QMARC:
WITEMREAD=>YX;
IF ¥ & Pa" THEN 1->0MARK:
RFTURN
ELSELIF % = "." THeN RETURN
ELSE SO ACKI=a8s
GOTO A
CLOSE;

END?

FUNCTION

-

BiIF £ a1 (XL,L)

INGLURES &« ¥
NMAR'S L ¥Lhat L@
X=>XL1?
Y=>vL:
1E XL LUENGIH 2>
KL LENGTR=>15%
e L o= O JHeN TEXTIVYERROR
NLC1)
CLOSE
(Xvi, wDrn)=>L:
YL Til=2yvL3
[= Y=ty
IF 1 = 0 THEN
EESEF Ny [X/t HDXY=>L7
YT L=y
GOTO &
CLOSE:

YL.LENGTH T

L FE O Mils SN
Lt Loyt HhNl=2>1:
Y ST~ s

GC1G B

END:

MEN

[N

FALSE EXUF:

INCLUDESE) S

YHEN TRUE pXIT:
TneN FALSE eXIT:

as?



FUNCT1ION PARSE;

R

H

F4

-~

-n

VARS J L 03

JREADSENT

1F S.HD = ™END™ THEN EXIT;

LFINDVER®

I1F vB = "NIL"™ ‘THEN GUTO H

ELSEIF v = “IMPLIES"™ THEN ,IHYPLIES)

NECYD
EXIT:

S=>1;

DEST(L)=>L~>J}

IF J = "YOU"™ TheEN IF QHARK THEN “PIF"=>SPEAKEK]
CIJORN"=>ADDRESSEE}
2=>HNUMS

ELSE NL(CT1)}
TEXT('] CAN MAKE UP MY ODunN MIND THAKNK YOUL):
"AGAIN"=2FINISH;
NL(Z)
EXITY
ELSEIF J & "1™ THEN "JOHN"=»3SPFAYER;
"P1P"=2ADDKESSEE ]
E=>nNUMS

ELSELIF L, HD = "NIL"™ THEN NL(2):

TEXT('PLEASE TALK ACOQUT YOU OR MEL):

MLCT)
" 6UTO K
ELSE GOTO A
CLOSF!
‘IQFFG:
«DEPRO:

CFINDALLS

16 ¥a = "NIL" THEN GOTO0 H CLOSES
ARGIWO=>TEMPARGT ]

JUWEATPRSP]

RETURN:

TEXT('nn YOU WISH TO CARRY ON WITH VTHE TeXV1?21)]
L C2) 8

CITEMEEAD=> 4,

1F Q = "YES" THEN GOTOQ 2

ELSELE Q= N0 THEN TEXT IO 501) :

NLCT) !
TEXT(!' THANK YOU FOR TnE SESSIOMN, GUUDaYE.!):
ALCY) .
SEINISHT=>EInlSn;
RETURN
ELSE TEXTC'PARDUNDY )}
NLC1) e
GOTO0 K&
CLOSE:

LDEFVH]

TE FintsH = "EIalsH™ THEN COTU 2

ELSFIF FINTISH = “SORKY" THEN 6219 X CLUSE;
GOTO A;

NALCT YE

TEXT G0, Re11;

HLCT) S

TOXYC'PLEASE TYPF THE HNEXT SENMTEANCELD]
NLC2):

"AGAIN"=>FIKNISHh?

END



FUNCTION BINARY]

Dz

VARS! ¥ 2 JiLoger;
1F PFLAG = "NIL" THEN GOTQ A
FLSFIF pPFLAG THEN RETURN
ELSE G©OTO J CLOSE:
O=>JL00p;
O0=>POWER}
3=->MASK
1=>2:
IF DOERALF,NULL THEN DOER=2Y
ELSE DOFRBLF=>Y CLOSE;
LOGANDCCHECKATT JMASK)=>CHECKAS
IF CHELKA = Z THEN GUIQ € CLOSES
LOGANDCARGAYT r"IASK)=>CHECKE
1F CHECKR = Z THEN

IF CFLAG THEN 1=>MISTAKES EXIT:

239

IF CHECKATT <€ 1596101 THEN AKGATI=Z=>ARGATI
ELSE ARGATTHZ=2ARGATT

CLOSE 3
GOTO H

ELSEIF CHECKA = CHECKB THEN GOTO M

| fi b § 0

IF POWER = 10 AAND MOT(FQUALC(Y  ARGUSED,TL,HD))
THEN GOTU E

CLOSE;

MISTAKES+]~5"MISTACES;

IF GELAG THEMN EX1T:

1=>JL00PpR:

FURC, FYPROPS , TL. NP2 cOFFERDNER=POFFETER]

1F OFFE4DER,HD = "PASTUTT® THEN OFFLAGER, TL=>0FFFunce;
MISTARES=T1=3"1STACEDS
CLSEIF OFFEMDER,.HD = "WPASTUTT™ THENL UFFENGEX, TL=>2

MISTAKES=T =>4l 3T ARES

CLUSE;
1 NUMS = 2 OR GMAREK JTHEN EXIT:
NL(T)
IF RNELAG = 1§ THEN TEYT('THE HMEANIAG OUF 1)
GCOTO D
CLOSE;

TEXT('A PRESUPPOSITION OF 1)
PRCVR)

TEXTC' 1S:=1);

NLC1):

SP(5):

1F ISAD THEN PH(HOLDFCM)

ELSE PRCFUMCH)

CLOSE;

COMMENT YHIS FUACTLION COMTINUESS
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o

1F PFLAG = 0 THEN 16,CHARQOUT;
26,CHARQUTY;
24, CHAROUT ;
PRCARGUSE=D)
16, CRAROUT ;
25.CHARQUT :
MISTARES=71=>“ISTAKLS
FLSEIF POWER = 10 THEN
16.CHARQUT ;
24 . CHAROQUT?
PRLISTCARGEOUR ,HD)
16.CHAPQUTY
26, CHAROIUT ;
IF NEGFLAG THEN TEXTU(' NOT1) CLUSE;
PRLISTCARGFQUR,TL,HB);
16, CHARQUT
¢S.CHAROUT
ELSE IF NEGFLAG THEN 156,CHAROUT
24, CHARDUT
FEXTC oNoT L)
CLOSE;
PRCARGUSED,TL) ¢
IF NEGFLAG THEN 16,CHAROUT
2S5, CHARUUT
CLOSE y
CLOSE:
NLCA )Y !
1F MEMRER(CFUMCH,,FFLLISTY) THEN
TEXTCUTHIS 1S INgUNSISTENT olin A PREVIOUS FalTi)
ELSE TEXTCYTHIS 1S INCONSISTENT #ITH A PREVIJUS ATTITULEL!)]
FEXT YN OF YOURS e lidid
PR(SPFAKERL(S) ,HANE)
CLOSE:
NLCT)YS
1fF PFLAG = “NIL"™ TheN 60OTD W
ELSE EXIT;
HelF JLUOP THEN
ELSEIF DOE= = "NIL®™ THEAM
ELSEIF POWER = 10 Wb HOT(FGUALSCY:2anGuUSED.TL.KHD))
Tilgny GUIL J
CLOSE:
EflfF ROT(NUMS = 35) OR OMARK THEN EXIT;
ARPGATT=SARAUSED,HN}
IF MEMBGERRCFUNGN,PFHLIST) THEN [F PERSBELE,.sD = "NIL" T4cN
ARGQUOEU=DPES NS (F
ELSE
ﬂ.l-?hu.fﬁl’_lv': :;’F:'\ELI'>;}E‘-—:€|_;
CLOSE;
JMEMELF
ELSE IF FACT.MD = “"NIL" TREH aRLUSEL=>EACT
ELSE ARGUSED:sFACT=2FACT
CLNSE:
FACT=>SPEArERLCTY.RELIEES
CLOSE:
RETURN;
CiPOUER*Z=>PNUFR;
INTGE(2TPOUER) =22
MASK *» 4 =>MASK;
GOoTO B3
END;



2l

FUNCTIOM [SHAPPRY]
VAKS x v 2 1 4 HOLDZ]
Q=S
1F MFLAG = 2 THEN GOTOD A
ELSFT1# MFLAG = 41 THEN GOTO ¢
ELSE .MEAN
CLORE
ped p PRESUBE Hp = “RILY THEN EXLTS:
NIL=>PFLAG®
1362101 =>CHECKATT!
LWHATR RS
SPEAKERI (1) BELIFFS<>FACT;
DEST(OPRESUPL)Y=>0ORESUPL=>FUNC;
1E FUNC = "NIL"™ THEN "THERE"=2>FUNCN
ELSE FUMC,FNPRO#S HO=>FUNCN
CLOSE:?
IF MEMgeRC(HUNCN,PENLIST) THEN PERSplLE-2Y0
ELSETIF MEMRERCFUNCN,FFNLISI) THEN FACT=2Y
ELSE PRCOFUNCNDG i .0
TERTC' WOULD APPEAR YO gE AN INVALID PRESUPPOSITION!)
NLCT)
GOTO A
CLOSE?
FUNC,. FNPROLS ,TL.TE  BD*>13
IF eQUAL CACGONEa3GTW0) THEN 1-2J) CLOSE?
IF 1 = “ARG"™ THEN ARG=>X
ELSEIF I =2 “ARGONET THEN AFPGONE=2X
ELSETE | CARGTyYO" THEN ARGTAU=2X
ELSEIF 1 "ARGYHREE"™ THEN 1F J = U THEN ASGONE->;
1=->J;
APFENDCFUNL ,FRESUPL)Y=»PRESUPL
ELSE ARGTIWO=>X:
N=2>J
CLUSE
ELSELE I =2 “ARGFOUR™ THEN ARGFOUR.SEDUCE=MT
ELSE TEXT('PROGRAMMING ERRORID;
pLee)
EXIT?
EE X oRD = "NIL® TeHEN GOTO A CLOSE:
1F FUNCN = “"PASIUTT™ AK FUNCN = "NFASTJIT™ THEN X=>ARGUSED;
cFUNRC=>PC | aG,
.RARINARY
GOTU a

L]

1" n

CLOSES

COMMENT THIS FUNCTION CONTINUES?



eie

FLIF Y.HD = “"NIL"™ THEN GOTO E CLODSE:

DEQT(Y)=>Y=>71:

IF 2. 1SINTHGER THEN 2:1:y=%2 CLOSE:

IF Z.ATOM THEN GUTO E (GLOSE:

IF MNOTC1 = "ARGFOUR™) THEN GOTO g

ELSELIF Z.HE = 13972077 THEN

ELSFIF 2.HD 15991 25 THEN

ELSE G070

CLOSE?

Z=o>»ROLDZ;

LoDy v CREDSCECL L TL) Y =»dl

IF NOTCEQUAL(Z2,. Y1 .X)) THEN GOTO F

ELSETLF NOT MFMBFROFUNCN FFNLIST)) THEN 1->HASBLF CLOSE:
IF 1 = "ARuFNUR™ THEN HOLNDé=>2 CLUSE?

I1F MOT(MUMS = 35 DR OMARK THEN

ELSFIF “EMACRCFUMCN:PFNLISTI) THEN DELETE(Z:PERSARLF)=>PERSALEF
ELST DELETF(2:FACI)=2FACT

(v o
-

CLOSE :
2=>ARGUSED:
G0TD G
ESLE OFLAG THEN 1->818TAKkES EXIT:
1F MLiMS =3 2 OR amake THEN GOTD2 A CLUOSE:R
IF 1 = "ARGFOQUR" JHEN ARGECUR=->X CLOSE:

1302131 1 X=~>ARGUSED;
g% FONES
FUNCK. DFESTYORD:
JERASE;
->17
+EMESTACK?
B s g THEN BRIl
ARGLSED HD-D>ARGET T,
LBIMARY
GOTO A;
END:



FUNCYIOY HASAKG LIST;

VARS Y 7;

LIST=>Y¢

Y. RFDUCKE . HE=>Y ]

1F FOUALCARGSY) THEN TRUE ELSE FalSt (LOSE:
END?

FUNCTION ANYRESP;
VARSI L x ARA BBO!
NIL-SAAA;
DOEP->RRB}
+WHATRLF;
PERSALF=2L¢ .
AYIF L.Hp = "NIL" THEN FALSE EXIT?
PESTC(L)Y=>|=>X:
IF % ISTHNTHEGER THEN Xssl=>x CLOSE;
1F ¥ ATOM THEN GO0 A CLOTE: X
IF X . Hip = TESTATT AND HASARGU(A.TL) THEN GO0 & CLOSE:;
GOTN A
BYx N2y
Y.HDO=>DOERFLFs
1F FRULGIV (O FReDORABLE) THeN GOTU A CLUSE:
DOERRLE=>A«GFOU= WD}
CiIF Ran MD = “NIL" THEN DOFKBLF<>AAA~2ARGTWU
ELSE DEIET: (PBB WD, ARGIWUYJREV-PALAS .
RBR,TL =886,
GOY0 o
EEOSE:
TRYUF
END;

FUNCTION O™t ARE;
VAKS KOLDPHSP;
PPESUFSL=YH | DPHSP !
PRESUPM=->P<ESURIL
1=>CFLAR}
O=>MFLAR?
O0=>MISTAKES:
e ks i
0=>TFLAGS
HOLDPHS D= RESUR !
IF MISTAKES = U 1HEM TKUE

ELSE EALSE

CLOSE;

END:
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FUNCTION FINPNEWV?
VARS 1 ¥ L M N S KOLpNUM.,
O=~>N: .
NTL=>L3:
NUM=>HO| DNI i
OFFENDER™>x
A11=>1;
IF | = "RSUONSBL" THEN DUOFK=>ARGFOUR, ML}
TEMFARGT =5 ARLT w0
ELSFIF (. = “NRSPRSBL" THEN DOEH~>ARGEFUUR,HD;
TEMPARGI=2AHG T WD
CLOSE?
DEST(K)=>K=>L1
I8 L = "NRSPNSBL" THEN 139707/~>TESTATI;
IF _ANYRESP THEN “"RSPONSBL"=>L
ELSE GOTO A CLOSE
ELSELIF L = *RSPONSBL®" TREN 1373128~>1&Es5TATT:
IF ANYRES? THEN "KRRSPNSBL"=>L
ELSE GOTOU A CLOSE
CLOSE:
BelfF VERPRS(1).MEANING = "NI|" THEN GUTO € CLOSE;
1¢ VERBSCI) , MEANING. FNPROPS . HD = . THEN GOTO D CLOSE:
1+#1=>1: ' §
1F 1 =< 100 THEN GOTA B CLOSES
Crlf X, HD = “NIL" THEN M=>Ngwl¥;
1F NOTYY = ©€) THEN TAGIN)+1=31AG(N) CLOSE;
HOLDONUM=- 2N

EXdTS
GOTN A;
DeVEFARSILY ,PUFESUP=>PRESUKM;
‘—)l_ll\-;
1F .COMPARE NOT THEN IF [ < 100 THEN [+1=>p:
GurTo &
ELSE GuTY ¢
CLOSE
LLOSE;
LF TAGGE) = 0 THEY Y=>TRGLlY:
I=>NEWV
HOLDNUM=ONLINS
RETUKN
ELSEIS 1 = 190 THEN IF TFAGUIQL)ISTAGIN)Y ThHEN
TAGCIULU)+1=2TAG(1NY):
100=>NFwy
HOLONUS=>4uM;
_ RETIRN
ELSE GOTG C
CLOSE
ELSFIF N = 0 THEN [=5N;
[+1=21:
GOTO B
ELSE -TF TAGCI)<QTAGCN) THEN T->N;
JEI»>1 3
GOY0 B
ELSE T¥%¥=>13
GOTYO H
CLNSE
CLOSE?

END:
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FUNCTION nISPIAY;

=

L ]

VARS L}

1=>CFLAG}

2=>MELAA!

O=>NEGFIAG!

O=d>myQTAKES:

[zvALIDRLF L )=>PRESYUPL

LISHARPRY,

Nm>CrlaGg;

IF KOT(MISTAKES = 0) THEN GOTO A CLOSE!

TEXT{'ON THE CONTRARY, 1)

IF NUMSEs 2 THEN TEXTE'I |2
ELSE-TEXTELYOU 1)

CLOSE::

TEXT('DY BFITEVE THAT )

PRLIST(ARG!WO);

NLC2):

TAGUL) +1=2T4G (4!

RETURY;

'1F CMaRY THEN TEXT('NO, THERE )

FLSE TEXT('THERF 1) CLOSE:
1F MISTAKE® = 1 THEN TEXTC'IS 1 PLALE )
ELSE TEXT('ARE!);
PRIMI-TAKLS)
TEXTLY PLAUES (1)
CLOSE:
TEXT ¢ 'NHERE )
lF NUMS = 2 THEM TEXTCYD plSAGREE 1)
ELSE TEXTCYYO1 ARE HNCONSTISTERT..V2
CLOSE! ,
NE )¢
SpP(e2)™
LF NU4S =,z THEN TEXTOIMY 1)
EESE TEATLAYOLIR 1§

CLOSE ¢

TEXTC'COGNITIVeE STRUCTURE IS THE FOLLOWING:+i)3;
RANET Y 3

!F (“FF:‘_PE_—.UD = "I"[L" Trir\d NL{‘J F‘ITI‘

DEST(OF"ENVFR)-MIFFENDER-S LS
POPVALICIXL v "o GOON™ ¢ ¢ "X 1) =517
I

LENPRODOS , TL.HD . PR

16 . CHARNUT;

24 ENBROYT
L,FNPROAS, FIL TL HDN=D>L}

1F L = "ARGEFQUK™ THEN "ARG"=2L
ELSFIF L = "ARGIHREE" THEN "ARGIWO"=>{ CLOSE!:
POPVYALCTXL, 1" "aCON" "1 7% )23

s PRELS T

16.CHARAUT

95 . EHAZIUT;

NL(¢1):

GO0TH D3

END
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FUNCTYION CLARTEYS

VARS L Sl
JFINDNEWY
IF NEWY = 0 THEN TF NEGFLAG,NIT THEN GOTO €
ELSE +DISPLAY
EXIT
CLOSE
S=>13
NLC1):
IF QAMARK THFEN TFEXT('NO, 1)
ELSEIF MUMS = 2 (HEN TEXT('FOR MY PART, () CLOSE;
IF MUMS = 2 THEN TEXTCYI L)
ELSE TEXTO'YOUL)
CLOSE:
IF L HD = "JOHN™ OR L,HD = “PIP™ OR L,HD = “DO® THEN
ELSE PRICL MDY CLORE:
VERPS(NFUYV) MEANING FNPROPS  TL TL . HD=>SL;
I1F SL = "APGFUOUR™ THEN “"ARG"=3>SL
ELSFIF SL = "ARGINREE" THeN "ARGTWO"+*>SL C1LOSE:
POPVAL CTXS L i ntn 00" s Y ) =SS
PROVERSSINFUV) . PERFORM)
1F DOERaLF, NULL THEN 1F DOER,NULL THEN
ELSEYF INCLUDESCpIER,SL) THEN
ELSE FRLISITCQUER)
CLOSE
ELSELIF INCLUDES(NOERBLF+SLY THEN
ELSE PRLEISVCDOERBIF)
CLOSE®
IF DOFXALF AMULL . NDT THen KETAIN CLUOSE;
1€ VERBSUINFWVI PFLIMIT = "NQTAING" THEN
ELSY "PROVE<RS(HNEwy) DELIMIT) CLISE:
PRI S Gs1y
NL G2
TETUERN;
f=%0FLAGT
2=>ME AN
Qu>Mp8TaKES S
[YNVALITBFY]=>2prESUPL?
S ISHARPY
O=>CFLAR
1F NOTC#1SiAKES = U) THEN 1->NEOGFLAG!
UedMISTARES:
+ANSWER
EXIT:
NL(1):
IF NUMS = 2 THEN TEXTC('] 1)
ELSE TEXTL YO V)
CLOSE;
TEXT('DO NCT BELTEVE THAT.):
PRLISTCARGT VD) ;
UL
TAGCAI+ T =274},

END



FUNCTTON ANSWER:
M
IF MISTAKES >

VARS T L

S=>|7
NLCT1)

0 THEN

X:JF OMARK.NOT THIY

ELSFEIF MEGFLAG

CLOSE:
Y:lF NUMS =

cLose;

I1F NEGFIAG NOT

I L Hp =

G

oTo Y

THEN TEXT('NO, 1)
ELSE TEXT('YES. 1)

2 THEN TEXTCYILY
ELSE TEXTC'YOUL)

ELSE PRCL,.¥D)
TEXT (' NOT 30}

GOTNH R
Rel¥r L. HH =

“JOAN"

ELSF ©oxXfL.HDp)

R:PbR{VR):

THEN GOTO
“JOHN* OR L,HD
CrOSE S

R Lo HD

GLOSE?

VEERS(MUM) .DELIMIT=>]

IF ] = "NOQiHING"

AIDESTGLIwDL ~5M)

L M N

1F NOT ("

1F pOER NUL L
ELSETIR INCLUDESCDUER L)

EX1 1

1)

THL‘.’

THv N

ELSH SR11ST(D0ER)

CLOSE:?

LE Xotria

PRLIS )

ML 2y
END?

\"’E,

THE

THEN

N

'

LC2)

it

1"

CLOSE
IIPIPH

b

Vig=>I (LIS

FAEN TEXT('PROGRAM

GOTO A CLOSE;

PRCTD

THEN

CLASE

~CLARIFY EXIT:

.
’

THEN TEXTU!

0Ok L,nD

E3

ERROK L)}

" [‘U "

247

poi)

THEN GOTD

R
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FUNCTION PEPLYS
VARS L;
2=~>NUME;
C=>HASALF}
O=>4FLAGG
«WHATPRSP
NLC1):
JISHARRY
VERABS (UMY MFANING, FNPROPG , HD=>L;
1F HASARILF AAD MISTAXKES = 0 THEN GOTU H
ELSETIF HASELF THEHR GOTO K
CLOSE;
If L = "GOND" THEN TEXTC(YQUED FORY);
PRLIST(DUEK) ]
HLCZ)Y )
RETURMN
ELRELIE L = 2ADY THEN FEXIU“TRAL4T 'S «RUNG UEL);
PRLESVCDSER ) &
NLC2Y 5
KET e,
ELEELE 1 = IR SPD SR MR ER S GO G
ELSE THEXTOIYHAY 1S INTERESTING);
NLC2)
EX 1T
G UWAARTVwoD;
1F VYEMIe2(5U00,PRESUPLY Tuewm "5UnpTe=d(
ELSEIFR 1EM-ER(aAl PRESURLY TAEY “add"~>L
ELSE ™MO"=>|

CLOSE:
GOYD F;
HelfF L = “WANIS" TagEn TEXTC(VI WanT THAT JLO V)3

HLE2) !
RETURY
ELSE  IESmE ] abkERe . )
G010 F
CLasEa
Ceolp s 0uTEng walAGREE, ) ¢
JELARTEY
END;



[VALIDELF NVELIDPF ARGTHREE]I=>YVALLIDBLF,FNPRO®S
(NVALINKBF VALIDALF AKGTHEFE)=>NVALIDRE, FNPRQES

(VALID NVALLID ARGONE)=>VALIR.FAP<URS?
[NVALID VALID BRGUONgl=dHNMALYTE , ENPROPS
[GOOD BAD ARG I=2H000,FNPROPSS

[BAD GOUD ARG I=~23AD,FNPRVES:

[CONEPENT NCoMF 22GTWO)=>CNNFRENT, FAPRDDY:

[NCONE COMEDREAT 2RGTWN]=dNEONE (FSPRIPN]
[FUTACT NEUTATT A4G1«dFUTLEY [ AP UPS]
ENFUYACT FUTACT 220G =>vFUTALT  FuaRDIBS;
(HANTR NJANTS ARGTW))mdWl ]S FvP<URS
(NAAMIS QAT ARGTW]=dNGANTS, FYPRUPY;
[RIpi.S8L N SR
{NKSPFYL Sz R
(VALIDZEn A
(NVALORE~ VA
LYANT M NANT
{NWAYTH JANT

i
L
. (5]

FONIML ARGFQURI=DNRSPNSHL

=

LIN&FEA ARG Tulr]=shvalnasFn,

e ERGTUA =Y AT R, FRPRUPZI]
W ARGTNN ) =dNUALTE VORDPS ]

F

L

(PASTYTT WPARTUTT A-g)j=>FASTUTT gNPROFS
(NPASTUTT FAATUHTI SaGi=> PARTUT FUPR L

{DUM Y NUAMY AL ]=DpHUMAY  Funkyp

NSHL ACQFUOUR | «2kSPENAsL  , FAarRSES
FNMeDPS

B

ALDSFH L*(;T'..:i:j-s'-.'.-'.Ll-'.:‘.Fﬂ.?"-o'_-*hJPS:
FYNPRUPS,;

.
L
.
.
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FUNCTION CHAT:
VAKS Q3
JREMEMRER
POOVALCIE" . " "THOUGHT" + "I "¢ "GOON","1"21));
PIPTHINK=Y-PEAKFERL(2)  RELTEFS:
NL(6B) !
TEXT('WHO ARE YOU?!)?
NL(Z2%:
JITFMREAD=30Q
CONCWUN A, "NIL")=>SPEAKERL(3)
NLCY) !
TEXT('] AM PEADY KNQWID):
NLEZ ) !
A: PARSF;
IF S_HD = “EMD" THEN GOTO B
ELSETF FINISH = “®&INISH" THEN GOTO 8
ELSKETE FINISH = “ZGAIN" THEN "CARKYON"=>Fl41ISk;
GOTO A
ELSFIF VB = “"IMPLIES" THEN ,RETAIN;
GO0 A
CLOgt;
O->AFLAT
D=>M18TAKFES
O0=>HASBI F?
NIL=>0FFENNER?
JdSHare 43
<RETATN?
1f OvAxy ALD HASHRLF THEN _ANSJER
ELSETE AMATIK AND MUMS = 2 THEN NiLt1)? K
TEXTO'LD DO NUOT vinQWw aNYTHING AB0LT ThHaTld:
NL(2)
ELSFIF 2MASK THEN NL(1):
FEXTC'T D9 NOT whKOw wRAT YOU THINK OF TRATLY:
NL(2?)
ELSFIF MISTARES = ff THEN REPLY
FLSE O=>M] TAKES
1 TS e
CLASE:
KlL=>2OFRB! F:
GOTO A
Bi.MEMDRY
B L BT $
NLC2)
TEAT('THE ACTUAL NUMBER OF COMPUTER WwiRDS!H)
JEXT (' HUSEN ON THIS SUN wWAS:i~1l);
NLGZ) g
PRCCOREISEN)?
NLCT)
20 < (0 B
END

COMMENT A CALL OF CHAT MILL RUN THE PROGRAM,
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In addition to the above listings, the following changes

must be made to enable Program 2 to run properly:-

l. In REMEMBER (see page 191)

SETTAG(100);

nust be included after line 6.

2+ In IMPLIES (see page 205), in line 30, the number 11 must

be replaced by the number 4.
3. In KEEP (see page 215), lines 8 - 16 must be relaced by
ADLDRESSEE > SPEAKER;
IF NUMS = 2 THEN 3 => NUMS
ELSE 2 => NUMS
CLOSE;
4o In RELEASE (see page 215)
I¥ NUMS = 2 THEN 3 = NUMS
ELSE 2 => NUMS

CLOSE;

must be inserted after line 4.
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