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ABSTRACT 

This thesis starts by showing that the dominant linguistic 

theory of the last fifteen years, Transformational Generative 

Theory, has now been so criticized that it is no longer viable 

as a Theory of Language. An alternative theory is proposed, 

Called the Functional Theory of Language (FTL). This theory 

should be extremely useful for the field of Artificial 

Intelligence, since it would allow computers to understand 

Natural Language in any context. FIL proceeds from the 

realization that Language is used to convey information from 

one person to another. A class of verbs, explicitly 

performative verbs, is distinguished, Use of such verbs in 

  sentences displays unambiguously the intentions of the sp 

(the information he wishes to convey). This information is 

  

carried by the presuppositions inherent in the verb, which 

limit the choice of verb to that which accurately reveals the 

attitudes of the speaker (his cognitive structure). Two 

computer programs have been written to test FTL, both of which 

only accept sentences containing explicitly performative verbs. 

(It is theoretically possible for any English sentence to be 

"reduced! to sentences containing explicitly performative 

verbs.) The first program detects inconsistencies in the speech
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of various 'peopie'; that is to say, it tests how well 

understanding of English can be achieved according to FTL. 

The second program ‘converses' with the user; that is to say, 

it tests low well Unglish can be 'generated' according to FTL. 

“The conclusions are drawn that the programs mark a significant 

advance in the field of Artificial Intelligence and that, on 

the basis of those programs, the Functional Theory of Language 

should be considered further by philosophers of Language.
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“Philosophers try tc bully us into saying that we know a 

number of things. And when on reflection we find that we do 

not, we pacify the philosophers by professing that we do know 

them, but only implicitly: thus having it both ways.” 

HLH. Price



I, LITERARY DIVERSIONS 

The motivation behind the work contained in this thesis 

was a desire to propose and develop a Theory of Language. Part 

of a possible theory will be tested, the result of which will 

hopefully show that.the whole approach is worth pursuing. 

Central to such a theory is, of course, the notion of Language. 

Language is the means by which human beings communicate with 

each other. The basic method of communication is speech: one 

person speaking either to another person, or to a group of 

people. The purpose of the speaker in speaking is to make his 

audience understand his thoughts, emotions, arguments or 

beliefs. This 'definition' of Language was not acceptable to 

the followers of the dominant linguistic trend during the last 

decade and a half, namely the Transformational Generative (TG) 

Theories of Noam Chomsky. These TG Theories had iepercussions 

in such diverse fields as Philosophy of Language, Human 

Biology, Psychology, Psycholinguistics and Natural Language 

Processing by computer. The theory to be developed? arises out 

of the faults in TG Theory, and out of some theories of other 

philosophers that perhaps deserve more attention than has been 

2 See chapter IiI.
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paid them. Section 1 of this chapter wild. therefore outline TG 

Theory as Chomsky and his colleagues have developed it,® 

whilst section 2 will show what is wrong with it. The remainder 

of the chapter will introduce, as an alternative to TG Theory, 

"the concepts, terminology and ideas already proposed by other 

philosophers, which will form the basis of the theory to be 

aeveloped later. 

i. 1G Theory Expounded 

Aspects of the Theory of Syntax? is an account of TG work 

in progress at that time, taking regard of various criticisms 

of the position proposed in Chomsky {10] and advances in the 

realm of semantics as expressed in Katz and Fodor {338] ond Katz 

and Postal {40]. It was to help contribute to a comprehensive 

description of Natural Language that would embrace the three 

main traditional departments of linguistics: syntax, semantics 

and phonology. The book was furthermore an attempt to correct 

misunderstandings of Chomsky's earlier position, particularly 

with regard to the notion of ‘grammar'. "A grammar of a 

language," says Chomsky, "purports to be a description of the 

aoa c A : 2 
ideal speaker-hearer's intrinsic competence."" It is therefore 

with competence, said to be "the speaker-hearer's knowledge of 

  

e Tre interested reader is directed to the following 

accounts for a more detailed exposition: Botha Cel, especially 

pp. 18 - 47; Katz [41], chapter 4; Kate [42], pp. 31 - 122. 

3 Chomsky Piel 

Obert)



his language", as opposed to performance, said to be "the 

actual use of language in concrete situations", that Chomsky is 

interested, 

"A fully adequate grammar must assign to each of an 

infinite range of sentences a structural description indicating 

how this sentence is understood by the ideal speaker-hearer." 

Chomsky comes to the belief that for all sentences (grammatical 

strings of symbols) of » language there is some underlying deep 

structure which is this structural description. Thus, although 

the surface structure of the two sentences 

(1)a. The boy saw the dog 

b. The dog was seen by the boy 

is different, their underlying structure is, at some point, the 

same. This belief is grounded first on the notion of 

'simplicity!, that is that it ic simpler to describe Language 

in this way, and secondly on the fact that two superficially 

similar strings may have a different underlying structure, for 

example 

(2)a. John is eager to please 

b. John is easy to please. 

For Chomsky, it is the syntax that provides this structural 

description, the deen structure underlying Natural Language. 

Semantics and phonology merely interpret the deep structure in 

such a way that the hearer understands a particular sentence. 

They "play no part in the recursive generation of sentence 

Structurest.© In fact, Chomsky's theory, although being an 

  

? Chomsky (121, pe 4. 

© yid., p. id.



attempt to integrate the various aspects of linguistic 

description, actually confines each of them in a separate 

component. The syntactic component of the theory is primary, 

providing the input to both the semantic component and the 

’ phonological component. 

del. The syntactic component of Chomsky's theory is divided 

into two sub-components: the Base sub-component and the 

Transformational sub-component. The Base consists of a series 

of (unordered) rewrite rules, known as Phrase-Structure (PS) 

rules or Immediate Constituent (I¢) rules. These rules are of 

the form:- 

(3) XAY > XBY 

where A represents a single symbol (in this case some kind of 

syntactic category), B any non-null string of symbols, X and ¥ 

any string of symbols, possibly null, and "> "is to be read 

as "can be rewritten as", In the special case where X and Y are 

null for ali the rules of the Base, then the grammar is said to 

nsitive.’ syntactic 

  

be context-free, otherwise it is conte; 

strings can be generated by followiug these rule» through until 

no more apply. From the derivation of such a string, a tree 

diagram can be constructed showing how each symbol is replaced 

by others lower down the tree. Thie construction is known as 

the Base (underlying) Phrase-marker (P-marker) of some sentence 

which has its structure. 

  

’ There are some restrictions on the set of PS rules that 

may be chosen for any grammar. These are explained in Bach Cal, 

Ppe 35 - 36.
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1.1.1 As well as PS rules the Base also contains a lexicon. In 

it are so-called lexical formatives which (after appropriate 

action by the phonological component) will become the words of 

the language. Associated with each lexical formative is a set 

of syntactic features. These are of three types:- 

(4)a. Category Features e.g. +N 

be Inherent Features @.g. +Common ~-Abstract 

c. Contextual Features @.B. + —— NP 

Types (4)b. and (4)c. are also known as sub-categorization 

rules. Each lexical entry is thus a pair (D,C) where Disa 

lexical formative and C is some set of syntactic features 

associated with D; this set (C) can also be called a complex 

symbol. The result of applying the PS rules is a pre-terminal 

string which contains grammatical formatives (N, Adj. etc.) and 

complex symbols. A terminal string is formed from it by means 

of the following lexical rule:- "If Q is a complex symbol of a 

pre-terminal string and (D,C) is a lexical entry where C is not 

8 distinct from Q, then 9 can be replaced by D", This process 

h-s come to be known as lexical insertion. 

However, the theoretical justification for such a lexicon 

is not strong. Its inclusion in the theory of Chomsky (12) is 

mainly for the purpose of blocking the generation of such 

non~sentences as 

(5) *John frightens sincerity 

(where the * indicates that the sentence is not a sentence of 

the language). This sentence is taken to be syntactically 

  

8 chomszy [12], p. 84.



rather than semantically anomalous. ? This means that the 

lexicon must contain a lot of information about each lexical 

formative. In fact, Chomsky says, "in general, all properties 

of a formative that are essentially idiosyncratic will be 

specified in the lexicon. In particular, the lexical entry must 

specify: (a) aspects of phonetic structure that are not 

predictable by general rule ... (b) properties relevant to the 

functioning of transformational rules ... (c) properties of the 

formative that are relevant for semantic interpretation ... 

(a) lexical features indicating the positions in which a 

lexical formative can be inserted ... in a pre-terminal 

10 
string." Of these four characteristics of a lexicon, (c) and 

(ad) have come in for criticism, + (b) is philosophically 

unjustifiable, and (a) considerably weakens the claim of 

‘universality! for the rules in each of the components of the 

Integrated Theory. 

1.2 -The Transformational Sub-component consists of a serics 

of ordered transformational rules, each of which waps one 

P-marker into another. In particular, each rule has a 

structural description (S.D.) which specifies the class of 

strings (in terms of analysis by P-markers) to which the rule 

  

9 For a discussion of the merits and demerits of 

considering (5) to be syntactically anomalous, and for a 

discussion of this aspect of TG Theory, see Harrison (sit, 

pp. 185 ~- 209. 

10 Chomsky [12], p. 87. 

12 see Botha [6], pp. 152 ~ 2h7.



may apply, and a structural change (S.C.) which shows the 

structure of the new transformed P-marker. In addition, each 

rule is classified as either optional or obligatory. For 

example, the Passive Transformation which maps (1)a. into (i)b. 

might look like:-2 

(6) Toasstyn OPTIONAL 

S.D. NP 2 Vv NP 

i 2 S) 4 

S.C. 4 2+be+en+3 +by+ 1 

Transformational rules are introduced into the grammar because 

they are more powerful than PS rules for describing "certain 

relations holding between structures in a grammar. (they are] 

introduced because such {rules] can do things which simpler 

rules cannot do (or can only do ina clumsy manner). "1 

1.3 The semantic component of TG Theory has not been defined 

by Chomsky. It is his colleague at M.I.T., J.d.Katz, who has 

put forward a semantic theory that is supposed to interpret the 

terminal strings from Chomsky's Base grammar in some meaningful 

way. Katz and Fodor define semantics in the following way: 

"Semantics takes over the explanation of the speaker's ability 

to produce and understand infinitely many sentences at the 

point where grammar [syntax] leaves orem, 24 (Unfortunately, 

this is, of course, no definition at all!) In particular, Katz 

  

12 the notation is similar to that used by Bach [4]. 

13 pach [4], ps 64. 

14 katz and Fodor [38], p. 483.
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and Fodor distinguish four different factors which characterize 

a speaker's semantic abilities:-2? 

(7)a. the ability to detect non-syntactic ambiguities in a 

sentence 

b. the ability to determine how many ways a sentence 

may be ambiguous 

c. the ability to detect semantic anomalies 

d. the ability to paraphrase. 

It is the job of a semantic theory to describe these abilities 

in terms of rules which the speaker may or may not know 

consciously, but which, according to the given theory, he 

knows tacitly. 

1.3.i The semantic component, jn Katz's account, is divided 

into two parts: a dictionary and a set of projection rvles. The 

dictionary entries consist of a finite number of sequences of 

symbols, each of which consists in turn of an initial sequence 

of syntactic markers, followed by a sequence of 'semantic 

markers', then, optionally, a 'distinguisher', and finally a 

‘selection restriction’, Diagram 1 (on page 9) might represent 

the dictionary entry for the word "bachelor", 76 In it, the 

syntactic marker is unadorned, semantic markers are enclosed in 

parentheses, distinguishers in square brackets, and selection 

restrictions in angled brackets. It is the semantic markers 

tnat are supposed to be the means of expressing the commonality 

  

1 Katz and Fodor [38], pp. 485 - 486. 

16 Diagram 1 is taken from Katz {39], pe 523.



bachelor 

Be ele 

(Human ) (Animel) 

(Male) Lone who has (Male) 

a been granted | 

(Not-Young) (Young) an academic (Young) 

degree] 

(Never-Married) (knight who | (Fur seal when 

| is serving <a3> without a mate 

<a> under the ; during breeding 

standard of time] 

another] | 

| <a> 
<22> 

DIAGRAM 1 

between words, and the distinguisher marks the idiosyneracies 

of each meaning. 

LeSve The. projection rules permit the readings for any one 

dictionary entry to be meaningfully amalgamated to those of 

another, following the information given in the underlying 

P-marker. No path will be chosen for amalgamation where the 

selection restriction would prevent it. The selection 

restrictions are usually composed, not of dummy symbols as in 

Diagram 1, but of syntactic or semantic markers, often combined 

in some way using logical operators. They are the means of
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determining semantically acceptable combinations (cf. the role 

of the syntactic features of the lexicon). In the sentence 

(8) The bachelor put on her gown 

it is clear that only the third ‘meaning! of "bachelor" in 

Diagram 1 is intended. It is the selection restrictions which 

must ensure that only that reading is finally accepted as a 

legitimate reading for (8). 

14 That concludes this review of what one might call the 

standard version of TG Theory. It has not altered substantially 

since then. The reason for going to such lengths is that anyone 

wishing to propose a theory of language that might have what 

has been called 'psychological reality! must take note of an 

anomaly in the literature regarding this asnect of TG Theory. 

Chomsky is at pains to make clear that TG Theory is only one 

way of describing the linguistic data at hand. He says, "to 

avoid what has been a continuing misunderstanding, it is ... 

worth while to reiterate that a generative grammar is not a 

mvdel for a speaker or for a hearer." Bach makes a similar 

point when he says "transformations are often er oneously 

conceived to be direct descriptions of processes that a speaker 

follows in constructing sentences .... The investigation of how 

speakers actually construct or understand sentences is properly 

the concern of psychology or psycholinguistics. "© 

On the other hand, however, Chomsky also says "no doubt 

  

17 Chomsky fay pe 

18 pach [4], pe 6h.
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a reasonable model of language use will incorporate, as a basic 

component, the generative grammar that expresses the srpeaker- 

hearer's knowledge of the Language. "~? Katz talks about a 

child in terms of a "rationalist-transformationalist" theory 

about the child's innate ideas. He says nf the child] is assumed 

to know, innately, that the grammar of the language has the 

form of a transformational grammar as given in phonological, 

syntactic, and semantic theory, i.e. the form of the rules in 

each component, the constructs out of which actual rules can be 

formulated, and the principles for organizing such rules into a 

system, "7° z 

15 Indeed, it is in dealing with the child that TG Theory 

has some of its strongest adherents among psychologists. 

McNeill [62] assumes, even before he has written a word, that a 

child has 'grammar', He even goes so far as to say that 

children formulate one 'grammar' by the age of .28 months and 

another by the age of 36 months. This would not be that bad, if 

it were not for the fact that the second 'grammar' bears no 

relationship to the first except that both use PS rules. 

Moreover, he says, "How are transformations learned? The 

process remains one of the major mysteries in the acquisition 

of language. Children seem unable to avoid forming relations 

21 
between underlying and surface structures." Yet no evidence 

  

19 Chomsky [12], p. 9, italics added. 

20 xatz [42], p. 140. 

21 wenei11 [62], p. 82.
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has been brought forward by McNeill for stating so 

categorically that children go work with transformational 

grammars. He has merely shown that adults can characterize the 

utterances of children using transformational grammars (albeit 

not very well). Menyuk, working with the same assumptions as 

McNeill, says, "when the child decides that an utterance is a 

possible sentence of the language, he then analyzes the 

sentence by attempting to match the structure of the utterance 

to structures in his grammar "22 This requires that a child 

"decide" upon some non-linguistic criteria whether an utterance 

is to be analyzed for a "decision" as to its grammaticality, 

which is surely one decision too many, at the very least! 

Nevertheless, despite. these intrinsic objections to both 

McNeill's and Menyuk's arguments, they and other 

psycholinguists obviously believe that the child, and inerefore 

the adult, interpret language in a transformationally 

generative way. Thus, for anyone wishing to propose an 

alternative tneory uf language, it is very necessary to 

ecmonstrate the faults in TG Theory as a viable theory of how 

humans do use language. It is not denied that th> syntactic 

component of Chomsky's grammar is an excellent way of 

characterizing some of the relationships between utterances. 

What is denied is that it can be an exvellent way of 

characterizing man's understanding of his fellow man. 

  

22 Menyuk {55}, p. 160.
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2. TG Theory Attacked 

There are two kinds of objections to the standard TG 

Theory: those that are internal to the Theory, and those that 

are external to the Theory (stating, in fact, that it has no 

claim to the name 'Theory of Language'). The kernel of most of 

the internal objections (i.e. objections to the way in which 

parts of the Theory work) is supposed autonomy and/or primacy 

of syntax. The objectors, particularly Lakoff and McCawley, 

have tried to show that no distinct boundary can be drawn 

between syntax and semantics and hence that there is no entity 

which can be called 'deep structure'. (A corollary of this is 

that the argument as to whether semantics should or should not 

be interpretive becomes totally irrelevant.)@? Other 

objections to TG Theory are concerned with the argument that 

the Theory is not ‘elegant', that it has areas of duplication. 

eo . The most obvious of these areas of duplication is 

pointed out by Weinreich [35]. According to the Chomsky and 

Katz position it is necessary to have a dictionary in the 

syntactic component (the lexicon) and another (suparate) 

dictionary in the semantic component. If one considers the vast 

amount of data that has to be stored in a dictionary, then such 

a duplication is clearly undesirable. Admittedly, this will not 

cause TG adherents to abandon their position wholesale, but it 

23 For a discussion of sone of the problems raised by 

maintaining that the semantic component should be purely 

interpretive, see Partee (65).
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should be remembered that one of Chomsky's criteria for 

adopting one grammar over another (assuming them to be equally 

adequate at cescribing any given language) is that of 

‘simplicity’. ?* 

2.1.1 A further duplication, pointed out by Langendoen Caz] 

among others, is that the Base Sub-component of the syntax 

generates many ‘deep structures! that have no surface structure 

representation and must therefore be blocked by restrictions 

placed on the application of certain transformational rules. 

This process is usually called ‘filtering! .°? It is, however, 

also the case that some sort of similar filtering must take 

place in the semantic component, in order that semantic 

anomalies should not occur (the work, in fact, of the 

projection rules). 

2.1.2 Weinreich [85] also attacks the notion of a semantic 

marker, arguing that the sot of Katz's semantic mariers is in 

fact infinite. Weinreich's example is that of the activity 

denoted by the verb "to eat", which would require different 

semantic markers according to whether one were eating bread, 

soup (in some dialects), apples, peanuts, peas or spaghetti. 

He calls this ‘Infinite Polysemy'. It is a disease not of a 

small subset of English words, but of the vast majority. 

Although some solutions have been proposed (e.g. by Ziff {93]), 

  

2k See, for example, Chomsky fered ppe 37 - 40. 

2) rhid., pp. 138 - 159.



15 

they are themselves not free from objection according to 

Weinreich. Moreover, this particular disease leaves the status 

of the semantic marker in extreme jeopardy. There remains no 

empirical method of discovering what should and what should not 

constitute such markers. Yet if they are not to be 

independently justified in some such manner, then no 

conclusions can be drawn from them about the 'meanings' of 

words. They will have merely been chosen arbitrarily. 

202 The arguments of McCawley and Lakoff are at the same 

time both more detailed and more fundamental. They attack the 

belief that there is some natural breaking point between syntax 

and semantics and that that point marks off 'deep structure', 

McCawley [e2] shows first that Chomsky would consider the 

‘sentence! 

(9) *fhat idea is green with orange stripes 

as syntactically deviant, violating the sub-categorization 

rules (see (4)c.). He further points out that if such 'rules! 

really were syntactic in nature then 

(10) I dreamed that my toothbrush was pregnant 

should also be a syntactically deviant sentence (since the word 

"pregnant" should require that its noun-phrase have the 

associated complex symbol +Human). This shows that the 

sub-categorization rules do not restrict one's use of Language 

in the way claimed by Chomsky, "since ‘violations! of them are 

quite normal in reports of dreams, reports of other people's 

26 
beliefs and science fiction stories". McCawley thus believes 

  

26 MeCawley [62], Pe 219.
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that the restrictions on the well-formedness of (9) and (10) 

are semantic in nature, whilst noting that even dreams are not 

completely free as to the possibilities of combining semantic 

material. For example, only a quantity of time can elapse, thus 

(11) *I dreamed that my toothbrush elapsed 

is still a deviant sentence. 

2.2.1 This is McCawley's first line of argument. The second 

lies in his claim that both the eyntagic and semantic 

derivational trees can be represented by a form of symbolic 

logic. Lakoff Cus] showed how traditional categories of 

symbolic logic could be reduced to others; for example, it is 

possible to consider quantifiers as two-place predicates, where 

one place corresponds to a propositional function and the other 

to a set. McCawley, following Lakoff, shows that many of the 

s0~called syntactic categories of the Base have no independent 

justification for their existence (cf. Weinreich and semantic 

markers), other than the fact that they ‘trigger! cortain 

transformations. When there categories have been eradicated, 

there is, according to McCawley, a one-to-one relationship 

between the remaining categories and the categories of symbolic 

logic. Since he also claims that semantics can be represented 

in the same way, syntax and semantics can be 'generated' 

together rather than sequentially. 

2.2.2 To show that there is no level of 'deep structure' is 

also the purpose of Lakoff (a6]. However, there is no room here 

to go into his arguments. Suffice it to say that he concludes:-
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(12)a. that there is no level of ‘deep structure! 

b. that lexical insertion cannot be completed 'all in 

one go! either before or after the application 

of the transformational rules 

c. that semantics has a better claim to primacy among 

linguistic categories than syntax. 

2e2 The external objectious to TG Thecry have been pointed 

out by Shute lads In order to understand them, it is necessary 

to determine what kind of attitude one has to a theory; namely, 

whether one believes it to be a set of true statements about 

the world, and hence whether one helieves that the concepts 

appearing within the theory designate real or existing 

entities. If this position is maintained, then it follows that 

the theory should comprise:- 

(13)a. a formal calculus which is not interpreted 

b. an intended interpretation for this calculus 

Cc. correspondence rules which assign empirical content 

to the calculus and the intended interpretation 

thereof 

d. a set of predictions subject to expe:imental 

verification which are the deductive 

consequences of (a), (b) and (c) together. 

It is clear from sections 1.4 and 1.5 of this chapter that 

Katz, McNeill and Menyuk, at least, believe that TG Theory does 

indeed make true statewents about the world, and that the 

concepts of 7G Theory ('deep structure’, ‘transformational 

rules', ‘semantic marker! etc.) do refer to actual entities. 

Language itself corresponds to (13)a, and TG Theory corresponds
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to (13)b. There is, however, a problem with regard to the 

assigning of empirical content to the description of Language. 

The syntax has never been anything but a descriptive mechanism. 

Chomsky says, "By a generative grammar I mean simply a system 

of rules that in some explicit and well-defined way assigns 

structural descriptions to sentences.@? That leaves the 

semantics to provide the empirical content of Language. 

Weinreich, however, has shown convincingly that there is no 

empirical justificatiou for the semantic markers, which in turn 

means that there is no empirical 'meaning' that can be attached 

to them. Hence (13)ce is not satisfied, and therefore (13)d 

cannot, by definition, be satisfied. TG Theory cannot therefore 

be regarded as saying anything about the world: it is at pest a 

(good) formal system for describing linguistic data. 

204 All of which goes to show that if TG Theory is 

considered as a formal system for describing linguistic data, 

then hardly anybody is going to argue, but that as suon as it 

it claimed to have the status of a Theory of Language, then it 

has got to prove a great deal more than it has a+ present. All 

of which also means that a viable Theory of Language will have 

to be sought elsewhere. 

27 Chomsky {12], Dede
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3. Theory of Intentions 

TG Theorists, whether syntax-oriented like Chomsky, or 

semantics-oriented like McCawley, have one common belief: the 

‘meaning' of a sentence can be 'discovered' by looking solely 

at that sentence itself. The ‘underlying deep structure' that 

most of them study is still a part of that sentence. Yet many 

philosophers believe that there is something even more 

fundamentally relevant to the understanding of a sentence; 

that is the message (information) that a speaker or writer 

wishes to convey to his audience. Language for these 

philosophers is not an interesting though isolated phenomenon, 

but rather the means by which human beings communicate with one 

another. For them, the desire to communicate is just as 

important as the communication itself. This desire to 

communicate is often called the intention on the part of the 

speaker to impart certain information. Thus Searle says, "The 

unit of linguistic communication is not, as has generally been 

fupposed, the symbol, word, or sentence ... but rather the 

production or issuance of the syuibol or word or sentence in the 

performance of the speech act .... Furthermore, not only must I 

assume the noise or mark to have been produced as a result of 

intentional behaviour, but I must also assume that the 

28 
intentions are of a special kind peculiar to speech acts." 

3.1 Grice [27] (although himself believing that language is 

2B searie (75); pne 16 — 17.
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self-justifying) is led from a study of the verb "to mean" to 

an analysis in terme of intentions. He contrasts such pairs of 

sentences as:- 

(14)a. Those spots mean measles 

b. Those three rings on the bell (of the bus) mean 

that the bus is full. 

In cases like (14)a. it is not possible to say (truthfully) 

"those spots mean measles, but he hasn't got measles", That is 

to say that in sentences of type (14)a. "x means p" entails p. 

On the other hand, it is perfectly possible to say "those three 

rings on the bell mean that the bus is full; but it isn't 

full - the conductor made a mistake", Thus in sentences of 

type (14)b. "x means p" does not entail p. This is just one of 

five distinctions that Grice drawc between the two types of 

sentence. He calls the first type of "mean" ‘natural meaning' 

and the second type 'non-natural meaning'. It is of 

non-natural meaning that Grice's subsequent 'analysis' treats. Q y 

3.1.1 This 'analysis' has been very neatly condensed by 

Strawson (811. Grice says, according to Strawson that a 

speaker, S, non-naturally means something by an utterance x if 

S intends (44) to produce by uttering x a certain response (r) 

in an audience, A, and intends (i) that A shall recognize S's 

intention (44) and intends Gs) that this recognition on the 

pert of A shall function as A's reason, or a part of his 

reascn, for his response r. Strawson himself, however, believes 

that one must add the further intention G,) on the part of S 

that A should recognize S's intention (45).
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3.2 Austin [3] arrives at a similar position, also by 

Considering utterances and verbs. He begins by questioning an 

antithesis — between constative utterances (statements) which 

have the property of being either true or false, and 

performative utterances which can never be either. The 

performative utterance "has its own special job, it is used to 

perform an action. To issue such an utterance is to perform the 

action",2° Examples of perfurmative utterances are:- 

(15)a. I name this sword "Excalibur". 

b. Shut the door! 

ce. I promise to take you to the zoo tomorrow. 

Although performative utterances cannot themselves be said to 

be true or false, they are nevertheless not "exempt from all 

criticism", °? as Austin puts it. He distinguishes three ways 

in which the situation might not be appropriate for the 

utterance of a particular performative. The utterance is then 

said to be ‘unhappy' (or 'infelicitous', as he also called it). 

3-2.1 First, a performative utterance may be 'null and voi3', 

as when the speaker is not in a position to perform the said 

act, or when the object of the act is unsuitable for the 

purported performative. Thus, for instance, a bigamist does not 

get married a second time, he only goes through the motions; 

similarly, a table cannot be baptised. 

Secondly, a performative can be ‘unhappy' if it is uttered 

  

28 Austin (3), pe 242, italics in the original. 

29 thid., p. 243
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insincerely. If one utters the sentence (15)c. but without in 

the least intending to carry out the promise, then one has 

“abused the formula? of promising. 

According to Austin, the third way in which a performative 

utterance can be 'unhappy' is ‘breach of commitment'. The 

performative act may have been performed normally and 

sincerely, but some later events may happen which are not in 

order. Thus, if John utters (15)c. but on the morrow breaks his 

leg, so that he cannot take you to the zoo, then he will have 

broken his commitment, despite having made the promise quite 

sincerely at the time. 

3.2.2 Having now become acquainted with the notion of a 

performative, it would be useful if some criterion, either 

grammatical or lexical, could be found that would determine 

whether a given utterance were performative or not. 

Unfortunately, there is none. What do exist, in English at 

least, are two, so to speak, ‘normal forms' in which the 

porformative is expressed. One is the first person singular of 

the present indicative active (e.g. "I promise .-."); the other 

is the third person present indicative passive (e.g. 

"Passengers are requested ..."). Austin calls this the explicit 

form of the performative, and verbs like "promise" (where to 

say "I promise ..." is to perform the act of promising) can be 

called explicitly performative verbs. Although agreeing that 

not 211 performative utterances are explicit (cf. (15)b.), 

  

2 sustin [3], p. 243.
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Austin does say "We may hope, all the same, that any utterance 

which is in fact performative will be reducible (in some sense 

of that word) to an uttcrance in one or other of our normal 

forms"? 

As an answer to his original question, Austin concludes 

that it is in fact wrong to draw a dividing line between 

constative and performative utterances, that the two are. very 

similar, 

3.2.3 The author now wishes to turn to Austin tail and to 

introduce more new terminology. The act of saying something, 

uttering certain noises or uttering words in a certain 

construction, Austin calls the performance of a ‘locutionary' 

act. This is thus equivalent to a (not necessarily meaningful) 

utterance in other terminology. 

When a locutionary act is performed, speech is used, but 

used for a certain purpose; for telling stories, promising, 

pleading, threatening, joking, reprimandinug and so cn 

(cf. Wittgenstein [90]). the pariicular use of an utterance 

(locution) is the ‘illocutionary' act of that utterance. Austin 

explains this kind of speech act as "the performance of an act 

in saying something as opposed to performance of an act of 

saying something; ... and I shall refer to the doctrine of the 

different types of function of language here in question ac the 

aectrine of ‘illocutionary forcestno* 

    

oe Austin {3], pe 2h5. 

ae Austia fis p. 99, italics in the original.
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There is yet another kind of speech‘act that Austin 

distinguishes, namely a 'perlocutionary' act. Saying something 

will often have a certain effect upon the teelings or thoughts 

of the person who hears the utterance; this effect may have 

been intended by the speaker, but the speaker may refer only 

obliquely or even not at all to the performance of the 

illocutionary act. It could be said that this is the 

perfurmance of an act by saying sowething. 

It will be seen that both illocutionary and perlocutionary 

acts are proper, mutually exclusive subsets of locutionary 

acts. An example of.the different kinds of act (as performed by 

John) might be given by the following:- 

(16)a. Locutionary Act John said "Shoot her!" 

b. Illocutionary Act John urged (advised, 

ordered etc.) me to 

shoot her, 

ce. Perlocutionary Act John's saying "Shoot her!" 

caused me to choot her. 

Ore might differentiate (16)b. from (16)c. by saying tnat a 

perlocutionary act causes the state of mind of the hearer to 

alter, thus causing nim to do something (in this case, shoot 

her), whereas an illocutionary act is merely an expression of 

the speaker's attitudes, even though they may include a wish 

that the hearer's attitudes should alter. It is now, however, 

necessary to distinguish between the illocutionary force of an 

utterance and the illocutionary act itself. 

3.2e4 It has already been shown in what ways performative
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utterances might be 'unhappy'. There is, however, yet another 

way in which the (now) illocutionary acts can be ‘unhappy', and 

that is if the hearer of the locutionary act does not 

understand the speaker's intentions and therefore the force of 

the locutionary act. Thus, in Austin's words, "the performance 

of an illocutionary act involves the securing of uptake. 2? 

The illocutionary force of a performative utterance is 

therefore always present; the illocutionary act, on the other 

hand, will only be snecessfully completed when the audience has 

understood that force. Although the illocutionary force of a 

performative utterance is not always clear, the illocutionary 

force of an explicitly performative utterance is perfectly 

obvious. If one utters "I promise ...", then the illocutionary 

force is that of promising (unless, of course, the utterance 

hes been made insincerely). Securing of uptake is therefore 

easier for the hearer, if the speaker uses explicitly 

performative verbs. 

The wheel has now moved full circle, for the i?locutionary 

) force of an utterance can be seen as Strawson's intention Gy 

and the successful performance of the illocutionary act 

requires that at least Strawson's intention (35) be satisfied, 

if not Gz) and (4,) as well. 

Sea Searle (75] takes the doctrine of illocutionary forces 

even further. He agrees with TG Theorists that Language is 

rule-based, but his ruies are very different from TG rules. 

  

33 austin [2], p. 116.
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He distinguishes between regulative and constitutive rules. 

Regulative rules, he says, "regulate ... independently existing 

forms of behaviour", whereas constitutive rules "create or 

define new forms of behaviour,>4 Examples of regulative rules 

are "Officers must wear ties at dinner", or "When submitting a 

thesis, type on one side of each leaf only, with a margin at 

the binding edge of at least 35mm. and margins elsewhere of at 

least 15mm.". As an example of a set of constitutive rules 

Searle cites the rules of football or chess, which, as it were, 

do not merely govern the actual playing of those games, but in 

fact create the very possibility of playing them. 

Searle's hypothesis is then clearly stated: "The semantic 

structure of a language may be regarded as a conventional 

realization of a series of sets of underlying constitutive 

rules, and that speech acts are acts characteristically 

performed by uttering expressions in accordance with these sets 

3D of constitutive rules", To show what he means by the 

constitutive rules underlying Language and how he derives them, 

Scarle gives an extended sxample (that of promising). These are 

those "semantical rules for the use of any illocytionary force 

indicating device Pr for promising ':-2° 

Rule 1. Pr is to be uttered only in the context of a 

sentence (or larger stretch of discourse) T, the utterance of 

which predicates some future act A of the speaker S. 

  

34 searie [75], ps 33. 

5° thid., ps 376 

Selrpuase sine i626 oe
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Rule 2. Pr is to be uttered only if the hearer H would 
  

prefer S's doing A to his not doing A, and S believes H would 

prefer S's doing A to his not doing A. 

Rule 3. Pr is to be uttered only if it is not obvious to 

both S and H that S$ will do A in the normal course of events. 

Rule 4. Pr is to be uttered only if S intends to do A. 

Rule 5. The utterance of Pr counts as the undertaking of 

an obligation to do A. 

One of the important consequences of analyzing 

illocutionary acts in this way is that Searle is in a position 

to show (where Austin {3] merely believed) that the act of 

referring (cf. constative utterances) is just as much an 

illocutionary act as is that of promising. He is able to deduce 

the rules for the use of any illocutionary force indicating 

device R for referring in exactly the same way as he did for 

Pr for promising. 

3.3.1 ‘Thus, a tneory of intentions is the beginning of a 

Meory of Language which states that the meaning of an 

utterance is not completely determined by the way in which each 

individual element within that utterance is syntactically 

combined with the other elements of that utterance. Rather, the 

meaning of an utterance can only be understood when one has 

secured uptake of the various illocutionary force indicating 

devices implicit in that utterance (where each device has rules 

to help one recognize them).
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4. Presupposition 

Katz and Fodor (381 were convinced that any theory about 

the 'meaning' of an utterance could not take into account the 

whole of the socio-physical context in which the utterance was 

made. This was mainly because any such theory would, in their 

opinion, have to represent the total sum of knowledge about 

the world that both speaker and hearer possessed. This is, 

however, not the case. What is necessary is some method of 

representing how each utterance reflects some part of the 

knowledge about the world that both the speaker and the hearer 

possess. It is most important that a semantic theory should be 

capable of just such an explanation. 

It has already been said that an utterance is 'null and 

void' if made in inappropriate circumstances. To say, for 

example, "I take thee for my lawful wedded wife" presupposes 

that certain conventions hold, viz.:- 

(17)a. the speaker is male and the hearer femate 

b. (in the West) the speaker is not already married 

c. (in the West) the hearer is not already married 

d. both speaker and hearer are in a location where 

they can be married 

e. there is somebody else present who is empowered to 

marry the speaker to the hearer. 

All this is understood as involved with the illocutionary force 

of the act of marrying. 'Presupposition' has therefore come to 

be studied rather more deeply by recent linguists than was 

previously the case.
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Kel Fillmore (18) in fact makes a distinction between the 

presuppositional and the illocutionary level of analyzing an 

utterance. These are, respectively, the implicit and explicit 

levels of communication. He goes on to analyze a number of 

verbs of judging in this way, using various new terms for 

identifying the 'entities' needed in the description of the 

conditions under which it would be appropriate to use the 

particular verb. 

The term 'situation' is used when it is necessary to refer 

to any situation, action, deed or state of affairs. 

If the situation referred to can pe favourably or 

unfavourably affect some individual, then that person is the 

‘affected’. 

If it is relevant to ask whether some individual is 

responsible for either bringing about the situation, or 

allowing the situation to occur, then he is called the 

‘defendant’, 

There may be some person who makes some kind 01 moral 

dudgement about either the situation or the defendant's 

responsibility for it. He is called the 'judge’. 

If a verb refers to a locutionary act, then the actual 

verbal content of that act is included in the analysis ac 'X! 

in quotation marks. 

One of Fillmore's examples is:- 

(18) accUsE [Judge, Defendant, Situation (fer)] 

Meaning: SAY [gudge, oe Addressee] 

X = RESPONSIELE (Defendant, Situation} 

Presupposition: BAD [situation]
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This is contrasted with:- 

(19) crrtrcr1ze [Judge, Defendant, Situation (ior) ] 

Meaning: SAY (Judge, $ZMy, Addressee] 

xX = BAD [Situation] 

Presupposition: RESPONSIBLE [ Defendant, 

Situation] 

Presupposition: ACTUAL [situation] 

These analyses” show that a speaker of English uses the verb 

"accuse" when talking about a situation which is unquestionably 

bad and when he wants to claim that a certain perscn was 

responsible for that situation. "Criticize", however, is used 

when there is no doubt as to the identity of the person 

responsible for the situation, but the speaker wishes to claim 

that the situation was blaweworthy. Thus, the difference in 

‘meaning! between the two verbs is seen to be a matter of 

distinguishing between the implicit and explicit levels of 

communication. 

t.2 Elsewhere, Fillmore?” has called these presnppositions 

properties of the verb. For this reason, he came under attack 

from Garner {26]. Fillmore says that one of the happiness 

conditions of the sentence 

(20) Please open the door 

is that the door shall be closed at the time the sentence was 

uitered. If not, then the iilocutionary act "has gone wrong in 

3? Taken from Fillmore (181, pe 288. 

38 pirimore [20].



31 

some way"? However, says Garner, if this is a property of 

the verb "open", then how is it possible to account for (21)? 

(21) If the door is not already open, go and open it. 

According to Garner, there is no presupposition in (21) that 

the door is closed. 

This argument assumes, however, that both parts of (21) 

must be interpreted at one and the same time, and that the 

interpretation of the whole sentence can be meaningful only 

when both parts have been so interpreted. Quite clearly, 

sentences like (21) are not interpreted in one step; it is 

necessary to semantically analyze the if-clause first. Let 

P(open) stand for "the properties of the verb 'open'", Now (21) 

can be interpreted by the hearer as \ 

(22) If P(cpen) satisfies situation, then DO(open), 

else NIL. 

This formula, which is very similar in structure to that of 

some high-level computer programming languages, can be 

interpreted as the algorithm represented by the flowchart in 

Diagram 2, on page 32. The symbol 'DO' in (22) represents the 

itlocutionary force indicating device of commanding, hence the 

box labelled A in Diagram 2. It can be seen that this box will 

only be reached if the presuppositions of the verb "open" are 

met, thus the illocutionary act has not misfired, even if the 

presuppositions of "open" are not met. In that case, one simply 

does nothing ('NIL' in (22)). This, after all, is only what one 

would expect to understand by (21) in the first place. 

  

39 Garner [26], pe 40.
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5- Conclusions 

It has been shown that TG Theory is not a viable Theory of 

Language. There are two main reasons for this. Firs*, the 

syntactic and semantic components of the theory cannot be 

separated in the required way. Secondly, there is a lack of 

empirical content to the theory, since the semanvic markers 

have no independent justification. The proposed theory fails, 

therefore, both from within and without, to be a 

characterization of the way in which human beings understand 

Natural Language. 

It has also been shown that an alternative method of 

explaining people's understanding of Language already exists. 

On this view, Language is seen as a means of communicating the
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attitudes of one person, the speaker, to‘one or more people, 

his audience, The particular terms in which the speaker couches 

his intentions may not be understood by his audience, but, 

provided they have been uttered 'correctly', they will be a 

representation of his attitudes (the illocutionary force of his 

utterance). The notion of presuppositions inherent in verbs is 

extremely important, when one remembers that the illocutionary 

force of an utterance is most clearly spelled out in explicitly 

performative utterances. The presuppositions inherent in the 

explicitly performative verb of such an utterance will be 

equivalent to rules for such an illocutionary force indicating 

device. 

An attempt to combine the two theories has been made by 

Travis [84]. He attempts to establish a generative theory of 

illocutions. However, his 'rules' are context-sensitive rewrite 

rules. The 'generative' part of the theory is restricted to 

this sense of a directed branching from an initial node I for 

Iilocution., The whole theory suffers from the basic defect that 

it could not possibly be vsed by anybody without a prior 

knowledge of the language concerned. There is no way of 

determining when a given utterance has been used with one 

particular illocutionary force, or with another. Indeed, there 

seems no way to stop any sentence, on Travis' theory, from 

being uttered with every possible combination of illocutionary 

forces that he can imagine. This is clearly not the way in 

which speakers of a language understand that language. 

This thesis will not attempt to combine the two theories, 

but will concentrate on developing a theory based on the notion
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of presuppositions inherent in exclieltly performative verbs. 4° 

It will be developed in conjunction with a computer program 

representing such a theory. It is hoped that this will 

(a) help to systematize the details of such a theory 

(b) provide some evidence that understanding, even by a 

machine, can be accomplished on the basis of such a theory. 

Since the theory will be modelled by a computer, it will 

have relevance for the fields of Artificial Intelligence and 

Computational Linguistics. The next chapter will show what has 

already been achieved in those fields with regard to 

Natural Language processing, and why a theory of illocutionary 

forces is just as important for those fields as for the 

Philcsophy of Language. 

4o 
  

See chapter III.



II. COMPUTERS AND LANGUAGE 

The first section of this chapter is devoted to a 

clarification of what is meant by Artificial Intelligence 

throughout this thesis. The rest of the chapter will review 

work in the various fields of computers anc language in as far 

as it has a bearing on Artificial Intelligence. 

1. Terminology 

Since the early nineteen-fifties people working with 

computers have been intrigued by the possibilities of 

processing natural languages by means of their machines. 

Several badly defined, overlapping fields have grown up with 

names svch as Machine Translation (MT), Computational 

linguistics (CL), and (part of) Artificial Intel? igence Cat) 

The whole subject might even be amalgamated under the heading 

of Natural Language Processing! 

Lek: "The scientific goal of research work in artificial 

  

1 For gocd surveys of early work in the various fields, 

see Josselson (35), Montgomery {61] and Simmons (781.
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intelligence," says Michie, "is the development of a systematic 

thecry of intelligent processes wherever they may be found. "= 

Thus, included under AI is the theory of game playing by 

computer, computer modelling of neural networks, generalized 

problem solving, theorem proving, pattern recognition and 

machine understanding of Natural Language. Indeed, any work 

whereby machines achieve certain goals is said to be part of 

that ‘intelligence' which distinguishes Man from other animals, 

such as the ability to manipulate one's hands to manufacture 

tools, buildings, statues and so on. Lighthill [so] has argued 

that the future of AI is dead if it continues to try and build 

a General-Purpose Robot, which is an avowed aim of two of the 

main centres of AI in the world, Edinburgh and Stanford. It is 

this author's belief that Lighthill's views are probably 

correct, unless computers can be taught to understand Natural 

Language (or to model an understanding of Natural Language) in 

all contexts. Michie, talking about MT, says, "Language 

interpretation has been the graveyard of many well-financed 

projects for ‘machine traiuslation'. The trouble proved to be 

the assumption that it is not necessary for the machine to 

‘understand! the domain of discourcse".> It is just as 

important that general-purpose robots ‘understand! discourse in 

their domain, that is any domain. For this reason, the term AI 

will be used throughout the remainder of this thesis solely as 

a shorthand for the machine ‘understanding! of Natural 

  

2 wichie [57], p. 507. 

3 thid., p. 508.
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Language, or for that body of research which seeks inferences 

about human understanding of Language from computational models 

of understanding. 

Computational Linguistics, on the other hand, would appear 

to be the study of the structural relationships appertaining 

between different parts of Natural Language, where the 

relationships are systematized for use by a computer and. are 

thereby checked by it. Both syntax and semantics have been 

treated quite extensively in this way (phonology has been 

treated to a much lesser extent). In this sense, MT has 

therefore been a subset of CL, since no claims are made as to 

the psychological reality of the methods used in analyzing and 

generating each of the given languages. 

2. Syntax 

Of course, computers have to be able to syntactically 

analyze high-level programming languages vefore compiling them 

juto machine code. Although for Chomsky there is no 

difference between the grammar required to represent the 

sveaker's language activity and that required to represent the 

hearer's language activity (that is to say that the encoding 

and decoding processes are based on the same methodology), 

there is a great deal of difference for the computer scientist. 

The decoding process has a separate significance for him from 

  

4 A useful general survey of methcdology can be found in 

Foster [24].
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that of encoding, which is seen as the actual writing of 

programs by people. 

2.1 Many of the grammars used in the initial stages of 

compiling are context-free PS grammars.” The process of 

compiling a programming language into machine code is similar 

to the process of analysing a natural language to determine its 

syntactic structure. An early example of one method of 

computing a PS grammar is given ty Kuno and Oettinger C44]. 

This is also of interest since they do claim that analyzers of 

the type they favour "suggest themselves as potential 

mechanisms for speakers and hearers'.¢ Since they are 

interested in analyzing actual sentences, their program takes 

the form of a directed producticn analyzer (dpa). Each 

production of the dpa is of the form 

(23) (P,c) > ¢ Py ... PL 

where c is a terminal symbol (the syntactic word class of the 

word being scanned) and each P stands for some intermediate 

syntactic structure. Each of Py to PL is used as a prediction 

of what the syntactic structure might be one level lower in the 

parse tree. The whole operation proceeds as follows. The 

topmost prediction P in a production pool (which is a pushdown 

storage area) is used to form a couple (P,c) with the word 

class c of the word being scanned. If there is no such couple 

in the grammar, then the whole pool is abandoned; otherwise 

  

9 See chapter I, section 1.1. 

6 Kuno and Oettinger C44], pe 416.
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that P is deleted from the pool. If there is more than one rule 

in the grammar with the couple (P,c) on the left-hand side, 

then as many copies of the pool are made as there are rules, 

and into each of the pools the elements Py to De are loaded. 

The process moves on to look at the next word with each of the 

new pools in turn, The whole operation is started with one pool 

containing the distinguished symbol S and finishes when either 

no pools are left (the sentence is ungrammatical) or a 

full-stop is reached. If there is more than one pool left when 

the process terminates, then the sentence is syntactically 

ambiguous. However,-in terms of AI, this is not a good model, 

since, despite the 2100 rules of Kuno and Oettinger's system, 

so many sentences of natural languages remain ambiguous when 

only context-free grammars are considered, although they are 

not ambiguous in fact. 

2.2 It will be remembered that one of Chomsky's claims for 

™4 Theory was that it was highly systematic, this being, 

indeed, one of its advantages. This led, not unnaturally, to 

the belief that TG Theory could easily be implemented on 

computers. IPM did some research and in 1966 published tneir 

first report.” The first section, written by Rosenbaum and 

Lochak, contains what was called the IEM Core Grammar of 

English (CG). This grammar, as its name suggests, does not set 

out to derive all the sentcnces of English, but merely the 

majority. It consists of ten PS rules, many of which have 

  

2 Lieberman [49].
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either choices or options in the manner of their expansion, or 

indeed both; 41 cyclic transformational rules, of which 12 are 

optional; and 32 post-cyclic transformational rules, of which 

only two are optional. The lexicon contains seven thousand of 

the most commonly used words of English (drawn from the 

Thorndike-Lorge rist)® and all the types of sub-categorization 

rules. Later workers with computerized TG grammars have more 

often than not taken this grammar as their working model, but 

it does in fact have one or two drawbacks. 

For instance, although it is readily admitted that the CG 

cannot derive all the sentences of English, it does not, 

however, derive only meaningful sentences of English. It 

cannot, for example, block the derivation of such a 

non=-sentence as 

(24) *The teapot elapses. 

foreover, the present trend of TG grammar writing? is towards 

having as few PS rules as possible, in fact only those 

necessary to generate recursion of the distinguished symbol. 

2.2.1 Perhaps the most substantial work on util‘zing the 

computer as an aid to the TG linguist has been carried ont dy 

Joyce Friedman (25) and her colleagues at Stanford University. 

She has not actually written any given TG grammar, but has 

rather provided the TG linguist with a computerized system 

which, she claims, will enable any TG grammar to be tested. 

    

8 Thorndike and Lorge (sel. 

9 See for example Friedman et al. [es].
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Unfortunately, and perhaps understandably, this system only 

deals with the syntactic component of a TG grammar, semantics 

hardly being mentioned. 

In the course of her research, Friedman did find it 

necessary to add to the standard TG position and has made 

decisions on one or two points where Chomsky only made 

suggestions. Thus, in the Base, she allows recursion on symbols 

other than the distinguished symbol in the PS rules. In the 

lexicon, she introduces two extra notational characters in 

order to represent all the possible complex symbols in an 

adequate way. She does not choose the methed of lexical 

insertion that is associated with the standard TG Theory, 1° 

wl and but rather an alternative method hinted at by Chomsky 

simply attaches complex symbols tu lexical category nodes in 

the parse tree. 

In dealing with the Transformational Sub-component of a 

TG grammar, Friedman has developed a control language! which 

allows’ the TG linguist to:- 

(a) group transformations into ordered sets and apply 

transformations either individually or by transf-rmation set 

(b) specify the order in which transformation sets are to 

be considered 

(c) specify the subtrees in which a transformation set is 

to be applied 

20 See chapter I, section 1.1.1. 

12 Chomsky [12], pp. 120 - 123. 

12 Prieaman [25], p. 100 and pp. 106 - 125.
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(d) allow the order of application to depend on which 

transformations have previously modified the tree 

(e) apply a transformation set either once or repeatedly. 

While these improvements and alterations to the standard 

TG Theory make the syntactic component even more useful as an 

analytical tool in the hands of linguists, they do not make TG 

Theory itself any more viable as a Theory of Language (thus not 

being useful in the field of AI), and, in fact, they make the 

syntactic component even larger and more unwieldy, thus making 

it unsuitable for MT. Nevertheless, it is important to notice 

that Friedman's work is a good example of how the process of 

translating a linguistic theory into a computer program 

enforces rigour and exactitude from it. 

2.2.2 There is one author, Petrick C66], who has tried to show 

how the decoding process might be achieved for a TG grammar. 

For each of the transformational rules in the original grammar 

Petrick adduces an Inverse Transformational Rule in the 

recognition grammar. This inverse rule will be the same as the 

original except that the S.C. of the original is now the 

Inverse Structural Description and the S.D. (with appropriate 

alterations) becomes the Inverse Structural Change. However, 

there are space and time problems in putting this grammar on 

the computer, so that Petrick has to suggest a linguistically 

unjustified set of auxiliary context-free PS rules in the Ease, 

which enable the fruitfulness of proceeding from any I.S.C. to 

be checked by some method such as Kuno and Oettinger's. 

However, this would seem to be a departure from the notion that
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encoding and decoding (production and recognition) are really 

accomplished by the same grammar. 

2.2.3 Three related parsing systems based on TG Theory have 

recently been developed. !? The basic idea of these systems is 

the ‘augmented transition network’, that is to say that the 

parser is seen as a transition network similar to a finite- 

state recognizer used in automata theory, but extended twice. 

First, the networks may recursively call either themselves or 

other networks. The second addition is to allow the network to 

"make changes in thé contents of a set of vegisters 

associated with the network, and whose transitions can be 

conditional on the contents of those registers".?+ This is 

similar to the action of calling a subroutine (in a low-level 

programming language), remembering the address of the first 

location after the execution of that subroutine, only to alter 

that address during the execution of the subroutine, thus 

exiting to some other part of the main program. It is 

interesting to look at the comments of Winograd {891 on the 

differences between his parser and the augmentec transition 

network parsers, which will be done in section 2.3.1. 

2035 The most impressive recent work in the field of AI has 

undoubtedly been that of Winograd (89]. He has written a 

  

12 Thorne, Bratiey and Dewar {83], Bobrow and Fraser 5], 

and Woods (91). 

14 Woods [91], pv. iv.
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computer system that understands English in a limited context. 

His system "answers questions, executes commands, and accepts 

information in an interactive English dialog? His parecer is 

16 
based on the systemic grammar of Halliday. Winograd 

believes, as does the author, that "what is needed is an 

approach which can deal meaningfully with the question ‘How is 

language organized to convey meaning?! rather than 'How are 

syntactic structures organized when viewed in isolation?'",27 

Systemic grammars deal with "'system networks! describing the 

way different features interact and depend on each other" 

rather than "placing emphasis on a 'deep structure! treel28 

Syntactic structure is organized into 'groupings' of phrases 

which are meaningfully connected, rather than into the more 

common form of parse tree. Thus, the sentence 

(25) The three big red dogs ate a raw steak 
= 

would be parsed into some tree like Diagram Boe on page 45. 

This set of features, which Winograd calls ‘deep structure', is 

related to surface structure by 'realization' rules, These are 

vory similar to transformation rules, except that in systemic 

grammars the notion of, for example, "PASSIVE" or "QUESTION" is 

already present in what is the equivalent of Chomsky's 

underlying P-marker. An example of Winograd's network for 

15 

16 

1? 

18 

Winograd [89], p. 1. 

See Halliday [29] and Halliday [30]. 

Winograd [89], p. 16. 

19 Taken from Winograd [89], Sel? e
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the three big red dogs ate a raw steak 

DIAGRAM 3 

"CLAUSE" is given in Diagram 4,29 on page 46. In that Diagram, 

a disjunct is represented by a vertical bar, a conjunct by a 

bracket and "null" or "nothing" by a dotted line; an asterisk 

may be replaced by either 'Q' or 'REL' depending on the 

particular expansion of the network under consideration. 

Winograd's parser is basically a top-down, left-to-right 

parser, but syntax and semantics are integrated, thus, for 

justance, in the sentence 

(26) He gave the boy plants to water 

the parser would never generate an interpretation akin to 

(27) He gave the house plants to charity 

since the phrase "boy plants" makes no sense (as against "house 

plants"), Although Winograd's system does not carry all 

possible parsings in paralle1,@+ it does not follow a blind 

  

20 maken from Winograd [89], p. 48. 

21 Cf. Kuno and Oettinger (aad, in section 2.1.
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automatic backup procedure if one parsing fails, but will 

rather report what kind of failure has occurred, thus enabling 

the program to 'decide' for itself what specific backup 

measures are necessary. 

2.3.1 Winograd compares his system with, specifically, that of 

Woods [92], 24 put his remarks apply equally to the other 

systems outlined in section 2.2.3. He first of all shows that 

Woods' discussion of the advantages of networks as grammars is 

the same as Winograd's own discussion of the advantages of 

programs. (Winograd's parser is composed of various programs 

(subroutines) for finding the syntactic structure of each 

sentence presented to it.) He then points out three basic 

aifferences:- 

(a) all the network type grammars are based on TG Theory, 

his own on systemic grammar 

(t) Winograd has implemented special additions to the 

basic parser, such as his method of dealing with the word 

tend", Whenever "and" is encountered, the parsing is 

interrupted (cf. programmed interrupts in operating systems) 

and a special program for interpreting conjoined structures is 

started. This feature is not in the network model 

(c) network parsers use automatic backup procedures rather 

than the 'intelligent' backup procedures used by Winograd. 

  

22 Winograd [89], pp. 44 - 46.
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3. Semantics 

Whereas most of the texts reviewed in section 2 were 

written with CL in mind, it is from workers in the field of AT 

that the semantics of Natural Language has received attention. 

This is not surprising, since the best method of determining 

whether the computer has ‘understood! what has been input to it 

is for it to respond ‘intelligently’. 

3.1 Winograd [389] claims that "a semantic theory must 

describe relationships at three different levels. First, it 

must define the meanings of words .... Secondly, we need an 

analysis of the ways in which English structures convey 

meaning, and the roles the words and syntactic structures 

play .... Finally, ... a semantic theory must describe now the 

meaning of a sentence depends on its context".2> Just as 

Winograd's syntactic analysis is accomplished ty means of 

! 
subroutines,°* so his semantic analysis does the same. 

Vinograd calls these subroutines ‘semantic experts’ or 

"semantic svecialists'. These specialists build up either 

‘object structures' (basicaliy for noun groups) or 

"relationship structures’ (for the other groups). However, 

these structures are based very much on Katz type semantic 

markers, Winograd claims that this is one of the methods for 

filtering out useless semantic interpretations, the second 

  

Ce) Winograd [89], p. 28. 

a See section 2.3.1 of this chapter.
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method being to do the interpretation continuously (constantly 

interacting with the parser). The third method of filtering 

occurs only when the sentence is truly ambiguous, in which case 

the semantic system looks at the context of that sentence to 

settle the ambiguity. Winograd distinguishes three types of 

context:- 

(28)a. local discourse context: the previous sentence 

(possibly two) 

b. overall discourse context: the general subject 

matter of the discourse 

c. context-of knowledge about the world, 

(28)c. will differentiate between (29)a. and (29)b.:- 

(29)a. He hit the car with the rock 

b. He hit the car with the dented bumper 

since it is known that cars have bumpers but not rocks. 

Sse One of the aims of Yorick Wilks [88] is.to "construct a 

theory that enables us to detect semantic forms directly, and 

rut via a strong and conventional syntax analysis".°? He 

distinguishes four meta-linguistic notions: word--sense, 

message-form, text-fragment and semantic compatibility. 

Word-senses are represented by semantic formulae which have 

elements, such as BE, COUNT, GRAIN, THINK. Fifty-three 

26 
“primitive semantic classifiers"” of this kind are given and 

have been selected not on the basis that they are the 'right' 

2> wiike [88], p. 94. 

26 ipid., Dp. 10h.
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set, but that they produce a reasonable result. Message-forms 

are represented by templates ("used ... only as experimental 

devices in their own right")2? such as MAN+BE+KIND (where ‘+! 

means 'to-the-left-of') which can be interpreted as 'a man is a 

man of a certain sort', This is, in particular, a bare 

template, which consists of the heads of three semantic 

formulae. It is these bare templates which are used by the 

sequence rules, which achieve compatibility within a text- 

fragment. Sequence rules use the notion of 'semantic closeness! 

in deciding between interpretations of an ambiguous sentence. 

28 
An example™ may serve to make the foregoing a little 

clearer. In the phrase 

(30) the old salt is damp 

there is an ambiguity between "salt" as 'sailor' and "salt" as 

'chemical', Thus, in the sentence 

(31) The old salt is damp but the biscuits are still dry 

one would expect "salt" to have the sense of ‘chemical'. Wilks! 

program would generate two sets of bare templates:- 

(32) STUFF+BE+KIND THING+EE+KIND 

(33) MAN+BE+KIND THING +BE+KI ND 

The left-hand template in (32) and (33) represents "the old 

salt is damp" and the right-hand template represents "the 

biscuits are dry". An attempt is made to compare the heads of 

each bare template (STUFF with THING, and MAN with THING). 

Since they are not the same in either case, the sequence rules 

  

2? wiiks [88], p. 1h. 

28 Taken from Wilks (838), pp. 113 = 114.
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will choose (32) as the better sense for the text-fragment as a 

whole, since STUFF is ‘semantically closer' to THING than MAN 

is. 

3.2.1 Wilks! system is in fact more complicated than the above 

example makes explicit, since the sequence rules work in 

general with full templates after an attempt has been made to 

match bare templates. The ideas are, however, still similar to 

those shown above. Despite the fact that this system is 

undoubtedly capable of disambiguating text-fragments and 

generating 'meanings' for them, it nevertheless relies heavily 

on a pre-set dictionary, °? consisting of sense-pairs, eee 

the first member is a (well-formed) semantic formula, and the 

second member is a sense description. Thus, the sense-pair for 

30 
the word "compass" is given as:- 

(34) (COMPASS ((((((THIS POINT) TO) SIGN) THING) 

   (COMPASS AS INSTR it POT H)) 

  

((COUNT DO) 

(COMPASS AS TO MEASURE NUMERICALLY)))) 

Wilks admits that this is very similar to the Katz position on 

semantics, without his belief in a prior syntactic analysis. 

However, Wilks disclaims the 'correctness'! of his system by 

saying, "There is no intended suggestiun that the CSD 

[computable Semantic Derivations] system I have described is 

  

29 The system does allow for the automatic construction of 

concepts, but that is not an important part of the system. 

3° wires [88], p. 106.
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the linguistic system for analysing natural language. 

Contemporary philosophy, and the older linguistics, should have 

by now inhibited the search for any such grail". Against 

that, it can and should be argued that there must be 

(scientifically) at least one method by which at least some 

people do understand Natural Language and do formulate 

utterances of their own. It is not a foregone conclusion. that a 

search for such a method is doomed to failure. 

S03 Roger Schank and Charles Rieger C74] have looked at a 

different aspect of-AI, namely the notion of ‘inference'. They 

"consider an inference to be a new piece of information which 

is generated from other pieces of information, and which may or 

may not be true.t2 In order for these inferences to be made, 

a conceptual dependency theory is postulated. This theory is 

built up from six categories and a number of rules which define 

the valid relationships between them. Schank and Rieger claim 

that fourteen primitivo actions are all that are necessary 

"Lo account for the actiou part of a large class of natural 

language sentences'!,-> Again, these are chosen »ecause of 

their effectiveness, not for any a priori reasons. An example 

of the kind of inference made by their program>+ is given if 

one considers the sentence (35):- 

  

3. wiaxs [88], p. 133, italics in the original. 

32 Schank and Rieger C74, De 2. 

35 qpid., p. 13. 

34 thid., pp. 15 - 16.



(35) John likes chocolate. 

Schank and Rieger claim that there is a missing ‘action' in 

(35), that is to say that people "like chocolate" because they 

like to INGEST it (where INGEST is one of their primitives). 

Even if this is not actually the case for John's liking 

chocolate, a missing ‘action' will still be predicted, since 

the analysis of "like" (which, on their interpretation, is 

represented as a state) gives an ‘actor’ and an tact' and no 

‘action' to link them. Schank and Rieger believe (without 

actually quoting any sources) that psychological evidence 

backs them up in their belief that human beings do understand 

this kind of inference. 

While this may very well turn out to be an accurate 

description of how human beings extract more information from 

an utterance than is there in the bald statement of that 

utterance, this kind of analysis does not help in determining 

what caused the speaker to utter the given sentence. Indeed, 

Schank and Rieger's examples tend to read like sentences in a 

narrative novel, rather than sentences uttered as part of a 

discourse. 

34 Weizenbaum's BLIZA2? is a program in which the semantic 

analysis is dependent upon the recognition of keywords in the 

input sentence. Thus, if 

(36) He says I'm depressed much of the time 

is the input sentence, then the keyword found by ELIZA is 

35 Weizenbaum [85] and Weizenbdaum (eel:



"depressed", thus generating the response 

(37) I am sorry to hear that you are Gevressede-° 

The program is supposed to model the replies of a particular 

school of psychologists: the Rogerians. The problem with it is 

that there is no theoretical justification for the particular 

words that Weizenbaum has chosen to be keywords, apart from the 

fact that they are psychologically significant (e.g. "mother", 

"Ndepressed"), 

Replies from the system are generated by responding in 

pre-determined (even if randomly chosen) sentential 'frames'. 

However, Weizenbaum explores a line of argument that will be 

returned to in chapter III, section 5. He considers the 

sentence 

(38) I am very unhappy these days 

as heard by a foreigner, whuse Fngiish is only good enough to 

allow him to understand the words "I am". This foreigner, 

wishing to appear interested, might reply: 

(39) How long have you been very unhappy these days? 

where "how long have you been ...?" is obviously a stock 

sentential 'frame' for replying to "I am ...", “srespective of 

what follows. It will be argued later that it is this ability 

to 'split' a sentence into parts, semantically as well as 

syntactically, that will enable the computer to ‘understand’ 

Natural Language in any context. 

3.5 The setting up of a network of semantic material has 

  

36 Weizenbaum [86], p. 36.
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been the aim of M. Ross Quillian.>” His’ model consists 

basically of a mass of nodes interconnected by various kinds 

(six in all) of associative links. Each separate concept (not 

each separate word) is depicted as being on one plane. Each 

concept is modified (or 'defined') by the logical-type links in 

its own plane, but each of the nodes of the links will have its 

own 'meaning' and is itself defined in some other plane. There 

have therefore to be links from one plane to other planes. From 

a theoretical point of view, this method of 'defining' concepts 

has one drawback. There is, in theory, no end to the definition 

of any concept. The. links from each node all lead to other 

nodes, most of which are on other planes; those nodes have 

their own links, and the process of following any given path 

never terminates. However, the (psycho-)linguist (or indeed 

Quvillian) might object that it is precisely the same for human 

beings. They can only 'define' concepts in terms of other 

concepts, each of which also needs to be ‘defined’. 

Quillian's program, TLC, sets out "to extract and somehow 

retain meaning from natural language text it has not seen 

before, at a level of skill comparable with that of human 

readers!,2° It is interesting, therefore, to learn how 

Quillian believes that human beings understand what they are 

reading. "Natural language text communicates by causing a 

reader to recall mental concepts that he already has. It refers 

him to such already known concepts either with isolated words, 

  

3? quiziian [70] and Quillian [71]. 

2 Guiiiien (71 ly ps 459.
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or with short phrases, and then specifies or implies particular 

relations between these. In this way the text may be said to 

direct the reader to form new concepts." Curiously enough, 

this is open to the same objection as earlier, only in reverse. 

Previously, the objection was raised that Quillian's 

definitions never end; now one can object that there is nowhere 

for man's concept formation to begin! What is the first concept 

without which man could learn nothing else? How are the 

earliest ‘new concepts’ formed? 

However, in the same article, Quillian says, "in TLC, the 

function of text is’ to be viewed not as explicitly stating 

information for a reader but rather as directing the reader to 

construct for himself varicus cognitive structures", 4° This is 

an extremely important point, which will be further elucidated 

in chapter III. Suffice it to say here that it points out the 

error of insisting on an attempt to discover what a 'meaning' 

is. The 'meanings' of sentences or words no more exist in this 

world ‘than do unicorns or dragons. Meaning is conveyed by the 

fpeaker to the hearer when the hearer has either built up in 

his own mind the relevant cognitive structures that caused the 

utterance, or understood that the speaker has those cognitive 

structures. 

  

39 quittian [71], p. 464. 

4O tbid., Dp. 460.
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For the purposes of AI as defined in section 1.1, the 

choice of a suitable syntax would appear to lie between TG 

grammars and the systemic grammars of Halliday and Winograd. 

In terms of programming techniques, systemic grammars would 

appear to be superior, since the networks are ‘easily!’ 

programmable and are interchangeable between understanding and 

generating utterances. TG grammars, with the exception of the 

transition networks, are more cumbersome and are, apparently, 

difficult to handle-when understanding is the goal. As far as 

semantics is concerned, nobody has really shown how computers 

can understand Natural Language in any and all contexts. 

Winograd admits that a proper semantic theory must take account 

of knowledge about the world, but his system only knows the 

highly restricted context of one table, one box and some 

blocks of wood. Apart from Schank and Rieger, everybody has 

concentrated more on nouns than verbs, although it will be 

shown later that general knowledge depends more on 

understanding the verbs. 4+ 

There seem to be no published works where people in the 

field of AI have taken the Theory of Intentions (or the notion 

of presupposition) and used it to enable computers to model and 

understand Natural Language. This is an important omission, 

both in the sense that, as has been seen, there is good reason 

    

Al 

contrary to Wilks, syntay and semantics are 'separate' in some 

It has been assumed throughout this paragraph that, 

definable way.



to believe that the speaker's intentions when uttering a 

sentence matter for that sentence's comprehension, and in the 

sense that it is through this kind of theory that knowledge of 

the world can be ‘learnt’, 42 The concept of learning is also 

important, since AI programs should be able to learn from past 

experience, this being what human beings are supposed to do. 

Thus, the program to be developed in the next chapters will be 

able to learn and remember, and should be able to deal with 

any context. 

  

42 That is not to say that other programs have omitted the 

‘learning' operation.



III. THE FUNCTIONAL THEORY OF LANGUAGE 

It was argued at the end of chapter I and the end of 

chapter II that a theory based upon Austin's notion of 

‘intention’ and Fillmore's notion of 'presupposition' would be 

of benefit to both AI and the Philosophy of Language. This 

chapter will show the possible structure of such a theory. 

1. Language 

Language is the means by which human beings communicate 

with each other. The basic method of communication is speech: 

ons person speaking either to another person or to a:group of 

people (the audience). The purpose of the speaker in speaking 

is to make his audience understand his thoughts, emotions, 

arguments or beliefs, The phonetic arrangements .hich actually 

form the sounds of each individual word are purely arbitrary. 

Yhe same can be said of the so-called syntactic ‘rules! that 

are surpcesed to govern Language. If these really were rules 

(in the sense of rules of a programming language), then to 

break them should (a) have the most undesirable results (the 

audience would not understand the speaker), or (b) be 

impossivle, Neither of these alternatives is actually ine case.
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In actual speech situations, people are constantly interrupted, 

thus being unebie to finish their sentence, or they produce 

such a long sentence that syntactic relationships are 'broken', 

or they simply speak ‘ungrammatically'. Indeed, so often do 

people speak ungrammatically that they can in fact change the 

‘grammar' of the language. Thus 

(40) I wish he were here 

is still supposed to be 'correct' English, but so many people 

(including television announcers) are inclined to say 

(41) I wish he was here 

that the subjunctive may soon pass out of English 'grammar' 

entirely, going the way of Case before it. The fact that 

sentences such as (41) can be uttered meaningfully shows that 

whatever kind of syntax human beings actually 'possess', it is 

not constructed from hard and fast rules, 

1.1 Although Language is the means by which human beings 

communicate with cach other, this does not mean that a 

‘tnought' is necessarily prior to its linguistic 

representation. One may distinguish three kinds ~f thinking:- 

(a) thinking that requires a search of the long-term 

memory. Searching for the linguistic representation (word) of a 

concept that one 'knows' is an example of this kind of thought 

process. This process is obviously not linguistic, although 

the result of such thinking often will be linguistic, for 

example, "Ah, 'pragmatism' was the word I was looking for". 

(b) the thinking involved when one is arguing, often over 

some academic matter. This kind of thought process usuaily is
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linguistic. Thus, one prepares arguments and counter-arguments 

in one's mind, both those that one is intending to produce and 

those that one hopes will not be produced on the other side. 

(c) what might be called ‘situational! thinking; the kind 

of thought processes that lead up to most speech situations. 

Although this process is not obviously linguistic, it can be 

argued that it is linguistic in form, but not necessarily at 

the level of Natural Language. If one considers a computer's 

‘brain', it can be seen that a computer with a core memory can 

only recognize, in the last analysis, the presence or absence 

of a magnetic field at a particular location in its memory; 

this recognition is accomplished by passing an electric current 

through the relevant 'cell'. The presence or absence of 

magnetic field is usually represented by the binary digits 

(bits) 1 and 0; the ‘language! built round these bits is called 

Machine Code. This is the true Language of the Machine. On the 

other hand, compilers written (usually) in a mnemonic form of 

Machine Code enable the computer to ‘translate' high-level 

leuguages (which may be similar to restricted subsets of 

Natural Language) into Machine Code. The human br-in can be 

said to be similar in many ways. In human brain cells, 

electricity causes changes of their chemical contents; 

Legendy {48] claims that "the effect of information on the 

brain is to cause the neurons to form groups",? which is 

similar to bits being grouped into computer words® and ‘data 

  

1 hegehay [48], p. 556. 

2 Gf, also the "cell assemblies" of Hebb [32].
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structures', Thus, the concept of, say, a Brain Code is similar 

to the concept of Machine Code. One might say that Brain Code 

is the proper Language of the Mind. High-level languages such 

as English can be translated into Brain Code, and vice versa. 

Suppose Jones says 

(42) I accuse Smith of robbing the bank 

then Jones might or might not be conscious of the thought 

(43) Smith is responsible for robbing the bank 

put he will nave 'had' the thought nevertheless. 

Despite the fact that high-level programming languages 

must be translated into Machine Code before a computer can 

‘understand! them, English does not have to be translated into 

Brain Code to be comprehended by the brain. Brain Code is more 

properly described as the Language of the Subconscious Mind. 

Natural Language is the Language of the Conscious Mind. The 

same 'thoughts' can be made in either language form without 

being translated from the other, in exactly the same way that 

a bi-lingual person is quite happy to talk in either of his two 

languages without going through a translation process. (Indeed, 

one is not supposed to have achieved mastery of -. foreign 

language until one can stop translating out of and into the 

mother tongue.) This distinction between Brain Code and Natural 

Language would also account for the apparently contradictory 

results obtained by asking people whether they "think in 

Language or not", Some people neater that they do think (type 

(c) above) in Language; others are equally convinced that they 

do not. (The author has made this discovery over six or seven 

years of casual conversation with many people in many walks of



63 

life.) The truth might well be that the latter think in Brain 

Code (i.e. subconsciously), while the former do think in 

Natural Language (i.e. consciously). 

2. Cognitive Structures and Understanding 

Consider (43) again. This could be reformulated as 

NRESPONSIBLE [Smith, robbing the bank]. Looking at example 

(18) in chapter I, it will be seen that this is exactly what 

Fillmore believes is said by the 'judge' when uttering a 

sentence, such as (42), using the verb "accuse". Thus, it is 

a condition for the use of "accuse" by Jones that (43) is 

thought by Jones. According to Fillmore, it is a presupposition 

of accuse" that the 'situation' is BAD, It would be logical to 

assume that some thought such as 

(44) Robbing the bank is a bad thing to do 

would also be required before Jones could utter (42), but this 

is not 50. This thought does not have to be formulated even in 

Brain Code, for it is not part of the information that Jones 

wishes to convey to his audience, whereas (43) is precisely 

that information. “hat is necessary is that Jones' cognitive 

  

structure includes BAD (robbing the bank]. 

2el The term ‘cognitive structure! requires explanation. It 

is first necessary to abrogate any notion of there heing an 

actual tmind'! which is something distinct from a brain. Such 

metaphysical 'entities' have no place in a scientific thesis. 

Talk about minds is really only a convenient shorthand for talk
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about brains, It is the brain that is at the centre of Language 

processing activities, and it is in the brain, therefore, that 

all the requisite aids to Language comprehension and generation 

are situated. Memory, then, being a function of the brain, is 

‘realized by a large number of brain cells. A human being's 

knowledge is stored in cells somewhat as a computer stores its 

data. It is not the case, however, that each cell is a discrete 

entity, having life of its own and its own bit of knowledge. 

Cells are linked together, and it is the linked pattern of 

cells that forms each piece of knowledge. However, knowledge is 

not merely restricted to 'facts' about the world; it also 

embraces moral beliefs and attitudes in general. It is 

perfectly acceptable to say "I know that robbing banks is 

immoral" or "I know that God is benevolent", where the argument 

of neither sentence represents a 'fact' in the world. Each set 

of linked brain cells forming a piece of knowledge or an 

attitude is to be called 'a cognitive structure’. The set of 

all cognitive structures of a given person is to be calied 

3 ‘che cognitive structure' of that person. 

2.2 Presuppositions inherent in the use of a given verb 

(that is, the implicit level of communication) 4 play a 

different role for Fillmore from what he calls the 'meaning' 

of the verb, that is conveying the information intended by the 

speaker to his audience. It was shown in section 4.2 of 

  

3 Cf. Quillian in chapter II, section 3.5. 

te Cf. chapter I, section 4.1.
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chapter I that presuppositions can be considered as properties 

of the verb with which they are associated. It is equally 

possible to think of them as functions of the argument, x, of a 

given sentence, Indeed, Filimore's notation implies this 

attitude towards them. As far as the speaker is concerned, 

these functions act as cheching mechanisms on the speaker's 

cognitive structure. For example, suppose Jones wishes 

(intends) to convey the information contained in (43). Jones 

may know a number of verbs which would convey this information, 

including, say, "accuse" and "congratulate". However, a 

presupposition of "congratulate" is GOOD {x]. If this is 

applied to "robbing the bank", then there will be a clash 

between the structure propesed by the function GOOD and the 

already existing cognitive structure formed by BAD. Since GOOD 

and BAD are mutually exclusive, the check fails; "congratulate" 

will not be chosen by Jones whereas "accuse" (or "reprove", 

"indict", "impeach", "reproach" etc.) will be chosen. It is 

important to note tuat Jones might have had no views whatsoever 

Cc. the subject of robbing the bank. In that case, not only 

could he not have used the verb "congratulate", ‘ut nor could 

he have used "accuse", 

Clearly, the explicit level of communication may also he 

analyzed in terms of functions in the same way as the 

presuppositions. Indeed, the same set of functions is used for 

both the presuppositions and the ‘information content! 

associated with verbs. Consider (43) again. This is the prompt 

for Jones to utter sentence (42), It is also the information 

content associated with the verb "accuse". It might be the case
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that Jones already has the cognitive structure 

(45) RESPONSIBLE (smith, robbing the bank]. 

In that case, use of the verb "accuse" is 'generated' from the 

existing cognitive structure and there is no change to Jones! 

total knowledge. However, (43) might be a completely 'new' 

thought to Jones, either in nis high-level language, or in 

Brain Code, prompted, say, by having seen Smith emerge from the 

bank last Thursday carrying a large bag, and by hearing later 

that the bank had been robbed. In that case (45) will become a 

new cognitive structure and will thereby ada to Jones! 

knowledge. This reasoning process is one way whereby one's 

stock of knowledge may be increased. The second way will be 

shown in section 2.3 below. 

205 A sentence is understood hy the hearer when he has 

recognized (a) the presuppositions” inherent in the verb in 

that sentence, and therefore (b) the cognitive structures of 

the speaker that led to the uttering of the sentence. The 

hearer models the cognitive structures of the speaker, after 

which the presuppositions act as checking mechan*.sms on the 

hearer's cognitive structure. Any clash is likely to produce a 

reply such as "Wait a minute; that means that you think that 

suck and such, but that's not right'', Ir there is no clash, 

then the hearer is likely to reply to the information content 

of the sentence, as shown by the explicit level function 

  

2 Hencefcorward, the term 'presupposition’ will be used to 

include both implicit and explicit levels of communication.
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associated with the verd. (Needless to say, the sentence can 

have been understood without any such reply whatsoever.) If the 

hearer's cognitive structure includes nothing at ali to do with 

the argument of the sentence uttered, and if the hearer 

’ believes the speaker to be reliable, then all of the speaker's 

cognitive structures shown by the utterance may be adopted by 

the hearer: thus being the second way in which one's stock of 

knowledge can be increased. 

It might, of course, be possible that one adds to one's 

stock of knowledge through reading. In this case, one could say 

that when reading (a serious work) uncritically, one simply 

transfers the cognitive structures of the writer of the piece 

one is reading, as shown by what he says, into one's.own 

cognitive structure in the long-term memory. Critical reading, 

however, would produce the same check on those cognitive 

structures, while they are still in the short-term memory, as 

has been outlined above. This check is performed both on the 

reader's cognitive structure and on the reader's model of that 

vart of the writer's cognitive structure that has been revealed 

in the work. It follows from this kind of analysis of the 

acquisition of knowledge, that some kind of verbalizetion is 

necessary before any 'new' thoughts are retained by the 

long-term memory. This ensures that the right presuppositions 

form the individual's new cognitive structures. The 

verbalization may well only be at the Brain Code level, but it 

must nevertheless have taken place. 

Since vnderstanding is dependent upon a recognition of the 

presuppositions inkerent in the verb of an utterance, it can be
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said that at least part of the illocutionary force” of the 

utterance is contained in those presuppositions. It is also 

the case that all the illocutionary force of an explicitly 

per roreties utterance is contained in the presuppositions 

inherent in the explicitly performative verb of the utterance. 

Let this theory of how Language is understood be called 

the 'Functional Theory of Language' (FTL). 

3. _Presuppositions 

This section will outline the kinds of presupposition that 

can be found to be inherent in performative verbs. There is no 

theoretical reasoning behind the choice of presuppositions; 

they have all been 'discovered' by actually analyzing 

performative verbs (and occasionally by the necessity to alter 

an analysis from experience of using the computer program to be 

explained in chapter IV). The names of the presuppositions have 

been chosen arbitrarily and do not necessarily have any 

cegnitive significance. It will be seen that the 

presuppositions go in pairs, one positive and on negative in 

intent. This is essential, since verbs can be either positive 

or negative in intent (compare "assert" with "deny"). 

Say Consider verbs such as "assert", Nstate" and "believe". 

As well as being performative verbs, they are verbs which 

report on the state of the individual's cognitive structure. 

  

6 See chapter I, section 3.2.4.
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They are verbs which say (at the very least) that the speaker, 

S, believes that x, the argument of the verb, is true. This 

presuppositional function will be called VALIDBLY, with a 

corresponding negative (for verbs like "deny") called NVALIDEF. 

However, this is thorny philoscphical ground. there is a 

raging debate as to what 'belief' is, and, in particular, what 

the difference between 'belief' and 'knowledge' might pe.” 

The only part of that debate that is of relevance here is that 

part which refers to "I know ... ' as uttered by S. To say 

"I know ... " is to claim to know something, not actually to 

know it, This distinction is brought out by Woozley [oa] who 

says "the question whether I know that something is the case is 

the same as the question whether I can truly claim to know that 

it is the case; but it is not the same as the question whether 

I can justifiably claim to know that it is the case. The 

question whether I can truly claim to know that it is the case 

is the question whether I know that it is the case; the 

question whether I can justifiably claim to know that it is the 

case 1s the question whetner my reasons for saying that I know 

8 
that it is the case are good reasons", FTIL's concern is with 

the justification of the claim. hus two further 

presuppositions are necessary: CONFDENT, meaning that S has 

good evidence for believing x, and NCONF, meaning that S does 

not have good evidence. This evidence, moreover, is not what 

  

x See Griffiths [28] for a presentation of many sides of 

the argument. 

8 Woozley [92], pp. 83 - 84, italics in the original.
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might be called 'direct‘ evidence, e.g. when S has seen 

something hapnen; it is rather either inferential evidence or, 

for instance, evidence from books. 

Consider, however, the verbs "confirm" and "affirm. Here, 

to say "I confirm that ... "is to make a claim by S that he 

was present when x occurred, or that he has first-hand 

knowledge of the existence of a state of affairs. This requires 

the presuppositions VALID and NVALID, meaning that x occurred 

and x did not occur, respectively. These are really the only 

presuppositions that refer to facts in the outside world; all 

the others (with the possible exceptions of PASTUTT and 

NPastUTT, ? which are in a totally different category) refer to 

individuals' cognitive structures. 

3.1.1 Verbs like "credit" or "accuse" require two different 

pairs of presuppositions. First, to credit I with x presupposes 

that x is a good thing, whilst to accuse I of resupposes Int ht
 

that xis a bad thing; hence the functions GOOD and RAD. At the 

ezplicit level, both "creait" and "accuse" show that S believes 

that I was responsible for causing x to occur. T.is is 

represented by the function RSPONSEL; its corresponding 

negative is NRSPNSBL, meaning that S$ believes that I was not 

responsible for x. 

3.1.2 FUTACT, meaning that S intends to do x in the future, 

and its opposite NFUTACT (S does not intend to do x in the 

  

2 See section 3.1.3, below.
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future) are presuppositions of verbs like "promise" and 

"refuse" respectively. Similarly, WANTS (S wants x) and NWANTS 

(S does not want x) are presuppositions of "wish" and "reject" 

respectively. 

3.1.3 Some verbs, for example "confirm", presuppose that x, 

the argument of the verb, has been uttered at some previous 

time in the conversation, usualiy, though not always, by some 

person other than the current speaker. This is represented by 

the function PASTUTT. Similarly, NPASTUTT means thats has not 

been uttered previously. This is a presupposition of a verb 

such as "wonder", 

3.1.4 Consider "promise" again. In section 3.3 of chapter I, 

it was shown that Searle believed part of one of the 'rules' 

underlying the illocutionary force indicating device Pr for 

promising to be: "Pr is to be uttered only if the hearer H 

would prefer S's doing A to his not doing A" where A is the 

future act that S is promising to do. It is therefore necessary 

to have presuppositions that refer to the addres-se's cognitive 

structures. These end in the letter H and are WANTH and MWANTH 

(the addressee wants or does not want x) and VALIDBFH and 

NVALDEFE (the addressee does or does not believe that x is 

truce). 

3.1.5 Consider the sentence 

(46) I order you to attack the enemy. 

This presupposes that the speaker is in a position of authority
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over the addreseee(s), Hence the presupposition AUTHORTY Es,2], 

meaning that S is in authority over I, Its corresponding 

negative is NAUTHRTY. These last two functions are two-place 

presuppositions; the only other pair of two-place 

- presuppositions is RSPONSEL and NRSPNSBL. Moreover, AUTHORTY 

and NAUTHRTY are the only two functions that do not refer to 

x in some way. 

Bac There is one presupposition that is different in kind 

from the presuppositions outlined in section 3.1 above. This is 

the presupposition VALUE which is inherent in some of the verbs 

that Austin called 'verdictives!, 1° for example, "value", 

"deem", "rank" and "rate", These verbs make a comparative 

judgement (verdict) on some article or argument. For obvious 

reasons, VALUE has no negative complement. 

4. Philosophical Implications of FTL 
  

If the Functional Theory of language comprehension is 

correct, then a child cannot be born with a 'tabvla rasa' for a 

mind, nor is Language to be learnt by ostensive caefinition 

alone. No utterances in a language are considered to be 

"basic', either in the Lockean notion of 'concept', or in the 

11 
early Chomsky sense of 'kernel sentence’. In fact, none of 

the empiricist views of Language and Language acauisition is 

  

10 austin [2], pp. 152 - 154. 

11 Chomsky [10], especially pp. 45 - 48.
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upheld. This is perhaps just as well, since Harrison (31] has 

shown very clearly how any Empiricist Theory of Language, 

based as it must. be upon an associative~referential theory of 

meaning, becomes wholly yacuous.+2 

FTL is a Rationalist Theory of Language. Human beings are 

born with a propensity, not necessarily for learning the whoie 

of a given language, but at least for associating functions 

(presuppositions) with particular verbs (assuming that infants 

have some method of differentiating discrete sequences of sound 

into particular words). This is not an empiricist type of 

association, since no reference is made to any object in the 

outside world. From data published by McNeill [63] (following 

Roger Brown), it can be seen that a child of 28 months uses a 

verb in about 60% of two-word utterances and about 76% of 

three-word utterances. The majority of utterances where the 

verb is omitted would appear to be cases where the verb would 

be the copula, for which the presupposition would be the rather 

trivial cne of VALIDELF; thus the utterance "dress pretty" is 

eLort for ult believe thar] the dress is pretty". Other common 

types of utterance, like "more milk" or "Mummy get ladder" 

imply the presupposition WANTS. The more abstract, less 

self-centred presuppositions, such as those that imnly moral or 

ethical judgements, only appear much later in a child's 

development. The omission of such verbs as "think" or "want" 

might well be due to the same reason that children omit 

  

le Harrison (ily especially Part I, ppe 1 - 109. 

13 weneil1 [63], Table 3, p. 28.
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mentioning themselves as the subject of sentences, namely that 

infantile egocentricism (a term introduced by Piaget {67]) 

makes a child think that everyone knows that he is talking 

about himself. Nevertheless, this must not be seen as evidence 

for presuppositions; it is merely that FTI, enables one to 

account for the child's linguistic behaviour in a consistent 

manner, ‘The argument in section 4.3.1, below, will explain why 

linguistic data from the child cannot count as evidence for 

FTL. 

ye Not only is a child born with this propensity for 

associating presuppositions with verbs, but he must also be 

born with a fully functioning Brain Code. No computer can work 

properly if its CFU fails to process accurately the low-level 

instructions input to it. A child has no engineers to come and 

put his brain right if part of it is not functioning correctly. 

A child cannot learn its Brain Code from anybody else, since 

Brain Code is not public property in the way that natural 

lienguages are. Therefore, a child's processor and the low-level 

language that it processes must be ntact at birth. Indeed, 

there is evidence from brain-damaged patients that the brain 

has duplicated some of its processes, just in case its original 

‘channels! should become inoperative for any reason. This being 

the case, it is quite possible that babies cry for food, not 

simply because they are hungry, but because they have had a 

low-level thought corresponding to the high-level "I am 

hungry", but arc unable to communicate this thought to anybody 

else.
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42 TG Theorists would say that FIL isa theory of 

performance and, as such, not directly contrary to TG Theory, 

which they claim is a theory of competence.++ However, the 

distinction between competence and performance, far from 

being a "major methodological élarification", © has had the 

effect of pushing philosophical discourse into the realms of 

fantasy. Huwan beings are said to have a 'knowledge' of their 

own natural language, amounting to a 'knowledge' of the grammar 

underlying that language. This 'knowledge' is hardly ever put 

into practice: indeed, the only apparent justification for 

stating that this 'knowledge' does exist is the fact that human 

beings can answer "yes" or "no" to the question whether an 

utterance 'x' is part of the language, L, or not. Chomsky 

himself says "... we cannot avoid being struck by the enormous 

disparity between knowledge and experience — in the case of 

language, between the generative grammar that expresscs the 

linguistic competence of the native speaker and the degenerate 

data on the basis of wnich he has constructed this grammar for 

héimse1t™.?? Indeed, the data on which Chomsky has constructed 

his own grammar for a fragment of English is jus. as meagre and 

degenerate, because all the data provided for this grammar is 

data abstracted from actual linguistic performance, which need 

  

a See chapter I, section l. 

15 For an account of many of the arguments in favour of the 

distinction, see Fodor and Carrett reaile 

LOT prdstene 137. 

17 Chomsky [aei5 pe 63.
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not have been generated by the competence grammar 'known' by 

the speaker at ai1.28 

Why must there be this disparity between the sentences 

produced by the grammar that an adult 'knows' and the sentences 

which he uses? The obvious answer is that language users do not 

always act in accordance with ‘rules' in the way that TG 

Theorists would like. Indeed, the need to account for so-called 

"gemi-sentences'""? has led Katz to postulate a further set of 

‘rules', "transfer rules", which correspond to either kind of 

‘rule' in a standard TG grammar, but are, so to speak, 

incorrect rules. It is these "transfer rules" that are followed 

when sentences are uttered that do not accord with the 

20 Is it the case that semi-sentences are competence grammar. 

not part of the language L? If they are not, then how do 

speakers of L understand them? On the other hand, if 

semi-sentences are part of L, then why are they called 

semi-sentences and treated differently, being designated 

‘ungrammatical' and therefore not derivable by the competence 

€.ammar? To postulate transfer rules alongside the other rules 

is just as '‘inelegant', just as theoretically uniesirable, as 

the areas of duplication in 1G Theory pointed out in chapter I, 

section 2.1. 

Since the competence 'rules' can only be formulated by 

looking at the results of performance, which is said to be 

  

18 see chomsky (ue) hee ge 

19 see Katz [37]. 

20 cf, section 1 of this chapter.
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"degenerate", any ‘conclusions! drawn about these 'rules' can 

only be arbitrary; there can be no evidence for their accuracy 

or otherwise. The drawing up of a competence grammar is 

therefore pure fantasy, and is open to just the same line of 

attack that Katz and Fodor themselves used on the arbitrariness 

of the artificial languages used by Logical Atomists as 

idealizations of Natural Language. -> Moreover, as Campbell and 

Wales {3] point out, TG Theorists have, in general, not tried 

to characterize the nature of competence seen as "the nature of 

those human abilities that are specific to language" but have 

attempted rather to characterize "a more restricted 

competence ... from which by far the most important ability has 

been omitted — the ability to produce or understand utterances 

which are not so much grammatical but, more important, 

appropriate to the context in which they are made"? Katz and 

Fodor claim that "a sentence cannot have readings in a setting 

which it does not have in isolation", °? whereas it would be 

more correct to say that a sentence has no meaning out ofa 

context. Although Campbell and Wales still believe that the 

distinction between competence and performance c.n be 

maintained, it should be quite clear from the preceding 

arguments that the nearer one comes to the context in which a 

sentence is uttered, the more impossible it becomes to draw the 

line between 'competence' and other knowledge. 

  

2h See Katz and Fodor (36). 

22 campbell and Vales [8], p. 247, italics in the original. 

23 Katz and Fodor (38), pe 488.
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43 In section 2.3 of chapter I, it was stated that the 

reason why TG Theory was merely a formal system for describing 

linguistic data and not a properly scientific Theory of 

Language was the lack of correspondence between empirical 

content and the (supposedly) interpretive system. It is, in 

theory, possible tc test empirically for the kinds of cognitive 

structures outlined above. Unfortunately, the technical 

equipment and knowledge is not available at the present time. 

In general, neurophysiologists and neuropsychologists work with 

people who have suffered brain damage in some way, hardly ever 

with 'normal', healthy human beings; moreover, their results 

are limited to marking the general locations in the brain of 

linguistic activities, such as reading, writing and speaking, 

as well as showing how the two sides of the brain interact with 

each other. 

nl Modern psychology] has undoubtedly made considerable 

progress in the study of the genesis of psychological 

processes, and in their changes in the course of development. 

I* has described the structure of human mental activity. It now 

has clear ideas on the structure of higher psyche logical 

actions and complex conscious activities that cannot in any way 

be compared with the classical schemes of associationism or 

with the general ideas of Gestalt psychology, with the 

simplified phenomenology of behaviourism, or with the 

pretensions of ‘depth psycholocy'. Despite all these advances, 

our knowledge of the psychophysiological structure of mental 

processes and of their internal intimate mechanisms is still 

grossly inadequate. We still know very little about the
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internal nature and the neurological structure of complex forms 

of conscious activity although their course is now reasonably 

well understood. We know almost nothing about the factors 

comprising the structure of this activity, and how these 

factors change in the successive stages of mental development 

and with the acquisition of the complex devices facilitating 

the course of these processes, "=+ Thus says Luria at the end 

of his book The Working Brain, which is a good survey of forty 

years' work in the (relatively) new field of neuropsychology. 

It is clear from that statement that our knowledge of the way 

that the human brain works is extremely meagre. Those 

neuropsychologists and neurophysiologists who work with the 

language processing parts of the brain have either found it 

unnecessary or impossible (as yet) to work with individual 

brain cells or groups of cells. Nevertheless, it is 

intrinsically possible for evidence from such a source to be 

found. 

4.3.1 Furthermore, it is only evidence from the brain that can 

really count as empirical evidence for or against Theories of 

Language. Quite clearly, no linguistic evidence is outside the 

system to be explained; indeed to argue that a particular part 

of a linguistic theory is 'correct' because there is linguistic 

evidence for it is a circular argument (cf. McNeili's various 

transformational grammars for children of different ages®? and 

24 puria [51] , pp. 342 - 243. 
29 wetiei11 [63], especially pp. 15 - 26.
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Menyuk's description of the child's ‘acquisition’ of 

transformational Byucax)ec0 Similarly, experiments, such as 

those by Johnson [34] and Fodor and Bever [22], which attempted 

to show that the immediate constituents of PS rules (or the 

rules themselves) have ‘psychological reality', managed merely 

to 'prove' what has been known for some time; namely, that 

phrases are larger syntactic units than words and that, since 

the short-term memory can process cnly seven (plus or minus 

2? two) items at once, the brain has to interpret the phrase as 

one titem'. This does not, despite the conclusions dravn by the 

experimenters, 'prove' the 'psychological reality' of anything, 

far less of 'rules'. In the same way, experiments which attempt 

to determine how semantic momery is organized by doing time 

trials are doomed to failure. One such published attempt, 

Collins and Quillian (15), which in any case uses far too small 

a sample population to draw significant statistical 

conclusions, manages to ‘prove’ that it takes longer to process 

false Sentences than it does to process true ones. Yet, despite 

tueir attempts, it is quite impossible to say anything, based 

on such evidence, as to how the semantic memory *3 organized. 

First, it is impossible to set the experimental constraints 

tightly enough to ensure that only that which one wants to test 

is being tested. Secondly, it is quite probable that any theory 

of semantic memory organization would predict that false 

sentences will take longer to process than true ones. 

26 Menyuk (55), especially pp. 93 - 161. 

2? see Miller [59].



81 

The only acceptable evidence for what happens when a piece 

of language activity is heard and understood must come from the 

brain which is the true receptor of the utterance. With the 

advance of technology, it may te that experiments on individual 

brain cells or groups of cells will be possible in the near 

future. 

5. The Functional Theory and AI 

In chapter II it was argued that the most urgent requisite 

for AI was a computer that was able to understand Natural 

Language in any context. FTL can provide the basis for just 

such a comprehension of Natural Language by a machine. Consider 

(42) again. It has been said that Jones! cognitive structure 

must include PAD [robbing the bank] before he could utter (42). 

Now consider 

(47) I accuse Smith of putting apartheid policies into 

practice 

(48) I accuse Smith of mugging the shopkeeper 

(49) I accuse Smith of adultery 

all as said by Jones. In these cases Jones! cognitive structure 

would have to include KAD {putting apartheid policies into 

practice], BAD [mugeing the shopkeeper } or BAD [adultery]. 

Thus, irrespective of what actually follows the "of" in 

sentences containing the verb "accuse", it is known that it 

must be a bad thing to do (in Jones' view). The context could 

be robbery, politics, murder, ethics, morals, justice, or any 

other, In terms of Weizenbauu's seniential 'frames' (explained
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in section 3.4 of chapter IJ), it could be maintained that 

(50) "I accuse 'x' of ty'™ 

is a stock sentential 'frame' for stating that BAD [ry] 

(implicitly) and RSPONSEL [ixt,ty'] (explicitly) belong to the 

utterer's cognitive structure, This is the semantic analysis. 

It is dependent, at least in part, on syntax, since 'x' and ‘y' 

are separated by the preposition "of" which is associated with 

the verb "accuse", 

5el There are two reasons why only the verb in each sentence 

will be semantically analyzed by the computer. First, there is 

a sense in which the argument of (47), namely "putting 

apartheid policies into practice", is one indivisible concept, 

not an aggregation of the meanings of each separate word in the 

phrase. If that is the case, then it is obviously folly to 

semantically analyze a coherent whole into a group of smaller 

fentities' which do not exist. The concept itself can be stored 

just as easily in its original form as in the form of, say, n 

wiere n is an integer pointing to the position of such a 

concept in an ‘'array' of concepts. 

5.1.1 However, if one does not believe the above argument, or 

fails to see its applicability to sentences such as (49) where 

Nadultery" is the one word argument of "accuse", and if one 

therefore requires a semantic analysis of at least nouns and 

adjectives in the sentence, then there ic still a good reason 

for not doing so. As far as the computer is concerned, words 

can only be defined in terms of other words, whether ac a



83 

straight dictionary definition, or by some scheme such as 

Quillian's.@° It cannot know what a human being is, far less 

what apartheid might be. Even if the computer has a hand and 

eye 'tattached' like Winograd's SHRDLU, terms like "apartheid" 

or "adultery" will be meaningless. Nevertheless, it is 

sufficient for a computer to 'hear' Jones utter (49) to know 

that Jones believes adultery to be bad. 

5.2 The notion of computers being used to model cognitive 

structures is not new. Abelson and Carroll (2) modelled 

"individual belief systems", by which they meant "interrelated 

[sets] of affect-laden cognitions concerning some aspects of 

the psychological world of a single individual".©? 

(Weizenbaum's SLIZA uses their kind of belief systems when 

trying to build up a 'picture' of the person inputting 

sentences to it.) Their system deals only with a corpus of 

knowledge derived (in FTL) from the presupposition VALIDSLF. 

For théir program "the standard linguistic unit in which 

teliefs are stored is a sentence, consisting of a concept 

followed by a predicate. A predicate typically ecnsists of a 

- = ; 3 
verb followed by a concept".-© The cognitive processes that 

are modelled by this computer program are the "credibility 

test", a check on the vlausibility of new input sentences 

compared with the current data base, and the "rationalization 

  

28 See chapter II, section 3.5. 

29 Abelson and Carroll {1], pe 2he 

50 tpid., p. 25, italics in the original.
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attempt", which is an attempt tc explain away sentences which 

are internally inconsistent. Unfortunately, no indication is 

given of what semantic analysis, if any, is performed by 

Abelson and Carroll's computer. For instance, "left-wingers 

mistreat U.S. friends abroad" is taken to be an instance of 

“liberals support anti-colonial policies". They do say that 

"a substantial portion of [the] corpus of sentences is devoted 

to definitional information", ?* but that still does not 

explain how the verbs in each sentence are treated. 

The artificial belief system (ABS, ) of Colby and 

Smith {14] was set up to "study certain properties of 

eredibility functions in a synthesized artificial system whose 

structure and starting conditions were entirely under. { their] 

contro1",2> This system is similar to Abelson and Carroll's in 

that the data input to the artificial belief system would be 

derived from VALIDFLF, and in that there are what Colby and 

Smith call "expectancy or implication rules4 which give 

definitional information to the system. AES) is different in 

that it caters for differcnt strengths of belief; from 

certainty to possibility. AES) also allows the user to put 

questions to it which it then attempts to answer with some 

relevant strength of probability. When a session has finished, 

ABS, attempts to give its informant a credibility rating, using 

  

31 Abelson and Carroll (215 p. 26. 

3? thid., pe 25s 

33 colby and Smith [14], p. 329. 

34 Ipid., pe 320.
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one person's set of beliefs as highly credible?” and comparing 

those beliefs with the beliefs of the current informant. 

The computer program based on FTL would. be able to 

incorporate the results and procedures of either of the above 

models of belief systems. What is not taken into account by 

either of them, however, is the vast variety of attitudes which 

make up a person's cognitive structure. To limit these to the 

single attitude of VALIDELF is to make the same kind of 

mistake that the Logical Atomiste made in thinking that 

Language is restricted to sentences that can be either true or 

false. The mind, like the language that expresses the mind's 

attitudes, is more complex than that. It is necessary to model 

all those complexities if the machine is to be capable of 

understanding Natural Language in any context. 

  

39 Cf. chapter V, section 2.



IV. PIP 

This chaptey will detail the program written to 

demonstrate that a computer can understand at least one 

language (in this case, English) in any context. It will also 

outline the limitations imposed on that program by outside 

influences that are not under the author's control. The program 

is celled PIP (Presuppositions Inherent in Performatives), for 

reasons that will become apparent later. 

1, Facilities Availabie 

  

   fhe University of Aston has an ICL lé 

  

C6K words of computer memory, where each word has a 

  

24 bits. The system is designed for 

  

e-handlin, under the 

control of the GEORGE 3 operating system. The files tuat are 

currently in use are kept on three EDS 60 high-speed dises, 

vith a number of magnetic tape units as backing store. Seven 

on-line terminals are linked to the system, mainly for users 

to carry out routine file-updating; but, in certain 

circumstances, users may also rvn programs from these 

terminale. There is, however, a restriction on those users 

who do run on-line programs: the program size must be less than



2hK words of (virtual) store. 

desk: The languages available at the time work began on the 

program were PLAN, BASIC, ALGOL 60, SNOBOL3, FORTRAN ond 

 pop-2.2 Of these six languages, the first three did not come 

into serious contention: PLAN and BASIC are low-level languages 

and, apart from the complexities involved in writing a really 

long program at jow-level, English as a high-level language 

(in the conscious brain) should have a high-level processor 

(simulator); ALGOL 60 is simply unsuitable for character/word 

handling. Of the remaining three Languages, POP-2 was chosen 

for one overriding reason: it has excellent facilities for 

nandling functions, their definition, notation and use; in 

particular, it allows the user to define and manipulate 

function variables (i.e. variables that can take on the ‘value! 

   (definition) of any previously defined function). Since the 

to functional Theory of Language is based on functions, this 

capability is a nece 

  

ity for any program that hopes 

  

cegnitive structures built by functions. Moreover, 

the only truly interactive language of the three concerned. 

There is, however, one drawback to the use of POP-2. Eeing 

an on-line lan 

  

1 This restriction has recently been relaxed slightly, but 

was in operation for most of the time that PIP was being 

developed. 

2 AIGOL 68 has been implemented in the last year, but this 

was also too late for the current program.



Since only 24” are available to on«line users in the first 

place, that leaves the user just 14K words of store for the 

actual program to use. in comparison with Winograd's program 

for understanding Natural Language which uses 80K words of 

36-bit computer store,” this is a pitiful amount. 

Nevertheless, even within these restraints, much can be 

achieved. 

2. Aims and Objectives 

  

PIP has been written with the aim of demonstrating that a 

computer (even a 1905E!) can understand English in any context. 

Since FTL is closely interrelated with the notion of -'cognitive 

structure', PIP will be 'asked' to listen in on a conversation 

between several 'people', building up a model of each person's 

cognitive structure as more information is input to it. 

   Understanding will, for the time being,“ be said to have 

occurred when PIP can detect all and only those clashes of 

attitude between the current input sentence and previous input 

sentences concerning a particular individual. Thus, if Jones 

s2ys 

(£1) "I accuse Swith of stealing the money" 

and some time later says 

(52) "I praise my son for stealing the money" 

  

3 gee Winograd [89], p. 7. 

4 See chapter V, section 1.1, for a revised ‘definition’ 

of understanding.
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then PIP should pick up the clash between BAD [stealing the 

moncy ] as a cognitive structure of Jones from (51) and the 

putative cognitive structure of GOOD {stealing the money] 

evinced by (52). Similarly, if Jones utters (51), but Robinson 

utters (52), then PIP should make no comment, as the tyo wovld 

then be perfectly compatible. 

fel Since only 14K words of store are available for PIP, it 

is otvious that there must be some restrictions on the English 

which PIP will accept. There is no space for an elaborate 

syntactic analysis of the data input to PIP, so sentences must 

be kept simple; that is, they must include one main clause and 

sither one subordinate clause or one adverbial phrase, The main 

clause must consist of a performative verb, in the explicitly 

performative form starting "I ...", and a direct object where 

     required by the verb. Since PIP must also know who the sp er 

is, the format of a ‘correct! sentence input to.PIP is:- 

(53) "tteranc" said Speake? . 

where Speake is a one-word name, such as John or Jones, and 

the Ltteranc> is cf the form:~ 

(54) I er <ptional direct objech <rzumen} 

where reumen> is the subordinate clause or adverbial phrase 

as required by the verb. Thus, a 'correct' input sentence 

might bes- 

(55) "I consratulate Marion on passing her exams" 

said John. 

PIP's memory contains the presuppositions associated with each 

performative verb that it has met before, The user is asked to
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define any new verb in terms of those presuppositions that it 

‘knows'. 

These particular restrictions were decided upon for two 

reasons. First, the illocutionary force of an explicitly 

performative utterance is perfectly clear. Assuming that the 

sentences are uttered sincerely, as PIP does,” then if Jones 

says "I promise ...", the illocutionary force is that of 

‘promising'; thus uptake is easy for PIP to Becure.” Secondly, 

it must be remembered that Austin believed all performative 

utterances capable of 'reduction' to explicitly performative 

? forms. All the language activities in which human beings 

indulge (joking, ordering, praying etc.) can easily be seen as 

illocutionary acts, with the possible exception of the act of 

referring. Searle has enews that the act of referring is 

also an illocutionary act. Illocutionary acts are completed 

when the hearer has understood the illocutionary force of the 

speaker's utterance. At least part of the illocutionary force 

is carried by the performative verb. Thus, in theory and 

Sustin's belief, all utterances should be capable of 

‘reduction!’ to explicitly performative forms, in which all of 

the illocutionary force is carried, Therefore, if PIP can 

understand the explicitly performative forme, then, at some 

  

2 Cf. chapter I, section 3.2.1 and section 4.2 of this 

chapter. 

6 
Cf. chapter I, section 3.2.4. 

2 See chapter I, section 5.2.2. 

8 See chapter I, section 3.3. a;



91 

later stage when more memory is available, PIP should be able 

to understand sentences in any form. Valuable space is thus not 

wasted at this experimental stage in transforming sentences 

into their equivalents simply to be able to claim that the 

' program can cope with Language in any form. Thus, where 

Winograd {89] has written a program showing that computers can 

understand any sentence of English in a restricted context, 

PIP will attempt to show that computers can understand a 

restricted sub-set of English in any context. 

2.1.1 It is now plain that the class of verbs that is 

basically the object of study in this thesis is the class of 

explicitly performative verbs. However, that class will be 

expanded slightly. Since FTL is founded upon the notion of 

cognitive structures, those verbs that report on the state of 

an individual's cognitive structure, for example "know", 

"believe" or "think", will also be included, provided that they 

  

are also used in the explicitly performative form. They are not 

t.ue explicitly performative verbs only in the sense that to 

say "I believe that ..." is not itself to perfor. the act of 

belioving. In ihe fact that the illocutionary force of aa 

utterance using such verbs is perfectly clear, they act in 

exactly the same way as ‘ordinery' explicitly performative 

verbs like "promise", 

202 It must be made quite clear that no amount of 

experimentation will ever 'prove' that FTL is the ‘correct! 

solution to the problems in the Philosophy of Language. Karl
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Popper [68] has shown very clearly that theories remain 

theories, however probable they might appear, in the same way 

that general universal statements can only be shown to be 

false, never true. He says, for instance, "By the method of 

elimination Lor false theories] we may hit upon a true theory. 

But in no case can the method establish its truth, even if it 

is true; for the number of possibly true theories remains 

infinite, at any time and after any number of crucial tests".? 

It can be shown that FTL is false (incorrect), if, for example, 

PIP palpably does not understand the sentences input to it. A 

positive result from the experiment will only serve to make the 

theory more probable. On the other hand, AI has no need of such 

theoretical rectitude, provided it gets results. Therefore, any 

positive result from PIP will be a step forward in the field of 

Artificial Intelligence. 

  

3._ Syntactic 

The programming of PIP is separated into two parts: syntax 

and semantics. ° The purpose of the syntax is tu provide the 

semantic analyzer with information about who the speaker is, to 

whom tne utterance is addressed, what the various components cf   

the utterance are, and the 'names' of the presuppositions 

inherent in the verb used in the utterance. In a system 

9 Popper [68], p. 15, italics in the original. 

ao A diagram of the oversll control structure can be found 

in Appendix A.
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containing a complete grammar (of some specified kind) and a 

complete semantic analyzer (that is, one which 'discovers' the 

meanings of nouns and adjectives as well as verbs), there 

would have to be some degree of interaction between the grammar 

and the semantics, but in the limited case of PIP that is not 

necessary. 

Sei A flowchart of the function parss't appears con pages 

94.- 97. This function controls the syntactic analysis that PIP 

performs. First of all, the input sentence is read. A full-stop 

is taken to be the terminator of each sentence. WHOSAID then 

finds the name of the speaker. whis must be one word only: if 

more than ore word is used, tlien PIP will assume that only the 

first word was meant. There is therefore no difference for PIP 

between Ted Heath and Ted Ray. Asain, this is a restriction 

introduced to save computer space. In an expanded version this 

restriction would be removed. If no speaker is found, that is s 

Le 

  

the sentence consists simply of an utterance, then F 

assumes that the speaker is the person who was previously 

speaking. This is consistent with normal English usage. 

One of the theoretical problems raised by having PIF 

listen in to conversations in this manner is that of deciding 

a All. function names will be written in capital letters 

and underlined; global variables wili also be written in 

capital letters, but uot underlined, 

te A 'sentence! is the whole of the input stimulus to PIP, 

whereas an ‘utterance' is what is contained within quotation 

marks,
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to whom each utterance is addressed. Utterances might be 

addressed to everybody present, or to only one person. If they 

are addressed to'only one person, that person might not 

necessarily be the previous speaker. However, PIP does not have 

eyes to see whether the current speaker has turned to any one 

person, nor does the acceptable sentence structure allow the 

addressee to be named. This being the case, PIP always assumes 

that the addressee is the person who was the speaker of the 

previously input sentence. It is necessary to know who the 

addressee is, since some verbs (e.g. "promise") have 

presuppositions which refer to the cognitive structures of the 

addressee as well as those of the speaker.!> A maximum of nine 

speakers is allowed in any one conversation; to save space. 

3.2 _ Having removed the two double quotation marks 

surrounding the utterance (and checked that both were present), 

PARSE now concentrates on the utterance itself, The most 

important word in the utterance is the (performative) verb 'P £ 

  

Tuis is found by straighttorward table look-up technicues., 

Before the user is allowed to input any sentence to PIP, the 

program 'rememters' those verbs that have been defined in 

previous runs of the program, reading the verbs, the 

‘delimiter 14 and the presuppositions associated with each 

25 verb into. a table, each entry of which is a record of four 

13 See chapter III, section 5.1.4. 

a See below for an explanation of the term ‘delimiter’. 

15 purstall et al. [7], pp. 33 - 35 and pp. 103 - 104; 
this book will henceforward be referred to simply as POP-2.
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parameters. If ne verb is found, then PIP reports that fact to 

the user, who is asked if he wishes to define the verb._® if 

not, the program passes on to the next sentence. If the user 

does wish to define the new verb, then he must state what the 

verb is and what the delimiter associated with that verb is. 

Consider the following utterances:- 

(56) I believe that Fred killed the postman 

(57) I accuse Fred of killing the postman 

(58) I blame the powerful rulers of the Arab countries 

for the rise in world prices of oil. 

In (56) the delimiter is the word "that", in (57) it is "of", 

in (58) it is "for"; that is to say, the delimiter is either a 

preposition when the <argunen> of (54) is an adverbial vhrase 

introduced by that preposition, or a conjunction introducing 

a subordinate clause as the @rgunent> of (54). The user is 

then asked to state the explicit and implicit level 

presuppositions inherent in the given verb. These must be in 

terms of those presuppositions previously known by and defined 

17 
in the system. It might have been possible for FIP to 

define the verbs for itself, thus medelling human acquisition 

of verbal 'meaning', but this would have required PIP's asking 

a lot cf questions of the user in terms of verbs that it did 

know. This would have taken up a considerable amount of actual 

time on a not particularly fast computer; it was therefore 

decided to let the user simply define any new verb, the 

  

16 This is an example of PIP's learning capabilities. 

af See section 4,4 of this chapter, and chapter III, 

section 3.
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presence or absence of such a self-defining process not being 

vital for the overall success or failure of the program. One 

particular verb that PIP knows, namely "implies", is not an 

explicitly performative verb. The reason for its presence is 

‘both semantic and syntactic, but since its main purpose is 

semantic, it will be explained later, in section 5. 

PARSE now proceeds to do some syntactic ‘housekeeping’. 

It checks that the utterance is explicitly performative (that 

is that the first word is "I"), It checks for the presence of 

the word "not", indicating that the utterance is negative. If 

it is found, then it is removed and an appropriate flag is set. 

Personal pronouns (with the exception of "they" or "them") are 

replaced by the appropriate names of 'people' (notice that 

"you" will al 

  

ys be replaced by the name of the addressee; 

PEP has no way of dealing with utterances aimed at more than 

  

one person). 

   25 “The last main task of PARSE is to calculate all the 

  

  

arguments of the utterance. Consider:- 

(59) I believe that all men are mortal. 

(60) I accuse Fred of spilling the beer. 

(61) I confirm that Charles did not help the wounded man. 

In (59), the argument of the verb "believe" is auite clear. It 

is the clause "all men are mortal" which immediately follows 

the delimiter. Any presuppositional function will apply to that 

argument. However, in (60), it is necessary that PIP should 

recognize that the speaker's cognitive structure includes at 

least the following:-
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(62)a. RsponsBL [Fred, spilling the beer] 

b. BAD [spilling the peer] 

ce. VaLTDrnR [the beer was spilled] 

a. VALTDELF [Fred spilled the beer]. 

‘Each of the arguments of the various presuppositional functions 

in (62) is different. These arguments must be identified before 

the functions can be applied to them. Since this is not a 

semantic operation in PIP, it is performed by PARSE. In (61), 

once the word "not" has been removed, the argument is "Charles 

did help the wounded man". However, this must be capable of a 

contrast with the argument of 

(63) I believe that Charles helped the wounded man. 

"Did help" in (61) is therefore transformed into "helped". 

All these processes are carried out by the function # 

  

which finds ail the possible arguments from the utterance, even 

  if they are not in fact used by the semantic analyzer. Duri.   

this process, it might be discovered that the verb used was not 

the verb PIP had previously found. This can only occur if one 

lexical item can have two different senses, where the only 

difference is in the delimiter 2° for example, “believe that" 

and "believe in", If this is the case, then FINDALL checks 

whether the verb and its new delimiter are known; otherwise 

the user is asked to define the verb as if it were totally 

unknown to PIP. 

  

18 PIP cannot deal with two or more senses of one verb 

without this difference, but explicitly performative verbs 

should never, in theory, be capable of two interpretations.



102 

Finally, the presuppositions inherent in the verb used in 

the utterance are obtained and placed on a list, PRESUPL, which 

is used by the semantic analyzer. The processes outlined above 

are the only syntactic analysis and syntactic checks that are 

» performed in this program. 

4. Semantic Analysis 

It is the purpose of the semantics section of PIP to model 

the cognitive structure of the speaker and addressee of any 

given utterance; to check for and remark on any inconsistencies 

between the cognitive structures of those individuals and the 

implied structure of the utterance; to add any new information 

containea in that utterance to those cognitive structures. 

4al It is important to say at this stage exactly how 

cognitive structures are modelled by PIP, Each individual's 

cognitive structure is held on a list each element of which 

is also a list. Zach of these inner lists is composed of one of 

the arguments used by that individual in utterances that PIP 

  

has ‘overheard', prefixed by an ‘attitude ma: 

attitude marker is a number comprising eleven pairs of binary 

digits (the maximum allowable on the ICL 19055 in one computer 

word). For example, PIP's model of the cognitive structure of 

the character ‘John' might be as given in example (64) on page 

103. The various presuppositions inherent in the verbs used in 

  

+9 pop-2, pp. 20 ~ 2h, 28 - 33, and 106 - 108.
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(64) [[0101010101010101010100 Fred is innocent] 

0191010101010101011001 robbing banks] 

the utterance act (as functions) on different pairs of binary 

digits. The binary digits are grouped in pairs in order to have 

"yes" (00), no' (10) and "dontt-know" (01) as possible replies 

by the individual to a question concerning any attitude to any 

argument, and also in order to allow later expansions of the 

program to use the rules of three-value logic to determine the 

relationships between various arguments. It is the attitude 

marker which is at the heart of the understanding which PIP 

shows, 

4e2 The function controlling the semantic analysis is called 

ISHAPPY, since it checks the happiness conditions for the use 

of a particular verb.©° A flowchart of ISHAPPY appears on 

pages 104 - 105. It first checks whether it is dealing with the 
rn
 explicit level of communication or not. Although the method o 

proceeding is the same at each level, it is necessary for PIP 

to know which level it is working at, in order that appropriate 

PPY has finished 

  

messages are output to the user. When IS 

rocessing each utterance, it outputs a total number of 

inconsistencies to the user and then awaits further input. 

The body of the function begins by setting the global 

varlable CHECKATT equal to the decimal number 1393101 which is 

equivalent to the binary number 0101010101010101010101. It is 

  

20 Cf. chapter I, section 3.2.1.
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this variable which will be altered by the presupposition that 

ISHAPPY is about to consider. ISHAPPY then retrieves the 

cognitive structure of the speaker (this will be the NULL or 

empty list if the speaker has not previously spoken) and 

whatever facts about the world it might know. Some verbs, such 

as "confirm", imply not only that the speaker believes the 

argument to be true, but that it is true in actual fact. PIP 

tries to build up a model of these 'facts' as well as a model 

of individuals! belief structures. This is only possible 

because PIP assumes that speakers are sincere in their 

utterances and that they know the meanings of each verb. This 

assumption must be made at this stage for substantially the 

same reason that PIP concentrates on explicitly performative 

verbs, namely that it is important to ensure that 

straightforward utterances can »e understood before attempting 

to deal with any of the more complex aspects of Language. Until 

one can show that sincere utterances can be understood 

according to FTL, it is theoretically undesirable to let PIP 

  

attempt to understand jokes, untruths, or verbs used 

unusual overtones, such as "I promise ..." to mean 

"Mr threaten «2%. 

PPY now takes the next presupposition from PRESUPL 

  

and finds out whether it refers to facts or personal beliefs, 

forgetting whichever is inappropriate. It then retrieves the 

argument that is relevant to the particular presupposition. In 

POP=2, it is possible to associate extra information with a 

function by use of a standard function. This function is called
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FNPROPs, 2+ As far as the presuppositions are concerned, this 

extra information is a list consisting of the name of the 

presupposition itself and the name of the variable which will 

contain the argument to which the function applies. If the 

presupposition is either PASTUTT or NPASTUTT, then it is 

applied to the argument yielding a value of true or false. If 

the value is true, then there is no inconsistency; if, however, 

the value is false, then there is an inconsistency and (part 

of) the function BINARY is called, which outputs relevant 

information to the user. 

For the rest of this explanation of ISHAPPY it will be 

assumed that the presupposition refers to personal beliefs, 

although exactly the same process is followed with facts. 

ISHAPPY checks whether the argument to which the presupposition 

is applicable already exists in the speaker's cognitive 

structure. If it does exist, then it is deleted, together with 

its attitude marker, from the speaker's cognitive structure, to 

   
be replaced (by the function } RY) with an appropriately 

aitered attitude marker if necessary. In general, if the 

argument is found in a cognitive structure, then it will be 

used for checking purposes. If it is not found, then ISHAPPY 

makes up a list composed of the number 1398101 and the relevant 

  

argument which, after appropriate action by the presupposition, 

will be added to the speaker's cognitive structures, thus 

representing an increase in PIP's knowledge of that speaker. 

The presuppositicnal function is then called, which alters 

  

21 pop-2, pp. 58 and 111. 
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CHECKATT appropriately. The function BINARY is then called, 

which compares CHECKATT with the attitude marker (or 1398101) 

of the argument found in the previous stage (see previous 

paragraph). If there are any inconsistencies, then appropriate 

comments are made. In this case, the original cognitive 

structures remain unaltered. Thus, 'people' cannot change their 

minds. If the particular function now under examination has not 

previously been applied to the argument, then the attitude 

marker is altered accordingly. After the argument has been 

replaced by BINARY as part of the speaker's cognitive 

structure, control passes back to ISHAPPY which returns to 

pick up the next presupposition and begin again. 

4.3.1 It is a matter of fact that PIP represents each person's 

cognitive structure separately, without any cross-referer 

  

to other people. Thus, although several people might have some 

attitude to the argument 

(65) (stealing money from the goverument} 

PIP will not know this. Moreover, the list (65) is repeated for 

each person who has an attitude to it. This is wasteful of 

space. This particular problem was only highlighted during the 

latter stages of developing PIP and it was not thought 

necessary to alter the programming. Nevertheless, should anyone 

else wish to develop PIP for their own purposes, it is 

suggested that the arguments only be kept on a list, say the 

list GESAGT, which already exists, It contains all the 

arguments used in a run, for the purposes of PASTUTT and 

NPASTUTT, It is also suggested that the model of each person's
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cognitive structure contain merely a list of attitude markers 

and pointers to the appropriate element of GESAGT. This should 

Save space in the computer memory. 

4k The two types of presupposition mentioned in 

chapter III, section 3.1.5 and section 3.2, namely VALUE and 

AUTHORTY, have not been programmed. This was mainly for lack of 

Space, but VALUE was omitted for a further reason. The 

judgement that is made when using a verb, one of whose 

presuppositions is VALUE, is not apparent solely from the verb 

used. 

(66) "I value that jewel at £500." 

(67) "I value that jewel at 25." 

oe The verb used in each of the utterances (66) and (67) is th 

same, but the judgement is different. It is therefore necessary 

to know what value the speaker places upon the object. However, 

the syntax is more complicated than in the sentences described 

above in section 3. Compare (66) with (68):- 

(68) "I value that jewel highly." 

4n adverb follows the article valued in (68), not an adverbial 

phrase introduced by a preposition; there is therefore no 

*‘easy' way of separating the utterance into its various parts 

without ‘knowing! any syntactic rules. Although PIP cannot 

therefore handle such a construction, there is no theoretical 

bar to its being handled by any system with a powerful 

syntactic analyzer. 

4.4.1 One further point ought to be mentioned in connection
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with presuppositions. The logical rule of implication holds 

between some of them. Consider 

(69) "I accuse Seamus of helping the IRA." 

One of the presuppositions of "accuse" in (69) is 

(70) RSPONSEL [seanus, helping the tra} 

but this also means that 

(71) vaLIppLF [Seamus helped the IRA] 

is part of the speaker's cognitive structure. It is true in 

general that RSPONSBL implies VALIDBLF. Therefore, RSPONSEL has 

been written so that VALIDPLF is added to the list of 

presuppositions; it does not have to be part of the 

presupposition list remembered by PIP. In a similar way, 

NRSPNSBL implies NVALIDBF, VALID implies VALIDBLF and NVALID 

implies NVALI 

  

45 The following is a table of the verbs that PIP knows at 

the current time, together with the delimiter, explicit level 

presupposition and implicit level presuppositions (if any) 

associated with each verb. 

accuse of RSPONSEL BAD VALID 

acquit of NRSPNSEL BAD 

admit that RSPONSBL BAD CONFDENT VALID PASTUTT 

advocate: that GOOD WANTS 

affirm that VALID CONFDENT PASTUTT 

approve of GOOD 

ask for WANTS 

assert that VALIDELF CONFDEN



believe 

blame 

claim 

compliment 

" condemn 

confess 

confirm 

congratuiate 

contend 

credit 

declare 

deny 

despise 

disapprove 

disbelieve 

dislike 

doubt 

dread 

grant 

guess 

hate 

hold 

imagine 

implies 

indict 

intend 

know 

like 

love 

that 

for 

that 

on 

for 

that 

that 

on 

that 

with 

that 

that 

for 

that 

whether 

that 

that 

that 

thet 

for 

to 

that 

VALIDELF 

RSPONSEL 

VALIDELF 

GooD 

RSPONSBL 

RSPONSEL 

VALID 

GOOD 

VALIDELF 

RSPONSBL 

VALIDELF 

NVALIDEF 

BAD 

BAD 

NVALIDEF 

NWANTS 

NVALIDEF 

NWANTS 

WANTH 

VALIDELF 

NWANTS 

VALIDBLF 

VALIDELF 

RSPONSPL 

FUTACT 

VALIDELF 

WANTS 

WANTS 

1 

BAD VALID 

CONrDENT 

RSPONSBL 

BAD 

BAD CONFDENT VALID PASTUTT 

CONFDENT PASTUTT 

RSPONSBL VALID 

NVALDEFH PASTUTT 

GOOD VALID 

CONFDENT 

CONFDENT 

RSPONSEL 

BAD 

NCONF 

BAD 

NWANTS PASTUTT 

NCONF 

NCONF NPASTUTT 

BAD VALIDELF 

CONFDEKT 

GOOD 

GOOD



maintain 

pardon 

pledge 

praise 

presume 

proclaim 

promise 

protest 

punish 

question 

refuse 

refute 

reject 

reprimand 

reproach 

reprove 

suggest 

suppose 

eurmise 

suspect 

swear 

think 

vow 

want 

want 

wish 

wonder 

that 

for 

for 

that 

that 

to 

that 

for 

whether 

to 

that 

that 

that 

that 

that 

that 

that 

that 

that 

to 

for 

whether 

VALIDELF 

NRSPNSEL 

FUTACT 

GooD 

VALIDELF 

VALID 

FUTACT 

RSPONSBL 

RSPONSBL 

NVALIDEF 

NFUTACT 

NVALIDEF 

NVALIDEY 

BAD 

2SPONSBL 

RSPONSBL 

WANTS 

VALIDELF 

VALIDELF 

VALIDELF 

VALIDELF 

VALIDELF 

VALIDBLF 

NCONF 

VALIDELF 

WANTS 

WANTS 

WANTS 

NCONF 

ale 

FUTACT BAD 

WANTH 

RSPONSBL VALID 

NPASTUIT 

CONFDENT 

WANTH 

NVALDEFH GOOD PASTUTT 

BAD VALID 

PASTUTT 

NWANTS 

VALIDEFH PASTUTT 

VALIDEFH PASTUTT 

RSPONSBL 

BAD 

BAD 

CONFDENT 

CONFDENT NPASTUTT 

NCONF 

NPASTUTT 

  

VALIDBLF NPASTUTT
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5. The Verb "Implies 

There are two occasions on which one might want to inform 

PIP that some individual's attitude to the statement "x" is the 

same as that person's attitude to the statement "y". Consider 

(72) John said "I believe that Harry is innocent". 22 

(73) "I believe that Harry is guilty" said John. 

It is important that PIP recdenize that (72) and (73) are 

mutually incompatible. In order to accomplish this, the 

attitude marker of "Harry is innocent" must be transferred to 

NOT ("Harry is guilty") and both replaced as part of John's 

cognitive structure. This is achieved by the sentence 

(74) “Harry is innocent implies Harry is not guilty". 

This causes PIP to take the following actions:- 

1. PIP searches the linguistic world of each individual it 

‘knows!, trying te find the argument on the left-hand side of 

the verb "implies". If it is not found, then PIP carries on to 

the next individual. 

  

2. If the argument on the left-hand side of "imp 

been found for any individual, then PIP searches that 

individual's cognitive structure a second time, looking for the 

argument on the right-hand side of "implies". If it is not 

found, then PIP adds the appropriate attitude marker to this 

second argument and adds it to the individual's cognitive 

structure; PIP then passes on to the next individual. 

22 sithough (53) states that ‘said peakeD>' should follow 
the utterance, PIP will accept these two in any combination 

that English will allow.



114 

3. If both arguments already belong to an individual's 

cognitive structure, then PIP checks their respective attitude 

markers for consistency. If they are consistent, then PIP 

carries on to the next individual. If they are not, PIP types 

“a message stating 

(75) FOR 'x! THERE WERE 'n' INCONSISTENCIZS 

where 'x' is the individual concerned and 'n' is the number of 

attitudes which were inconsistent. The argument on the 

right-hand side of "implies", together with its attitude 

marker, is then deleted from that person's cognitive structure. 

This is the only occasion on which PIP alters cognitive 

structures once they have been constructed. 

Thus, if (74) is inserted between (72) and (73), then PIP 

will show an inconsistency after (7%) has been input. If it 

follows (73), however, then no inconsistency will be found 

after (73), but PIP will reply 

(76) FOR JOHN THERE WAS 1 INCONSISTENCY 

after (7%) has been input. These implications are not 

remembered after they have been input, since that would be 

costly in terms of both space and time. That is to say, if 

individuals use the expression "Harry is innocent" who were not 

known to PIP at the time (74) was input, then (74) will have to 

be input again; the alteration to the cognitive structures of 

those individuals who were known to PIP on the first occasion 

(74) was input is, of course, permanent for the duration of the 

session. 

5.1 The second occasion on which "implies" might be used
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arises because of the lack of syntactic analysis performed by 

PIP, In particular, it does not know what 'strong' (irregular) 

verbs are. Consider 

(77) John said "I accuse Fred of stealing five pounds". 

Two cognitive structures belonging to John will be modelled by 

PIP in this way:- 

(78)a. VALIDELF [five pounds was stealed] 

be. VALIDELF (Freda stealed five pounds}. 

It might, however, be necessary (or desirable) that PIP notice 

the anomaly between (77) and 

(79) "I do not believe that Fred stole five pounds" 

John said. 

In that case, the user must at some stage type the sentence 

(80) "Fred stealed five pounds implies Fred stole five 

pounds", 

This use of "implies" is subject to the same restrictions on 

PIP's tmemory' as above, and would, of course, -be totally 

  

unnec ry if PIP had any syntactic (or possibly even lexical) 

snalysis to tell it about ‘strong! verbs. 

5.2 There is one kind of generalized implication that has 

not been programmed. Consider 

(81) "it is guilty implies 'i' is not innocent". 

where ‘i! is intended to be a variable. There are a number of 

reasons why this kind of 'rule' has not been programmed. First, 

implications are nut remembered, and (81) is essentially an 

implication that: is intended to be constant throughout a run of 

PIP, Secondly, and perhaps more importantly, such an
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implication would require a fair amount of ‘semantic! analysis, 

for which neither the time nor the space is available. 

Furthermore, such analysis would be within one argument, and 

arguments in PIP are whole and inviolate. No analysis of the 

arguments themselves is performed anywhere else in PIP, 

Considering that implication is a minor part of the system and 

not of prime interest, it was dectaed 66 forego the facility of 

allowing general implications. 

6. An Example 

In the following example, which will illustrate some, but 

not all of the points made above, the input sentences will be 

typed normally end PIP's replies and comments will be in block 

capitals, Numbers in parentheses indicate comments which 

follow the example. 

PIP IS NOW READY FOR USE 

i) YOU REQUIRE INFORMATION? 

  

No q) 

NOW FOR THE FIRST SENTENCE 

"I doubt whether Fred is innocent" said John. 

O.K. 

"I promise to acquit Charles", 

THERE IS NO ADDRESSEE FOR THIS SENTENCE (2) 

THERE WAS 1 INCONSISTENCY IN THAT UTTERANCE 

Fred said "I deny that I stole the money". 

O.K.



"Fred stole the monéy implies Fred is not innocent". 

O.K. 

"Fred is innocent implies Fred did not steal the money". 

O.K. 

"Pred is not innocent implies Fred is guilty". 

THE LEFT-HAND-SIDE OF AN IMPLICATION MUST BE POSITIVE (3) 

TRY AGAIN 

"Fred is innocent implies Fred is not guilty". 

O.K. 

"I do not believe that Fred is guilty" John said. 

THE MEANING OF BELIEVE IS:- 

VALIDEIF ( Not [FRED Is euILTY] ) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF JOHN Ch) 

  

THERE WAS 1 INCONSISTENCY IN THAT UTTSRANCE 

"I blame Fred for stealing the money". 

  

   

0.K. 

"Fred stealed the money implies Fred stole the money". (5) 

O.K. 

ny nonteas that I am guilty" Pred said. 

A PRESUPPOSITION OF CONFESS IS:- 

VALIDELF [FR=D IS GUILTY] 
‘ENT WITH A PREVIOUS ATTITUDE OF FR2D 

WaS 1 INCONSISTENCY IN THAT UTTERANCE 

Mary said "I refuse to go down to the pub tonight". 

O.K. . 

"Go down to the pub tonight implies take me to the (6) 

pub tonight". 

0.K. 

"I wish for a peaceful evening". 

O.K.



"] promise to take you to the pub tonight" said John. 

A PRESUPPOSITION OF PROMISE IS:- 

WANTH [axe MARY TO TEE PUB TONIGHT] 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF MARY 

THERE WAS 1 INCONSISTENCY IN THAT UTTERANCE 

"A peaceful evening implies go down to the pub tonight". 

FOR MARY THERE WAS 1 INCONSISTENCY 

"[ praise Fred for not stealing the money" John said. 

A PRESUPFOSITION OF PRAISE IS:- 

VALID ( NoT [THE MONEY was STEALED]} ) 
THIS IS INCONSISTENT WITH A PREVIOUS FACT 

A PRESUPPOSITION OF PRAISE IS:- 

RSPONSBL ( FRED , NOT STEALING THE MONEY ) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF JOHN 

A PRESUPFOSITION OF PRAISE IS:- 

VALIDELF ( not [TH D 

THIS IS INCONSISTENT WITH A PREVIOUS ATTIT 

y 
     

DE OF JOHN 

A PRESUPPOSITION OF PRAISE IS:- 

VALIDELF ( NOT [FRED STZALED THR NoNaY] ) | 

THIS IS INCONSIST WITH A JIOUS ATTITUDE OF JOHN 

   

    

   

THERE: ¥ 

  

4 INCONSISTENCIES IN THAT UTTERANCE 

"E accuse Roy of spilling the coffee" said Lynne. 

O.K. 

"Roy spilled the coffee implies the fact that Roy spilled 

the coffee". 

O.K. 

"I do not believe that Roy spilled the coffee". 

THE MEANING OF BELIEVE IS:- 

VALIDELF ( NOT [ROY SPILIZD THE CoFF=E] ) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF LYNNE 

THERE WAS 1 INCONSISTENCY IN THAT UTTE 

  

NCE 

(2) 

(8) 

(9)
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George said "I refute the fact that Roy did not spill the 

coffee""_ 

A PRESUPPOSITION OF REFUTE IS:- 

VALIDBFH ( NOT [THE FACT THAT ROY SPILLED THE COFFEE] ) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF LYNNE (10) 

THERE WAS 1 INCONSISTENCY IN THAT UTTERANCE 

End. 

THE ACTUAL NUMBER oF COMPUTER WORDS USED ON THIS RUN WAS;:- 

12058 (11) 

(1) If "yes" is answered to this question! then PIP gives 

some advice on its own use and a list of the verbs (with their 

delimiters) that PIP knows. However, this can take some time 

when sitting at a terminal (it has been known to take as long 

as one hour). This not being very practical, a version of PIP 

has been written allowing PIP to be run from cards when this 

information is automatically given. This version also prints 

all the arguments used by each sentence. The user is not 

allowed to define any new verbs in this version, 

(2) Since PIP has only 'met' one speaker, John, it does 

not know to whom John is addressing this utterance and of 

whose cognitive structure WANTH [acquit Charles] should be 

part. PIP therefore assumes that John is in an empty room and 

has therefore made a defective promise. 

(3) In first order logic 'not(p) implies q! is not the 

“same as 'q implies not(p)'. However, "implics" is used by PIP 

to transfer attitude markers from one attitude to another; that 

is to say, it uses the rule of logical equivalence. It is true
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that 'not(p) is equivalent to q' is the Dene as 'q is 

equivalent to not(p)'. Why not then allow the left~hand 

argument to be negative, since they are equivalent? Because the 

verb "implies? has been used, and, in the limited case where p 

is positive (and true), 'p implies q' is equivalent to 'p is 

equivalent to q! and 'p implies not(q)' is equivalent to 'p is 

equivalent to not(q)'. Therefore, p is kept positive. 

(4) First, the word "meaning" is used to express the 

explicit level of communication; "presupposition" is used to 

denote what is implicit in the utterance. Secondly, note that 

PIP has followed the reasoning from the previous implication 

statements. 

(5) This is an example of the verb "implies" being used 

  

to correct PIP's (lack of) grammar. 

(6) First, note that PIP considers Mary to be the speaker, 

since she was last to speak. Therefore, the word "me" will be 

changed to "Mary". The reason for having the sentence at all is 

that "go to the pub, "be taken to the pub" and "have 

  

take me to the pubd" are all more or less synonymous (provided 

one assumes that Mary does not go to the pub on ner own). The 

next comment will show the necessity of this sentence, 

(7) Here it can be seen that "me" (comment (6)) has indeed 

  

been changed to "Mary", and that a promise is defective if the 

addresseé does not want what is being promised. It would, 

however, have been slightly odd if John had said "I promise to 

go to the pub tonight" and PIP had still picked up an 

inconsistency. PIP could not tell that the action "gq to the 

pub!! as predicated of John or Mary would be different. Hence
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the sentence commented by (6). 

(8) This sentence shows that the user may realize that an 

inconsistency has not previously been found by PIP because PIP 

did not have all the relevant information. PIP's action will be 

as described in section 5. 

(9) These inconsistencies should not really have been 

found, since they are not really presuppositioas of the 

utterance. However, the word "not" and the whole notion of 

negation are extremely complex and outside the scope of this 

investigation.-° Negation for PIP is simply propositional 

negation, applied to the arguments of all the presuppositions 

inherent in the particular verb. In this utterance, it should 

  

only apply to the presuppositions EL and VALIDELF with 
  

its second argument (the fourth inconsistency found here, but 

not the third). In an expanded version of PIP with more 

storage available this would have to be improved. 

(10) One cannot "refute" something that is not believed 

by someone else, in this case the addrossee. 

(11) This program has been running in 23K words of store. 

The total mill time for the run was 51 seconds, of which 

approximately 8 seconds were required by the operating system. 

An extended (uncommented) example of a run of PIP will be 

given in Appendix A. 

  

23 See Klima (43) for a review of the many different facets 

of negation; see also section 1.1 of chapter VI.
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Since utterances are not merely understood by human 

beings, but are also produced by them, PIP should be capable 

not only of passively understanding other 'people', but also of 

producing its own sontences. This chapter will detail how PIP 

achieves this linguistic ability. 

i. Aims and Objectives 

First and foremost, PIP must be given a cegnitive 

structure of its own. Without such a structure,. according to 

the Functional Theory of Language, PIP should not be able to 

g-nerate sentences in ‘any context’, The term ‘any context! 

must be more clearly defined. When PIP is simply monitoring 

other people's conversations, then 'any context' does literally 

mean ‘any possible context', However, when FIP has been given a 

cognitive structure and is asked to generate its own sentences, 

then this is not the case. It is first necessary to ensure that 

there are no theoretical restraints precluding any attitudes 

from being part of PIP's cognitive structure; that is to say, 

it should be as 'random' as a human being's cognitive structure 

is, Having made sure of this, it is then sufficient to restrict
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‘any context' to ‘any context of which PIP has knowledge (for 

which PIP hae an attitude)'. It will still be valid to draw 

general conclusions from any success PIP might have. The actual 

method by which PIP is given its cognitive structure will be 

explained in section 2. For the time being, it will be assumed 

that PIP has been given such a structure in some theoretically 

appropriate fashion. 

aieds In chapter IV, understanding was deemed to have occurred 

if PIP could detect clashes of attitude for individuals. In 

this second program, PIP is only in contact with one person, 

the user. There are three types of sentence that can be input: 

questions ebout PIP's attitudes, questions about the-user's 

attitudes and statements by the user. For evample:- 

(82) I accuse Roy of spilling the coffee. 

is a statement by the user, in exactly the same format as 

explained in section 2.1 of chapter IV. (PIP wiil still check 

for inconsistencies in the user's cognitive structure.) 

(83) Do I believe that Roy spilled the coffee? 

is a question about the user's cognitive structvie (attitudes) 

and 

(84) Would you accuse Charles of killing the postman? 

is a question about PIP's attitudes. In all cases, 

understanding will be said to have occurred if PIP can reply 

correctly to the input sentence (or question), generating 

sentences using its own (explicitly performative) verbs 

wherever possible. For example, a reply to (84) might be 

(85) No. I would blame Fred for killing the postman.
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In this way, the criterion of comprehension to which PIP has to 

submit becomes more akin to the criterion on which chiidren are 

judged. That is to say that instead of a mere detection of 

anomaly (important though that is), an actual revly to each 

sentence or question can be given. In particular, the ability 

to answer questions about its own cognitive structure is an 

important step forward for PIP. 

It must be emphasized that all the restrictions? that 

applied to the first program with regard to the facilities 

available for running programs at the University of Aston apply 

here. Similarly, it must be re-emphasized that this second 

program of PIP does not seek to model human understanding of 

any sentence of English any more than the first program did.® 

Here, too, it is FIP's ability to handle any context that is 

important. 

In
o « PIP's Cognitive Structure 

   

  

Ait would have been possible for the author to ‘3 

cognitive structure and present it as PIP's. Thic was thought, 

however, to be unethical and not conducive to conclusive 

results. It was therefore decided to allow first-year 

undergraduates to particivate in the experiment, albeit 

unwittingly. They were allowed to run the first PIP program. 

It was difficult to monitor exactly how cften students did run 

  

i See section 1 of chapter IV. 

= Cf. chanter IV, section 2.1.
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PIP, since they could abandon a run before any information was 

output to the author. However, before the students became 

bored, approximately forty runs were made, about half of which 

were useful for this second program. At the end of a eine PIP 

would check to see if one of the speakers were called John". 

If not, then nothing further would be done. If "John" had been 

used, however, then PIP would read in a file which contained a 

list in the form of a cognitive structure.” This list and 

"John''ts cognitive ee would be compared in such a way 

that any argument in "John'''s cognitive structure that was not 

contained in the list would be added to that list; where "John" 

had used arguments that were already on the list, then PIP 

would check that there was no contradiction in the attitude 

markers. If there were a contradiction (inconsistency), then 

PIP would ignore "John's attitude marker (in the same way that 

inconsistencies were simply commented upon by FIP without 

altering any cognitive structure), otherwise the attitude 

markers would be merged. Finally, the updated list would ve 

output to a file, so that it could be used as data for the 

program under consideration in this chapter. PIP would go 

through the same process irrespective of the identity of the 

user. In this way, the author retained some control over PIP's 

cognitive structure for the second program, but not all. 

The fact that about half the runs were useful for the 

second program of PIP can be partly attributed to good 

  

3 Cf. chapter IV, section 4.1. 

4 Cf. chapter IV, section 4.3.
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psychology. A User's Guide to PIP was written for the benefit 

of the students. All the examples in the Guide have "John" as 

the name of the speaker. Since the whole system was unfamiliar 

to these first-year undergraduates, they kept their early runs 

to within the examples of the Guide. Hence their usefulness for 

PIP's cognitive structure. Nevertheless, in order to obtain a 

reasonable amount of data, the author was compelled to run the 

first program himself. 

Cah From the above discussion, it will be seen that PIP is 

in a position analagous to that of a child. A child hears much 

language activity around it, but is disposed to trust only its 

parents. Thus, at an early age at least, parents have some 

control over the way their child thinks. (It is only later 

that children start to question their parents' attitudes!) In 

this case, "John" is in the position of PIP's 'father'. PIP 

trusts "John" and takes "John"''s cognitive structure for its 

own, while it ignores everybody else. This is similar to part 

of the ABS) system of Colby and Smith C14] outlined in 

section 5.2 of chapter III. They also give their system a 

‘highly credible' set of beliefs which are used for comparison 

with those of the user of their system in order to give that 

user a credibility rating. PIP's beliefs allow it to agree or 

disagree with the user, as necessary. 

A cecurity problem for the future is also raised by this 

parent-child relationship between "John" and PIP. if this 

system ever becomes the hasis of a large Language understanding 

system or of a robot's linguistic abilities, then strict



control will have to be maintained over just what PIP's 

attitudes become. It would not be good policy to allow a robot 

to wander around believing that either robbery or murder were 

ethically good! Therefore, some kind of really safe file store 

security would be necessary, just in case subversive elements 

in society felt inclined to tamper with PIP's ethics, or those 

of PIP's successors. This problem has already been raised by 

people outside the field of computing to whom output from this 

second program of PIP has been shown. 

2.2 The following is a table of PIP's cognitive structure as 

it is at the present time. About half of the arguments and 

attitudes were 'fathered' by the author, the other half by the 

    

students. 

acquit Charles FUTACT 

Agnes is a Chinese sympathizer VALIDELF 

Agnes is a Russian sympathizer NVALIDEF 

Ajnes is a spy VALIDELF EAD NFU 

Carole is beautiful NVALIDEF NCOU> 

Charles is guilty NVALIDBF 

Charles is innocent VALIDELY 

Charles killed the postman NVALIDEF 

Charles, killing the postman NRSPNSBL 

Charles robbed the bank NVALIDEF 

empiricism is correct NVALIDEF 

Fred, honouring the queen RSPONSEL 

Fred is innocent NVALIDEF



Fred is guilty 

Fred killed the postman 

Fred, killing the postman 

Fred robbed the bank 

“Pred stealed the money 

Fred, stealing the money 

Fred stole the money 

go by bus 

go to the zoo tomorrow 

Harold, robbing the bank 

honour the queen 

honouring the queen 

John is guilty 

John is innocent 

killing the postman 

man is born with an empty brain 

man learns everything from his 

environment 

Mildred robbed the bank 

Mildred, robbing the bank 

sh treason 

  

preaching hi. 

rationalism is correct 

robbing the bank 

stealing the money 

support for the Liberal party 

support for the Tories 

support the Liberal party 

support the Tories 

VALIDELF BAD 

VALIDELF BAD 

RSPONSBL 

NVALIDEF 

VALIDBLY 

RSPONSBL 

VALIDELF 

FUTACT 

FUTACT WANTS 

RSPONSEL 

FUTACT WANTS 

GOOD 

VALIDELF NCONF 

NVALIDEF NCONF 

BAD 

NVALIDEF 

NVALIDEF 

NVALIDEF 

NRSPNSPL 

BAD NFUTACT M 

  

VALIDELF 

BAD 

   
FUTACT WANTS 

NFUTACT NWANTS 

FUTACT YANTS 

NFUTACT NWANTS



29 

take George to the zoo tomorrow Furact? 

take Mary to the pub tonight PUTACT 

the bank was robbed VALIDELF 

the money was stealed VALIDELF 

the queen was honoured VALIDELF 

3. Responses 

Needless to say, this program relies heavily on the 

programming for the first experiment, as outlined in sections 

3, 4 and 5 of chapter IV. Al] these facilities are built into 

the program to be outlined below. The only difference is in the 

number of ‘people’ allowed, Where nine speakers were previously 

accepted, now only two require cognitive structures: PIP and 

the user. Apart from this, and unless otherwise specifically 

presuppositions are used, the same verbs are known by 

  

same use of the verb "implies" has been incorporated. 

been added is an ability to reply. the programming of this 

  

ability will be described below. 

Sal There is no one overall function which controls the 

reply structure, so that this discussion will in fact cover a 

number of different functions, each with its own task. A 

flowchart for the overall control appears on page 130. First of 

all, PIP decides whether the input sentence is a statement or a 

question, It recognizes these by the terminating character.
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REPLY CONTROL STRUCTURE 

Ne 
€ 

  

   

     
              

Say so 

SEP) 
agrees 

Make 

appropriate 

answer         
fry to find a Ne on eR. 

a new verb         

  

Make negative 
no 

Success 

? 

es 

Make sentence 

using new verb Output it 3 Exit 

& relevant arg. / 

from 

input sentence       
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If that character is a full-stop, then the input sentence is a 

statement; if it is an asterisk, then it is a question. 

READSENT, the function which reads the input stimuli, uses the 

POP-2 standard function I)    2? Unfortunately, a 

question-mark is not a POP-2 item.® Therefore, an asterisk is 

used instead of a question-mark. If the sentence is a 

statement, then PIP checks for inconsistencies in the user's 

cognitive structure in exactly the same way as in section 4 of 

chapter IV. If it finds any, then it reports those 

inconsistencies that “it has found and returns to read the next 

sentence, 

3.1.1 Assuming that no inconsistencies have been found, 

IsHappy? is called again, this time with two purposes. First, 

does PIP have some attitude to the arguments expressed by the 

user? Secondly, if the answer to the previous question is in 

the affirmative, does PIP agree or disagree with the attitudes 

expressed by the user? If the answer to the first question is 

iu the negative, then PIP answers in some appropriate fashion. 

Consider 

(86) I congratulate Marion on passing her exams. 

as an input sentence. If PIP has no attitude to {passing her 

exams | or [Marion, passing her exams | or any other possible 

(combination of) arsument(s) from this sentence, then it will 

  

POP-2, pp. 47 - 49, and p. 112. 
  

POP-2, pp. 81 - 83. 
  

@ See sections 4.2 and 4.3 of chapter IV.
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examine the presuppositions inherent in "congratulate". It will 

find GOOD, anc so will reply 

(87) Good for Marion. 

If BAD had been a presupposition of the verb used, then PIP 

would have replied 

(88) That is wrong of Marion. 

These are stock sentential 'frames', of the lind used by” 

8 
Weizenbaum's ELIZA. The variation in them is in what follows 

the preposition, Thus, the 'frames' are "Good for 'x'" and 

"That is wrong of 'x'", where 'x' is in each case replaced by 

   the subject of the presupposition RSI L. PIP then returns to a 

read the next sentence. 

If PIP does have some attitude to the argument(s) 

expressed in the input sentence, and those attitudes are the 

  

same as those expressed by the vser, then PIP says that it 

agrees and then replies further in the same way as described 

above. If PIP does not agree, then again it says so. This time, 

PIP's attitude(s) is generated by 

  

zg method to be outlined in section 3.3. 

3.2 Consider now the case where the input is in the form of 

a question. PIP first deterxines whether the question is about 

itself or the user. In either case, it then checks whether the 

appropriate ‘person! does have any attitudes at all to the 

argument(s) of the verb. If there is none, then it replies 

with either (89) or (90). 

  

8 See chapter II, section 3.4.



(89) I do not know anything about that. 

(90) I do not know what you think of that. 

It then returns to read the next sentence. 

If the answer to the question is "yes", then PIP says so 

and then repeats the question in the form of an affirmative 

statement. Thus, for example, if the input is 

(91) Would you accuse Fred of killing the postman* 

then PIP's answer might be 

(92) Yes. I would accuse Fred of killing the postman. 

If the answer is "no", then PIP again says so, but now it 

tries to generate a new sentence using a verb which expresses 

the attitude(s) of the 'person' about whom the question was 

posed, This is explained in the next section. 

eS This section will descrite how the function FI 

  

attempts to find a verb that PIP knows and which will express 

he attitude(s) either of PIP (if control has come from 

section 3.1.1) or of the subject of the question (if control 

   has come from section 3.2). FIN V utilizes the giobal 

  

variable OFFENDER which contains a list of the cop of the 

  

a 

  

presuppositions in the original verb that have caused 

inconsistencies in the original analysis. Thus, if PIP's 

cognitive structure includes 

(93) GOOD [passing her exams] 

and the user inputs 

(94) Would you blame Marion for passing her exams* 

then PIP will realize that BAD {passing her exams], a 

presupposition of "blame" in (94), does not agree with (93).
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PIP knows that GOOD is the opposite of BAD because this 

information is part of the ENPROPS? associated with the 

function EAD. Thus, GOOD will become an element of OFFENDER. 

FINDNEWV takes the elements of OFFENDER one by one, and, 

using a sequential search through the verbs that PIP 'knows', 

attempts to find a verb whose explicit level presupposition is 

the same as the element of OFFENDER under consideration. When 

such a verb has been found, then a comparison is made between 

the presuppositions inherent in that verb and the cognitive 

structure of the relevant 'person'. This is achieved using 

ISHAPPY; on this occasion, however, only positive or negative 

attitudes count, not 'don't-knows', Thus, for example, the 

verb "assert" has VALIDEIF for its 'meaning' (explicit level) 

ng
 

IP and ¢ 

  

7 aS a presupposition. If a question is asked o 

for which it has the attitude of VALIDELF, but has no attitude 

  

@ nor of NCONF, then "assert" will not be used in any 
  

sentence that PIP makes up. This is obvious, if one remembers 

that PIP would attribute the attitude of CO to anybody 

  

whom it theard! 

  

Therefore, if it does 

not have the attitude, it cannot use the verb itself. 

VY uses a sequential search, and since there Since F 

  

   

are some verts which have the same presuppositions as others, 

it would normally Pappen that only one of those verbs would be 

used. Thus, if "state" comes before "assert", "swear" and 

"know" in PIP's table of verbs, then "state" would alwaye be 

chosen by FINDNEWV. Therefore, a tag is attached to each verb, 

  

9 POP=2, pp. 58 and 111; see also chapter IV, section 4.3.
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showing how many times each verb has peen used, The verb with 

the lowest tag that fits the attitudes of PIP (or the 'person' 

about whom the question was posed) is then found by FINDNEWV. 

This ensures that there is at least some variety in PIP's 

answerse 

3.3.1 There are two exceptions to the above procedure. fhe 

   NSBL are both functions with two 

  

functions RSPONSPL and NM! 

arguments. Suppose the input sentence is 

(95) Would you accuse Charles of killing the postman* 

and PIP's cognitive structure contains 

(96)a. NRSPNSBL [Charles, killing the postman] 

b. RsponsEL [Fred, killing the postman]. 

It is not enough for PIP to answer merely "No. I would not 

accuse Charles of killing the postman". (cf. (98) below) It 

would be better if PIP could discover that it believes Fred to 

be responsible for the postman's having been killed, and reply 

    NDAR 
  accordingly. Therefore, if the first element (say) of OF? 

nd an attemot is 

  

made to find some cognitive structure RSPONSEL [xt, killing 

the postman]. If such a structure is found, then 'x' is filled 

in, other argunents are altered accordingly and a comparison is 

made as above. The reverse procedure is followed if RSPONSEL is 

an element of OFFENDER. In the case of (95) and (96), PIP 

would find (96)b. and, provided the other presuppositions of 

"blame" were also met, might reply 

(97) No. I would blame Fred for killing the postman. 

Notice that (95) and (97) correspond to (8) and (85).
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Beh ‘V produces a new verb by the above procedure, 

  

  

then PIP answers in terms of the new verb with the appropriate 

argument (e.g. (97)). If FINDNEWV has failed to produce a new 

verb, then PIP constructs a negative from the original input 

sentence. For example, suppose that PIP had (96)a. but not 

(96)b. as part of its cognitive structure. A reply to (95) 

would then be 

(98) No. I would not accuse Charies of killing the 

postman. 

In either case, PIP returns to accept the next sentence. 

It is those answers generated by the method of section 3.3 

that are of most interest to both philosophers and workers in 

the field of AI. Sentences are generated because of attitudes 

held by either PIF or the user. The power that this gives to 

PIP will be seen in the followirg example. 

he 

  

The following example was designed to illustrate all the 

procedures outlined in section 3. The same conveutions will be 

adhered to as in chapter IV, that is that input sentences will 

be typed normally and PIP's replies will be in block capitals; 

numbers in parentheses again denote comments which will follow 

the example. 

WHO ARE YOU? 

John 

I AM READY 
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I believe that Fred is innocent. 

I DO NOT AGREE, 

FOR MY PART, I QUESTION WHETHER FRED IS INNOCENT 

I accuse Roy of spilling the coffee. 

THAT IS WRONG OF ROY 

I would therefore not accuse George of spilling the coffee. 

A PRESUPPOSITION OF ACCUSE IS:- 
VALID ( Not [THE COFFEE was SPILIED] ) qa) 

THIS IS INCONSISTENT WITH A PREVIOUS Fact 

A PRESUPPOSITION OF ACCUSE IS:- 
BAD ( NOT [SPILLING THE coFrzz] ) qa) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN 

A PRESUPPOSITION OF ACCUSE IS:- 
VALIDBLF ( Not [ THE COFF22 WAS SPILLED] ) (1) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN 

Would I blame Fred for spilling the coffee* 

NO. YOU WOULD ACCUS#® ROY OF SPILLING THE COFFEE 

Do I believe that George spilled the coffee* 

NO. You DISESLIEVE THAT GEORGE SPILLED THE COFFEE (2) 

Do you believe that Roy spilled the coffee* 

I DO NOT KNOW ANYTHING ABOUT THAT 

Wovld I vardon Roy for spilling the coffee* 

  

NO. YOU WOULD BELIEVE THAT ROY SPILLED THE COE 

Would you accuse Charles of killing the postman* 

NO. I WOULD NOT ACCUSE CHARLES OF KILLING 

  

You believe that Fred killed the postman* (3) 

YeS. I EELIEVE THAT FRED KILLED THES POSTMAN 

You will pardon Fred for killing the postman. 

I CAN MAK UP MY OWN MIND THANK YOU (4)
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I know that John is guilty. 

I AGREE, THAT IS INTERESTING 

I admit that George spilled the coffee. 

THE MEANING OF ADMIT IS:- 

RSPONSBL ( GEORGE , SPILLING THE COFFEE ) 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN 

A PRESUPPOSITION OF ADMIT IS:- 

VALIDBLF [GEORGE SPILLED THE COFFEE] 

THIS IS INCONSISTENT WITH A PREVIOUS ATTITUDE OF YOURS, JOHN 

Do you deny that Agnes is a spy* 

NO. I SWEAR THAT AGNES IS A SPY (5) 

Do you deny that Agnes is a spy* 

NO. I STATE THAT AGNES IS A SPY (5) 

Do you deny that Agnes is a spy* 

NO. I ASSERT THAT AGNES IS A SPY (5) 

Would I deny that Agnes is a spy* 

I pO NOT KNOW WHAT YOU THINK OF THAT 

I do deny that Agnes is a spy. 

I DO NOT AGREE. 

FOR MY PART, I KNOW THAT AGNES IS A SPY (5) 

I believe that Agnes is a Russian sympathizer. 

I DO NOT AGREE. 

FOR MY PART, I DENY THAT AGNES IS A RUSSIAN SYMPATHIZER (€) 

I praise Harold for arresting Agnes. 

GOOD FOR HAROLD 

Agnes was arrested implies Agnes is a spy. 

O.K. 

End. 

THE ACTUAL NUMBER OF COMPUTER WORDS USED ON THIS RUN WAS:- 

12859 - (2)
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(1) The reader is referred to comment (9) of the example 

in section 6 of chapter IV for a discussion of why these 

inconsistencies should not have been found, and of why they 

have in fact been found. 

(2) The verd "disbelieve" is really an archaism, and this 

reply sounds odd to twentieth-century ears. This verb was given 

to PIP as an example of a verb which has NVALIDEF as its 

explicit level presupposition and no implicit level ones. It is 

difficult to find another such verb in the English language! 

(3) A question is recognized by the asterisk at the end of 

the sentence, not by word-order within the sentence. Thus, the 

question that relies on voice pitch (in spoken language) can be 

handled by PIP. 

(4) PIP will not be bullied into takine attitudes that the 

user wishes it to have. In fact. it is unbribable 

(5) These replies indicate that the tags attached to each 

verb are being correctly updated and that PIP will not use the 

same verb over aud over again. Of course, PIF treats each of 

these input sentences as unique; it does not therefore set 

angry about being asked the same question many times. 

(6) Agnes is presumably Chinese! When students run 

programs, anything cain happen. 

(7) Even though this program is running in 24K words of 

store, there are still not very many free words left. The total 

mill time for this twenty-sentence run was 75 seconds, of which 

approximately 10 seconds are reauired by the operating system. 

Thus, sentences are being processed in an average time of 

‘approximately three seconds each. Considering the number of
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comparisons involved in generating some sentences and the 

slowness of the machine, that is no bad result. 

An uncommented example of a run of this second version of 

PIP will be given in Appendix B.



VI. CONCLUSIONS 

It is the purpose of this chapter to bring together the 

conclusions that can be drawn from the experiments outlined in 

chapters IV and V and the consequences that these have for 

various fields of study. 

  

The notion of what it would be for a computer to 

understand Natural Language is crucial to the interpretation of 

the results from the two programs detailed above. There is a 

trivial sense in which it could be said that computers never 

understand anything; it would be said that they merely work 

with ones and zeroes, that they can perform only relatively 

simpie operations with those ones and zeroes, that they 

therefore cannot have 'theughts'. In other words, it would be 

said that a man-made machine cannot have 'thoughts' and 

‘therefore cannot comprehend thoughts expressed as sentences in 

Fatural Language. Yet human beings do not know what happens to 

linguistic input in their own brains. During the discussion of 

‘situational’ thinking in section 1.1 of chapter III, the 

belief of Lecéndy (as) that information presented to the brain
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caused neurons to form groups was mentioned. That is of 

relevance here too. Man does not know why particular neurons 

group together, nor what a particular cluster of neurons might 

represent. These neuron clusters, which form the Erain Code of 

chapter III, are just as unnecessary to a discussion of 

understanding at the human level as the clusters of bits which 

form the Machine Code of computers is irrelevant to a 

daiscussion of understanding at the machine level. 

One dictionary, Macdonald (54), defines ‘understanding! as 

"the act of comprehending" where ‘comprehend! is defined as 

"to seize or take up with the mind, to understand", which is 

certainly circular. A dictionary is therefore of no help. 

Indeed, any non-circular definition of ‘understanding! will 

have been arbitrarily chosen, in the same way that any 

technical term is defined arbitrarily by an author. 

Nevertheless, an attempt has been made to keep the definition 

similar to that used in ordinary language. Thus, the criterion 

of understanding is an ability to respond intelligently and 

  

gibly to input stimuli (sentences). Admittedly, this is 

a behaviouristic criterion. Admittedly, Pehaviovrism as a 

theory of human comprehension of Natural Language is incapable 

of being seriously maintained. Nevertheless, until or unless 

someone can invent a psychological test for computers, it 

remains the only way to judge the performance of a computer, 

2 See Chomsky's devastating attack on Skinner in 

Chomsky {12]; see also Harrison on Osgood and Mowrer in 

Harrison [31], pp. 300 - 309.
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Successful performance (based on an adequate theory) has the 

right to be called 'understanding'. 

Led In the first program, therefore, PIP reacts 

intelligently by detecting anomalies of attitude on the part of 

individuals. This was given as the criterion of understanding 

for that program. How successful is PIP in detecting all the 

anomalies, and how successful in detecting only the anomalies? 

Note (9) to the exampie given in section 6 ef chapter IV 

demonstrates that too many anomalies are sometimes detected by 

PIP. As explained there, the whole concept of negation is 

extremely complex and it was not originally expected that PIP 

should have to cope with it. There would seem to be no 

theoretical reason why PIP should not eventually be capable of 

coping with negation. It is a woot point whether negation is a 

syntactic or a semantic concept. Katz says "we shall make the 

reasonable assumption that the scope of a negative in a 

sentence is determined by the grammatical analysis of the 

eentence".> Thus, although negation has important effects on 

the semantics of a sentence, the scope of that negative is 

determined by syntactic analysis. First, PIP performs as little 

syntaciic analysis as possible. Secondly, only verbs are at 

present semantically analyzed. It was therefore not 

unpredictable that PIP would not be able to cope with the whole 

concept of negation (in particular the scope of the negative). 

  

a See chapter IV, section 2, 

3 Katz [30], p. 534.
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That it has not coped is consequently not a possible 

falsification of PIP's methods. 

Apart from negation, the problem is to prove that PIP 

detects all and only the anomalies of attitude of different 

individuals. No demonstration run listed in this thesis can do 

that, since it could be claimed that only those runs had been 

chosen that showed understanding on the part of PIP, but not 

those that did not. No protestations on the part of the author 

could ever gainsay such a claim. If the reader does not believe 

4 
that the examples given are representative of PIP's 

abilities, then he is asked to use the program himself and 

prove it to his own satisfaction. As far as the examples given 

are concerned, PIP does show understanding of the input 

sentences. It constructs models of the varicus individuals? 

attitudes (cofnitive structures) and correctly identifies all 

5 and only those anomalies that appear. 

1.2 ‘The criterion of comprehension on which the second PIP 

program is judged is that of correctly replying to input 

stimuli, which can be either statements or questions, 

generating sentences using its own verbs to ‘describe’ its own 

6 
cognitive structure wherever possible. The correctness of the 

reply is not to be judged by the 'correctness' of the English, 

  

me See chapter IV, section 6, and Appendix A. 

5 ; * 
“ Again, with the exception of some sentences where 

negatives are employed. 

6 
See chapter V, section 1.1.
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which, because of the lack of syntactic analysis, might 

sometimes appear stilted, but rather by the appropriateness of 

the answers to both the input stimulus and the attitudes of PIP 

and the user. In this case, one is in the position of being 

able to examine PIP's cognitive structure completely, which is 

of course not possible with human beings. Comparing the table 

of PIP's attitudes given in section 2.2 of chapter V with PIP's 

replies both in section 4 of chapter V and in Appendix B, it 

will be seen that PIP’s replies are indeed appropriate. ‘he 

user's attitudes, expressed in his conversation with PIP in 

those examples, are also clearly adhered to in PIP's replies. 

PIP can be seen to choose those verbs that correctly express 

either its or the user's attitudes to the input stimulus. PIP 

has therefore become a program that can genuinely generate 

meaningful sentences (as opposed to those programs that 

‘generate’ sentences along TG principles, sentences whose 

generation owes everything to correct syntax and nothing to a 

purposeful semantics).? 

in both programs, therefore, PIP has shown the 

understanding asked of it, and the experiments have been 

successful. 

2. Consequences for Artificial Intellicence   

Perhaps the most important consequences of PIP's success 

are for the field of AI, Until now, the only programs that have 

  

? Cf. Friedman et al. (25).
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been written for Natural Language processing have attempted to 

cope with all the intricacies of Natural Language and have 

sacrificed the ability to let that Language deal with any 

context. PIP offers an excellent method of representing 

references to any context, at the same time as showing that 

this reference can be considered as independent of the meanings 

of nouns or noun phrases. It was shown in chapter IT that most 

AI work has concentrated on the semantics of nouns (when it has 

touched upon semantics at all). Winograd, in particular, has 

concentrated on (fairly) complicated semantic definitions of 

various types of blocks, but his verbs are all concerned with 

the movements of his 'robot's' arm.® The evidence from PIP is 

that the verb is very important for the representation of 

'tknowledge', They should not be restricted to ‘movement' verbs. 

It will be just as important for AI as for the Philosophy of 

9 ; $ 
Language” that a method of reduction be found from 'ordinary' 

  

sentences to explicitly performative sentences. 

happenéd, whether the method be found by philosophers or 

   workers in AI, then AI will very definitely have a way of 

representing knowledge about anything. 

2e1 Furthermore, previous AI programs have, in the main, 

been concerned with the physical world, the ‘actual’ world. 

PIP has shown how computers might manipulate abstract concepts. 

8 Nevertheless, PIP does support the notion of 'procedural 

semantics' as exhibited by Winograd {89] and others at M.I.T. 

9 See below, section 3.2.
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Moreover, since PIP is capable of naking ethical judgements, 

then it could be claimed that PIP represents the beginnings of 

a really intelligent machine that can cope with Natural 

Language. Previously, there have been machines that have 

exhibited some of the skills of human beings, such as grasping 

objects and manoeuvring them (Winograd {89]), acting like 

psychiatrists (Weizenbaum (87]), or inferring facts from fairy 

stories (Charniak {9]). Now, however, there is a pregran, 

which, when expanded, will be capable of making value 

judgements, of holding a reasonable ethical position, and of 

representing ‘facts' in a way that is consistent with its 

representation of all other attitudes. For PIP, facts about the 

world are as intangible as they are for humans (compare 

Descartes’ struggle to find something really tangible). PIP 

understands Language not as a means whereby it obeys orders to 

manipulate an arm, not as a series of (to it) meaningless 

statements designed to prolong a (to it) meaningless 

conversation, not as a test of disambiguation, but rather as a 

néans of communicating one person's attitudes about anyt? 

  

to 

somebody else. This is, of course, precisely the definition of 

Language given in chapter III, section 1, and on the very first 

page of this thesis. Thus, there is now a program which will 

eventually (one hopes) be capable of holding a perfectly 

normal conversation; in fact, the beginning of what is 

essential if there is ever to be a general purpose robot.2° 

Such robots will have to be able to discuss abstract concepts 

10 Cf. chapter II, section 1.1.
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such as beauty, or cleanliness in order to be fully able to 

take part in normal conversations of the kind that are heard in 

every household every day. 

262 A further consequence of PIP's success, perhaps not 

totally in the field of AI, but certainly within the field of 

Natural Language processing, is the possibility of textual 

study by machine. Textual study is currently limited to word 

counts, concordances, and (possibly) a determination of 

authorship on the basis of such statistics. PIP now offers the 

possibility of checking the internal consistency of a piece of 

writing; that is to say that it could do part of the job of 

proof checking. PIP has been ‘trained! to look for 

inconsistencies in people's attitudes. A book or an article is 

simply an extended expression of one person's attitudes. 

Moreover, PIP should not be confused by what is said by the 

author and what the author quotes. Even the writing of a thesis 

has shown this author that it is difficult to be consistent 

over six chapters of writing! 

When the logic of the whole system has been worked out, 

then there may also be the possibility of checking books or 

articles for the correct or incorrect conclusions having been 

drawn from premises, or of checking whether an argument is 

circular. There are some books that one can think of which 

would benefit from this kind of treatment! Naturally, 

everything that has been said in this section applies equally 

well to conversations, but its use is probably more practical 

in the literary field. One does not want to imagine computers
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getting absolutely everywhere, simply to check on one's verbal 

consistency. Moreover, some concept of time would have to he 

incorporated to allow for people to change their minds; which 

is not the case when checking for inconsistencies. 

203 What of the future? It was argued in section 2.2 of 

chapter IV that any positive result from PIP would be a step 

forward for AI, since a model of human intelligent processes 

does not have to be the process by which human beings actually 

use that intelligence. PIP has shown a positive result. One 

therefore feels that a full-scale program, based on PIP, but 

expanded to take account of as many of the recommended 

improvements outlined in this chapter as possible, would be a 

productive experiment. (Such a program should also model as 

much of the Functional Theory of Language as possible.) In 

terms of AI, two improvements are immediately obvious. 

2.3.1 First, although PIP does at the moment learn the 

'weanings' of verbs from its users, it merely accepts them, 

without trying to work them out for itse1r.2+ Since human 

beings have no way of asking for the 'meanings' of verbs, not 

while they are still very young, at least, it seems clear that 

some method of enabling PIP to do its own learning and 

discovering must be found. At the same time, PIP currently 

remembers the 'meanings' of verbs from session to session, but 

not the cognitive structures of the various speakers. This too 

  

11 See chapter IV, section 3.2.
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could be altered, allowing PIP to develop a broader and broader 

knowledge of many 'people'. This would already have been 

achieved, had more computer memory been available, but this 

particular facility is extremely demanding on memory space. 

2e3e2 The second improvement has already been mentioned in 

section 4.3.1 of chapter IV. One important aspect of work in AT 

is a search for an adequate model of human representation of 

knowledge. PIP does offer a method of representation, but it is 

extremely inefficient in its storage of cognitive structures. 

If the suggestion made in chapter IV is adopted, that is that 

the arguments should be held on one list, with pointers to that 

list as part of PIP's model of individuals! cognitive 

structures, then a comparatively efficient, as well as 

theoretically good model of knowledge representation will have 

been constructed. 

  

In section 2.2 of chapter IV it was stated that no success 

would count as proof that the Functional Theory of Language was 

the correct theory to describe a human being's capabilities 

with refgard to Language comprehension and production. That 

does not mean, however, that no conclusions about Language can 

ve drawn from the success of PIP. 

Sak In the first vrorram, PIP is able to construct a model 

of (part of) each speaker's cognitive structure merely on the
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basis of hearing that speaker utter eens which need not 

be descriptive of that cognitive structure (i.e. the sentences 

need not begin "I believe that ... " or "I know that ... "). 

Furthermore, these cognitive structures are organized in a 

particular way. Hach cognitive structure consists of an 

attitude marker and an argument, Since PIP can understand what 

each individual is saying, on the basis of that structure, 

there is evidence that this might indeed be the way (or, at 

least, one way) that human beings understand such utterances. 

A theory of understanding based on such structures might be a 

fruitful way to proceed. The second program is also based on 

cognitive structures. In this case, PIP generates sentences 

representing its own cognitive structure by an appropriate 

verb, Again, the inference is that a theory of language 

generation based upon cognitive structures might well be a 

useful approach to the study of human linguistic abilities. 

Both the two programs and the above comments depend on 

  

the notion of presuppositicns inherent in the verb of the 

utterance acting as functions on the attitude marker of the 

cognitive structure. One would like to be able to draw a 

similiar conclusion with regard to this aspect of FTL as to 

cognitive structures. This will be vossible only when it has 

become clear that the verbs used by PIP are reasonably easy to 

define in terms of the given presuprositions. It was stated 

earlier!= that PIP did not discover the ‘meanings! of new 

verbs for itself, but rather that the user would define new 

  

2 Chapter IV, section 3.2, and section 2.3.1 of this 

chapter.
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verbs for it. Thus, the problem was not ous for PIP, but for 

the human user. In practice, the difficulty hinged not on what 

presuppositions should be used to define any given verb, but on 

which presupposition should represent the explicit level of 

communication, The verb "praise" is a good example of this 

purely human dilemma. It is quite clear that both RSPONSEL and 

GOOD are presuppositions inherent in "praise", However, does 

(99) "I praise the bank manager for calling the police 

so quickly" 

mean (explicitly) GOOD [calling the police so quickly] and 

merely imply that it was the bank manager who did the calling, 

or vice versa? The reader is probably quite capable of 

imagining situations in which either possibility would be the 

case. However, as soon as one became accustomed to defining 

verbs in terms of presuppositiors, it became relatively easy to 

decide which presuppositions were inherent in which verbs. It 

is therefore possible to draw the conclusion that it might well 

be the case that a Theory of Language based on functions of 

some kind is worth pursuing. 

3.1.1 As a corollary of the above line of argument, it is also 

possible to draw the conclusion from PIP‘'s success that 

presuppositions are indeed adequate for characterizing the 

‘meanings' of at least that class of verbs that PIP has 

studied. The inconsistencies found in the first progrem 

should have been detectable by any native speaker of English, 

  

13 But cf. section 5.3 below.
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even if the explanation of such aneonaietencies might not have 

been expressed in terms of presuppositions. Similarly, the 

replies generated by the second program are convincing pieces 

of English, taken on their own. Verbs are used correctly. Since 

they are used correctly only by virtue of the presuppositions 

deemed to be inherent in them, one can say that the 

presuppositions do adequately represent the ‘meanings! of 

explicitly performative verbs. 

See There is therefore no evidence to disprove the 

Functional Theory of Language; indeed, there is much evidence 

to suggest that it is worth pursuing. There are a number of 

directions in which further investigation might be profitable. 

First, consider the fact that although explicitly performative 

verbs do exist and sentences are uttered in which they appear, 

the vast majority of sentences do not contain such verbs. 

Austin ta] pelieved that all sentences could be 'reduced' to 

sentences containing 

  

xplicitly performative verbs. He did not, 

however, intimate how this 'reduction' was to be achievec. It 

is most important that this means of reducing ‘ordinary! 

sentences to those containing explicitly performative verbs be 

found. Since PIP has shown how the latter can be understood, 

eny sentence that is translatable into an explicitly 

performative sentence is inherently capable of being 

understood. It may be, taking the simplistic approach, that it 

is in fact the verbs in other sentences that are themselves 

capable of translation into explicitly performative verbs. 

However, this is not the place to discuss such hypotheses.
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A second area of research would be to apply the notion of 

presuppositions in reverse, so to speak. Instead of 

characterizing existing verbs, it might be interesting and 

productive to ‘invent! combinations of presuppositions and see 

if verbs in any language could be found to fit the particular 

combination. It is well known both that individual languages 

have concepts that cannot be expressed in other languages and 

that Language itself is a redundant system. This investigation 

might show why languages have concepts impossible of direct 

translation (i.e. combinations of presuppositions that have a 

representation in one language but not another) and might also 

demonstrate yet another area of redundancy (i.e. combinations 

of presuppositions that have no known representation). 

Thirdly, it has become quite clear that some kind of 

syntactic parser is necessary tc any model of Language. What is 

not clear is what kind of parser is required either to model 

human usage of Language or to enable programs to analyze 

linguistic input. Many kinds of parser were discussed in 

chapter II, especially in section 2. At the end of that 

chapter, the conclusion was advanced that systemic grammars 

were probably superior to TG gramm 

  

s as far as programing was 

concerned. It might be that they also prove to be superior as 

far as modelling human linguistic abilities is concerned, 

More important than the determination of what kind of 

syntax is to be preferred is the fact that the syntax and 

semantics will have to interact in some way. How they interact 

will, of course, depend to some extent on which particular kind 

of syntactic analyzer is used. That they must interact has
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become clear over the last few years Sout through the 

criticisms of TG Theory by the Generative Semanticists and 

through the program of Winograd (891. PIP's syntactic analysis 

is almost non-existent. Jt merely provides the arguments on 

which the semantic component can work. Nevertheless, it is 

quite clear that for more complicated sentences than PIP 

handles at the moment the syntax will have to be far more 

rigorously defined in order to continue providing the semantics 

with the correct information. Moreover, at the moment PIP puts 

no semantic interpretation on anything other than verbs (one of 

its strengths). Some grammatical ambiguities can only be solved 

by semantics, especially ambiguity of word class. Thus, the 

precise nature of the interaction between syntax and ‘semantics 

within FTL will have to be formulated. 

It is to be hoped that, whatever kind of syntax has been 

finally chosen, it will be able to determine the scope of 

! 
at In a recent paper, Davies (271, negation in: hegatives. 

English is still considered to be consistent with negation in 

predicate logic. It should be obvious to anybody who has read 

this thesis and seen the difficulty PIP has wher negation is so 

represented, that it is about time some determined effort was 

made to formalize the various aspects of negation in Natural 

Language and, if possible, to program them in such a way that 

they can be incorporated into any program concerning any part 

of Natural Language. It is important for FTL (as for any other 

Theory of Language) to explain the concept of negation, or to 

  

14 of, section 1.1 of this chapter.
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at least give some description of its structure within the 

framework of the theory. 

S65. The above section would call for new programming that is 

not present in PIP. However, there are two 'facilities' that 

are present in PIP that could be expanded to give FTL more 

generality. First, PIP's world is one of black and white. It 

can apply GOOD and BAD, or TRUE and FALSE (VALID and NVALID in 

the program) to an argument; it can, alternatively, retain an 

open mind by giving a "don't-know": but those are the only 

three values that it can apply. In other words, it uses a 

three-value logic. On the other hand, it is by no means clear 

that human veings are restricted to three-value logic for all 

the types of presupposition (if any) used by PIP; indeed, there 

is good evidence that many more values are employed. Consider 

GOOD and EAD again. Many school reports, for instance, have 

categories for describing a pupil's work as excellent, very 

good, good) fair, average, poor, bad, or very bad. In other 

words, there is a spectrum of values ranging from excellent at 

one end to very bad at the other. Values anywhere on the 

spectrum can be picked out and labelled. This argues that there 

must be some multi-velued lozic vehind at least those 

presuppositions other than TRUU and FAlS#, although even there 

one wonders whether three values are enough. An example of how 

this can affect PIP is given by those replies commented by (5) 

in the example in section 4 of chapter V. PIP is quite happy to 

use the verbs "swear", "state", "    sert" and "know" to 

represent the cognitive structure given in (100).



(i a
 N 

(100) vaLIDErF [Agnes is a spy] 

Nevertheless, one is not entirely convinced that those verbs 

all express (100) with the same intensity. The ADS, system of 

Colby and Smith (a4)? catered for different strengths of 

belief. Something similar is necessary for PIP. 

The second way in which PIP could be expanded would be by 

allowing functions to apply to other functions. Thus, it might 

be necessary to define a verb in terms of "the speaker wants 

that the hearer wants that the speaker intend to do 'x' in the 

future", that is WANTS (WANTH (FUTACT ['x'])). This is more 

  

likely to be necessary when more is known about the translation 

process from 'ordinary' sentences to explicitly performative 

sentences. It is not possible within the current system, nor 

indeed was it found necessary. There is, however, no 

theoretical reason why it cannot be incorporated into cither 

PIP or the Functional Theory of Language. 

3.4 The world of neuropsychology is by no means concerned 

  

solely with the suage processing parts of the brain. 

However, bearing in mind the comparative ignorance of the 

field, as testified by the extract from Luria (52), quoted in 

section 4.3 of chapter III, and bearing in mind the success of 

  

PIP, it might not be too presumptuous to su, st one or two 

areas where neuropsychologists might look for evidence of 

workings within the language processing parts of the brain, 

First, they might try to find evidence for function-like 

  

a See chapter III, section 5.2.
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processes. The evidence from PIP would a oeae that it is at 

least a reasonable assumption that people do use such processes 

when understanding or generating Language. Should such evidence 

be found, then neuropsychologists might like to speculate as to 

how such processes come into being, or as to how much of the 

process is present at birth, 

Secondly, PIP relies on attitude markers to determine what 

people's attitudes to propositions are. The problem is that one 

does not know what an attitude marker might look like in the 

human brain. Nevertheless, it is indicated that one could look 

for such markers. 

Further, one has no real idea of how the neurons in the 

brain would actually combine to form cognitive structures. How, 

for instance, are they linked? It is possible that attitudes 

are grouped by sense, or that they are 'stored' hap 

  

ardly, in 

any pigeon-hole that happens to be free, or that they are 

‘stored’ sequentially. Is it possible for cocnitive structures 

to overlap? In other words, it might be possible that 

individual neurons or groups of neurons 'take part in' more 

than one cognitive structure. Svidence of such e nature from 

neurcpsychologists and neurophysiclogists would be extremely 

helpful to FTL, and even more helpful for a better model of 

human cognitive structures than PIP currently incorporates. 

3.4.1 As opposed to the ways in which PIP might influence 

neuropsychologists, there are two ways in which 

neuropsychologists could be of benefit to FIL. It has been 

repeatedly stated that no evidence will ever ‘prove! a theory
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correct; evidence can only prove a theory to be incorrect, in 

that it is inconsistent with known facts. Thus, paradoxically, 

the first benefit neuropsychologists might provide is evidence 

that FTL is wrong! However, the evidence from PIP is that this 

is not likely to be forthcoming. Secondly, consider again 

6 that PIP's black and white world. Although it was shown? 

human beings work with more than a three-valued logic, there 

are no indications of how many values are actually used (or 

whether it varies from person to person). It would be extremely 

useful if evidence could be obtained from the brain showing, 

if not exactly how many values, then at least a minimum number 

of values with which human beings work. 

&, Consequences for the Philosophy of Lang 

  

  

If the inferences that have been drawn from the success of 

PIP are valid and if the Functional Theory of Language has some 

claim to be taken seriously by philosophers, then there are a 

number of consequences to which those philosophers should apply 

themselves. First, the notion that a Theory of language must be 

a grounded in a meaningful theory of syntax must be seen as a 

bliné alley. PIP performs no syntactic analysis, in the 

accepted sense of that phrase, on its input sentences. The 

analysis, such as it is, is extremely ad hoc, based on no 

theory whatsoever; it works simply because explicitly 

performative sentences in English are constructed in the way 

  

16 See section 3.3 of this chapter.
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that they are. It must also be repeated here that one cannot 

separate a Theory of Language from a Theory of the Use of 

Language. Progress in the study of human comprehension of 

Language can only be impeded by a belief that there is some 

abstract ‘knowledge! of their language that human beings 

possess, but which does not necessarily help them to produce 

‘correct' utterances in that language. Thus, the two programs 

of PIP both comprehend and generate utterances according to the 

same theory, not different ones. 

Moreover, the adequacy of both TG syntax and systemic 

grammars to describe the grammatical structure of English as it 

is used must show that it is not difficult to find descriptions 

for what Chomsky would call ovr intuitive knowledge of our own 

language. Until such time as neurophysiology can determine how 

human brain cells are structured and, in particular, what the 

connections between cells might mean, then one is forced to 

  

rely on criteria such as 'simplicity' to decide:b 

competing grammars. The evidence from PIP is that one does not 

require a prior notion of syntax in order to set up a semantic 

theory. Indeed, it is arguable that one should have a prior 

notion of semantics before setting up a syntactic theory. Some 

  

ses, Latin for instance, do not have a rigid structural 

frame for their sentences. Perhaps the slogan should not have 

fe 

  

teen "Linguistic Description Minus Grammar Equals Semantics" 

but rather "Linguistic Description ifinus Semantics Equals 

Grammar", where "Grammar" in this second case is taken to be 

  

1? katz and Fodor [38], p. 483-



161 

that amount of semantically relevant syntactic information, 

for example, the scope of a negative particle. 

4.1 Given that philosophers will turn (have turned) their 

‘ attention to semantics, then there is a further point to be 

made. Very little attention has been paid to the verb. Most 

semantic theories depend on the noun and noun groups. Yet one 

of the ‘grammatical truths' that most children learn in school 

is "every sentence must have a verb", If one is agreed that the 

sentence is the unit of speech (Language) that must be studied, 

and that clauses in isolation are ellipses for sentences, then 

the verb simply cries out for prior analysis. PIP also supports 

this view. The only semantic analysis performed is on the verb. 

Because of this analysis, PIP can understand inglish in any 

context. The important information carrier in the sentence is 

the verb. Language is the means by which human beings impart 

information to other human beings. Therefore, philosophers of 

Language should study the verb. This is the case, even if one 

dzes not wish to defend PTL. 

4e2 Assuming, on the other hand, that there is some 

relevance for Philosophy to be found in FTL, then there are 

some questions that need to be answered, First, what 

constitutes the set of all possible presuppositions? The set 

of presuppositions given in section 3 of chapter III can be 

easily divided into nine groups, each of a different type. 

Thus:-
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Group 1 VALID, NVALID, VALIDELF, NVALIDEF, VALIDBFH, 

NVALDEFH 

Group 2 CONFDENT, NCOW: 

Group 3 GOOD, BAD 

Group 4 WANTS, NWANTS, WANTH, NWANTH 

Group 5 FUTACT, NFUTACT 

Group 6 RSPONSBL, NRSPHSBL 

Group 7? AUTHORTY, NAUTHRTY 

Group 8 VALUE 

Group 9 PASTUTT, NPASTUTT 

Whilst the author is quite prepared to admit that not all 

types (or groups) have yet been found, it is by no means 

admitted that they suffer from Weinreich's disease of Infinite 

Polyseny.2® So few groups of plesuppositions have so far been 

  

deemed necessary by comparison with Katz's semantic markers 

that it seems extremely unlikely that they will ever suffer 

from that disease. Moreover, Austin estimates that there are of 

the order of the third power of 10 (i.e. between 1,000 and 

9,999) explicitly performative verbs in English (at a 

conservative estimate)? 

On the other hand, mention of Infinite Polysemy leads to 

the second question that must be answered, What is the 

inclusion rule that decides what constitutes the set of all 

(groups of) presuppositions discovered by answering the first 

18 
Cf. chapter I, section 2.1.2. 

19 gustin [2], p. 149.
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question above? Katz's semantic markers were attacked for 

having been arbitrarily chosen. At the moment, that is also 

true of the status of presuppositions. They have so far been 

chosen because they work. That is, however, not totally sound 

philosophical reasoning. It might be, for instance, that they 

correspond to the basic human emotions or to the basic human 

urges. That would be for philosophers and psychologists to 

decide. In any case, it is important that some theoretical 

justification be found. That PIP works, that the notion of 

presuppositions is useful to a working program to understand 

and generate English utterances, is an indication that there 

should be some sound philosophical reason for their 

Yextstence’ ¢ 

Moreover, there is an interesting factor about the 

particular presuppositions that have so far appeared to be 

necessary. Philosophers have written many books on such tovics 

as truth and falsity, knowledge and belief, ethics (morals), 

free will, what it is to make value 

  

precisely the points for which presuppositions have been found 

necessary. Thus, there are ethical presuprositious (GOOD and 

BAD), there are presuppositions to distinguish between 

  

knowledge and belief (CONFDENT and NCONF), and so on. One 

wonders whether this is mercly a chance happening, or whether 

this explains why there has been so much philosophical 

controversy in these areas. It has long been known that 

Language should not really be used to describe itself. 

Dictionaries make a good attempt, but usually depend on some 

notion of circularity. If, however, Language is an axiomatic
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system (like mathematics), then one would expect that problems 

could be solved by applying theorems to them. On the other 

hand, the theorems are built on the axioms, which, being 

axioms, cannot be 'proved'; they must be assumed. Thus, all 

problems in Language could be solved by the application of 

theorems, or by 'logical' reasoning, except those involved 

with the axioms. There, controversy must rage. If they are the 

axioms, however, then it is from them that Language is built, 

and it is to them that an analysis of Language must return. 

Is this perhaps a justification of the particular 

presuppositions used, and a purely philosophical reason for why 

these particular presuppositions should have been chosen? 

4.3 At the beginning of the thesis, it was proposed that a 

theory based on the notions of ‘illocutionary force' 

(demonstrating the intention(s) of the speaker), 

‘presuppositions! (which, being inherent in a verb, could carry 

the sfigentionacy force) and ‘explicitly performative verb! 

(where the illocutionary force is obvious) should be a 

profitable alternative to TG Theory as a viable fheory of 

Language. Such a theory should also profit the field of 

Artificial Intelligence. The theory that has in fact been 

developed has required one more hypothetical construct, namely 

the notion of ‘cognitive structures', in which are ‘stored’ the 

attitudes of the individual as formed by the presuppositions. 

The experimentation in chapters IV and V has helped to clarify 

just what kinds of presupposition might be inherent in verbs 

and therefore what kinds of intention people have when uttering
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sentences sincerely. More importantly, the experimentation has 

demonstrated that an understanding of Natural Language in any 

context can be achieved on the basis of the Functional Theory 

of Language. Thus, it can be said that the Functional Theory of 

Language has benefited Artificial Intelligence, since context 

has previously stopped AI programs from understanding Language 

generally, and that the Functional Theory of Language does 

have a claim to be a viable Theory of Language in its own 

right.
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RETAIN | Ma}     

  

    
  

The following functions are ubiquitous:- 

APPEND, =MPS 

  

PRIIST
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ISHAPPY P| EA) 

ATELF 

  

   

REDUCE 

‘any presupposition function! 

   

P al ISkNOWN 

  

  

EINARY ane 

The following functicns are ubiquitous:-- 

 



  

Functions marked * are also used in Program 2 

 



APPEND* 

BAD* 

BINARY* 

" CHANGE* 

CHECKRLE 

CONFDENT* 

DELETE* 

EMPSTACK* 

      

  

  

IMPLIZS* 

ISUAPPY* 

ISJOHN 

  

182 

puts an item on the end cena list. 

presupposition. 

performs the checking of the attitude markers 

for ISHAPPY, 

adds the new attitudes for IMPLISS. 

compares PIPTHINK with the attitudes of "John", 

presupposition. 

called when the user wishes to define a new verb. 

deletes a list from a list of lists. 

substitutes personal nouns for pronouns. 

dumay presupposition for the verb "implies". 

empties the stack (a POP-2 storage area). 

checks the attitude markers for IMPII@S.   

reads PIP's attitudes for Program 2 into 

PIPTHINK. 

outputs PIP's attitudes for Program 2. 

finds ali the arguments from the utterance. 

2 finds ARG 

finds the utterance from the input sentence. 

finds the verb in the utterance. 

presupposition. 

presupposition. 

directs the process of implication. 

directs the semantic analysis (see text). 

returns the value TRUS, iff "John" is the name 

of one of the speakers. 

determines NUMS and sets up data structures for 

new speakers.



ISNEG* 

  

MEAN* 

MEM* 

MEMEER* 

MENBLE* 

MEMORY* 

NOVE* 

NcoNr* 
NEG* 

  

NFUTACT* 

NPASTUTT* 

NRSPNSEL* 

NVALID* 

NVALDEFH* 

NVALIDEF* 

NWANTH* 

182 

determines if the utterance is negative. 

keeps the speaker's attitudes, when the 

presupposition refers to the ADDRESSEE. 

directs the semantic analysis for the explicit 

level presupposition. 

returns the value TRUS, iff a list is a member 

of a list of lists. 

returns the value TRUE, iff an item is a member 

of a list. 

restores the individual's attitudes to the 

appropriate data area, after alteration. 

outputs the verbs. 

juggles with words to form ARGONE and ARGTWO. 

presupposition. 

alters attitudes from pvositive to negative, 

either if NEGFLAG is set, or if the 

presupposition is negative in intent. 

if the delimiter is not found in the utterance, 

then PIP has found the wrong verb; N 

  

aL 
  

carries out the search for a new verb with 

the right delimiter. 

presupposition. 

presupposition. 

presupposition, 

presupposition, 

presupposition, 

presupposition. 

presupposition.



NWANTS* 

PASTUTT* 

PRLIST* 

NT READSE.    

ReEDUCE* 

RELSASE* 

  

RETAIN* 

RSFONSEL* 

SETVERB* 

SHOW 

  

VALID* 

VALT 

  

VALIDELF* 

VEOL 

WANTH* 

VANTS* 

  

WHATELE* 

WHATPRSP* 

WHOSATD 

WRITER 

183 

presupposition. 

directs the syntactic analysis (see text). 

presupposition. 

prints a list without brackets. 

reads the input sentence. 

produces the second argument of ARGFOUR, 

resets the attitudes after a presupposition has 

referred to the ADDRESSEE, 

reads in the verbs and their presuprositions. 

remembers all the arguments. 

presupposition. 

sets up the data structure for VERES. 

shows the names of the presuppositions if the 

user wishes to define a new verb and 

requires help. 

standardizes tenses for comparison purposes. 

directs the whole program. 

presupposition. 

presupposition. 

presupposition. 

lists the verbs and delimiters that PIP knows. 

presupposition. 

presupposition. 

produces the speaker's attitudes. 

produces the implicit level presuppositions of 

the current verb. 

finds the name of the speaker from the input 

sentence. 

lists directives to the user.



  

Variables marked * are also used in Program 2 | 

 



ARGFOUR* 

ARGONE* 

ARGTWO* 

ARGUSED* 

BELIEFS* 

CHECKA* 

CHECKATT* 

CEECKB* 

  

CONSWLD* 

DELINIT* 

DESTVERB* 

DESTWLD* 

DOER* 

Fact* 

185 

contains the name of the last speaker, 

contains the argument following the delimiter. 

contains the attitude marker of the individual 

to ARGUSED. 

contains the two arguments of RSPONSEL. 

contains an argument. 

contains an argument. 

contains the argument used by ISHAPPY. 

a selector function producing the beliefs of 

an individual. 

contains the result of applying logical AND to 

CHECKATT and MASK, 

contains 1392101 modified by the presupposition 

under consideration, 

contains the result of applying logical AND to 

ARGATT and MASK. 

constructs a record of type "verb" from a 

variable. 

constructs a record of type "world" from a 

variable. 

a selector function producing the delimiter 

associated with a verb. 

not used (required by the compiler). 

not used (required by the compiler). 

contains the first argument of RSPONSEL, 

a temporary store of known 

 



FFNLIST* 

FINISH* 

FUNC* 

FUNCN* 

GESAGT* 

HOLDELF* 

HOLDFC* 

HOLDFCN* 

HOLDNUMS* 

HOLDPRSP* 

HOLDS AID* 

ISAD* 

ISADERR 

LASTSAID 

MASK* 

186 

a list containing the names of those 

presuppositions that refer to facts. 

contains information about whether the program 

is to be terminated or not. 

takes on the value of the presupposition under 

consideration. 

takes on the name of the presupposition under 

consideration. 

a list of arguments previously uttered. 

if the presupsosition refers to the ADDRESSEE, 

used to hold the original PERSELF. 

if the presupposition refers to the ADDRESS: 

  

used to hold the original FUNC. 

if the presupposition refers to the ADDR    
used to hold the original FUNCN. 

if the presupposition refers to the ADDRES 

  

used to refer to the original NUS. 

if the presupposition rerers to the ADD 

  

used to hold the original 

  

if the presupposition refers to the ADDRESSIS, 

used to hold the original 

  

logical variable, RUZ, iff FUNC refers to 

  

logical variable, TRUS iff ISAD is TRUE and 

ADDRESSEE contains the word "nothing". 

contains the name of the current’speaker. 

masks CHECKATT and ARGATT to discover what has 

been altered from 1398101.



MEANING* 

MFLAG* 

MISTAKES* 

NAME* 

NEGFLAG* 

NUM* 

NUMS* 

PERFORM* 

PERSBLF* 

PFLAG* 

PFNLIST* 

PI PTHINK* 

PRESUP* 

PRESUPL* 

s* 

187 

a selector function producing the explicit level 

presupposition of a verb. 

used to keep track of whether PPY has called 

  

MEAN. 

contains the number of inconsistencies in each 

utterance. 

a selector function producing the name of a 

speaker. 

logical variable, TRUE, iff the utterance 

contains the word "not", 

pointer to the array VERES. 

pointer to the array SPEAKERL. 

a selector function producing the name of a verb. 

used by ISH 
   PY as a temporary store of 

   
SPEAKER's attitudes. 

  

logical variable, TRUZ iff FUNC is PASTUT? or 

  

a list containing the names of those 

presuppositions that refer to individuals! 

attitudes. 

contains PIP's attitudes for Program 2. 

2 raised to the power POWER is added to or 

subtracted from 1598101. 

a selector function producing the implicit level 

presuppositions of a verb. 

a list containing the presuppositions of the 

current verb. 

contains the input sentence.



SAID* 

SAVEPRSP* 

SPEAKER* 

SPEAKERL* 

TEXT* 

VERBS* 

VB* 

188 

contains the word "said", 

   
used by AN to hold the original PRESUPL. 

contains the name of the current speaker. 

an array of the records of all known speakers 

(including "reality"), 

a function producing textual output. 

an array of the records of all known verbs. 

contains the name of the current verb.
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COMMENT THIS PAGE SETS UP ALL VARIABLES? 

VARS YERRS PRESUP DELIMTT PERFORM LESTV CUNSVERB; 
VARS S§ SPEAKER SAT? VRQ NUM PrESUPL FUNC LSADERK: 
VARS CONSWLD DESTWEE NAME BELIEFS arRuFUUR; 
VARS SPEAKER] NUMS ARG ADDRESSet KERSULF DOEK; 
VARS TEXT PIPTHINK LASTSAID GESAGT; 
VARS PENLIST KENLIST FACT NEGFLAU ARGUSED; 
VARS CHECKAT? ARGATT ISAD MEANING MFLAG SAVEPRSP; 
VARS PFLAG MASK POWER CHECKA CHECKS MISTAKES ARKGUNE ARGTWO: 

VARS HOLDSUMS HOLDEIF HOLOSATO HOLDPKSP AULDFC HULDFGN; 
" SURSERCCPETTOVOOI KI ->VERUSS 
Om>TSADERRE 
Ge>MI STAKES? 
O->164hDF 
NIL=>PENLIST? 
AIL@>FFeLIST; 

              

NIL#>GESAGT? 

"NOTYHING™=>LASTSALD! 

“SATO"->SAlt; 

  

"CAR? YOR 
PECOADENS 

>FINISH?! 

"VERB" 1 LO 0 0 OJ) > PRESUPH>MEANING“SDELIMI I> PERFORM 
HP DESIVERB > CUNSVEREG 

RECORD ENS C8 WORLD" LY OL) >BELILES=>NAME@2DESTWLOR>CONSHWLD? 
SURSCECATVITS10) &)~>SPEARERLI 
CONSUL DC REALTTY" NI LI->SPEAKERLOV): 
PRSTRING OL CHASOUT TIA TEX SE 

FUNCTION SETVERB N; 

VARS C3 
aol: 

AS1lE T > N ThEN RETURN 

ELSE CONSVERBCNIL NTL NIL, STL ev ER BS CL)E 

Tiere 

GoiG A 
CLOSE: 

ENO;



FUNCTION 
VARS 1 
O=>13 
1->Me 
NTL#>L; 
SETVERG 
POPNMESS 

INCHARL 
At. TTENRE 

If INLI 

ELSEIF 

SLsewF 

ELSE FO 
4 
690 

CLOSF: 

END; 

FUNCTION 

VAPS I 
Verte 
PQOPMESS 

16,CuUCH 
59. CucK 

ASE A> 
EUSEIF 
PRCT): 

PROVERS 
PRC VERA 

PRCVER? 
VERKSCL 
NIL@>K; 

CstF JHD 
ELSEGu. 

Je 
GO 

CLOSE: 

Tefeots 

NLCV)E 

GOTO A; 
8:67. CCH 

RLC1)? 
PRETERY 

CHaRouY 
END; 
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REMEMRER? 
LM CRARREP INLIST ITEMREPS 

C1000} 
CUPTIN AIND) <> CHAQREPT 

TEMCCHARREP) @>TTEMREP? 

BeoINLIST? 

St = SC" THEN: P+1 9313 
GOTO A 

THEIST 2 IS THEN Tl ahs 

TE 1S OL THEN 

Le>VERSS OM) PRESUPG 

POPMESSCLA"CLUSE™ ,CHARZEP LI); 

RETURN 

ELSE GUTO A 

CLOSE 

INLIST.ISINTEGER THEN Le>VERSS C4) PRESUPS 

NELe> le 

INLIST=>M;5 

cI TEMREP ROVERS OM) PERFOR 

eT TEMREPROVE RSS (4)  DELIM ET: 

eT TENREPSOINLISTE 
POPVALCLAINLIST ("i %e "GUON"  "F"K)I3 

/ T>VERBS CAI MEANING 

GOTO A 
PVALCLAINLISTe "i" e "GOON A "SF "AIDE 

APPEND@OL? 

      

TO A 

MEMOIRS 

fi Ke 

CCl iT MIND J) > CUCHARQUT; 

AROUT? COMMENT 16 = BLANK ; 
ARQUT? COMMENT ae = a0 ; 
109 TKE* GOTO 3 
VERR?S CL) PERFORM = "NIL" THEN GUTCO 3 CLOSE; 

SCL) PERFOR)? 
MCT SHEL IND Py: 

SCL) NEASING, FROR ICS AODe 

).PLESUP=>JF 

= NTL" THEN PRCK) 
HM, FNPROPS HOs eK > Ke 

The>Je 

TO: ¢ 

eROUTS COMMENT ot 2] i 

IN): 

->CUCHAFOUT;
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FUNCTION APPEND K Xt3 
Xis>OeeeNTL)7 

END; 

FUNCTION “BOL? 
VARS Te 

Am> 1 
NLGQ)S 
TEXTC'PTP ALREADY KNOWS THE FOLLOWING VERBS "103 
NLOC2)7 

ALIFE VERBSCT). PERFORM = 
PROVERBS (1) PERFURM)G 
TF VERBSCI).DELIAIT = 
SPOS): 
PROVERRSCL) DELIMNINDG 

BIEWL(1)3 
144-913 
GOTO A; : 

END: 

"NIL® THEN EXIT? 

“NOTHING” THEN GCTO g CLOSE; 

FUNCTION WRITES 
VARS QF 

NECA)? 
TEXTC' PIP 1S NOW READY FOR USE); 

NU ceo 
TEATOC' (PO YOU REQUIRE TNFORMATION?I12¢ 

NLC2)3 
oT TEMPE ADR ONG 
NLG2)? 
TF w = “NO" Then GOTO © CLUSE: 

TEXTCIONLY TYPE WHEN INVITED!); 
NLC2)¢ 

TEATC TIF ¥oU USe « VERN THAT PIP pOES NOT aANUWI)G 

TEKTO! GND YOU wEVUTRE HELE 1D: 

SLO1)? 
TERT OC TrEN wPLZSSF TYPE THE WURD “HELP™!) 

TEXTO" WITPOQUT TAVERTED COMMAS? 

KLO2): 

TEYTC*REMESBER THAT THE VERB “IMPLIES” ONLY ED§ 
TEXTC! REFERS Tis PAST YVITERANCES IDG 

  

  

  

NLCV)3 
TEXT * Tf YOU WISH THE TMPLICATIVUN TU HOLD LATERI); 

TEATOC! THES YUU “MUSTIDG 

KLOG)? 
TEAC RETYPE THE SENTENCE WITW “IMPLEES” IN PT1)7 
NLC2d: 
VEXTC'WHEN VOU Wish 19 FINISH THE SESSION, 1)3 
FER TIC SLEAS ERI AEE PERI torr 
NLCH)E 
TEXTC! CLETNUUT INVERTE® COMMAS) FUR YOUR SENTENCE!)3 
NUCH)? 
~VBOLE 
NU C233 

DOFTEXTC'NOW FOR THE FIRST SENTENCE!) ] 
NECS)i5 

END:



FUNCTION READSENT? 

VARS XE 

NTU=>53 

As  TTEMREADA=>Ke 

Ie X = "," THEN RETURN 

ELSE S<>U¢%xn]-2S8; 
GUTO A 

CLOSES 
ENO; 

FUNCTION WHOSATDG 

VARS bX YG 

S=>li 
ALDEST CLI <>L->Xe 

UsHO=>Y¥3 
Pe ¥ = SALG THEN IF 

  

LeNYLL THEN 

ELSEIF UTC, HO S 

EGE AE 

EXIT 
ELSEIF LL. TL NULL THEN RETURN 

ELSE GOTD £ CLOSE? 
END; 

FUNCTION PSKAUUNG 

ARS [7 
Fools 

ALTE DATAWORDOSPELKERLCI)) 

CONSHLOCSPE AE 

  

FAKER = NAMECSPEAKERLOI)D) 

   10 THEN TEXTC' TOG 
NLCV)G 
O-> nurse 

EXIT? 

  

GOT) AG 

END; 

"WORLD" 
MELIM“>SPEARERLOL9? 

Tite. 

  

  

KmD>SUEADERT 
VR 
THEN 

THEN LV TL. 4am >SHeaters: 

fHEN GOT? C 

SUT & CLUSE? 

PEOPLE!) : 
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FUNCTION FINEUTTS 

VARS Q¥ K YG 

“>03 

O->NEGELAG? 

AtIF Q@, NULL THEN GOTO D CLOSE; 

DEST CQ) <2 Qe KF 

TE = ER" THEN GOTO REUSE GOTU A CLOSE: 

BENTL=>83 
Crile Q@, NULL THEN GOTO b CLOSE? 

DEST(Q)->0->K7 

UE OK Sees ter RET s 
S<> CERT) +257 
GOT! 

MENL C207 

FEMTCTTATS SENTEDCE TS UNGRAIMATICALIOG 

e1EC2 7 8 

NIL@>S3 
END: 

    

   

 



FUNCTION FINDVERB; 
VARS J L XK 2; 

Tee as 
VERRSCIY, PERFURN->Z5 

AtSe>1i 
BILF 205 "NTU" THEN NL CID 

TEXT PTE 
NLO2Q)3 
NIL=>VB; 

EMITS 

DESTCLI=> Look? 
lp X ® Z THEN 27> vp? 

Ire num? 
RETURN 

ELSETF L.NULL WHEN T#4>>7: 

DUES NOT KNOW 

VERBS (1) .PERFORM™> 23 
GOTU A 

ELSE GOTO @ CLOSE; 

END; 

FUNCTION MEMHER X Y3 

VARS T Se 

Veo? 

AtTFE F.NULL THEN FALSE EXIT? 
DESTCL) =<>1-30F 

TF od 2 % THEN Tele EXIT? 
GOTO Ay 

ERDG 

FUNCTION USNFG? 

VARS UL XOY: 
"NOT" SPS? 

  

  
Tp REMBERC? «S) THEN Te>NEGELAGE 

GOTO G 

CLOSE: 
RETURNG 

GeS->y = 

NYL->°5 

BSlF Yodo SONTL® THEN EAITS 
CES TCR =>Y= ot? 
Te L = y\ THEN GOL0 & 
CESE Sco Cer ryurse 

GOTO ¢ 

CLOSE: 
END? 

THIS VERBID: 

MA
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FUNCTION OEPEO 

VARS Bb Q RE 

Sa>Pa 

NILa>Q3 
ArTR P.NULL THEN Qe>S EXIT; 
DEST CP) o> P->RE 

Yr PR = "1" THEN SPEAKER@ 78 

ELSETF & & "ME" THEN SPEAKERR>K 

   

   

ELSFIF & = "YOU" THEN ADDRESSEE™>R 

ELSEIF & = “WERKE” THEN "WAS"=>R 

ELSEIF & = "AM" THEN "1S"e>R 
ELSETF 2 = “ARE” TREN “I1S"=>R CLOSE? 

QSP>LERKIRDR OT 
GOTO A; 

END? 

FUNCTION NEWLELS 
VARS TG 

NUN F4 > TE 
ALLE VEXBSCT), PERFORM = “NIL” THEN NLO1)? 

TEXTC'PIP HOES NUT KNOW THIS VERWID; 

NLC2Q)E 
NILe>ve 

Ex: 
IF VERBSCT) PERFORM = YB THEN T->NUM? 

a FINOARG 

EXIT: 

Leqsods 
GOTO AF 

END? 

FUNCTION FIND ARG; 

VA iE Xs 

Sm>le 
NT La>4eG3 
NIL => 00F Re 
VEwRSONUM) CELLS tvs 

ASDESTOL)->L=>Kxke 

        

le Y¥ = VB THEN GOTO 3 ELSE GUTO A CLOSE? 

@rslp ¥ & "NOTHING HEN Le>akG EXIT? 

C4Pe CC ONMIL HEN JREWDEL EXETS 

DESTCL)->L~>X? 
TR X = ¥ THEN L~>aRrRG 

ELSE DOTR<>TERS DOER: 

GOTO ¢ 
CLOSE: 

END; 

FUNCTTON FMPSTACK! 

ALTE .STACKLENGTN = Y THEN EXIT: 

-FRAS 

GOTG 4; 

ENU; 

 



COMMENT IN THE NEXT 3 FULCTIONS, THE DECIMAL CHARS, 

COMMENT $4 & be 37 = Ev $9 = Ge 41 = Te GO = Ne 51 

FUNCTION TENSE? 
VARS LM XY? 
ARG~>L? 

NT Le > iG 

AsTF LNULL THEN M->40G EXIT: 
OESTCLI<aL => ke 
TES 0e ODED" THEN DESTCL) Sola xks 

A, DESTHOEDG 
->Y3 

  

Yse: 
eCONSWORDHIK 

THEN LEST CLI -FL > ne 
XeMbSTeoRO?E 
NS 

Sis 
Yous 
COV Slarhaox 

ELSEILEX = SOU" THEN DESTCOI et eoK 

CLOSE: 
MS> CZK 4] e243 

GNTN+ 4; 
END? 

ELSEIF Xx & 

  

FUNCTION “OVE KY? 

VAQS 2) A ROR? 

Koos 
TE L,NULL THEN DDERK>PEYRI-D>ARGIWUs 

KIL=> AR G0Nk 

  

EXIT? 

ALTF LaTLLNULL THER GOIN 3 CLOSE; 
LTO ae 
GOT) A; 

SSL HO VEST WLR OS > PR ods 
TF Q = 51 TREN "WERE" -OR 

EUSE “WAS <> 

  

CLOSES 
X<> CARE <> CLV R IPAS INES 
TF NOER HO = "NIL" THEN AnG=>AaRQGTad 

ELSE DORA CLYK ISK mr AR GTS 

CLOSE; 

END? 
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ARE 
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FUNCTION FINNALL? 

t VARS PA Rec 0 xX Ye 
sFINDAR 
TF V8 = "NIL" THEN EXIT? 
J TENSE 

  

   
DEST CK) ->X->ViG 

Y.DESTNHORD=>AG 
TEA 2 & TVHhh se 

~>Ce 

>i 
GLEE GOTO 
CLOSE: 

TF OR & 39 AND C = 46 AND DPD = 41 THEY GUTO Ww 

ELSELF 4 = 8 AND B = 46 ANU C = 41 THEN DF 

GOTO Ww 
ELSEIF A = ® AUD BR = 41 THER O3 

CF 
GOTO w 

CLOSE: 
VE, ER PSTACKG 

ARGH>ARGONEG 
ARGH> AP GT Ae 

ARG>KE 

DEST CL) <-> K->Vi 

fA >NOEbs 
"NIL THEN NEL@>SuErG 

COTNTL") ("NEIL") ->anGeour 
Et Ts 

DEST CMYK => VG 

VIDESTUIROR> AG 

VR GA > 4 WIPER sree 
=->e 

PULSE GEYPS TACK: 

porR<s(4Y2) 

   

  

PODER: 

    

GATO eo 
CLOSE? 

TF @ = 46 4&0 € = 357 THEN 

EGSETE A 6 ASO R = $f THEA 

(1 OS oat age STACK; 

DOERS> (LY 4] -200ERF 
GoTo + 

Clase: 

COMMERT THIS FUNCTION CONTINUES? 
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TF A < 8 THEN 41; 

  

46; 
S97 
At 

ELSEIF 8B = 36 THEN 41; 

467 
A 

EUSE Cz 
Ge 

A 
CLOSE: 
CONSWURDO> VG 

wEMPSTACKS 

Vega eka 

CKOCEP EIST EKA I-DARGEOURG 

RETURN: 

AL OZDOER LICL LAR GAIT OOARGEUURG 

IF NS RTHEN 57; 

  

36; 
set 

EUSETFE 893) 39 THEN Sit? 

2 36% 
Awd 

EUSELP “Ss 0 SoG THEN 37% 
563 
A 

ELSE 37; 
A 

CLGSE: 
CONSUME HME 
MOVE CK. 1)5 

Eno;



FUNCTION “HATPRSP? 

VEKRSONUM). PRESUY=>PRESUPL? 

END: 

FUNCTION MEM xX Ya 
VARS I J; 
Yeast} 

Atle 1,4ULL THEN FatSe EXIT; 
DEST CI) -~>y->y5! 
Te EQUAL CI +X) THEN TRUE EXIT? 
GOIO Ai 

END? 

FUNCTION RETAING 
TF MENCERG,GESAGT) THEN 

ELSE ARG GESAGT=>GESAGT CLOSE; 

TF MEMCARGONE + GESAGT) THEN 

ELSE ARGONt stGeSAGT->GESAGI CLOSES 
TF MEMCARGiWOPGES AGT) THEN 

ELSE ARGTWES:GESAGT#>GESAG] CLOSE? 

END? 

   

FUNCTION SHOW? 
VARS Ob JK Vy 

Grol; 
Orod: 
FENLIST=>Y: 

NLC1)F 
TEYTCTTSE FOLLUWIiNG FUNCTIONS REFER 

NGC2o? 

Aspe ¥ NULL, THEN NUC2)? 

Ta Facrsieloe 

If J = G0 THEN GOTO & ELSE EXIT 
CLOSE: 
DEST OY) ->¥->¥S 
IF * = “DUSNY" THEN GOTO 4 CLOSE: 
PROK)? 
[t+i->03 
1Pet < 5 THEN S(5); 

GOTO A CLOSE: 

  

NUC2)? 
On->T7 

GOTO 4; 

Bs0->T; 

Veodi 
PEALTS T= 2 y- 
TEXTC'THE FOLLOWING FULCTIONS REFER 

NLC4)3 

Ty) THE 1) 

TEXTC'COGNITIVE SfRUCTURES GF INDIVICUALS:~$)3 

NLO2)3 
GCTO A; 

END; 
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FUNCTION DEFVRG 
VARS KI J: 

ASTEXTC'DQ YOU WISH TO EXPLAIN THIS VERKB?1); 
NUC1)3 
J ITENREADS>KG 
If K = "NO" THEN “FINISH"=>FINISH? 

RETURK 
EUSETF K = "YES" THEN GOTO 6 
ELSE TEXTC'T BEG YOUR PARDON? PLEASE ANSWER YES OR NOIDG 

NLGW); 
GOTO A 

CLOSE: 
BINLC1)E 

TEXTC'WHAT IS THE VERB IN THIS SENTENCE? 1); 
NLCVDE 3 
eITEMREAD@>VBE 
On>te 

Crieteot: 
1F 1 > 100 THEN TEXTC'THERE IS NO MURE ROOM FOR NEW VERBSI)E 

NLC2)3 
"SORRY "=> FINISH 

EXT? 

IF VERASC]), PERFORM = "NIL" THEN V3">VERBSCT) PERF IRN; 

Pernune 

GOTU oO 

ELSE GOTO C CLOSE: 
DPNLCI): : 

TEXTC'WHAT IS THE DELIMITER IN THIS SENTENCE? 103 

NLCA)S 
VITENRE ADO OVERHSOCNUM)  DELIMITS 

NLCW)E 
GriEXTC'uHAT 1S THE MEANING CFI); 

PROVES): 
NLC1)G 
LTTEMREAD@> 83 
LE NOTCMEMRERCK,CENLIST)) AND NOTCHESRER CK FENLIST)) 

THES GOTO F CLUSE? 
POPVALCE SK 6 Ee “GOON "E" KING 

m>VERSSCNU") MEANING? 
NLC1)G 
TEXTC'PLEASE LIST THE PRESUPPOSITIINS INHESENT IN 103 

PRCVEDS 
NLC1)3 
TEXTC'PLEASE FINISH THE LIST WITH A ",°!)03 
NLC2)3 
NILe>de 

  

COMMENT THIS FUNCTION CONTINUES;



Er. TTEMREAD@>K 3 
TF OK = "HELP" THEN . SHOW? 

TEXTC'YGU MAY NOW LIST THE PRESJPPUSTIIONS IG 
NLOVDG 4 
GOTO £ 

ELSE gee NOE THEN GOT, 
ELSEEE e # " "THEN so ViRe S CVn? PRES UPL Git (s: 
TE NOTCAEMSERCK OPENLIST) A Tot CEM E RUCK FRI LEST 92) 

THEN GITO F CLOSR? 

MONS 4p XS Dig 

        

POPVALCEXK "2% 
JAPPEND= > 13 

Gord &: 

FRNLGAD; 
PRCKD? 
PEAT CO! ES Sta yatno 

NLC)? 

Tr VERBS Cut) MEANT AS = "WIL" THES OOTY 3 

ELSE GOTO F CLUS: 

END; 

  

IPRIS TT PING 

20



FUNCTION WHATBLE? 
SPEAKERLCNUNS) RELIEF S@>PERSSLE? 

ENDE 

FUNCTION MEMuLFS 
PERSBLE=>SPEAKERL (NUNS) BELIEFS? 

END? 

FUNCTION DELETE X Vi 

VARS LZ} 
NIL=>L? 

ASTE Y.HO = "NIL" THEN L EXIT; 
TF YJHO,ISINTEGER THEN Yro?d? 

NILSOY 

ELSE DESTCV) => V->7 
CLOSES 

IF EGUAL(X,2) THEN GOTO & CLOSE} 
TF Cel = "NICS THEN ZeSt 
PESE (2) soot 

CLOSE; 

R;GOTO A; 

END; 

  

FUNCTION EQUIV A 8% 

VARS Ide 

qo>te 
Versi 
O=-> POWERS 

BadMASK; 
DY Ge V2 HER BY 

RETURN 

FLSETFE 1 > 1 THEN FUNER +2 n> POdES; 

MASK*®G>8 ASK; 
INTOF C2tPUNER) <>) 

CLOSE: 

LOGANO CA, MESH) => CHECKAS 

If CHECKA = J THEN GOTO F CLOSE; 

LOGANOD (CR AMSSKR)->CHEC : 
TF NEGFLAG AND NUTCRUWER = 4) THEN GUTU £ 
ELSEIF CYECKE = J THEN UF CHECKA = 0 THEN 

ELSE 

    

  

CLOSE 

he dedu 
Ne Jer3 

ELSEIF NOTCCHECKA = CHECKR) THEN MISTAKES 1 >4ESTACES 

CLOSE? 
GOTO F; 

EslF CHECKS = J THEN ITF CHECKA = U THEN utJ=o8 

ELSE: Beare 

CLOSE 
ELSEIF CRECKA = CHECKB THEN SISTAKES*I—->MISTAKES 
CLOSE: 

FrTeterlz 
GOTO 0; 

END;



FUNCTION CHANGE X Ne 
VARS J LM WE Q; 

XNDerde 

ee ts 
O->PONERT 

BaoMasK! 

Tarte 
PERXSBIF=>Q; 

AgTr GOO = arte 
DEST C9) =>0->9K5 

TF MLISINTE GER T 

   

  

TE MLATOM THEN G 

TE EOUALCM. TLV) 
ELSE GOTO 4 CLUS 

Bite NEGFLAG THEN 

CLOSse 

Te PE2SSLF. nO = 
BUSEY s 

VEPPEYSEUE=    
CLOSE: 
RETURN; 

CIDELETE Cur PERSSALE 
MRD >Wt 

THEN GOTO B&B CLOSE? 

HEN MetQ ->M CLUSES 

uTG B CLOSE; 
THEN GOTO C 

K101@ > us 
TOs tyarme 

"NIL" THEN Ja: Y°SPERSaLe 

>DERSRLE 

dG 

DIED NT VG Gwe >Me AES 

TF ORNSPLE HD F 
SUSE SPER SBE 

CLAUSE? 
END; 

  

  

“NIEU" THEN Me>PERSBLe 
PPERSBUF 
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FUNCTION IMPLIES? 

VARS “To EM axe Wears 

NILA>M; 
eDERPRO; 

Sees 

J ISNEG? 

ePEARALLG 
»RETAING 

ARG->V? 

RLCVDG 
ALDESTCL) => b->23 

TF 2 = “IMPLIES” THEN tedAkG; 
2 TENSE ¢ 
ARG->XE 

GOTO B 

CLOSE? 
H<> C424) 99% 5 

GOTO A; 
Br ONOT "> 43 

TF MEMNBERC4£K) THEN 
TEATC'THE LEFTSHSND@SIDE GF AN FGPLICATIUN MUST Be FOSTTIVE 1); 

HLOVYG 
FEXT CH TRY AGATRIDG 

NLCV)G 

O-> ht GFLAG 

EXIT? 

Vooli 
9->LE 

CrO-xMISTAKES? 

VF 1 = 14 THEN TF OU = 0 THES TEXTC'UL KR. 10 eLUSeEs 

nL) 

  

EXIT: 
TE NCTCOAT£ GaN (SPEAWER LOT) = “vuretots Then 

TE C2 0 THEN TEXT Ch. Kt) CLOSES 
HLT) 

  

Se 

WHATS LES 

PERSSLF<>2: 

NIT Laos 

COMMENT THIS FUNCTION COHTinues;
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DITF Zon = “NTL" THEN GOTO E CLOSE; 

DESTC7)=>Z->MF 
TF MVSISINTFGER THEH Metz opt CLUSE; 
TF MJATOM THEN GOTO & CLOSE? 
TE FQUAL OM. TLAX) THEN CHARGECHAY);G 

GOTO £— 

  

  

     

FLSF GOTO % CLUSE: 
E:.MEMBLF: 

EF MISTREES) S205 THEN. 44 5% 2) 
GoOTG & 

CLOSE; 

  

weds 
2} WEN TEXT OC THERE wAS A PVCONS.LS FES Gy. 
THSek NFSENDG 

PRIMLSTASFSHG 

TEXTC! INGUASTSTESCLES 12 

CLOSE? 
Let oe 
GoTo C3 

ENDS 
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FUNCTION PARSE 
VARS Q 
eREADSENT? 
IF S.HD = "EXD" THEN EXIT? 
eWHOSATD! 
IF NOTCSPEAKER = LASTSAID) THEN LASTSAID -> ADODRESSEF? 

eTSKNOWAG 
Tp NUMS = U THEN GOTU R CLOSE 

CLOSE: 
eFINDUTTS 
IF S,NULL THEN GOTO R CLOSE? 
eFINOVERBS 
IF V6 = "NIL" THEN GOTO H 

ELSEIF VR = "IMPLIES" THEN , IMPLIES? 
NLO1) 

EXITé 

X:Te NOTCS,HD = "I") THEN 
TEXTCHAN UTTERANCE “UST BEGIN WITH THE WORD "ENt); 

NLCA)E 
GUTO R 

CLOSE: 

ISNEGS 
eDEPROF 
eFINDALGG 
IF v8 = "NIL" THEN GOTU H CLOSE; 
HHA TPRSPE 
RETURN] 

RETEXTC'BO YOU WISH TO CARRY ON WITH THE TEXT20D5 
NLO2)3 
eITENREAN@D9S 
If @ = "YES" THEN GOTO 2 
ELSEIF 0 5 "NO" THEN TEXTC'O.K. 196 

NLOVDE 
TEXTC! THANK YOU FOR THE SESSION, GOODRYE, 1); 

NLOVDE 
WRINISH"@>FINISH? 

RETURN 

ELSE TEXTC'PARDONIIDG: 

NLOV)G 
GOTO Re 

CLOSE: 
Hi. ORFVE: 

TF FINTSH © “ELNISH" THEN GOTO ¢ 

ELSELS FINISH = "SORRY" THEN GOTU K CLUSE; 
GOTO AG 

ZINLG1)? 
TEXTC'O,K 1G 

NLT): 

KETEXTC'’PLEASE TYPE THE NEXT SENTENCEI); 

NLO2)7 

"AGAIN" @OFINISAS 

END;



  FUNCTION MEAL 
PRESUPL@> SAVERS); 
CZVERASCNUM) MEANT 
TaD FLAG? 
eTSHAP EYE 
SAVEPRSU=>ERESUPLE 
Ar >MELAGF 

END? 

  

  rG2)->PRESUPLE 

FUNCTION PRLIST LIST; 

VARS X V3 
EIST =2Ve 
TF OY.ATOMN THEN PRCY) EXIT? 
ASDEGT OVI a> Yoke 

PROX)? 
TE VAD) = “EET THES Ears 
GoTo at 

END; 

EDs Lis te 

  

LIST->l: 
PEs TOs a Res, 
IF ROTCA, PSCOMES I) 

  

™ o
e
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FUNCTION KINARYG 
VARS & VY Z JLUCP? 

IF PFLAG = NIL" THEN GOTO A 
ELSETS PFLAG THEN RETURN 
ELSE GOTO J CLOSE; 

Ar0->J5L 
Ger POWERS 

B-oMASK? 
Ter 7% 

Rr LOGARICL TT 8aAS Y= >CHECKA; 

PR CUECRA = Z) TREN GUEU CUCL 
LOGANDCARGATT MASK => OnE CK EG 

TF CHECKR = 2 THE : 

TF CHECKATT < 1596101 THEN APGAT T= 2-24 5AT) 
ELSE APLATT 4Z~>AnGATT 

        

   

    

CLOSE; 

GOTO « 
ELSEIF CHECK A = CHECKS THEN COT2 

CLOSE: 
JENUS TAKES FI =e ES TAKES? 

q->dLOD 

NCU C1O¢ 
TE OMEANG 227 TREN TERT CO! Tur MEANING DF Abas 

GuUTO f 

  

TEXT.CTA PRES 

PROVED; 
Te WSs-12% 

NLCH)G 
SPCR; 
TF ISAD THES PRCHOLOFO™) 

ELSE PROFURCN) 
CLOSE: 

Von OF 1)¢ 

o 

COMMENT THIS FUNCTION CONTINUES?
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IF PELAG = 0 THEN 
46 CHAROUTG COMMENT 16 = WLANK ; 
26. CK ARUUTE CoMsent 265 3 
24, CHARQUT? COMMENT e4 = 6 ? 
PROARGUSEDD? 
46, CHASOUTS 
25. CHARGUT COMMENT 2505) ) : 

ELSEIF CONFER & Tu THEN 
16, CHAROUT? 

24. CHAROUTE 
PRLISTCDUER)F 
16, CHARGUT; 
26. CHAKOUTE COM4ENT Cenc : 
ITF KREGFLAG THE) TEXTC' WOT!) CLUSE; 
PRLISTCAKG)? 

VO. CHAKONTE 
25. CHAR OUT 

ELSE TF NEGFLAG THEs 16, CHAROUTE 

24 CHARVUTE 
TEXTC' NOTL) 

CLOSE: 
PROARGUSED. TL): 
TR NEGLFLAG Tet 16, CHARDUTS 

29, Caihhout 

  

  

CLOSE 

CLUSE: 
NLO4)G 

TF MEMSERCEURCNFENLIST) THEN 

TEXTC*THTS TS PNEUISTSTes wile a PREVCOUS FART ED 

ELSE TEXTE'THIS LS TNC INSTSTeENT Blin tdi 

TEXT C8 A PREVIUUS ATILTUOE UF 102 
PECSPFAKE?) 

CLOSES 

NL (1)? 

TR PELWG = *8IL" THEN GOTO F 

PUSEREGUT: 
hele Jtuoe Tse% 

ELSEIF woe S54” THEN 

ELSEIF FOWee 5 Tu AGN OTCEGUAL 

THEN GOTO J ¢ 

    

  AQGATT=>A8 i 
PE TMEMHERCEN TONS OENEL ST) THEN Pr SE¥SaUF 

’ 

  

“NTL THEN 
D->PEP92LF   

aah = 

REUSE 

0 ERsalFe>PEISALE 

  

ELSE TF FACT 4G = "NIL" THEN ARGUStEUM>FACT 

ELSE ARGUSEGSSFACTH>E4CT 
CLISE: 

FACT >SPEAREAL C1)  GELTEFS 

CLOSES 

PETURNG 

COV SER HOPE RE 
INTOR CAtPO FR) SO 73 
MASK & & @>MAST? 

GOT) RF 
END;



FUNCTION TSHEPPY; 

VARS Reaves 2 of) Vio h2 s 

Orn>J; 
IF MELAG = 2 THEN GOTO A 

ELSEIF MFELAG = 41 THEN GOTO C 

ELSE .MEAN 
CLOSE 

As1f FRESUPL. KD = “NIL” THEN GOTU b CLOSE; 
CeNILe>P EL AG; 

ASQR101->CHECKAIT? 
wWHATRL EE 

; SPFAKERI (1) BELTEFS->FACTs 

DEST (PRESUFL) => PRESUPL=> FUNC; 

TF FUNG = "NIL" fHEN “THERE "> FUNCN 
ELSE FUNC. ENPROPS. Hp->FUNGN 

E€LGSE? - 

IF MEMBERCEUNCN-PERLIST) THEN SERSPLESDY? 

ELSETE AEMEERCFUNCN,FFNLIST) Then FACI<>Y 
ELSE PROEFUNCND? 

TEXTC' WOULD APPEAR TO BE AN INVALID 
NLOVS; 
GOTO A 

CLOSE? 

FUNC. ENPROES TLinne>l: 

TF FOURL CAS CONE AZUTHO) THEN T- 29 CLOSE 
Tp T = "ARG" Trew arg->Xx 

  

reall 

PRESUPFOSITION!); 

ELSFIF f = “ARG) THEN ARGOKEs>® 
EUSETE T = SARS Twi" FHEN ARGTMi->X 

ELSEL® 1 © *ARSTHREE™ THEN IF J = UY THEN AKGONES>X; 

1-03 
APPEND CFUNL ,PRESUPLI=>PRESUP{ 

ELSE ARGTHU->K: 
O->d 

close 
ELSELE $ = “MARGFAUR™ THEN ARGFRIURLREDILE-> A 

ELSF TERTC PRUGSAPNING ERQUR 103 
SL2) 

ExtT? 

TF X 8D = "NIL" THEN GUTG A CLOSE; 
FUN FNPRO-S.HG => 23 

1F 2 = “PASTUTT" oR 2 = "NFASTUIT" THEN X=>ARGUSED: 

sFURC>PELAG? 
eBIRARY? 
GOIO A 

CLOSE; 

CUMMENT THIS FUNCTION CONTINUES;
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lf Y.WD = “NIL” THEN GOTO E CLUSE? 

DESTCY) =>Y¥~>27 
TF Z.,ISINTEGER THEN Zes¥ =>2 CLOSE: 
IF 7,ATOM VHEN GOTO E€ CLUSE; 
IF NOTC) = “ARGOFUUK"D TREN GOTU B 

ELSEIF 7.HD = 1597077 Tren 

ELSELTF 7.HP & 1599129 THEN 
ELSE GOTO F 
CLOSE: 

Zm>KOLD 7G 

ZR Ss CREDU CE C2. 11D 0=s2% 

TF NOCFEQUALCZ.3t+X)) TREN GOTO F&F CLUSE? 
TF 1 = "ARGFOUR" THEN KOLDZ->2 CLOSES 
TE MEMBEROFUNCHK PFNLIST) THEN DELETE CZePERSBLE) ~>PERSBLE 
ELSE DELETECZ¢ FACT) => FACT 

Clos 
ZervhRGUSED; 

GOTO G; 
IF 1 = “ARGFOUR" THEN ARGFOUR@>X 
CLUSEF 
VS9RV91 sr K->ARGUSED; 
we FUNC? 

IF 1SADERR = 1 THEN UA>TSADERR; 
GOTO A 

CLOSE; 
FURCN. DEST-0RD; 
ERASE 
oly 

sEMOS TACKS 
IF t:= 60 °REN Earl; 
ARGUSED HD->ARGAT IG 

BUNAP YS 

GOTO A; 
IF MELAG = 
MISTAKES=> 
Gr>MISTAKES 
ALI): 
LPO Sf THEN That Coen Dr 

NC23 

ELSETF «2 1 THEN TRATCSTHERE WAS 1 UNCONS: STENCY 1) 3 
TEXTA§ YN THAT UITERANCTE: 5 

RLG2) 

ELSF TEYTC'THEXE sEXEI 0? 
PROX): 
TEXTC' ENCONSEISTENCIES IN THAT UTTERANCEI); 

NLC2) 
CLOSE? 

    

4 THEN EXIT; 

END;



213 

FUNCTION Isdokné 
VAS TG 
Caer 

Aste I > 10 THEN FAISE: 
Rp TURN 

ELSETF NOTCSPEAKEKLOL) .DATAHORD = “WORLD") THEN FALSE; 
RETURN 

ELSEIF SPEAKERLC1L).NAME = "JOHN" THEN 1m >NUMS; 

TRUE 

EXIT: 

1¥1 931; 
GOTO A; 

END? 

FUNCTION FILEIN? 

COMPTLECPOFMESS(LCUIN PIPALF.))E 
END: 

FUNCTION FILEOQUT?: 
Vacs jut; 

POPMESS CEC CUT HEoRBLE ]a~>ebcHaxuUls 

PRSTRUING CACUCHARUUTE ) = 20UTs 
PRODTETHING D3 
CUTC TR >PTP KINAT IG 

NLC1) 

PRCTERAIND, 

CHARON 1-20) CHARCUITS 

END; 

 



214 

FUNCTION CHECKBLE? 
VARS T LJ LP LJARG LPARG MN; 
PIPTHINK=>12; 
«WHATHLE? 

PERSBLF-> LUE 
ATTF Lu.Hp = "NIL" TREN EXIT? 
DESTC LU) => Ler ht 
JE M,ISINTEGER THEN Mesh Ja>Me 

NIL=>ld 
CLOSE? 

AS97077 THEN GOTO ¢ 
wHp = 1599125 THEN GOTY C 

  

IF MHD 

ELSEIF » 

CLUSE: 
MTP => LIARG? 

BITF LP.np = “NIL” THEN Msi PL PTHINK@2PIPIHINKS 
PIPTHINK=> LPs 

GOTO A 
“CLOSE? 

DESTCLP) => L PRON? 
Te NJUSUNTEGER THehi 

  

LP2ONe 

WIL> Le 
CLOSE: 

IF N.HG = 1397077 THEN GOTU 8 
ELSETF n,n = 4599722 THEN GOTO B 

CLOSE? 
® Le>LPARS 
IF NOTCEQUs 

Oe>d>4LSTAKES;? 

  

     eLParG)) THER GOTO g CLOSE? 

  

EQuUIVGM. HO NNO Ho fs 

TF MISTAKES = 0 THEN DELETE CN MEPTHINK p->P3PTHINK: 

ITN KDE 
NSrPLE THINS > PLP THINK 

CLOSE? 
OLPTHEINK>L 2% 

SOTO AG 

Clif LP Hn = "NIL" THEN MESPIPTHINKm>hLPTHING$ 
PIPTHINK=2 CPt 
GOTO A 

CLOSE; 
DESTCIP > PRON: 
TF NJESUNTrPUER THEN N bere 

NTL“>L? 

CLOSES 
Tp NS.nn = 1397077 THEN 

ELSEIF He = 1399725 THEN 

ELSe Gord c 

CLOSE: 

TF ROTCFEQUALCM.TI HOen. TL nbd) THe GOTU C CLOSE; 

TE NOTCEQUAL CM. fu. PLek. TLL ILI) THEN GUTO © CLOSE: 

PIPTHINY=>tPE 

GOO A; 
ENG?



FUKCTION KEEP? 
FUNC. >HOLDEC 
FUNCN7>HOLDECN; 
NUMS=>HOLONUM 
PERSRIFe>HULDBLES 
SPEAKER@>HULDSAT 
PRESUPL© > HULDPRSRE 

TF ADDRESSEE = "RUTHING" THEN O->1SA0: 
Vm ISADERR: 
MISTAKES+ 1) => 1STAKES? 
NLOV)G 

TEXTC'THERE TS NG ADDRESSEE FOR THIS SENTENCEI)? 
NLC1) 

EXIT? 

        

ADDPESSEEs>SPEAKER; 
oTSKND 
NIL>PRESUCL; 

V=>1SAG? 
END? 

  

FUNCTION 7ELEASE? 

O->1SA02 
HOLDPRSeerrRESUELS 
SPEAKERADALDRESSEE; 

HOLDSATD=> PEAKE RG 

HOLORLE<>PERSBLE? 

HOLONUMS=>UM3¢ 
HOLDECA->FORCNG 

HOLOF C= >FUNCG 

END; 

  

FUNCTION NEG? 
VAES Q; 
OQME RET >P IVER; 
INTO FE COTPO. ERI WOU? 
CHECKAT(4GQ->CHEC RATT 

END? 

FUKCTION PASTUTT; 
16 SESCARG SE0+G-SAGT) THEN TRUE 
ELSE FAISE CLOSE; 

ENO: 
FENUISTS> OR" PASTUT I“ RIMDF ENLISTS 

FUNCTION “PATTUTT: 
IF .PASTUT] THEN FALSE 
ELSE TRIE CLOSE: 

END: 
FENLISTCOEZ" PASTUT INU m>FFNLESTS 

   

FURCTION PUMH YG 
END; 
FENLISTS> EX °RUMMY"® Te>PEALIST?
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FUNCTION VALIDRBLE? 
O-r POONER: 
CHECKATT = 4 t>CMECKATT; 
IF NEGFLAG THEN .NUEG CLOSES 

ENDS 

PENLISTS>TX"VALIOBLE" ZI —2P ENLIST; 

FUNCTION NVALIDBE? 

VAKS Q3 
eVALTOGLF? 
ITF NEGFELAG THEN INTORCETPONER) ~>Q3 

CHECKAIT=Qr>CHEUCKATT 

ELSE .NEG CLOSE: 

END? 
PFNLISTS>CZ"NVALI CaF "XI=2pENLIST: 

FUNCTION VALID? 

IF MELAG = 1 AND MEMBER (VALIDOLFE,S4VERASP) THEN GOTO 4 
ELSEIF “FLAG = 7 AND MEMBERS (CVALLoglrsPRESIUYL) THEN GOTU 2 

  

  

  

CLOSE: 

POPVALC EX" ALI DALE? M24) =6OON@ se a4 3: 
TF OMELAG = 1 THE SAVEPESD ASP END =>SAVEORSE 
ELSt Bene SUsivare PPRESUPL 
CLuse?: 

AS. VALIOSBLE: 

END; 
FENLISTS>CX*VALIOSK T=SFENL EST? 

FURCT ION MVALTDG 

te Mela = 94 AnD 
ELSEIF 4FLAG = 2 

CLOSE? 
POPVAL COAT NVALLONE "2 “3% GOON", 73 "% 59s 
TF MELAG = 1 THE SAVE ORSDLAPPEND->SAVEPRS2 

ELSF PRESUGL Arr ENS ROOK ESIPL 
cLo 

Ar NVALTOSF; 

END; 

FENLIST<o(R"5VALIGC AJ ->F ENLIST? 

SHEA CNWALIOSF,SAVEPRSP) THEN GOTO 4 
AND MEMBERCNVALL OBE ePKESUPL) THEN GOTO & 

   



al? 

FUNCTION GOON? 

2 > POW ERE 
CHECKATY = 4 s>CHECKATTE 
IF NEGFIAG THEN _NEG CLOSE; 

END; 

PENLIST<>( x" 5000" J->P ENLIST? 

  

FUNCTION RAD; 
VARS Q2 
GOOD; 
TF NEGELAG THEN INTOERCOPPOKER) 94; 

CHECKATTTO“>CHELKALL 

ELSE .NEG CLOSE; 
END? 

PENLISTS>LZ "BAD “AI=>PENLIST? 

FUNCTION rONFRENT; 
G=>POEPG 

CHECKATT = 16 => CHECKATT: 
ENO? 
PENLISTS>E&S°CONFDENT"%I=>PENLIST: 

FURCTION “CONF? 

a CONFDENT? 
NEGF 

END: 

PENLISTSOES™ CONF ATHOPEALISTE 

  

FUKCTION FUTACT: 
Be>PGIET 
GHECKATY = of => SHECKATT : 

TF NEGELAG THEN .NEW CLOSE? 

END? 
PENLIS1<S>°% 

  

FUTACT Jo PENL ISTE 

FUNCTIGS NFUTACT? 

VARS OG 

sFSTACT: 

TF RFEGELAG THEN [NTOF CETPOWERI HD aE 
CHEEKATT #9->C nel Kal t 

ELSE .NEG CLOSE? 
ENDE 
PENLISTS>LK*NEUTACI "AIM >P ENLIST?



218 

FURCTION WANTS? 

Be>POWER| 
CHECKAT T2547 > CHECKATT; 

IF NEGFLAG THEN -NEG CLOSE? 
ENDS 
PENLISTS> UK" HANTS “ZI=>PENLIST? 

FUNCTION NWANTS? 
VARS ay 
WANTS? 
TF MEGFLAG THEN INTOFC2TPOKER) 20; 

CHECKATT<0">CHELKATT 
ELSE .NEG CLOSE: 

ENO? 
PENLIST COTY 

  

NWANTS"%J<>PENLEST? 

FUNCTION PSPONSBL 
TF MFIAG = 1 AND MEMBEX(VALTDBiLF eSAVEP RSP) THEN GOTU A 
ELSETF MFLAG = 2 AND MEMBER CVALI OBL Ee PRESUPLI THEN “VOTO AQ 

     

  

CLOSE? 
POPVALCUX™YALITDALE™. "2", "GOON", "E"%5d; 

MELAG = 1 Tren SAVEPRSP. APPEND -PSAVEPRSP 
ELS© PRESUFL APPEND ~2PRESUFL 
CLUSE: 

ASTO->PUVER? 

KATIA4524->CAECKATTS 
PQELAG THEN .4kG CL 

    

  

     
"“SSPONSSL"LI->PENLIST? 

FUNCTION MRSFNSRL; 
VARS 2; 

If MFLAG = 4 AND MEMRERCNYALTORFE + SAVEPRSP) THEN GOTU 4 
ELSETS MELAG = 2 AND MeMBERKCNYAL(OAP,PRESUPL) THEN vOTO «4 
CLOUSE? 
POPVALC EE" NVALL uae". 73°." G00N" 
IF MELAS = 4 TFN SAVE PRISD LAP 

ELSE PRESUFL APPEND => PKESUPL 
CLOSE: 

AL eRSPONSALG 

TF NEGFLAG THEN IN TOR CZTROWER) 205 
CHECKAT I ~Q7>CHEUK ATI 

ELSE \XFG CLOSE: 
END; 
PENLIST<>TK"NRSPASHL"ZI->PENLIST; 

"EM hids 
ENDM>SAVEPRSS 

    

 



FUNCTION VALIDBFH; 
KEEP? 
1f JSAD = 0 THEN EXITS 

VALIDALES 
PRESUPL  APPEND™> PRESUBLE 

eTSHAPPYE 
eRELEASEG 

END? 
PENLISTS>PZ"\ ALIDEEHS XI >PENLISTE 

FUNCTION NVAIOBFH; 

wKECPS 
1F ISAD = G THEN EXIT? 

NVALLOBE? 

PRETUPOL, APPEND@>PRKESUPL; 

eTSRAPP TG 

eRELEASEG 
END: 
PENLIST<>LX"NVALUBFA" 4) > PENLIST; 

FUNCTIOM WANTH? 

wKEERT 
If 1830 = G THEN FAIT? 
WATS? 
PRESUPL APE END=>FKESUPL: 

SISTA CRY? 
sRELFASEG 

ENDS 
PENLIST<O(% "SANTA AI >PESLISI? 

FUNCTION "“WASTHE 

JKEER? 
Tf ESAD = G THEN FRETS 

NWANTS 
PRESUOCL APY END@>PXESUOL;S 

eTSHAPP YG 
RELEASES 

ENDGE 
PENLISTS>LR™AMANTH “LI~>PENLIOTE
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[VALIDBLF ARGTHREEJ=>VALIOBLF,FNPROPS? 
CNVALTDBF ARGTHRFEJ=>NVALIORF, FNPROPS; 
(VALID ARGONE J ~>VALIO, FNPROPS; 
CNVALID ARGONEJ=>NVALIO.ENPROPS§ 
(GOOD ARG)“>GOOD, FNPROPSE 
[BAD ARGI=>BAD,FNPROPS? 
CCONFRENT ARGTHOI=>CONFOENT, FNPROPS? 
UNCOMF ARGTWO)>ICONF  FNPROPS? 
CFUTACT ARGI=>FUTACT, FNRROPSS 
(NEUTACT ARGI=>NEUTACT, FNPROPS? 

(WANTS ARGTWOJ=> ANTS, FNPRIPSG 
CNUANTS ARGTUOIM>NWANTS ENP RUPS? 
CRSPONSBL ARGFOURJ=>RSPONSUL.PNPRUPS? 
ENRSPNSBL ARCROUR )=->NRSPNSBL»FNPRUPS? 
CVALIDEFH ARGTWOJ=>VALIDEFH,ENPROPS; 
CNVALDRFH ARGTYOJ>NVALDK EN, ENPROPS? 
CWANTH ARGTYO]=>4ANTH, FNPRODS| 
CNWANTH ARGTJOJ@>NWANTH FNP ROPS? 
CPASTUTT ARGJ~>PASTUTT. FNPROPS? 
CRPASTUTT ARGIJ*>SPASTUTT, FNPRKOPS? 
COUMEY ARGI=>DUNAY.ENPROPS: 

  

FUNCTION TEST? 
VARS L MG 

eREMEMPERG 

oWRITE? 
At, PARSE; 

If S.HD = “END” THEN GOTO F 
ELSEIF FINISH “FIKISH® THEN GOTO F 
ELSEIF FINISH = “AGAIN” THEN “CARRYON"=@>FIN TSH 

GOTU A 

= "IMPLIES THEN” SRETAIN: 

GOTO A 

CLOSE; 

  

ELSErF 

  

S>NFLAG? 
alSHAPPYS 
SRETALHY 
SPEAKER =>LASTSAIO; 
GOTO 4; 

FS. MEMORY? 

LE SESSORMOTHEN COPVALCCA". * :7 EL EINSss 8a * GON ts 2); 
POPVALCT4%. “) “CHECKOLE s "3% 5 "G00 WAADG 
POPVAL CEA. "eT FILEOUT 6 3% ee "GUON" ZF °X)) 

    

    

CLOSE: 
NLC2)7 
TEXTC'THE ACTUAL NUNBER OF COMPUTER woRDdDS 177 
TEXTE"USED ON THIS RUN WAS:=1)03 
NLC2)3 
PRCCORFUSEDD? 
NLO3)? 

eKELL: 
END; 

COMMENT A CALL OF «TEST WILL START THE PROGRAM;



 



ASTON UNIVERSITY G3 7.7% #AUG74 
50+ LUGIN MOPUNDF, :SSP042% 

WORD 
POARAsMOPUNDF, 8AUGTA 

PIP 

  

     

   

    

PIP IS NOW READY FUR USE 

DO YOU REQUIRE INFORMATION? 

ES 
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09.46.20 TYPE:MUP 

4aND YOU 

THOUT IN 
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CONFESS THAT 
REPRIMAN FOR 
WISH FOR 

FOR 
THAT. 

GUESS THAT 
REQUEST THAT 
DOUBT WHETHER 

ADMIT 
CONG RATU ON 
INDICT FOR 
PARDON FOR 
THINK THAT 
LIKE 
DISLIKE 

  

ISH FOR 

  

HATE 
SUPPOSE 

   



  

    

  

+ "INPLATION IS EVIL IMPLIES INFLATION & 

  

ist NOT Sr S$70P) 

"02 JOHN THERE vas 1 INCONSISTENCY ; 

- ANNE SAID "I. SUPPOSE THAT seLartas MUST BE STOPPED". 

Oe%e / : 

© "EP STATE THAT MONEY 05 THE ADOT OF EVIL" SATD BOB. 

Te Ke “ 

“ MONEY 3S BOOT GF INFLATION. 

  

  SHES SENT BUSS 

  

UNGHAMMNATTCAL 

      iG vO Visa PO CARRY ON WITH THe TEXT? 

+ YES 

HLEASE TYPH THE NEXT SENTENCE   

 



   PETITION 

PITION SAID ALT     

  

WCE 15 UNGROMMATICAL 

MO YOU WISH TO CARRY ON WITH THE TEXT? 

© RURP 
PARDON? 
DO YOU WISH TO CARRY ON WITH THE TEXT? 

+ YES 

Oeke 
PLEASE 4 THE NEXT S$ 

      EL fr TicgN" 

  

DeKe 

ALICE  
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« GEORGE SAID "I COM 

    

a") SUGGEST THAT Wy SUBJECT" SAID HARRY. 

  

OeKe 

+ "IT DISAPPROVE OF HUNTING FOXES" SAID ROY. 

OeKe 

+ JOHN SAID "I DESPISE, PEOPLE FOR GOING FOXHUNTING". 

  

PEP TD NOT KNOW THIS VERB 

DD YOU WISH TO EXPLAIN THIS VERB? 

ES 

WHAT IS THE 
© DESPISE 

      

ALIDBF GOOD 

  

FUTACT UTACT      

  

RSP! NRSPNSBL VALTD 
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+ BARBARA SAID “I RATHER LIKE HUNTING FOXES". 
TO MANY PEOPLE 

DO YOU WISH TO CARRY ON WITH THE TEXT? 

   

a TES. 

OeKe 
PLEASE TYPE THE NEXT SENTENCE 

© "I LIKE HUNTING FOXES" SAID HARRY. 

OeKe 

« JOHN SAID "I DENY THAT INFLATION MUST BE STOPPED". 

    
ENCY IN THAT UTTEE 

    

DISLIKE dU 

   



 



    
ahs 

  

CONTROL STRUCTURE FOR Fi 

z = ewe 
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CHAT 

  

THOUGHT 

PARSE (see page 178) 

ISHAPPY (see page 179) 

  

  

(see page 179) 

  

    

  

  
 



   



  

  

ANSWER 

ANYRESP 

CHAT 

CLARITY 

COMPARE 

DISPLAY 

  

HAS ARG 

      

232 

replies to a question. 

tries to find DOERELF. 

Qirects the whole program. 

constructs the sentence using NEWV. 

returns TRUS, iff ISHAPPY produces zero MISTAKES 

for a putative NEV. 

tells the user of inconsistencies if no sentence 

can be constructed from the verbs that PIP 

knows to explain its attitudes. 

tries to find a verb to express PIP's attitudes 

to the arguments. 

returns TRUE, iff PIP has an attitude to some 

argument in the sentence. 

  

returns , iff one list is part of one other 

list. 

replies when PIP agrees with, or has no 

attitude to, AR     
sets up the data structure for TAG. 

outputs PIP's attitudes.



  

‘This list does not contain those variables used in Program 1 

 



CFLAG 

DOERELF 

HASELF 

INITTAG 

NEWV 

OFFENDER 

PRESUPM 

    

25k 

logical variable, iff PIP is trying to find 

  

al 

  

Ve 

contains PIP's idea of DOER. 

logical variable, TRUE iff PIP has some attitude 

to the arguments of the input sentence. 

constructs a strip of tags from a variable. 

contains the name of the verb used by PIP when 

generating its own utterances; it is set to 

zero if no verb can be found. 

a list of those presuppositions indicating 

attitudes to the input utterance where PIP 

Gisagrees with the user. 

a list containing the presuppositions of the 

   putative 

logical variable, TRUE iff the input is a 

question. 

a.
 

z, co]
 8 ty
 a to
 ct
 

oO
 

o 09 a function for referring to the 

strip of tags. 

an array of tags. 

  

used by FI V to hold the original 

  

to test PIP's attitude to 

  

used by Ah 
  

RSPONSEL 

 



 



COMMENT THIS PAGE SETS UF ALL VARIABLES? 

VARS VERBS PrESUP PELINIT PERFORY LESTVER8 CONSVERB? 
VARS S SPEAKFS SALO YR NUM PRESUPL FUNC TAG HASBLE TESTATT; 

VARS CEFENDEX PRESUPM CONSWID DESTWLU NAtie Bt LIERS TEMPARGT: 

VARS SPEAYERL NUMS AKG ADDRESSEE FERSBSLE DOEX NEWV PIPTHINK? 

VARS FINISH TEXT GESAGT QMARK SUSSCRIAG INIT!AG DOERYLE? 

VARS FUNCN PERLISI FENLIST FACT NEGFLAG AROUSED CELAG? 

VAIS CHECKATT ARGAIT JSAD MEANING “FLAG SAVERPRSP ARGFUOURG 

VARS FRLAG MASK POWER CHECKA CHECKH MISTAKES ARGONE ARGTWO; 
VARS HOLDNUMS HOLDeELF HOLDSATD HOLDPRKSP HULD} OG HOLDECNS 

“ SUBSCRCCINIT(10U)%)->VERBS? 

STRIPENS ("VE RTAG", 3) => CUBSCRTAG=>INITTAG? 
SUBSCRTAGCKISTTTAG (100) %) => TAG? 

Om >MIS TAKES? 

O->1SkBe 

GR>CFRLAG: 
NIL@>DENLIST: 
NILe>PENLIST; 

WIL|>GESAGTS 

NT Le > SOER SLE: 

"CAPRYON"-> FINISH: 
RECORDEVS CP VERB" (0 O 0 VII ->PRESUP=2MEANING~2> DELIMIT A> PERE ORM 

mPDESTVERB=>OCUNS VERB? 

RECORD ENS C™HCRLO” 269 OF) =>8ELL ER S=>NAME@>2DES FUL D~>CONSWLD? 

UBSSCe CIP IT: 39%) PEAKERL; 

UDC TEALTTY” oR TL) > SPEARERL(1) § 
CONSUL DE“ OTR™ NILI~>SPEAKERL CQ)E 
PRSTRINGCSCHAROUTRIM“> TEXTE 

  

     

     

  

FURCTION SETVERB N; 
vase Tt; 

4 ols 
Atts 1 > % TREN SETURN 

ELS& COASVEERCNIL NIL NIL SEL @PVERBS CL); 

T4197 

Gore « 
CLOSE? 

END; 

FUNCTION SETIAG NG 

VARS TG 

1->le 
Az:ITF 1 > w THEN RETURN 

ELSE VeroTA (1): 

Teieot? 

GOTO A 
CLOSE: 

END?



FUNCTIGN THOUGHT; 
COMPILECPOPMESS(, CDIN PIPRLFEI)); 

END: 

FUNCTION READSENTS 

VARS X] 

NIL=>S; 
On>QHMARKE 
a TTEMRESD =X? 

TF X = "a" THEN 10 >0N ARK? 

RETURN 

ELSEIF X¥ = "," THEN RETURN 

ELSE S<>U%KKI-28: 
GOTO A 

CLOSE: 

END? 

Ay 

  

FUNCTION INCLUDES + Y3 
VARS XU Veet 3 
Meet 
Y=>VL: 
TE ¥L-LENG:H > YU.LENGTH THEN 

ML LENGTHO > EG 
Ie 1 = 9 THEN TEXTCERROR IN 

KLOT) 

CLOSE; 
CXYLLHORI =>L} 

YU, The>vl3 
Aste teak; 

Pe fe f TVEN 

EUSF U<o(X7t HDX y-oLs 

Vo ove 
GOTO & 

CLOSE? 

BF FOVALCXL,L) THEN TRUE EXIT? 
TF Vis "NEL" THEN FALSE EXIT: 
L.ILS>074L KDZI-S LE 

VEST 29035 

GOTG BF 
ENO: 

Paes 

INCLUDES!) 

2or



FUNCTION PARSE; 
VAPS J LO 
aREADSENT? 

TE S.HD = “END” THEN EXIT; 
eFINDVERSS 

If VB = "NIL" “THEN GOTO H 

ELSENE VB = “IMPLIES" THEN . IMPLIES; 
NLC) 

EXITe 

Sele 

ASDEST CLI => L-> Je 

IF J = "YOU" ThEN TF QUARK THEN “PIF"=>SPEAKERS 

“WORN =P ADDRESSEE? 
2->NUMS 

ELSE NL(1)3 

TEXTC'] CAN MAKE UP MY OWN MIND THANK 

"AGAIN" ROFINISHG 

NLC2) 

EXIT 

ELSEIF J = “E" THEN "JOHN" @>SPFAYER? 

MPL PMP ADDKESSEET 
3->NUMS 

ELSEIF L,HD 5 "NIL" THEN NLC2)03 
TEXTC' PLEASE TALK ALOUT YOU GR MEL)E 

  

NLC1); 
“ G0TO K 

ELSE GOTO A 
CLOSE: 
cP SNEGY 

«DEPRO? 
eFINDALLS 

TF va "NIL" THEN GOTO H CLOSE: 

  

ARGIWO=>TENPARGT? 

eWRATPRSPG 

RETURN: 

ReTEXTC'on Yr 

ME C2)¢ 
- TTEMFEADS@ > as 

IF Q = "YES" THEN GOTO 2 

ELSEIF Q = "KO" THEN TEXTCIO, KID: 

  

WISH TO CARRY ON WITH THe TEXT?!0G 

NLC1)i 

TEXTC’ THANK YOU FUR Tne SESSIO*, guoD 

NLCV)E 
WFINTSH°S>DFINIS eG 

RETURN 
ELSE TEXTC'PARDON?I DG 

NLC1)? 

GOTO ke 

CLOSE: 
We DEFVR: 

1& FINISH = “FINTSH"” THEN COTO 2 

ELSFIF FINISH = “SORRY" THEN GOIS K CLOSE: 

GOTO A; 
Zen): 
TEXTIOSOK, 197 
KLCH)E 

KrTEXTOC'PLEASE TYPE THE NEXT SENTENCELD: 

NLO2)2 
"AGAIN" S>FINISHE 

END; 

i)
 

Ww oo
 

YOutd?: 

SVE. 103



FUNCTION BINARY? 

VARS Y Z JLOOP; 
IF PFLAG = “NIL" THEN GOTO A 

ELSEIF PFLAG THEN RETURN 
ELSE GOTO J CLOSE; 

ArO=>JLOOR; 
Oro POWERG 

3->MASKE 
fee 26 
TF POERRLF,NULL THEN DOER@?Y 
ELSE DOERBLFe>Y CLOSE; 

BELOGANOCCHECKATT MASK) => CHECKAE 

If GHECKA = 2 THEN GOTO C CLOSE? 
LOGANDCARGATTrIASK) =>CHECKEG 
If CHECKR = Z THEN 

IF CFELAG THEN 1=>MISTAKES EXIT: 

239 

IF CHECKATT < 1596101 THEN AKGATI@Z->AKGATT 
ELSE ARGATT#Z~>4RGATT 

CLOSE: 
GOTO 

ELSEIF CHECKA = CHECKB THEN GOTO H 

CLOSE? 

IF POWER = 10 AND MOTCFQUALCYeARGUSEO, TL, HO)? 
THEN GOTU E 

CLOSE: 
JEMISTAKES +P @>NISTACES? 

IF CFELAG THEN EXIT? 

{->JLOOP: 
FUNC. ROPS, TL. NOs SOF FENNERM@>GFFESNERG 
IF OFFESDER HO = "PASTUTT™ TKEN 

    

    

FEKDER TLS OFFENO ces 

TAKES =T=s4ISTACES 

ELSELF OFFERDER HD = “NPASTUTT” THEM UFFENDER TL > FFE 

HESTAKES*1->4TOTASES 
CLUSE; 

JF NUNS = 2 OR GMARK THEN EXIT? 

NLCV)? 
TF MFLAG = 4 THEN TEYTC'THE “4EANTAG UF 177 

GOTO DO 
CLOSE; 

TEXTCTA PRESUPPOSITION OF 193 

DISPROVED: 
TEXT TS 0:7 
NLCA1F 
SPS)? 
TF ISAN THEN PKCHOLDFCN) 
ELSE PROFUNCH) 

CLOSE; 

COMMENT THIS FUNCTLON CONTINUES:



> = ° 

IF PFLAG = 0 THEN 16, CHAROUT; 

26, CHAROUT? 
24, CHAROUT? 
PRCARGUSED)G 
16, CRAROUT? 
25, CHAROUTE 
MISTARES@1=2MISTARKLS 

ELSEIF POWFR = 10 THEN 

16. CHAROUT? 
24. CHAROUT? 

PRLISTCARGENUR, HD)? 
16. CHAPOUTE 
28, CHAROUT; 
TF NEGFLAG THEN TRATC' NOTI) CLOSE; 

PRLISTCARGFOUR, TL, RDDF 
16, CHAROUT? 
25. CHAROUT 

ELSE IF NEGFLAG THEN 16,CHAROUTE 
24, CHARUUT? 
TEXTC' nOT!) 

CLOSE: 

PRCARGUSED, TL)? 

Tf NEGFLAG THEN 16, CHARDUT? 
25, CHARQUT 

CLOSE 
CLOSE; 
NLGW)? 

TE MEMRERCFUNCH,FERLIST) THEN 

TEXTC'THIS ITS INCONSISTENT Lin & PREVIOUS FACTI) 

ELSE TEXTO'THIS 15 INCONSUSTENT WITH A PREVIIUS ATTITUVE!L): 

TEXTC" OF YOURS¢1)3 

PROSPEAKERL CS) SANE) 

CLOSE: 
NLC): 
If PFLAG = “NIL THEN GOT 4 
ELSE EXITS 

HyTe JLuGP THEN 
ELSEIF N0E= "NIL" THEN 
ELSEIF POWER 2 10 AND VOTCRQUALC Ve ArGuSed.7L.Wd)) 

THEN GUTL J 

   

CLOSE: 
Esl™ KNOTCNUMS = $) OR QMARK TREN EXIT? 

ARGATT=>4ARGUSEO HG 
TF MEMGERCFUNCN, PFHLISS) THEN TF PERSSHLEL Hn = “NIL” T4in 

ARGUGEL=> PES 24CF 

ELSE 
ARGUSEDR: sPERSALFe>PeE< Fs ALF 

CLOSET 
oMEMELE 

ELSE ITF FACT. HD = “RKIL™ THEN ARQUSEL@>FACT 
ELSE ARGUSED: SFACT@> FACT 

CLOSE: 
FACT=>SPEAKERL (1), SELIEFS 

CLOSE: 
RETURN; 

CLPOUER+Q=>PAWFR 
TNTGECETPOUERI = >2; 

MASK * & = >MASK; 

GOTO B83 
END;
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FUNCTION TSHAPPY; 
VARS xX y ZT J HOLDZE 
Om>d: 
TF MELAG = 2 THEN GOTO A 
ELSFT® MELAG = 1 THEN GOTO ¢ 

E - WEAN 
CLOSE: 
1b PRESUPL. Wp = “HIL" THEN EXIT? 
TNT LR aPE CAG? 
TSGPAOCTM->CHECKAIT? 

aWHATALES 
SPEAKERI (1) BELIFFS=>FACT: 

DEST CORESUPL) ~>PRESUPL@>FUNCE 

1p FUNC & “NIL™ THEN “THER E“=>EUNCN 
ELSE FUNC, FNPROPS. HOM>FUNCN 
CLOSE? 
TE MEMBERCEUNCN OPENLIST) THEN PERSBLEW> VE 

ELSEIF MEMRERCFUNCN,FENLIST) THEN FACT=>Y 

ELSE PROFURCND: : 
TEXTC' WOULD APPEAR TO BE AN INVALID PRESUPPOSITION!): 

WLODD: 

GoTO A 
CLOSE? 
FUNC. FNPROUS .TL.TL.HOmD>T? 
TF EQUAL CASGONE + H2GTHO) THEN 1775 CLOSes 

IF 1 = "ARG" THEN ARG=>X 
ELSEIF T & “ARGONE” THEN &FGONEWOX 

ELSFIF TF = “ARGTY THEN ARGT Win >X 

EUSELE 1 = “ARGTUREER” THENDIF Jom VU THEN ADGONE->%> 
4-> 

APFENOCFURE 

ELSE ARGIWO->K? 

Ne=>J 

CLOSE 

ELSEIF 1 = “ARGFOUR” THEN ARGFUUR.SEDUCE>/ 
ELSE TEXTC' PROGRAMMING ERRORIDG 

NL C2) 

EXIT? 
tf X.HD = "NIL" THEN GOTO A CLOSE? 
TE FUNCN = “PASTUTT" OR FUBCN = “NFASTOTT” THEN X->ARGUSED; 

eFUNCH> PCL AGES 

sRINARY? 
GOTO a 

o
O
,
 

    

      

SUPPL Ye >PRESUPL 

CLOSE: 

COMMENT THIS FUNCTION CONTINUES?



eke 

Frilg YouD = "NIL" THEN GOTO E CLOSE? 

DEST CY) => y¥->7% 
IF 2, ISINTEGER THEN Z3isye>Z CLOSE? 

TF 72.ATOM THEN GUTU E CLOSE? 
Te NOTCH = “"ARGFOUR") THEN GOTO & 
ELSEIF 7,.Hh = 1597077 THEN 

ELSEIF 2,HD = 1599125 THEN 
ELSE GOIO F 
CLOSE: 
Z->HOLDZ; 

Lands § DUGE CETL) exes 

BITE NOTCEQUSLOZ.TLX)) THEN GOTO F 

ELSELF NOTOMEMBERCFUNCNOFFNLIST)) THEN T@>HASBLF CLOSES 
TF 1 = "ARGFOUR” THEN HOLN2Z@>2 CLUse? 
TF MOTCNUMS = 3) OR AMARK THEN 

ELSEIF SEMACRCFUNCNSPFNLISH) THEN ODELETEC2sPERSRLF) => PERSALF 
ELSE DELETE CZF ACH) => FACT 
CLOSE: 
Z->ARGUSED? 
GOTO GF 

ESTE CELAG THEN 1->MISTARES EXIT? 

  

    

   

      

YF wuUMS 2 OR GMARK THEN GOTQ A CLOSE? 
Deo1 ARGFECUR” THEN ARGEUUR->K CLOSE; 
439R49 X->ARGUSED? 

FUNC? 
FUNCKR HEST?ORD? 

WERBSE © 
->1¢ 

sEMOSTACKE 
UF ft = 40 THEN Parts 
ARGUSED HD->ARGAT IG 

BINA? 

GOTO A; 
END?



FUNCTION HASAKG LIST? 
VARS YG 
LIST=>Y¥¢ 
VY. REDUCE HDS >Y3 
Te FOUAICASG+Y) THEN TRUE ELSE FatSt CLOSE: 

END? 

FUNCTION ANYRESP? 
VARS Lo «x AAA BBE 

NIL->AAAS 
DOERw>BRBE 

eWHATSLE 
PEXSALER>L: 

ATIF L.Hp = "NIL" THEN FALSE EXIT? 
DEST CLI =>L->X? 

1F x, USTNTEGER THEN Xe¢l=> CLOSE; 
Tf XY, ATOM THEN GOTO A CLOSE; 
TF XH = TESTATT AND HASARGCA.TL) THEN GO10 & CLOSE; 

GOTN AG 

RIX. V1 >K? 

YD > DOERELEG 
TE FQUAICOCER  DURRBLE) THEN GOTU A CLOSES 

DOERRLE=>AxGFOUY WD 
CrlF eau, ¥D = "NIL" THEN DOFRBLE<>AAAp>ARGT WU 

ELSE DELET? (PBB HOPARGTWOD.REVOPAKAG ‘ 

RBA, TI n>838; 
*60Td ¢ 

CLOSE: 
FREES 

END; 

  

FUNCTION COMPARE; 
VARS HOLOPESP: 
PPESUPL=->HILDPRSE; 

PRESUOM=>PRESUBIG 
T->C FLAG? 
O->MELAGS 
O=>MISTAKES? 
sISHAPPY; 
On>CELAGE 

HOLDERSeH>eRESUGIS 

TF MISTAKES = UY THEN TRUE 

ELS FALSE 

CLOSE; 
END?



FUNCTION FINDNEWV? 

VARS I « 

Om>NG 
NIL@>L3 

iE MON SL 

NUM@>HOLOND ME 

OFFENDER KG 
Asteore 

TF L = "RSPONSKL™ 

ELSEIF 1 

CLOSE: 

WNRSPR 

DEST CK) ~>K->LE 

If | = “NRSPNSBI" 

ELSEIF | 

CUOSE? 

@sle VERRSC 

le Verss¢ 

141-51; 

1 
1 

"RSPOK 

>. MEANT 

».NEANI 

IF J =< 100 THEN 

Csi’ K&.HO = 

GOYN 4A; 
OSVEFRS CLD, 
Tes; 

PLESUP=SPRESUPM; 

"NTL" oF 

F NOK 

E 

Tf .CAMPARE,NOT FT 

CLOSE: 
TF TAGCT) 

EUSETE 1 

ELSFIF ON 

2 0 THE 

190 TH 

QO THEN 

HOLDNUM, 

THEN DOEK-2ARGFEOUR, HOE 
TEMPARGT => AR86T WO 

SBL" THEN DOER@>ARGEFOURL HDG 
TEMPARGIT > ARGT WO 

THEN 159707/m>TESTATIE 
IF ,ANYRESP THEN 
EUSEUGO TO mANG 

SHE" TREN T37225 > FES TAT: 

IF .ANYRESP 

ELSE GOTU A CLOSE 

NG = "NIL" THEN GOTO 

NG.FNFROPS,HD = 4 THEN 

GOTO B CLOSE: 
HEN Ne>Newy? 

= UG) THEN TAGCN) +1 -> TAG CK? 

HOLONUM-2NUM 
KIT? 

HEN TF If S$ TOO THEN [47-917 

  

E 

TREN 

ahh 

“RSPONSBL"=AL 

"NRSPNSBL"=>L 

GLELOSES 

Guto s 
ELSE GITY © 

CiOSE 

® V->TaGel); 
I> >NEWNG 
HOLONU MOK 
RETURN 

EN TF TAG(10U)<TAGON) 

  

THEN 

SOTO D CLOSE; 

CLOSE; 

TAG (1 UU) 19> TAG(190)3 

ELSE -UF TAGCCTISTAGON) THEN To>8 

ECSE 

CLoOSs 
GUOSE? 

END; 

& 

T44e>1; 
GOTO 8 

CLOSE 

1->N; 

1:04 Le 
GOTO B 

PRT Te 

GOO 8 

ELSE 

VOO-oNEw: 
HOLONUM=>NUMG 
RETURN 
GO1G C



ahd 

FUNCTION DISPLAY; 

  

VARS Ly 

Te>CRLAG? 
Q->MELASE 
Om>NEGFIAG: 
Om>mrSTAKESS 
CY¥VALIDRLE: )—>PRESUPL? 
-TSHAPPY? 
Or > CRLAG? 
IF NOTCHISTAKES = U) THEN GOTO A CLOSE? 
TEXTC"oOn THE CONTRARY, 193 
IF NUMS & 2 THEN TEXTC!'Y 4) 

ELSE TEXTC'VOU 41) 
CLOSE; 
TEXT('DO BFITEVE THATI); 
PRLISTCARGI WO); 
NLC): 
TAG CG) 41> TAG (40 

RETURN: 
TF GMARK THEN TeExTC'NO, THERE 1) 
ELSE TEXTC'THERE 1) CLOSE; 
TE MISTAKES = 4 THEN TEXTCADS 1 PEACE [2 
ELSE TEXTC'AREN); 

PROMTSTAKESD? 
TEXTC" PLACES () 

CLOSE: 
TEXT C'NHERE 0732 

1F NUMS 5 2 THEN TEXTC'T pISAGREE.I) 
ELSE TEXTC'YON ARE INCONSISTENT.) 

  

CLOSE! 
NLOt): 
$P¢2)% 
Te MUMS “3g THEN TEXT COAY chy 

ELSE TEKTC*YOuUR 1) 
CLOSE! 
TEXTO'CIGNITIVE STRUCTURE IS THE FOLLOWING:+i)7 
RECT? 
TF CEFENOES  HODS “NTL” THEN ALCT) JEKtT;   

DEST CORTENVER) MSIF FENDER@ DLE 
POPVALCESL ME "6 “GOONS "3 "KY II= >I 
SPCS)E 
L.FNPROOS, TL.HO. PR? 

16. CHAXOUT?: 
24 ,CHARCUT? 
LLENPROPS TL TLL HN->L? 
TE L = "ARGEQURK” THEN "ARG" >L 

ELSEIF L = “ARGTHREE™ THEN “ARGIWO"~>L CLOSE: 
POPVALCEEL, MEE" GCONT A EMME 
sPQERST: 

46. CHARGUT? 
ARQUT; 
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FUNCTION SLARTFY: 

VARS LE SLZ 

a FINDNESVG 
TF NEWV so THEN TF NEGFLAG,NOT THEN GOTO & 

ELSE .DTSPLAY 

EXIT 

  

CLOSES: 
Se>l7 
NLGQ1)? 

TF QMARK THEN TEXTC'NO, 1) 
ELSEIF NUMS = 2 THEN TEXTC'FOR MY PART, {) CLOSE; 

IF MUMS = 2 THEN TEXTC' Tt) 

ELSE TEXTC'YOUI) 

CLOSE? 

TFOLLHD) © "JOHN" ORO LHD = “PIP"™ OR LHD = “poe THEN 

ELSF PRCL.LHD) CLOSE? 
VER PSCNEWV) MEANING ENPROPS TLL TLL HD™>SL: 
TE SL = "APRGFOUR™ THEN “ARO @>SL 

ELSELF SL = "ARGIHREE” THEN "ARGTWO"=>SL CLOSE? 
POPVALCERSL. 1" GOOK" hld=>si 

PROVERBS ONE WV) PERFORM)? 

TF DOERSLFE,SULL THEN TF DQER,NULL THEN 

ELSEYF INCLUDES COIERSSL) THEN 

ELSE PRLISICOOER) 

CLOSE 
ELSEIF INCLUDES (NOERRLFeSL) THEN 
ELSE PRLISI CDOEkBL ED 

      

   

  

CLOSE: 
TF DOERALF. NULL. NOT THEN ,RETAIN CLOSE; 
TE VERBSONEUVILDF LIMIT = "NOTHING" THEN 

ELSE “PROVERBS CHE Cy) DELIMIT) CLOSE: 
PRETS EG): 

RLOAYE 
PETURN: 

Est->crlac; 
Q->mMEL AG? 
QameN PST AKESs 
CYNVALITRF YR] ->PRESUPL? 

J1SHAP 

Om> CFLAGS: 
TF NOTC4ISTAKES = U) THEN TS >NEGFLAG?E 

Ue>MISTARES? 

s ANSWER 

EXIT: 

   

NLT)? 
TF NUNS = 2 THEN TEXTC'] 1) 

EUSES TEXT C VOUS I 
CLOSE: 
TEXTC'DO NOT BELTEVE THATID? 
PRLISTCARGTWO); 
KLO2d: 
TAG CAI 41=>7 4G 0495 

END:



2k? 

FUNCTION ANSwER? 

VARS TL M? 
TF MISTAKES > O THEN .CLARIFY EXIT? 

S->Le 
NLOV)E 

XsyF OMARKNGT THES GOTO Y¥ 

ELSEIF NEGFLAG THEN TEXTCtNO, 4) 

EUSE TEXTCIVES. 1) 
CLOSE: 

Vel NUMS = @ THEN VEXTCPTIY 
ELSE TEXTC'YOUL) 

CLOSE; 

TF NEGFIAG. NOT THEN GOTG P CLOSE? 

TE LHD = “JOHNS OR L,HO = “PIP” THEN TEXTC' poi) 
ELSE PROL.HD) CLOSES 
TEXT NOT OD? 
GOIN 

Rete L. Ra ae OnN” ORE CHOve PE TP™ ORE ROMS ehO° JTAEN GOTINe 

ELSF ORCL. HD) CLOSE? 
RoR (vars 

VEERSCNUM) .DELIMIT=>13 
IF | = “NOTHING” THEN VB=>1 CLOSE? 

ALDESTGLI=>L->8 
TR Mos NTI" THEN TEXT CT PROGRAM ERRORI); 

NLC2) 
EXIT: 

If NOT(™ 3 1) THEN GOTO A CLOSE; 
TF pO&R NULL THEN 

ELSETS INCLUNECDUEReLI THEN 

" 

   

    

ELSE FRALIST COORR) 
CLOSE? 
Ip SOTCT = VR) THER PROT) CLOSES 
PRLISTOCLDE 
RLO2)2 

END?
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FUNCTION PEPLY? 

VARS LG 
Jnr NUS? 
Om>HASALEG 
Q=>4FLAGE 

eA ATPRSPG 

NLC) 

eTSHAMPY? 
VERAS CHUM) MEANING, FNPROPSHD=>Le 

TE BASALF SAG NESTAKES = Q THEN GOTU 

ELSEIF AASELF THEN GOT) K 
CLOSE: 

  

    

Frdeé £ = “GOOD" THEN TEXTC*S00D FURY); 
PRLISTCOUEK): 
nLC2)5 
RETURN 

ELSEIF L = "RAD THEN TEXTE" THAT TS eRUNG VET): 
PRLISI CDCR DE 
NLC? 
RETURN 

ELSELF 1 = “RSPUNSEL” THEN GOTY ¢ 

ELSE TEXTC'THAT [8S TATERESTING 1); 
NEC2) 

EXIT; 
Gt WAT ON so; 

Te YEN THe "SUNG =U 

ELSEIF PLY STAEW “ad? ~ >t 
ESE “R 
CLase: 
GOT) Ff; 

WSTR L = SWASTS" Taés TEXTCNE wAat THAT TUO.1)S 
NLC2) 
RETURY 

EUSESTERTONT AGREES MDG 
GOTO F 

CLASES 
CeTELT OUT HO ADT eAGREE., 1)3 

OLA REN ¢: 

END:
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CVALIDELE NVGLIOPE ARGTHPEE Me >VALIDSLE, FNPROUSE 
CNVALIDBE VALIDSLF AF GTHREEV->NVALIDSEFNPROPS? 

CVALIN NVALID ARGOVE JO VALID. PRP <URS 
CWVALIO VALID &R8G08eT->nVAL YD, EN PSF 

(GOOD BAD ARG] => SUDDEN PROPSE 
C8AD GOOD ARGI~  FNPRUES; 

(CONETENT NCoxr STHOJ-2CONFUENT PAPER OID SS? 
CNC CONPDEST GTHDI=PNCO-F ESPR QPS? 
(Fu CT xeuUTnecy Jeo urecy. SPs ups: 

ONFUTACT FUTSYCT TOrVFUTALT EX OR OS 

CHANTS NAYANTS ARGTUD ROWE NT SF YP <UPS 

(NYAMIS wAdTS WIDAPNVANTS, FYPRUP DG 

  

     

  

        
   

  

     

  

    

CRSPENSHL NRE U ACGEGURI->KSPENSaL ENEROO 
CNKSFESEL RSPOUSHL ARGFOURI->¥ASPNSSL ENE RNP 
(VALI HOAVALOSEA AGT Tes VALINS Ea ESP RUPS? 
(NVALOREY VALINGE4 AbGTulJ<>nvAUno EN, PNP RUPS; 
(WANTY NSANTE @RGTA mova ITH ENP RUPS? 
(NWANTH JARTH AROTNO Je ONYAN TE PNOR DEST 

4 CPASTUTT wPASTUTT saGJ-oFASTUTT exPanrs?: 

(NPASTUTT FASTUTI AnGjera PASTUTT PNP Ror 

COUM AY NUAMY ARGT=2>HUS4AY LE Ps 

    

RPS.
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FUNCTION CHATS 
VARS QG 
REMEMBER; 
POOVAL CES”. "THOUGHT A "EN e "GOON "E"KIDG 
PIPTHINKE@>SPEAKERL (C2) BELIEFS? 
NLC6)F 

TEXTC'UHO ARE YOU7!)F 

LOZ: 
,ITEMREAD]@> QO} 
CONSUMED COs "NIL" )->SPEAKERL(3)3 
NLGQ)E 

TeXTC'YT AM PEADY NOW!)G 

NLG2)? 
Ay. DARSF? 

ff S,4D = "END" THEN GOTO B 
FLUSETFE FINISH = “SINISH” THEN GOTO 8 
ELSEI1G FINISH = “AGAIN THEN "CARRYON"@>FIGISH; 

GOTO A 
ELSFIF VB = “IMPLIES” THEN , RETAIN; 

GOTQ A 

CLOSE? 

  

Om>APLAC? 
Oe >OMISTAKESS 

Om>HASBIFE 

NILA OFFENDER? 
eTSHAPR YE 

eRETATNG 

IF “Aky AND HASRLFE THEN ,ANSHER 

FLSEITE QMAIK AND MUMS = 2 THEN NUC127 . 

TEXTCU'YT DO NUT wivOW ANYTHING ABOUT TeaTlo? 

NLC2) 

ELSET® QMASK THEN KUCT)? 
FEXTC'T DO NOT KNOW WHAT YOU THINK OF THSTIy? 

NLC?) 
ELSFIF MISTAKES = 0 THEN REPLY 
ELSE Ve oMTSTAKES. 

HLT) 
CLOSE: 
NIL->vVOFRBIF? 

GOTO AG 
Ss .MEevoeve 

eFIL ELUTE 

NLGADE 

TEKTC'TAHE ACTUAL NUMBER OF COMPUTER WoORDSI)S 
TEXTC' USES ON TRIS SUN wWASs=1)5 

NLCAD; 
PRICOREISED 23 

NLO3): 
aT £2 

END: 

  

COMMENT A CALL OF .CHAT WILL RUN THE PROGRAMS
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In addition to the above listings, the following changes 

must be made to enable Program 2 to run properly:- 

1. In REMEMBER (see page 191) 

SETTAG(100) ; 

must be included after line 6. 

2. In IMPLIES (see page 205), in line 30, the number i] must 

be replaced by the number 4. 

3. In KEEP (see page 215), lines 8 - 16 must be relaced by 

ADDRESSEE — SPEAKER; 

IF NUMS = 2 THEN 3 — NUMS 

ELSE 2 —> NUMS 

CLOSE; 

4. In RELEASE (see page 215) 

If NUMS = 2 THEN 3 -> NUMS 

ELSE 2 —> NUMS 

CLOSE; 

must be inserted after line 4.



  

SAMPLE RUN OF PROGRAN 2 

   



  

ie MY Pant, 1 SSeS WHETHER oan 1s NO Ey 

* DO-YQU DOUBT yumraea i AM INNOCENT* 

TD] NOT BELIZVE THAT JOHN TS INNOCENT 

* I WANT DO SONGUH “THE CUREN. : 

TVANT THAT TOO. e 

© TLCREDIT €Hser’ 

  

   

  

1 om NOT ie a 
I DO NOT CHEDIT CHARLES WITH HONOURIN THR QUEEN 

- DO YU DISAPPHOVE OF SONGUHING THE QUEEN« 

NO. T APPSOUE OF HONGUSIN THE SUEEN 2 se 

“= bo YoU BELTEV? 

  

NO THE QUEEN +)    THAT CHANLES DID voy 

 



  

+ I IMAGINE THAT RATIONA@LISM 1S CORRECT. ~ 

I AGREE. THAT 1S INTREBSTING 

+ YOULD YOU, THEN STATE GHAT MAN IS BOMN WITH GN Righ?y BRAIN« 

  

Ne 1 WOULD © TPON THER. aN IS BORN WITH AN EMezyY Binty 

  

   

    

   

  

t 1 WANT SHE TOALESs 

TORLES 

Bul! Teas i 

  

HG M0 JOHN 

NIN TO gain e 

WOULD I ACCUSE JOAN OF STARTING 4 Wane     p ® woe te bo NOT ivi 

     



    

    

u ee Laer 
« 1 APPROVE OF FIGHTING. 

THE MEANING OF APPROVE si- 
GOOD €FiGHTING) 

SIS ES INCONSISTEN 

  

   
#ITH A PREVIOUS ATTITUDE oF voURS. 

© vou you HONODUSENG     

  

355. 1 nuh PRalse F2kD $0 HONQGRIN 

  

      
“eT CONGRAT 
# ON Leary 

SOD. 70a THE ASTON © 

= ENDS 

THE ACTUAL NUNRER OF cOMPUTER wo) 

650 Rei ge a eos 

   
‘JOHN 

  

  


