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SUMMARY

Production in the metal powder making industry is to a great extent
a 'matching' procedure.

Many base powders can be produced via the processes, but they will not
match custamer requirements unless subjected to extensive 'manipulation'.

As a result several 'control' stages are available. At production,
at separation stage and at blending stage. It appears initialiy
that complete control is possible.

However, lack of reliable information on process capabilities and poor
definition of products together with a camplex blending problem make
decisions extremely difficult.

The work described in this thesis presents, it is believed for the
first time, a coherent approach to management decision making in
this industry.

A multi-decision stage optimisation is suggested and case studies are
presented.

A variety of advanced and standard methematical modelling approaches
are utilised, including Dynamic Programming, Linear Programming,
Similation and Industrial Dynamics.

The research concludes with an outline of further work required to
productionise the recommended course of action.

KEY WORDS: METAL-PCOWNDER MISMATCH BLENDING

MATHEMATTCAL MODELLING OPTIMISATION
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CHAPTER ONE

INTRODUCTTION

1.1 General

Many industries are by now making reqular use of 'scientific' method
of decision making in directing and controlling their production

operations. Among these are the mass production industries and the

batch producers of many ergineering items, as well as food and allied

industries. There do, however, exist various industries which have so

far made almost no progress in using modern decision making methods.

The reasons for this are found in either the difficulty of 'quantifying'

production or even in 'qualifying' what will be produced.

Among the industries so affected are metal powder manufacturers (the

subject of this research) and foundries of various types.

In both cases the very act of finding out what has been produced is

difficult to achieve.

In the case of metal powder making, the problem is complicated by the

lack of certainty in what will be produced.

In these circumstances, the managers in metal powder making industry
have often been forced to resort on their pure rrana?gerial experiences

to make the various planning and controlling decisions. Since the




problems of operational planning and control in metal powder making

industry are too complex to be solved by the intuitive models of the

managers, these decisions did not often result in effective

utilization of the resources at their disposal.

Indeed, the following symptoms which can be observed in even the most

reputable metal powder making campanies are the evidence of the

existence of such a prcable,.

a)

b)

Despite posessing a productive capacity of higher
level, in terms of tonnages, than the requirements
of their relative market demand, metal powder making
companies have often been operating under the
capacity of their respective markets - expressed
differently, they can often not satisfy their

relative market demand.

Metal powder making companies have often been holding
in inventory a high level of stocks of unsaleable
products and a low level of stocks of more marketable
products, which has resulted in a high level of their
cash being absorbed by, and misused in their stock and

implies a lack of control over inventory.




1.2  Survey of Previous Works

A literature survey on metal powder (technology and production)
revealed that almost all researchers looked at the problems of powder
manufacturing from a process control/engineering point of view -
engineers, scientists and statisticians who worked in this field being
most attracted by the technological complexity of the process and the
product of this industry, have put in tremendous efforts, and have
published many patents and reports dealing with, either the
construction of the apparatus used for powder making or concerned
with process control problems - finding correlations between the
powder quality parameters and the process parameters. (references 1,4

through12}

This approach, which is a traditional approach of control engineers,
has resulted in extensive progress in the technical control of
powder manufacfuring:— Mechanisms of control have been fully
investigated and process parameters have been established for the
manufacture of various metal powders ( 1 ) This in turn has
enabled powder manufacturers to establish their cwn set of plant

settings for the achievement of various possible qualities of the

powder,

These possible qualities, however, are not precise qualities to give
exactly what the customer requests. For instance, the 'particle
size distribution' of the produced powders, (the parameter of most
concern in this study) that can be achieved through the process,
cammot match the custamer-requested powder exactly, except on very

infrequent occasions




However, in contrast to this emphasis on technical problems, little

has been reported on the managerial problems of production in this
industry, and surprisingly, there is almost no published evidence of

any research on such prcoblems.

Review of the technology of various process industries revealed that
petroleum refineries are involved in operations somewhat similar to
those of the powder manufacturing industry. = For example, the
distillation process is similar to the atomization process (the
manufacturing process studied in this project) and involves simultaneous
manufactur of a range of products whose proportions are fixed for a

particular plant setting(2),(3),(13)15).

Marecover, both industries meet the problem that there may be a
mismatch between the custamers'-requested products ard those products

that can be achieved (initially) fram the processes. To sell their

products, however, both have to apply additional rrocesses, on their
moducts to match them to the custamer-requested products. In the
oil industry they apply cracking processes ard blending operations,
ard in metal powder making the marufacturers blend the various

nowders.

The problems of overational control in a refinery have been approached(3)
in detail, but the approach used in this industry is not directly
applicable to the metal powder making coperational problems. The

major reason is that the powder properties are not cuantifiable as
easily as the fractions of crude oil or as final products are
quantified in the petroleum industry. They (the approaches) reguire
much modification if they are to be used in arganising powder

mamifacturing.




The literature on production and inventory control has also been

surveyed. The problem of planning and scheduling the production and

control of the inventory in multi-product industries have been approached

by many management scientists. For example, Eilon (14), (16)
discusses the problem of plant loading in a multi-product chemical plant.
Dzielinski and Manne (17) used the computer simulation to study the
behaviour of a hypothetical multi-item production and inventory system
under various inventory control policies applied. There are many
examples of these type of approaches in the literature and some of the
work being done are highly advanced mathematical treatment of the cases
involved. However, all these works concern with the products which
are defined easily and assume that the production rate response of the
process or machine for producing the individual products are
measurable with certainty. In the case of metal powder making the
products are defined only in statistical terms and this often goes
under various alterations too. For example, a product is defined by
the probability of it containing a particle of specific size and this
probability is allowed to vary from say % 85 to 1. Within this wide
range the product has some given class or grade category. In
addition to this the stock materials are often subject to manipulation
i.e. they undergo 're-sieving' to fill the custamer orders. This is
often necessary because the manufacture of that particular order may be

more expensive than running out of stock for other custarer orders.

The work presented by Henry and Jones (18) however provides a similar
case to the situation met in metal powder making industry. Electrical
devices of various qualities can substitute for each other and the

manufactures seeks a method of allocating the production to customer




orders which a) minimizes the production quantity required to fill

the requirements and b) to minimize the build~up of stock of low
qualities products which could can not be substituted for higher
quality products. This pradblem however is less complex than the
blending problem of metal powder making in which the range of
substitution of particles of a particular mesh category is only

limited to a few products.

Finally the idea of SKULL (31) which develops what he calls it the
Process Control/Operaticnal Research Interface is a point of departure
for approaching the problems met in metal powder making industry - now
that the process can not be further engineered or inparelled to . the
progress of process engineers the resource allocation idea of operational

research would be used to get maximum out of the existing system.




1.3  Research Programme

The aim of this study is to provide managers of those metal powder
making companies who use the atomization method of manufacture, with
tools and procedures which facilitate more effective control over

the production functions of their respective companies.

Managerial control of production involves, basically, the design of
operating procedures and ocontrols, which quide the production decision
making tasks of lower management. In powder manufacturing, where
'production' is to a great extent a 'matching' procedure, and, there
is an uncertainty about the specification of the 'should-be products',
the design of operating procedure and controls would not guarantee the
maximization, at every instant, of the expected value of the utility
that can be obtained from the use of resources. This is due to the

fact that the state of the plant resources are not predictable.

The design of mechanisms aimed at better matching of requirement and
achievement, and which facilitate better decision making, seems a

more logical approach and constitutes the main objective of this study.




1.4 A Brief Outline to the Chapters of the Thesis

The work proceeds through a general study of metal powder and its
manufacture in order to introduce the context and the environment of
the prcblem addressed and approached in this project, Chapter 2 is
most concerned with this task. It gives a brief outline of the nature
of a "metal powder" and introduces its characteristics as demanded by
customers and to the extent required in this study. It also identifies
the major operations involved in the manufacture and production of
metal powders and outlines the atomization process and its output
characteristics in particular.

Finally, it illustrates briefly the limitations encountered in

technical control of metal powder manufacturing processes.

Chapter 3 identifies those managerial problems production control and
decision making, which are addressed in this project and which are,

to a great extent, consequential on this technical problem.

Chapter 4 introduces the management science/cperational research
techniques which suggest themselves as tools for assisting managers in
powder conpanies in tackling the production problems highlighted in

Chapter 3.

The analysis of the applicability, merits and requirements of these
techniques have also been carried out in this chaéter and the method
which was sought in this project as the most appropriate one, has been

identified.



Chapter 5 formulates the mathematical modelling of the major

cperations of the powder production process and tries to specify the
role of these models in the managerial problem-solving (or decision

making) tasks of managers of powder making companies.

Chapter 6 contains discussions about the work and presents the

conclusions.

Chapter 7 gives suggestions concerning future work and recommends the
construction of a dynamic model which can help the managerss of metal

powder making companies to design improved policies for their campanies.




CHAPTER TWO

METAL POWDER MANUFACTURING INDUSTRY — AN OVERVIEW

2.1 The Need for Metals in Powder Form

Metal powder manufacture is a highly specialised industry sector,
covering powders in iron, copper, aluminium, tungsten, molybdenum and
most commercially used alloys of these metals. The reasons for

requiring metals in powder form are manifold and include:-

Production of explosives,

Production of sintered metal components

(Powder compact substitutes for wrought metals),
Paint constituents,

Grinding and shotblasting media,

Electric filament production,

and the manufacture of specialised alloys which are impossible to

make via the conventional (melting) route.

Table 2.1 shows some of the uses to which metal powders are put.

2.2 Characterisation/Quantification of a 'Metal Powder' as product

'Metal Powder' is the final product of the powder manufacturing
industry. Unlike the products of other industries, this product is

not capable of being easily defined or quantified.




TABLE(2.1) Typical Applications of the Powders (5 )

Production Typical
method powders

Typical applications

Atomization Stainless steel

Brass
;—Fe
Al
Gaseous re- Fe
duction of
oxides
Cu
Gaseous re- Ni
duction of
solutions
(Hydromet-
allurgy)
Cu
Reduction Fe
with car-
bon
Electrolytic Fe
Cu
Carbonyl de- Fe
composition
Ni
Grinding Mg
Ni
Fe

Filters, mechanical parts, atomic reactor fue!l elements
Mechanical parts, flaking stock, infiltration of iron
Mechanical parts (medium to high density), welding
rods, cutting and scarfing, general

Flaking stock for pigment, solid fuels, mechanical parts

Mechanical parts, welding rods, friction materials,
general

Bearings, motor brushes, contacts, iron-copper parts,
friction materials, brazing, catalysts

Iron-nickel sinterings, fuel cells, catalysts, Ni suip for

coinage

Friction materials bearings, iron-copper parts, catalysts

Mechanical parts, welding rods, cutting and scarfing,
chemical, general

Mechanical parts (high density), fcod enrichment, elec-
tronic core powders

Bearings, motor brushes, iron-copper parts, friction ma-
terials, contacts, flaking stock

Elecuonic core powders, additive to other metal pow-

ders for sintering
Storage bartteries, additive to other metal powders for

sintering

Welding rod coatings, pyrotechnics

Filters, welding rods, sintered nickel parts

Waterproofing concrete, iron from electrolytic cathodes
(see Electrolytic above)

44




A schematic representation of a metal powder is shown in Fig. Z.2.1.

It is simply identifiable as a mass of particles of variocus shapés

and sizes. A complete characterisation of it however requires that

all characteristics of a 'single' powder particle (shown in Table

2-2a) and those characteristics which elate to a 'mass' of particles

(shown in Table 2-2b) are determined ( 6 ). A description of all
these characteristics is not the aim of this work but a brief
introduction to some of the characteristics of the powder such as
particle ‘'size', 'size range' and particle size distribution is
essential because they are frequently referred to in this study.

In particular, the 'particle size distribution' is the major means

of identifying/quantifying a powder.

~

Fig. 2.2.1 A schem atic representation of a powder




TABLE 2-2a

CHARACTERISTICS COF A PCOWDER PARTTICLE

A. Material

characteristics

1) Structure

2) Theoretical density
3) Melting point

4) Plasticity

5) Elasticity

6)  Purity (impurities)

B. Characteristics due to the process of fabrication

TABLE 2-2b

1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)

Density (porosity)

Particle size (particle diameter)
Particle shape

Particle surface area

Surface conditions

Microstructure (crystal grain structure)
Type and amount of lattice defects
Gas content within a particle
Adsorbed gas layer

Amount of surface oxide
Reactivity

CHARACTERISTICS OF A MASS OF POWDER

1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)

Particle characteristics (see Table 2-2a)
Average particle size

Particle size distribution

Average particle shape

Particle shape distribution

Specific surface (surface area per 1 gram)
Apparent density

Tap density

Flow of the powder

Friction conditions between the particles
Compressibility (compactability)

~

L Bed




2.2.1 'Particle Size' and 'Size Range'

The size of the particle is defined as "the representative dimension
that best describe the degree of comminution of the particle®.
For a spherically symmetric particle the diameter is that dimension

and thus is its size ( 7 )

Metal powder particles are found in a great variety of shapes as

shown in Fig. Z2.2.1.1.
For particles of shapes other than spherical, the choice of a
‘quantity' to represent individual particle size becomes an acute

problem.

Fig. 2.2.1.1. Various shapes of metal powder{ 6 ):
(a) spherical, (b) rounded, (c) angular,
() acidular, (e) dendritic, (f) irreqular,

(g) porous, (h) fragmented.




Fig. 2.2.1.2 illustrates the variety of methods used to measure the

diameter of ncn-spherical particles ( 8 ).

Fortunately, various 'sizing' techniques are available today which
provide parameters to represent the size of individual particles.
These quantities and techniques by which they are derived are shown

in Table 2-3.

In practice and particularly under the restrictions imposed by
industrial production the determination of particle size is most

commonly carried out by the technique of 'sieving'.

In this method the size of a particle is determined with reference
to the size of openings in the sieve's screen. If a particle passes
through the openings of the sieve's screen, it's size is less than
that standard size of opening, and, if the particle retains on the

top of the screen it's size is greater than the opening size.

Thus the sieving method does not pemmit the precise determination
of particle size but rather it determines a 'size range' for the
particles. For example those particles which fall through a 200
mesh (opening's size equivalence) screen, but are retained on a 230
mesh screen are of a size class which ranges from between 63 micron
and 74 micron, and would be called size rarge.

Sieving in this sense is the classification of the sizes.

~



iiFeret‘s Diameter
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Fixed Direction

Figure 2.2.1.2 Methods used to measure the diameter of nonspherical
particles( 8 )

TABLE 2-3 QUANTITIES USED TO REPRESENT SIZE OF INDIVIDUAL PARTICLES(S)

Derived from microscopy:

diameter

area

perimeter

Feret's diameter
Martin's diameter
maximm chord
minimum chord

Derived fram other sizing techniques:

terminal settling velocity (in air)

Stokes' equivalent diameter

aerodynamic equivalent diameter
{unit density sphere diameter)

equivalent diffusional diameter

apparent optical diameter

sieve size



Two examples of 'size ranges' achieved through sieving are shown in

Figs. 2.2.1.3. and 2.2.1.4.

In Fig. 2.2.1.3. the particles have been classified into only two

‘hroad 'size rarged'.

In Fig. 2.2.1.4. a set of sieves has been

used, arnd narrower ‘'size ranges' are identified to represent the

'size' of the marticle.

Fine Particles

Coarse Particles

™

k| < | K

Fig. 2.2.1.3.

.eoc(joo

a2

Single stage classification of size

Two size rarnge.

<Zi<: 42nm‘<<ir<:3'“nﬂ c1;>§5rﬂvu

Many small 'size rarges'

S | < iy CLASS 3 < LASS 2- clAs=s1
WH )“‘ Padl -
Fig. 2.2.1.4. Successive size classification



© 2.2.2 - Particle Size Distribution - A means of qualification of the

powder

A powder camprises enormous numbers of particles of various sizes.
One way to characterize or 'quantify' the powder is to determine

the 'amount' of each particle 'size' present in it, or, in a more
sophisticated way, to find a formula which shows the relative 'amount'
of powder as a function of each size of particles present in it.

The result which is obtained from this process is called the

'"Particle size distribution’' of the powder.

Several examples of such 'particles size distributions' are shown in
Fig. 2.2.2.1.

ol
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; \/* /; M
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- \ . N
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! \\\\~
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g0 RN
- A\ \\ / ]
P \ J ~’ \
Size -

Fig. (2.2.2.1) Various types of powder particle size distribution

In practice, however, this characteristic of the powder is difficult
to 'quantify' with certainty, because the actual counting and
weighing of infinite number of particles in a particulate mass

(powder) is not a practical proposition. These distributions



therefore are the estimates of what actually may be the particle size

distribution of the powders. They are normally derived through the
use of statistical methods of analysis of 'sample data' of the

actual powder.

The method used to find these distributions and the way these
distributions convey the information on particle size characteristics

of the powder is described briefly as follows.

In normal practice samples would be taken from the powder and would
be analysed through the 'sieving method' described in the earlier
sections. An example of the result of such analysis is shown in
Table 2.4. Such data are often presented by means of same types of
X - Y plots, the two versions of which are the histogram and the
cumulative plot. In both cases cne axis may be used to represent
the particle 'size' and the other axis may be used to represent the

particle ‘'amount' (Fig 2.2.2.2.)

On the X axis, the diameters of the particles are plotted. However,
when dealing with large numbers of particles, which is the usual
case, it is convenient to subdivide the particle size axis into

" size c¢lasses. These size classes are described by the methods used

to obtain the particle size information. In the case where sieve
analysis is used, the size class boundaries should be chosen to

coincide with the mesh opening of the sieves.

The histogram presentation of this data is shown in Fig. 2.2.2.3.a. in
which the 'Y' axis presents the 'mass' of particulate matter which

belongs to a specific size classes on the particle size axis.



The cumilative plot of this data is shown in Fig. 2.2.2.3.b. in which the

points entered show the amount of particulate material (in mass)

contributed by the particles below the specified size.

The cumilative plot of (Fig. 2.2.2.3.L) can ke approximated by the smooth

curves provided that size intervals (size classes) are sufficiently

small. This is shown in Fig Z.2.2.4.a.

The cumilative size distribution curve (Fig. 2.2.2.4.a), also called

Ccuanilative weight fraction curve, rises fram zero to unity over the

range from the smallest to the largest particle size present.

The distribution of particle sizes can be seen more readily by
plotting a size frequency curve such as that shown in Fig. 2.2.2.4.b.

in which the slope %5 of the cumlative curve (Fig <2.2.Z2.4.b) is
d

plotted against particle size (d). The most frequently occurring
size is then shown by the maximum of the curve. Any area under the
curve and above any interval on the (X axis), d2 - dl’ is
the relative frequency with which the diameters of the particles

will occur in that interval. The function corresponding to the curve
is known as a distribution function. It will be shown later that for
a singlé batch of powder produced by the powder manufacturing process
the curve will generally have a single peak. For the mixture of

two or many powders, however, the curve may have many peaks.
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Table 2.4 A typical data on particle size distribution (obtained by sieve analysis),
after tapping by a 40 mesh screen

Particle size | Mid Class | Amount of the particle | *Fraction of Cumulative
range matter laid in the total weight wt%
X, tox, class retaingd in (less {:han)
class i class i

+500 .46 99.99
-500+250 3.59 99.53
-250+180 6.61 95.94
~180+150 7.71 89.33
-150+106 12.49 81.62
-106+75 17.70 69.18

. ~75+63 9.24 51.48
~63+45 12.87 42.24
-45 29.37 29.37

* Fraction of total weight lying in the size range = percentage of total weight

of powder lying in the size range X to X,




2.3

The Manufacture of Metal Powder

The production process in a powder making plant consists of several
basic metallurgical and mechanical processes and various ancillary
but nevertheless important activities which are necessary for the

maintenance of powder quality as required by the customer.

The sequence of these operations can be seen from Figures23.1 and 2.3.2

which are schematic diagrams of the process line in two different

powder making companies. Both campanies produce atomized steel
powders.

(a)

(c)

into

The operation of both process lines, however, could be categorised

three distinct stages -

Powder formation stage — in this stage the basic raw materials

are transformed fram their primary state (usually molten state)
into their solid particulate forms, i.e. powder would be

produced at this stage.

Heat treatment stage - at this stage several metallurgical

processes such as hardening, quenching and tempering are applied

to the particles, to maintain and control their mechanical

properties.

Blending or classification stage - powders are screened so that

the desired or standard fractions (size ranges) are separated
from the whole. These fractions alone, or in combination with

each other, may constitute the (hopefully) marketable products.
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Fig. 2.3.2 Schematic diagram of a process line making atomised steel nowder
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In practice, stages 1 and 3 are the major controlling influences on

powder quantity and quality. As a result, most of the study

presented here is concerned with these two stages.

2.3.1 Powder Formation Process - Atomization Method

The powder formation process, as the name implies, is a process

whereby the basic raw material would be dispersed or disintegrated into

it's particulate form, several methods are employed to produce the

powders.

Same of the principal commercial methods are listed in Table 2.5
where camparisons are made according to the type of raw material used

and the range of metal powders that can be produced.

The method of most interest in this project work is the ‘atomization’

method of powder manufacturing.

This method is most widely used in high tonnage production compared
to the other methods (except the reduction process) which are used

primarily for production of special materials in small quantities.

(The reduction method is a special case via which iron powder is

made direct from very pure iron ore).

2.3.1.1 Atomization Process

Atomization as applied to the production of metal powders, is a
Process which breaks up a tream of molten metal into individual

droplets which subsequently solidify.




TABLE2.5Comparison

of Principal Commercial Methods of Producing Metal Powders ( 5 )

Method

Raw materials

Powders produced

Advantages

Disadvantages

Relative
cost

Atomization

Gaseous re-
duction of
oxides

Gaseous re~
duction of
solutions

Reduction with
carbon

Electrolytic

Carbonyl de-
composition

Grinding

Scrap or virgin
melting stock

- or metal or al-

loy powder de-~
sired

bxides of metals
such as Cu,0, NIO,
Fe4O4

Ore for leaching or
other metal salt so-
lution

Ore or mill scale

Generally soluble
anodes of iron and
copper

Selected scrap,
sponge, mattes

Brittle materials
such as Be, high
sulfur nickel, high
carbon iron, Sb,

Bi, Fe, Mn cathodes

Stainless steel, brass,
bronze, other alloy
powders, Al, Sn, Pb,
Fe, Zn

Fe, Cu, Ni, Co, W,
Mo

Ni, Co, Cu

Fe

Fe, Cu, Ni, Ag

Fe, Ni, Co

Fe, Be, Mn, Ni, Sb,
Bi

Best method for alloy
powders. Applicable
to any metal or alloy
melting below 3000°F

Easy to control particle
size of powder. Good
compacting powder

Ore can be used. Puri-
fication during leach~
ing. Fine particles

Low cost. Control of
particle size, controlled
variation in properties
possible

High purity of product.
Easy to control

Produces fine pure pow-
ders

Controlled size of pow-
der

Wide range of particle sizes,
not all salable, Parricles too
spherical for some applica-
tions

Requires high grade oxides.
Restricted to reducible ox-
ides

Applicable to few metals
such as Ni, Co, Cu

Requires high grade ore or
mill scale. Applicable
mainly to iron

Limited to few metals,
cost

Limited to few powders,
high cost

Limited to brittle or
embrittled materials.
Quality of Powder
limits use. Slow

Low to
medium

Low

Medium

Low

Medium

High

Medium
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Atomizing is a simple operation and the nutber of facilities

required for the accamplishment of the process are smail.

A full diagram of an atomization plant can be seen in Fig. 2.3.1.1.4.

and the details of the operation are as follows.

Molten metal is poured from the containers (ladle or an induction
furnace) into a pre-heated tundish. The tundish contains an
orifice or nozzle in the base, through which the molten metal flows
downward in a smooth stream. This stream meets a high velocity jet
of air or liquid from the atamizing nozzles which are held around
the stream and below the tundish. The result of this interaction
is that the molten stream breaks up into metal droplets which

subsequently solidify to form solid particles.

A typical surface morphology of the mass of powder produced can be seen
in Fig 2.3.1.1.5. (This particular powder achieved from an Argon

Gas Atomization process of 1N-792 rowder . 1 10)

The particle size distribution of this powder, in the form of
cumilative ¢ undersize, is illustrated in Fig. 2.3.1.1.6. As it was
described in the previous sections a more quantitative information
on size characteristics of this powder can be obtained fram

this distribution.

3
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2.3.1.2. Atanization Process Control - Tec‘h-nélogical Limitations

Despite the simplicity of atomization operations, the process of
atomizing itself is a camplex process requiring the knowledge of and
control of numerous variables for an effective result 4).

The major variables of an atomization process, whether using gas or
water for atomization, are shown in Fig. 2.3.1.2.1. where they are
categorised with respect to the entities involved in these processes

namely:

1) molten metal properties (viscosity, surface tension, composition,

superheat) ,

2)  molten metal flow geametry (metal flow rate, stream length,

flight path, manifold geometry),

3) jet geametry (apex angle, number of jets, jet location); and

4) jet flow (pressure, mass flow rate, viscosity, density)

34
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The problem of finding how these ﬁany.va£iables influence the quality
of the end product (the powder) has been the most camplex and ;é
attractive subject in the field of powder manufacturing industry.

It has been the central theme of the work being carried out in this
field by the various investigators from the fields of engineering and
science. A comprehensive survey of these works can be found in the
recent bock of 'Production of powder by atomization' authored by

J K Beddow ( 4 ), and in some of the references given in this

thesis.

Since this project work is not directly concerned with such
technological control problems of the manufacturing process a full
discussion on these findings 1s not pertinent, but they are listed
in the Appendix ( 1 ) for the sake of completion. However, a few
notes are included here as to the apparent limitations that are

involved in the problems of process control itself,

a) The atomization process does not lead itself to control for the

production of a particular sized particle.

b) Due to the difficulties involved in the measurement of the
parameters of the powder, such as, for example the particle size and
‘particle shape which determines its various qualities, the effect
of any control upon the quality of the powder is not predictable
with certainty. Rather it can be evaluated only in statistical

~

terms.

c) Tt has been shown (11 ) that the powders being produced on a
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specific atomization system have similar frequency distribution i.e.

the spread of various sizes among the mean particle size is constant.

This is shown in Fig. 2.3.1.2.2. in which the particle size distributions
of three powders being produced by an atomization system have the same
shape. They are all versions of one type of distribution whose vertical
axis is shifted left or right. This gives a flexibility to produce

powders of the 'coarse', fine or medium mean size.

However, narrowing of the shape of this distribution is not possible on

existing systems and is possible only by the change of atamization

system itself (11). This constitutes a production rate constraint for

a powder manufacturer who may desire to make a powder of particular

mean particle size. In such a case a plant would not be efficient in
producing a powder fraction which is only a small part of the particle

size spectrum.

d) In some industries such as the aluminium powder making companies
however, even the shifting of vertical axis is apparently limited.

One leading campany states that their plant can be adjusted to produce
only two types of powders 'coarse' or'fine' (Appendix 2) this is

achieved by slow or fast rates of air blasting for atomizing.

per incremental
micron

Frequency - wt%

Particle Size, d, micron

Fig. 2.3.1.2.2 A shift in particle size distribution
as a result of changes in process variable.

37




These are those global technical problems of powder manufacturing
at the process control level, which have been considered in this
project work. It will be seen in the later sections how these

limitations affect the operations of a powder manufacturing business.
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3.2 Classification/Blending of Base Powders

LoDy

Screening is the final stage on the process line in metal powder
making cperation. It is simply a mechanism for splitting the base
powders into various fractions which contain the size specification
requested by the custamers or have a size specification determined
by the company's standard. The company's standard is shown in
Table 2.6.1{12) V

The classification of powders through screening is carried out by
setting different cloth gauges between the screens. Each of these
cloth gauges would permit same part of the powder to retain on them

and sane pass.

Screens are necessary in metal powder making operation because the
production of a powder of the exact size specification as requested
by the custamer is not possible and thus it has to be made through
the mixing of various powders and classifying them into fractions
which match to custamer-requested products. The cloth gauges

among the sieves allow the interchange between products.

There is legitimate flexibility during screening to transfer

material fram one grade (groups) to the next, as follows:
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TARLE 2.6

FULL SPECIFICZATION OF PRODUCTS ( 12 )

— — PINAL PRODUCTS  (3)
S Sieve PN Product Product Procuct r Product Product Procuct , Product
1ze Openin Mesh No 1 Ne 2 No 3 No 4 No 5 No 6 INo 7
Classes PERANG | g e NO. s~ RO HO = "o 2 O R
, - } 660 330 460 390 330 230 170 !
T ‘ |
1 Size ! 211 ;
P Class i Pass :
\ 2| 2.00 8 Min a |
o All i i
% No 2 1.68 10 87% Min Pass 5
Max All
é No 3 1.40 12 13% 87% Min Pass
E Max All
£ | no4 1.20 14 133 853 Pass
Min
é ‘ Max All
£ No 5 1.00 16 15% Pass
= Min
Z All
8 No 6 .8%0 18 Max Pass
Min
No 7 .710 22 Max




Manipulation + 25%

S. 550
S. 550

Manipulation + 25%
S. 460
S. 460

Manipulation + 25%
S. 3%
S. 3%

Manipulation + 25%
S. 330
S. 330

Manipulation + 10% :
S. 230
S. 230

Manipulation * 7%
S. 170
S. 170

Manipulation * 10%
S. 110
S. 110

No manipulation
S. 70

The above manipulation, of course, could be seen from Table 2.6.
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CHAPTER THREE

MANAGERTAL PROBLEMS OF PRODUCTION CONTROL AND DECISION MAKING IN

METAL POWDER MAMNUFACTURING INDUSTRY

3.1 Introduction

It was shown in the previous chapter that metal powder manufacture
involves a complex technological process which is controllable only
to a limited degree — The production rate response of the process
for individual particle sizes or particle size ranges can be changed
only to a certain limited degree. A change in the plant setting
(i.e. control variable) results in the achievement of a different
size distribution spectrum in the powder and thus, different
production rates for each individual particle size. This variation
in the production rate of individual particle sizes however, takes
on only limited value because the size distribution spectrum cannot

be changed to any desired extent.

Tt was also shown in the same chapter that a precise 'qualification'
of the process output (i.e. the powder) is not possible because the
actual measurement of the infinite number of particles of the powder
is impractical, and the size characteristics of the powder only, are
identified through a statistically drawn frequency distribution of
various sizes that are present in it . Thus the production rate-

response of the process for individual particle sizes are only a

Statistical estimate of the actual production rates and are not the

exact values.
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This chapter describes the problems and difficulties that the managers
in this type of industry are confronting in their tasks of organising

and controlling production in these circumstances.

These features of this industry particularly when considered along with
the lack of precise information on market demand, which is partially
allied to these features of the industry and partially related to the
diversity of the qualities required from the powders' various
applications, bring about increased difficulties in planning and
controlling production in this type of industry. The managers in this
industry have many problems in deciding upon the quantities of various
grades/size distribution of powders to be produced at each planning
period to satisfy the requirement of the order book. Their problems
are mainly related to the lack of precise information on demand,

on current stock level and on the utility of each of their powder
products in a multi-choice situation - all of which are difficult to
Obtain because of the possibilities of 're-seiving' of powders, and

the continuous monitoring of the products specifications, both of which

are necessary for increasing the production efficiency.

These difficulties, which have led to the need for the approach taken

in this work, are considered in more detail in the next few pages.
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3.2 The Nature of 'Production' in Powder Making Industry and

the BRasic Problem Involved

Before describing the problems of production control in any
manufacturing situation it is required that the production should be

clearly defined - What is the work to be planned and controlled?

Considering the characteristics of metal powder as a product, the
production in metal powder manufacturing industry is typified by
manufacturing in batéhes of continuously variable products whose
charactistics are described only by a statistical probability

distribution. Fig 3.2.1 illustrates an oversimplified schematic

diagram of the batches which have been produced at a process run.

The products shown in this diagram are in essence made by various
cambinations of the particles of various sizes drawn from a

continuous spectrum of such particle sizes produced by the process in
a production 'run' or ‘'campaign' using a particular plant setting.

In this simple diagram the nurber of particles of each size that are
present in each product can be counted and thus the products can be
identified. This measurement, however, is not practical in the 'real!
Situation. Rather, these products have to be identified through the
particle size distribution of the whole batches of the powder heing

produced. This identification takes the following form:-

"The probability that the powder contains the product; is.......

Thus the production-rate response of the process for each product

that can be made through the process is uncertain.
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This prcblem, however, is complicated even more by the fact that,
from the several powders that can be produced through the process
(each having different occurrence probabilities for individual
particle size or products) none of them would match the
customer-requested powders exactly, except on very infrequent
occasions. Amdthe powder manufacturer has many difficulties in
finding the exact combination of powders which can best match the
requirements of the many customer orders that he must supply every

day.

An example of the mismatch between the two (product and request) is
shown schematically in Fig, 3.2.2. in which the curves 'B' and
'C' are representing the size distributions of the two different
batches of powders produced by the process and curve 'A' represents

an assumed size distribution for a customer-requested powder.

The nature of this mismatch can be described either with respect to
the mean particle size of the powder or with respect to the several
particle size ranges included. The first case is a less rigorous
measure than the latter, but describes the mismatch more easily

therefore it is considered here first and explained as follows:-

It can be seen fram the figures that curve 'A' represents a powder
whose median particle size equals to d,. This implies that such
powder requires that 50 per cent of its weight be contributed by the

~

particles whose sizes are below the size dM .
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Fig. 3.2.2 : Comparison between the size distribution of

powders that are produced through the process
(B and C) and the custamer requested powder (A).

If considered in probability terms, the probability that any particle
drawn from this powder having a size equal to or less than dM should be

50 per cent.

Considering the curve 'B', which represents one of the powders being
produced by the process, it shows that the probability of a particle
drawn from this powder (Powder B) having a size equal to or less than
dM is only 20 per cent (the dashed area shown under this curve represents

this probability, the whole area under the curve being 100 per cent.)

The powder of curve 'B' therefore cannot be accepted by the custamer.
But if this powder is going to be used to make the powder of curve A’
the production of more than one batch may be necessary in practice.
These batches should be mixed and sieved in order to generate a powder

having the size distribution consistent with the powder of curve 'A',

ie. having a median size equal to size dy.
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In this respect the powder represented by curve 'C' has a better chance
of matching the powder of curve 'a! because the probability that a

particle drawn from this powder has a size equal to dy is greater than

that of powder of curve 'B'.

However, in practice, the size specifications given by the customers'
orders are more rigorous and includes the limitations for several
size ranges. For example, the powder represented by curve 'A' in
Fig. 3.2.3 may be required to be made to match the following

specifications:~

1 and d5 (dl is the

size of the finer particle and d5 is the size of the

a) Tt should have a size range between d

coarser particle in the powder.

- b) At least 85 per cent of its weight should be contributed
by the particles whose sizes falls between d3 and d4

(ie. being smaller  than d4 but greater than d3).

c) Only 12 per cent of its weight is allowed to be contributed

by the particles whose sizes fall between d, and d,.

d) And only 3 per cent of its total weight is allowed to be

contributed by the particles of the size smaller than d,.

Characteristic is illustrated in Fig. 3.2.3.
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This requirement would make the mismatch between the powders more
clear. Both powders of curves 'B' and 'C' have diffe;:ent overmatch

or undermatch fractions of the particles in this respect.

3

particles of the stated

size , Wt%

Frequency of occurence of

™

n

+

1

]

: 5
o

i
P

" 1
d1d2 d3 A dyd

Particle size , micron

Fig. 3.2.3. Comparison between the size distribution of

powder product(B) and the custamer-requested
product (A)

The two above simple exarples revealed the basic problem encountered

by metal powder manufacturers namely, the difficulty in comparing the

products that they can achieve through the process with what the
customer might request. And the difficulty they would have in

modifying the process output to match the request.

These exarnples described the camparison between the powders

achievable through the process and only one custamer-requested powder.
However, in practice the powder manufacturer must every day examine the
products that he can achieve throuch the process against at least 100
customer-requested powders each having a conple‘gely different size

specification. This would obviously be a difficult task.
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3.3 Planning and Controlling Production in Metal Powder Making

Industry/Operation - The Problem

3.3.1 The Production Planning Decision

The mismatch between the powder products that can be produced through
the process and the custamer requested products would often result in
production deficiency because it requires more batches of base powders
to be produced to satisfy the requirements of the custamer-requested

products.

The situation would be worse in the cases where the custamer-requested
products demand for small definite proportions of the base powders and
in particular when the fractions, demanded~by these products, overlap
on each other. An example of this case is shown in Fig 3.3.1.1.where

areas under the curves are related to the arount required -

In each planning period the manager is faced with this type of problem
and he must decide upon the total quantities of the base powders to be

produced to satisfy the requirements of these order.

Custormer-requested powder

Amount tonne
per incremental
micron

Particle Size, d, micron
713.3.3.1.1 The overlap of customer-requested products.

50




It is this prablem of metal powder making industry which is of

most concern in this study.

Production which exactly duplicates individual custaner demands

would not be economic , hence the manager has to examine the

following possibilities before he can make a final decision on

production requirements

i)

ii)

iii)

iv)

The considerati

to integrate the various custamers' orders which
are due at various due dates so that the econaomic

production runs could be achieved.

to ask the custavwer to accept the products of
slightly different size &pecification but of a
closer performance quality to what they requested

in order to make use of wider fractions of base

powders.

to check the possibility of 're-sieving' the stock
of 'slow mover' or 'undesired fractions' which have
remained in stock fram previous production periods

in order to fill same portion of the requirements.

to check the materials which are yet in the process
and are either allocated to same less significant
orders or have not been allocated to any orders., i.e.
those fractions which would be generated as a result
of producing and classifying base powders to meet

the requirements for desired fractions.

on of the third and fourth options(i.e.using stock




materials and in-process materials) are part of the managers dision-
making process because the 'amount'of these materials is relatively
high in most metal powder making operations. As a result 'stock'
consumes a large amount of company cash.In particular in those powder-
making companies who operate continuously'at an output rate of

100 tonnes per day, the considerable amount of these materials would
accumulate quickly and must be used before new portions are added

during the next production runs.

3.3.2 The Prcblem - Lack of Precise Information and the Complexity of

the Decision Problems

The managers in metal powder making industries cannot make the potential
use of the cptions which were outlined in the previous section and
which are the major source of increése in their production efficiency.
The reason for this is that they have many difficulties in obtaining
up~to-date and accurate information which they need to use these
options more effectively. For example, he has no access to the
infcrmation on which products the custamer has been accepted in the
past instead of this-requested product, and he has no accurate
information on the actual level of stock materials that he can use to

fill the requirements of his order book .

The stock materials are often difficult to specify precisely, because

the exact record of the materials are not kept and because these

materials have been subject to continuous and irregular changes which

L Vo ' . ince these
are caused by the manager's declsion to 're-sieve' them. Sin

decisions are not often recorded and because the state of the

material has not been up-dated after each decision, an exact
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specification of the material is impossible.
However, since the stock materials are not always specified, the

manager has no chance to make potential use of them,

In the case that information on stock material is available, the
allocation of available material to the requirements is itself a
difficult problem. The difficulty arises due to the fact that the
manager has to make a decision on simultanecus allocation of several
limited available materials to many custamer orders who are carpeting
for these limited materials and who have various priority or value to
the campany. An efficient allocation requires the camputation of ,and
sclution to, many simultaneous quations which is samething beyond the

Capability of the decision maker and the time available.

However, same customer demands can be met from stock whereas other
demands may be pushed into the future for supply fram future
manufacturing capacity. In manufacturing,the manager (decision maker)
faces the original problem which has been stated in the previous
section - He must select from amongst a number of powders that he can
produce through the process, that powder or combinations of powder
which will meet the production requirements and satisfies multiple
criterias of plant performance. In this stage of decision making he
must be able to evaluate the utility of each powder against these

requirements.

The selection of powders to be produced to meet the present require-

ment should take into account the fraction which would be generated

as a result of classfying the powder to satisfy the requirements.
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An example of a case where the requirements of the order book could

be met partially through the use of stock material and the rest of

it should have been made by the manufacturing is shown in Fig. 3.3.2.1.

As can be seen from this diagram, the excess fractions which would
be generated might not be of immediate use but the question is

whether they will be of use in filling the future requirements of
the order book.

When the level of requirements are high and the production of

various base powder in different cambinations should be decided, the
determination of the cumilative result of such schedule presents

great difficulty. It requires again many computations of and solutions
to a number of simultaneous equations.which is difficult for human decision.
maker.
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£IG 3.3.2.1. Schematic diagram of order processing

in Metal Powder Manufacture Industry.
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3.4 Sumary of the problem

The managers in metal powder making campany may have difficulty in

i) ‘Whether a particular custorer requirerent will be
"in stock” at the tire it is required as a result of
production of camplerentory fractions for other
custorers in the same class of quality.

ii) If not, when can a production be fitted in?
iii) What production settings?{Those which

produce course, medium, or fine)- is desirable for

this specific requirerents .

iv)  What other fractions will be generated by the sieving

cperation necessary to give the custarer the fraction

he wants?

v) What quantities of these fractions will be in.stock

as a result of this when these powders have been

produced etc.

So far the menager has had to do many tedious calculations and

Corputations to answer these questions and by this process he was

not always sure of the consequences of the final decision. (n occasions

he did not involve himself with making these decisions because it was too
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tedious and time consuming. In this circumstance the cperations are left
either uncntrolled, or left under the control of the Forman, who is not
always aware of the policy of the manager. The cansequence of
inconsistent decisions were often costly. These are exenplified in a

high level of stock of the 'wrong' or wndesirable fractions, and a low
level of stock of products in more demand.

These tactical problems of powder making industry have not yet been
approached, as far as the literature survey of the author is concerned,
by any previcus works which are carried out in this sector of the

industry.

S7




CHAPTER FOUR

ALTERNATIVE APPROACHES TO THE MANAGERIAIL PROBLEMS OF PRODUCTION CONTROL

AND DECISION MAKING IN METAL POWDER MAKING INDUSTRY

4.1 Introduction

The previous chapter has revealed that managers in metal powder making
industry have to make their various planning and controlling decisions
in a camplex and uncertain environment, i.e. in a situation where they
can not have access to up-to-date and accurate information on demand,

and on current stock level. Alsothey have to make their decisions in a

situation where they have difficulty in assessing the utility of

each of their powder products in a multi-choice situation.

Tt was also shown in the same chapter that all these problems are
caused by the attempts of the manager himself to utilize the many
options which are possible to him and are the major sources of increase

in efficiency of his plant producticn. The options were:

- 'ye-sieving/modifying' of the stock materials

- influencing the specification of custamer ordered
products.

- integrating and postponing various custorer
products so that an economic production was

achievable.
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Making decisions in an uncertain enviromment would certainly result
in inefficient production. The consecuences would be mare costly
when the manager turns away fram making the decision because it is
too difficult for him to understand the system which he controls(this

normally happens in most metal powder making campanies.)

It is obvious that in these circumstances the managers in this irdustry
should see the solution to their problems caming fram an approach
which could rrovide them with this information and make their

enviroment more certain,

There are two approaches which would immediately suggest themselves

as solutions to this managerial rroblem.

The first approach is to provide the manager with a canputer in-
formation system. One such system which suits the metal powder
marufacturing industry would camprise a stock file, an order file
and a 'custamer intelliqehce file'. A schematic view of this

system is shown in Fig. (4.2.1) in Section 4.2.

This aprroach would consider a decision making nrocess similar to the
one used by the managers at present, hut their decision making would

be aided by the ready availability of information.
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The second approach to the managerial problem of production in

metal powder making industry is the 'mathematical programming’
approach. This approach would both mechanise the decision making
process of the manager and would make the use of an operation-research
optimizing technique to solwve the problems in the 'best' possible way.
This approach, therefore, would be concerned with the complexity of
the decision-making process of the manager. It recognizes that in
each of his decision problems the manager has to work out the vast
munber of alternatives which are possible to him and make a choice
from among them. This approach would release the manager from this
difficult task by giving it to the computer which can do the job

with high accuracy and speed.

Both approaches have a great impact on the decision making tasks of
the manager and significantly contribute to the efficient

utilization of the plant resources and capacity.

These approaches are outlined in this chapter and a choice is made
by the author to deal with the one which appears most 'suitable’.
The full details and applications of the approach to managerial
prcblems of metal powder-making industry is illustrated in the next

chapter.
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4.2 - The Computer Tnformation System - The First Aporoach

The camputer is an ideal data-storage agent. In addition to this

it has the capability of processing the information in many
permutations at high speed. Both characters are what a metal powder-
making campany requires if it is to operate more efficiently. To run
a metal powder-making operation more profitably (efficiently) it
requires that the manager has access to up—dated and accurate
information on the current order bock, current stock levels and
production output. The system shown in Fig. (4.2.1) would
facilitate this. 1Indeed, a feasibility study being carried out

by the author in conjunction with a consulting company who have
experience in this field revealed that this approach can be
successfully applied to the problems met in metal-powder making
companies. A few schemes were proposed which could cover the whole
necessary flow of information and decisions for planning and
controlling production in metal powder-making industry.

A brief outline of these schemes is given in the following sections.
However, these schemes consider the flow of information between the
office which may be called the 'management' side of the campany who
make the production decisions (usually the sales office may be
responsible for this decision making), and the production section which
execute the decisions and informs the management section on the status

of stock and production output.
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FIGURE 4.2.1

Schematic Representation of proposcd computer system

ORDERS FILE FINISIED STOCK FILE
Date req'd
. Mcsh éizc
Mesh size .
. D
guantlty eletions by Quantity on hand
stomer
" T ]
Production etc
Section etc
etc
etc

i

=

-

Input of information [}

Mg
fites
“l“
[
(T

I

L
by sales office
Input of information
by production section
l_—-ﬁ'——-ﬂ-——-——-—'-————-—————*l
) CUSTOMER FILE )
i 1
! Record No 1 | Note: this
| N i customer f{ile
| Agge | is only
AddTress t involved in
' Contact . d System
: History of previous orflers (2 } Options # 2and
| : # 3
| Record No 2 i
! etc !
| etc B
! i
¢ |
} {
S |

82



The schemes are separately discussed to show their degree of

comblexity.

Scheme I - This scheme uses only the two files shown in Fig. 4.2.1.

An ORDERS file - containing details of individual customer orders -

Required Date, Powder Mesh Size Range, Quantity Required.

A FINISHED STOCK file - containing full information on finished

stock levels - Powder Mesh Size Range, Quantity on hand.

The ORDERS file would have items added by the sales office (i.e.
new orders or alterations) and items deleted (or archived) by the

plant manager (i.e. completed orders that have been dispatched).

The FINISHED STOCK file would be maintained by the production plant
and amended every time a stock movement occurs (more likely this would

be 'batched' and actually accomplished on a daily basis).

Whenever a production programme is required, the system will first
sort the orders into 'required date' sequence, with 'overdues' |
the head. A manual decision would next be made to indicate which
orders were to be included (i.e. satisfied) in the production
programme. The system would then scan the order requirements, and
sum the total quantities reeded for each powder quality/mesh size
range. The available stock would be automatically referenced and

the balance printed in the form of a list of production requirements.
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Based on these 'batch' requirements the sales manager would notify
the production section on the production programme to implement for

the period under consideration.

During the period, production section would be amending both the
ORDERS file and the FINISHED STOCK file. At any time, the manager at
sales office could enquire as to the state of the order book, levels

of finished stock etc.

Scheme 2

Here, a further source of information in the form of a customer file
would be added to aid decision making. Such a file would consist
of records on individual customers containing such data as:
Customer Name and Address, Contact Name, History of Previous Orders

(say, the last 20), etc.

Before instructing the system to 'batch' the Order Book requirements,
each order could be reviewed in turn. The system would simultaneously
display (on a computer VDU) the corresponding customer details from the
CUSTOMER file. The sales manager would then have the opportunity of
overriding the actual order details by substituting an alternative mesh
size range - because it would be known (from the recorded details
displayed from the CUSTOMER file) that the customer had previously
accepted this compramise. The decision to override could be based on
several criteria, and might vary from time to time. For instance,

it might be necessary (or'desirable’') to use up an existing stockpile

of a particular mesh size. It is fully realised that on occasions
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a 'better quality' specification might have to be supplied for
what is in effect a lower price. Nevertheless, such a course of action
may be preferable (all things considered) than, say, having to
organise a manufacturing run for just one order item, and as a

result, being left with quantities of mesh sizes not imrediately
saleable.

Scheme 3

All - preceding schemes take as their basis the order bock

between two given dates, and tenaciously assume that 'required

delivery dates' have been met.

On reflection, it would appear sensible to review the entire Order
Book in certain circumstances to establish whether the 'surplus’
finished stock generated by satisfying 'immediate' orders could be

used up by orders already in the pipeline.

Alternatively, delaying the production of certain orders that are
known to give rise to unacceptable finished stock levels with the
present order mix, may alleviate the problem when they are slotted

in with a different (i.e. future) batch.

Thus, it would appear to be desirable to have the facility to either

widen or narrow the 'window' of required delivery dates on orders to

be included in the Production Progfame for a given period.
Consequently, certain orders would be made earlier, and others later,

than the requested delivery dates.
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As with other decisions discussed, such alterations can only be made
by management on an individual basis. Much will depend on the
customer concerned, and again, the information stored in the

CUSTOMER file will prove to be extremely useful as an aide-mamoire.

If properly structured, the CUSTOMER file could also act as a very
effective Marketing System in its own right. For example, if every
customer is coded according to the usual products purchased, it
would be possible for the camputer to locate potential sales for
any given mesh size of powder. Such a feature would prove very
useful if stocks built up to high lewvels, by directing the sales
efforts at good prospects (possibly by making 'offers' if order

are placed quickly).

4.3 - Mathematical Programming - The Second Approach.

The previous approach assumed that the manager will still make his
own decisions and it provides him with a facility which enables him to
obtain the information which he requires for his decision making.

It did not, however, concern itself with the problems that the manager
faces in his actual process of decision making. Nor could it assure

the manager that the decision he has made is the best possible one.

In each decision making situation, there are several alternative
decisions, among which the decision maker has to make a choice.
The selection of a decision which is apparently the 'best' requires a
thorough evaluation of these alternatives before the final choice is

made.
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In the case of metal powder manufacturing operations, each decision
which should have been made by the manager involves several
alternatives, the consequences of which are difficult to evaluate
by the human decision maker. For example, in his decision to
allocate the available stock of specific 'mesh size' to the custamer
orders there are vast numbers of possible routes for blending these
materials into the final products. These possibilities arise due
to the fact that the different customers' orders have different
values to the campany and/or they have different size range
flexibility which permits the various proportions of that 'mesh
size' to be allocated to that order. Each of these possibilities
when selected is a program of action or a strategy. Obviously, the
manager would like to know which is the best of these alternate
possible actions. The 'best' is the one which may incur the least

cost or may be the one which yields the highest profit.

In such problems, often with only a small number of products and a
small number  raw materials (here mesh sizes), the computation of
the best allocation programme would be very difficult and needs a

powerful computational device.

Another example of the manager's decision making problem can be
cbserved in his decision making on the quantities of each base
powder (those powders which can be produced through this process are
called base powders) to be produced to satisfy the production
requirements. This equally means the decision to allocate the

various level of plant available capacity to the various 'blowing
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In this decision making his main difficulty is in the evaluation of
the utility of each basic powder against the requirements. The reason
for this difficulty lies in the fact that various basic powders would
generate different amounts of undesired fractions. On the other hand,
they contain different quantities of the desired fractions which means
they require different levels of production capacity and thus incurring
different production costs to satisfy a specific amount of production
requirements.

Obviously same carbinations would be much better than others in terms
of some criteria or objective function applied. Here again, the
manager would like to know which schedule of 'blowing' would yield the

best profit or economic outcome to the company's operation.

This evaluation certainly involves more difficult computations than
the previous example and would require the consideration of more

technological and economic factors.

Recognizing the complexity of the decision making process of the
manager in metal powder making operation, the second approach would
try to formulate each of the decision problems in terms of a
mathematical model. When these models are programmed for the computer,
the computer handles the difficult tasks of computations. It
calculates at a high speed and with great accuracy how the different
courses of action would work out. Then the manager can choose what
appears to be the 'best' course. The camputer can \also be programmed

to reach the final 'best' course of action.
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In the circumstances that prevail in metal powder making industry
the manufacturer has to resolve upon the optimized mmufacturing and
the optimized blending of the powders if he is to provide a
reasonable return on the capital he invested in his company's
operation. Indeed this is what the managers in this industry would
try continuocusly but the model upon which they work out the situation
is their intuition or experience. The decision problems which are
inwlved in metal powder making operation are too complex to be

handled by intuition or managerial experience.

Fortunately, these problems are already known to the management
scientists and the techniques have been developed to provide a best

solution to them.

This type of problem which deals with the efficient use or allocation
of limited resources, to reach special goals in the best fashion, are
defined generally as 'programming' prcoblems ( 45 ). These
praoblems are best solved through the mathematical techniques called the
mathematical programming. Most advanced amongst these techniques is
Linear Programming, which is used in this study and which can find the
best of all possible solutions in a stated problem ( 48 ) providing

that it satisfies the conditions and assumptions used in this method.
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4.4 The Selection of the 'Appropriate' Approach

The two approaches which were outlined in this chapter would both
aid the decision making task of the managers in metal powder making
carpanies. Both provide the information which they need for making
suitable decisions which certainly result in more profitable
operation than otherwise would be achievable by the decisions which

are taken by 'hunch' or by guesses.

In making a choice between the two approaches (computerizing the
information and the optimization of the plant operations) it was
thought by the author that the first approach is a matter of
programming (computer programming) and can be done by the company
whenever it wishes to do so and it takes a programmer a few months

to develop the programme suitable for their operations. But the
mathematical modelling of the operations of powder making plant might
yield findings and insights, pointing out a potentially more profitable
use of plant resources. The managers in this industry have
continuously been attempting to make an optimum decision, but the
complexity of the problems did not permit them to reach a 'rational'
decision. The mathematical modelling of various operations would allow
them to examine various courses of action in a matter of minutes and

select a best strategy in each case. In particular the problems of

allocating the stock material to meke best use of them and the selection
of the base powder to be produced, and their quantities, are best

solved by the application of mathematical programming techniques.
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This optimization approach would therefore be selected by the author

to be the approach to the managerial problems of production in metal

powder making industry.

This approach has been described in more detail in the next chapter

where it is directly applied to the problem.
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CHAPTER FIVE

MATHEMATICAL PROGRAMMING APPROACH TO MANAGERTAL PRORLEMS OF

PRODUCTION CONTROL AND DECISICN MAKING IN METAL POWDER MAKING

INDUSTRY

5.1 Introduction

The operation of the powder making process can be summarised as

containing three levels of decision making:-—

(1) The problem of allocating the stock of various fractions of
povders which remain fram previous periods towards the final

marketable products reauired by custamers in this period

(2) The problem of scheduling plant ‘settings' so as to give
‘efficient' utilisation of capacity against those custamer

demands which cannot be satisfied fram inventory

(3) Selection of suitable gauges of mesh to be used in sieving,
so as to maximise the financial 'return' fram the use of
basic powder by satisfying custamer demand while limited by
custaner-created constraints upon the size camposition of

the products.

~

These decisions represent the major routine decisions by means of
which the manager of a powder making plant, balancing the productive
capacity of his manufacturing plan against the requirement of the
market demand in a short interval.
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It is illustrated in this chapter that the decisions of stage 1 and
stage 3 can be approached by linear programming, and the decisions
at stage 2 can be made by dynamic programming. It is also shown
that when these programmes are used as a system of models, it can
be highly successful in advising the manager of his decisions
regarding the optimum setting of cloth gauges and schedule of plant
settings which should result in achieving a high level of customer

satisfaction and an optimum level of resource utilisation.

Before illustrating how these programmes can be applied however,

it is essential to introduce a conceptual model of the product and
the plant operations. The reason for this is that the powders
being produced, the products requested by the customers and those
stored in the plant warehouse as the stocks of 'supposedly saleable’
products are in composite forms and specified only in statistical
terms. This lewvel of quantification is not adequate for inclusion

in mathematical models required for the programming approach.

On the other hand the solutions proposed for various decision
problems require reference to a model of total plant operation.
This identifies the exact specification of the materials at each
stage as they move through the production process. i.e. it is
necessary to define precisely the form of the 'fractions' at

various process stages as they will vary with stage

The following section introduces a conceptual model of the products

and the plant operations.
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5.1.1 Powder as a combination of particles of closer 'size classes'

When powder is produced, one of the problems of production recording
is that a spectrum of particle size is made, and although they are
arbitrarily classified (by ability to pass through, or be retained
upon, particular mesh screens), the true picture of a continuous

distribution of sizes.

This has been illustrated previously (in the section relating to the
output of the atomization process) and is shown in Fig. 5.l1.la. In

this figure the product (output) of a single process 'run' is represented
by a single continuous distribution of particle sizes and the outputs

of two process 'runs', using different plant settings, are shown

together by a double distribution constituting a bi-modal distribution

of particle sizes.
When the actually occurring continuous distribution (Fig. 5.1.la) is
passed through a series of sieves (Fig. 5.1.1b) it is arbitrarily

classified into fairly broad mesh categories (Fig. 5.1.1c).

Each of these categories is called a 'size class' or a small 'size

fraction'.

5.1.2 Conceptual Model of the total operations of a powder making plant

The normal practice in many powder making plants is Fhat several
appropriate powders are produced daily, whose qualities are known
only through the proportions of their mesh cateqories. These are

subsequently sieved in order to provide customers with the desired
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FIGURE (56.1.1.a)

Distributions of particle sizes for a single process'run' output and for the

output of two cambined process'runs'.
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Fig. 5.1.1.b  Schematic diagram of classification process via which a particulate matter(powder)
is split into a group of particles of different size classes.
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fractions. Such a fraction will be 'retained' on a sieve mesh of

the appropriate size. Three types of fraction would be obtained fram

a batch of basic powder. These are shown in Fig. 5.1.2.1 ard
identified as follows:

(1) Fraction A, which goes to stock, is supposed to contain the
saleable products as being forecast or on the basis of

previous experience.

(2) Fraction B goes immediately to custamers since it possesses

the 'exact' or 'near to exact’' specified size characteristics.

(3) Fraction C is the remaining part of the powder which is not
desired (at least for the present) by any custamers. It

would remain either in the store or samewhere within the process.
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Batch Powder Fraction A Fraction B Fraction C
To Stock To Immediate To Stock
Customer

Fig. 5.1.2.1 Classification of Base Powder.

A conceptual model of the type proposed will show us exactly where
the various 'fractions' are at any given time (Fig.5.1.2.2.) - A snapshot
of the current material/process status. As can be seen from this

model, the basic powders are assumed to be split firstly into their
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constituent 'size classes' of particles, these classified particles
would then be sent to their relative 'conceptual tanks' to form the
stocks of particles of various size classes. Secondly, the various
fractions would be made from these stocks as shown in Fig.5.1.2.2. For
example the necessary amount of particles of size classes No 1, 2

and No 3 are removed from their relative stocks and blended to

produce a given amount of final product No 1 which would be packed

for immediate sales (Bl) and a given amount of the same product

which would be left in stock (Al). This model (Fig. 5.1.2.2.) is now
more capable of assisting the translation of the decision problems into

a mathematical form.
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Fig. 5.1.2.2, Schematic diagram of the proposed model for illustrating:the operational planning
and control of powder making plant. '
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5.2 Stock Allocation by Linear Programming

5.2.1. The Problem

The stock allocation problem which is encountered in metal powder
making industry is that the size composition of individual stock
material do not conform exactly with that of custarer-requested
products for most of the time and the manager has difficulty in using
these materials effectively to fill the customer orders. There is
often a huge ampunt of these stock materials which have remained
unused for a lono vericd of time and they are responsible for

absorbing a large amount of the company's cash.

The stock of finished oroducts was shown in Fiag., 5.1.2.2. as the sum

of fractions labled A In real situations,

l' 3 ---------------
however, there are alsoc some certain amounts of undesired products

A2, A

(i.e. fraction 'C') in stock which should be considered too. Here
it is possible for convenience to suppose that the étock oconsists of

fraction 'A' only.

The present practice of matching and allocating these materials with
custamer orders is either to give the customers the products of

higher qualities instead of what they have requested, or to mix and
're-sieve' the powder fractions of closer size range to provide the
customers with fractions that contain the specified size dxlaracteristics.
While the first process is easy and needs no camplex calculations, the

second process of matching requires many computations and the

considerations of many technological and econaomic factors for an

effective result. These computations are samething beyond the

&1




capability of the manager and his available time. For this reason
the manager would often recourse on same rough calculations and can
make decisions on interchange between the specifications of only a few
powder fractions to match with the custamer's order, for example, if
the fractions Al' A2 and A3 are assumed to carprise the following mesh

size categories:-

! ) Ay
8

mesh no 7 10

mesh no 8 / 10 /12
mesh no 10 12 14

the manager can make a decision on taking same amounts of particles of
mesh size No 10 fram fraction Al and sare amount of particles of mesh

size No 12 from fraction A3 to add to fraction A and make a change in
the specification of this fraction to match it with ‘a’ customer-
requested product. This matching process, however, requires
extensive camputations and the consideration of many economic and
technological factors as the number of powder products and the
customer-requested products increases. In this case it would be
doubtful if the manager could solve this problem effectively by the

present method.

A more precise and accurate procedure is needed to match the unallocated
stock materials with custamer orders. This procedure, if developed,
would result not only in releasing a significant amsunt of capital
being tied up in stock materials and giving more satisfaction to
customers by quicker delivery, but it also prevents the waste of

plant available capacity which otherwise should be employed to produce
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the already available material.

5,2.2 The Approach - Linear Programming

This problem, however, can be solved by the mathematical technique
called "Linear Programming” more effectively. Linear programming is
a mathematical technique for seeking optima32).The main feature of this
technique is that by using a mathematical model which describes the
operation of a process or an allocation problem, it allows the
reaching of a solution which is the best strategy for that process or
allocation problem{33This technique has been described in Appendix

( I ) and here it is showing how it solves the stock allocation

prablem.

The Linear Program Allocation Procedure requires that the following

conditions are met first:-

(i1}  The stocks are reclassified into the 'size classes'.
(ii) The final products are specified in terms of size classes.
(iidi) Variables and constraints are defined.

(iv) The dbjective function is formulated.

(i) Reclassification of Stocks

The coarsly graded powder fractions (or stock materials) are

~

reclassified (at least camputationally) into the closely graded

particle sizes. These latter grades are the standard 'size classes'
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described earlier as 'mesh categories'. The principle.of this is
shown in Fig. 5.2.2.1. and this process converts the stocks of
finished products into the stocks of standard, defined 'size
classes' which are mcore precise for inclusion in the linear

program in terms of final products.

(ii)  Product Specification

The final products requested by the custamers are specified
(either by the custamer or by the Campany) in terms of this 'size

classes'. This is shown in Tables 5.1. and 5.2.

Table 5.1 shows, far instance, Final Product No 2 (shown across
top of chart) should consist of a spectrum of particle sizes ranging
fram 1.20 mm to 1.68 mm (or passing the mesh category 8 and

retaining upon the mesh category 14).
Table 5.2 shows a more precise specification of this product which
indicates that the final blend should be such that

a) The particles of mesh categories or ‘'size classes' No 2 ard No 3

should consitute at least 87% of weight of the final blerd.

b) The amounts of particles of size class No 4 should not exceed

13% of the total weight of the product.

(iii) Defining the Variables arnd Constraints

The results of stage i and stage i can be sumarised in Fig. 5.2.2.2

which represents a schematic/pictorial model of the allocation of




Stocks of various sizes to the final products. This model allows the

variables and constraints to be defined more precisely‘ than was possible

before.
a) Variables or activities

b) constraints or equations.

a)- Variables

Variables in this allocation problem may be expressed as
- using stock of size class No 1 in the blending of final
product No 2.
- using stock of size class No 2 in the blending of final

product No 1., etc,

A diagram which represents all of these variables is shown in Fig.5.2.2.3
which is the conversion into algebraic form of the information given
in Fig.5.2.2 .2. In this diagram a matrix is being set up which uses

the notation Xij to represent variables.

b) - Constraints

Constraints in this case are the limits set for the variable Xij by

- final product size range

final production size speciation

- the material balance -

the custamer demand or market limitation
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b-1 Size range limitation

Table 5.1 shows that in blending a particular final product

only particles of a few size classes would be acceptable.
For this reason the variable Xij might be positive, ie.
acceptable, or zero, meaning not allowed to be blended in a
final product. This information is given in a small Table

at the bottam of Fig.(5.2.2.3).

b-2 Product size specification (size proportion limits)

Table 5.2 shows that for a given final product blend, which
proportions of each constituent size class particles are

acceptable.

b-3 Material balance

The quantity of each size class being used in blending
various final products should, in total, be equal or
less than the available stock of that 'size class’'.
This means that, for example, all quantities of size
class 2 which goes to product 1 and 2 should not exceed
the total amount of the 'size class' available in its

relative stock.

b-4 Product demand and market limitation

This is either a 'sales constraint' on the product types which
is the maximum quantity of each final product demanded by the
market or the 'demand constraint' which is the minimum quantity of
the final products which must be manufactured to satisfy the orders

~

of the regular customers.
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Both cases put limitations on the amount of a particular .

size class which can be used or must be used in producing

a definite product type.

Each of these constraints when expressedin mathematical terms forms
a mathematical equation. The complete mathematical equations are
given in Appendix(iil-a)and a summary of these equations is presented

in Fig.5,2. 2.4.

Fig.5.2.2:4forms the L P model for allocating available stock into the
size classes requested (implicitly if not explicitly) by the custcomer.
This model, to be used to identify the 'best' solution, requires
that the criteria of 'best' solution be specified and included in

the model.

(iv) Objective function

The criteria for the 'best' solution would normally have the forms
of
maximize the return
or minimize the cost

or Tmaximize the cash flow (sales revenue)

In the case of Powder manufacturers they have to decide upon the

conditions they meet.

However, the final stage in solving a realistic sized L P problem is
always to code it for computer solution - in this simple example into

a simple 2-dimentional matrix. Only coefficients (e.g. O, 1 and
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0.85) are used, representing algebraic function in particular columns
and/or rows. This matrix is shown in Figb5225which forms the input

data for the computer programme. Typically, solution of a problem
of the size illustrated, might take 3 ~ 4 minutes on a small micro-

computer and a few seconds on a larger computer.

This might involve trying 17 - 18 different solutions to the problem,

such as is shown in the example on the following page (ie pageg6)-

o0
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Fig. 5.2.2.1. Modified diagram of the operatioal planning and control of
powder making plant.
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TABLE 5.1.

FINAL PRODUCT SPECIFICATIONS SHOWN IN TERMS QF THEIR PARTICIE SIZE RANGE.

FINISHED (FINAL) PRODUCTS

-
Size Sieve Tyler Product | Product | Product | Product | Product | Product | Product
Classes Opening | Equiva-| No 1 No 2 No 3 No 4 No 5 No 6 j No 7

mm lent S660 550 S460 S390 $330 S230 i S170
Mesh !
Size

@ All |

‘é 1 2.00 8 * Pass |

¥ ;

k All

a 2 1.68 10 * * Pass

i All

g 3 1.40 12 * * * { pass

5 4 1.20 14 * * i *

: ,

E- 5 1.00 16 * * *

&

5

6 .850 18 * * *
7 . 710 22 * * *




TABLE 5.2.

FULL SPECIFICATION OF PRODUCTS

FINAL PRODUCTS (3)

(PARTICLES)

CONSTTITUENT MATERTAL

Size Sieve (Mesh Product | Product |{ Product | Product | Product | Product |Product
Classes Opening Size) No 1 No 2 No 3 No 4 No 5 No 6 No 7
‘ mm 660 550 460 390 330 230 170
Size
Class g;is
No 1 2.00 8 Min
All
No 2 1.68 10 87% Min Pass
Max All
No 3 1.40 12 13% 87% Min Pass
Max All
No 4 1.20 14 13% 85% Pass
7 Min
Max All
No 5 1.00 16 15% Pass
Min
All
No 6 .850 18 Max Pass
Min
No 7 .710 22 Max




Fig. 5.2.2.2,  FINISHED PRODUCT STOCK SHOWN IN TERMS OF SPECIFIC PARTICLE SIZES.
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F1g 5,2.2.3.

ALGEBRAIC INTERPRETATION OF FIG (5.2.2.2)

?Z;V FINAL PRODUCTS
1//<; No 1 No 2 No 3 No 4 No 5 No 6 No 7 No 8
M M Product
Sieve size in Mesh {[Name
MM i ze S 660 S 550 S 460 S 390 5 330 S 230 s 170
All
1 2 mm a Xy Pass
All
2 1.687 10 X
21 X22 Pass

0y
b
ol 1.40 12 X3} X 32 X3, All
'g Pass
0 T
Y 4 1.200 14 X,y Xipyp x:“’ All
o Pass
0
g 5 1.003 16 X453 X5, X5y All

. | Pass
g 6 . 850 18 X6y X6 5 X66
Q—(

No
, X1 1 |x 3] x 6| x 9 xee 120 xee 151 x95 18
variables No.s related H 2 x22 5 x33 8 x‘f“ 1l °° 14 xbé 17 "
to Final Product ! > . T [ "

t Ucts X31 4 42 7| Xsy 10 Xgy 13 |X75 16
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Figsy2.24 SIMMARY OF LINEAR PROGRAMMING MODEL FOR ALLOCATION OF STOCK INTO
SIZE CLASSES FOR CUSTOMER DEMAND
FINAL PRODUCT SPECIFICATIONS
1 2 3 4 5 6 7 8 9 10 ] 11§12 (13 ] 14 [15 16 |17 | 18 /
Wl  SPECIF'N
N<| oF X1y X21 X2 X311 X3z X33 X42  Xu43  Xyuy  Xs3 Xsy Xss Xeu Xes Xee X7s X7 X77
vl
’J,Ug RANGE
1t X11 <A
9 X21%X22 <Ay
3 X31+X32+X33 <Aj3
N4 Xy2+Xy 3+ Xy y <Ay
|5 X53+X54+Xsg <Rs
e Xeu+Xg5+tXge <Ag
9 x75+x76+X77 <A7
-.13X)1-.13X2) +87X3; <0
-.13X22 -.13Xq2 +.87Xq2 <0
~-.15X33 -.15X4y3 +.85Xg3
<0
—.le‘,‘, -.15)(5“4'.85)(6“ <0
, ".15)(55—.15)(65 *.85)(75 <0
1 X1 1+X2) +X31 i <D,
2 Xo s +X +X
PRODUCT 22 32 42 <D,
3 X33 +X 3 +Xg 3 <Dj
4 SALES Xyy +Xgy +Xgy <D,
5 -
LIMITATION X5 X s tX,s Ps
7 y) X779 <D7
S .

AVALLABILITY

OF PARTICLES
VARIOUS

SIZE CLASSES

SPECIFICATION
OF FINAL
PRODUCT

SALES




YTECHNCOLOGY MATRIX', RELATING PARTICIE SIZE CLASS CONSTRAINTS

Fig 5.2.2.5

(CBTAINED FRM FIG 5.2.2.4 data )

TO DESIRED OBJECTIVES
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An example of input and output for a microcomputer-based

LP powder model

Inputs a) Technology Matrix (Figure 5.2.2.5)

b) Available stock levels of various size classes

eg size class 1 weight 40 tonnes
size class 2 weight 80 tonnes
size class 3 weight 120 tonnes
size class 4 weight 160 tonnes
size class 5 weight 180 tonnes
size class 6 weight 80 tonnes
size class 7 weight 60 tonnes

c) Demand Backlog and product prices

Cutput (calculated optimal solution)

a) The particular quantity of each powder size fraction

used in each product (xij)

eg x11 = 40 (tonnes) x53 = 0 (tonnes)

x21 = 0 x54 = 180

x22 = 80 x55 = 0

x31 = 5.977 x64 = 0

x32 = 114.023 x65 = 80

x33 =0 x66 = 0

x42 = 28.99 x75 = 14.117

x43 = 0 x76 = 0

x44 = 131.01 x77 = 45.88
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The total quantity of each final product to be

provided fram stock
45.977 tonnes

Weight of praduct 1

Weight of product 2 223.014 tonnes
Weight of product 3 = 0 tonnes

311.008 tonnes

Weight of product 4

It

Weight of praduct 5 94.118 tonnes

Weight of product 6 = 0 tonnes

i

Weight of product 7 45.882 tonnes
The (optimum) sales value achieved (fram stock) is

£9518.07. .
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5.3 ~ Scheduling the Plant Settings via Dynamic Programming

5.3.1 The Problem

In this stage of the modelling, the problem to be solved is which
is the most efficient combination of plant settings to produce base
powders capable of satisfying the proportion of customer demand not

met fram stock.

This situation is illustrated in Figs 5.3.1.1 and 5.3.1.2 which show
respectively the demands of an order book and the response of two

specific atomisation plant settings

Various combination of base powders could be produced to meet the
requirement. For example, it might be necessary to produce two batches
of base powder No. 1 and 5 batches of base powder No. 2 to satisfy the
requirements. Since each base powder is produced under a specific
plant setting, this would equally mean a cambination of two process
'runs' using plant setting No. 1, and 5 process 'mns’ using plant
setting No. 2 is required. Any combination of plant settings which is
chosen to produce the base powders to meet the production requirements
(those proportion of customer demand which are not met from stock) is

called in this study a 'schedule'.

Each schedule, in addition to satisfying the production requirements,
result in production of some excess amounts of ‘overstocked' material
or 'undesired' fractions. These excess materials cause an increase in
the cost of inventory and are responsible for the waste of the plant

capacity and the money. This may be called here as the 'negative'

a8




Figure 5.3

Specification of products required by

customers

{(order book)

’ O (¢} Q LA N ®
Q O QQOO’O‘Qoga
Oéo OO o *® o » ®
0 DOO \o«pof’o.
." 1)
O Q OOOOO ’op"@g“
No Mesh Product A Product B Product C
1 8 Minimum 85% Maximum 20% All pass
2 10 Minimum 65% Maximum 10%
3 12 Maximum 15% Minimum 85%
4 14 Maximum 35%
5 16 Maximum 5%
Require- 10 30 30
ment
(tonne)

Figure 5.3.1.2 Illustration of powder produced by 2

atomisation plant setting.

OOOOQ TP

Qoooo O - o . °
OQO ° O“a-»a o
Oo‘o D 9’\”0 o.‘
P , CT e e
O e
009 . an’.v
Coarse Powder Fine Powder
produced by pnxmcaiby
plant setting plant setting
No, 1 ‘ No. 2
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responses of a schedule. The 'positive' response of a schedule is the
amount of sales that can be achieved fram the sales of the total
production cutput which results fram applying this schedule. This
includes the sales of the bye-products which result fram applying this

schedule.

The positive and negative responses of a schedule when considered

together define its utility.

The efficient schedule is that schedule which while meeting the

production requirements, produces the maximum utility.

The problem is to find this schedule.

5.3.2 The Approach

In approach to this problem, a similar size classification to that
performed on 'stock' material is possible. However because the outcome
of allocating various levels of capacity to production of a specific
powder can not be assured as a linear function of the level of capacity
being employed,Linear programming can not be used to ontimise the choice
of settings. Instead Dynamic programming (DP) appears the most suitable

methodi34})

This (more sophisticated) method models the scheduling problem as a
multistage decision process where each decision is taken when all the
consequences of previous decisions are assessed. Such model conforms

with the actual manufacturing situation. In a manufacturing
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situation, a decision made on, say, the use of plant setting No.1
would result in production of some powder fractions which alters the
state of the plant and this affects the 'choice' of next blow. The
next plant setting to be chosen must be capable of either compensating
for rowder fractions which have not been produced enouch by the first
'blow' or must not add to the amount of excess fractions already
produced. In the same manner a schedule must consider the accumulative
results in terms of other parameters. For example, a seguence of

plant setting chosen must result in a maximum cumilative profit or

sales revenue etc. that can be achiewved.

Dynamic programming is especially designed for solving such multi-

stage decision problems. (34,35 This method is described in Appendix (Iv) -

In the following section it is shown how it computes an optimum

plant setting schedule.

5.3.2.1 Dynamic Programming As Applied to Scheduling Problem

To illustrate how Dynamic Programming (DP) would solve the scheduling
problem in metal powder maeking operation, a simple case would be
considered first. In this case the objectivg is to find a schedule
which is optimum with respect to only one of it's responses such as,
for example, its sales outcome. In later section the scheduling

problem would be solved by considering its total responses.

5.3.2.la Finding a Plant Setting Schedule which Optimises Sales

Outoome
In the process of computing the optimum schedule by DP the following

view is given on the scheduling problem:

The manager knows that his plant capacity permits six'blows',(i.e. six
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process'rns'). This capracity should be distrihuted among, 3ay, 3

plant settings.

He knows (it is assumed here that he has the information) that if he
allocates Kj blows to plant settingj, the resulting output would
bring him a total sales value equal to Yj(Kj)' One such information
is shown in Table 5.3. As it is seen in this table by allocating

2 blows to plant setting No. 2 , the manager achieves a total

sales equal to £96. While for the same level of capacity allocated to
plant setting No. 1,he achieves a total sales of £88. (It will be

shown in later section how this information can be prepared).

The manager wants to find a distribution of the available capacity
among the 3 plant setting that result in maximum overall sales that

can be achieved.

The dynamic programme would simply work out the many cambinations of
the entries of the Table 5.3 and finds that cambination which gives
maximum 'total sales achievable'. Having found this maximum value it
goes backward and finds the distribution which leads to this maximum

value.

The complexity of this task can be best illustrated through a network
model (Fig.5.3.21.a1) which is called an acyclic network and would best
represent any DP problems i.e. any multistage decision problems . (36)-
The symbols of this model would be explained in the Appendix ( IV-b )
It is, however, sufficient to.say here that each :yf the series of
arrows which join the circles of various colums represent a 'route’

or a schedule and the values they carry are corresponding to values of

entries of Table. 5.3 . Thus, the various combinations of these
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TABLE 5.3 Independent return function for different levels of capacity(i.e.0,1,2,..,6'blows') being

allocated to each plant setting.

L eWITI L

Size Distribution'A' Size Distribution 'B' Size Distribution 'C'
resulted fram using resulted fram using resulted frqn using
plant setting No. 1 plant setting No. 2 plant setting No. 3
Number of {Value of Number of Value of Number of Value of
blows (K.) |sales blows (X.) sales blows (Kj) sales
J Y.(K.) o Y.(K.) Y.(K.)
performed i3 performed i3 performed R
with this |achieved with this achieved with this achieved
plant- () plant setting (£) plant setting (£)
settipg_
1 44 1 48 1 46
= For all products
© considered 2 88 2 96 2 92
together
and 6 blows 3 132 3 144 3 122
possible 4 160 4 186 4 136
‘ ' 5 180 5 210 _ 5 150
6 200 6 218 6 164




Fig (532%1al) COMPANY'S SALES ACHIEVABLE NETWORK

Available capacity (No. of process 'runs' possible)

No. of 'plant settings'to be considered for the
allocation of the available capacity

6,1
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values can be camputed.
For example Fig.5.3.2.1.a.2 below showes a 'route' which indicates that

from six blows possible;

1 blow is allocated to plant setting No. 1 Sales achieved= £ 44
3 blows are allocated to plant setting No.2 Sales achieved= £ 144

2 blows are allocated to plant setting No.3 Sales achieved £ 92

the total sales that can be achieved fram this route equales to

£44+£144+£92=£280

Fig.(5-3.2.1.a.2)A set of arrows representing a

schedule.

As can be seen from this model the camputation of values of

all routes and the selection of the 'best'one is very difficult
and time consuming for a human decision maker , particularly as
the number of plant settings and the available eapacity increases.
Dynamic Programming corputes the  values of various routes of
distribution and compares them with each other at a high speed and

from this comparison it will identify the maximum route for each

situation.
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The information on each route can be achieved from the output of this
programme which is in matrix forms as shown in Fig. 53 21a3
Each of these matrixes identify a strategy and includes the outcome of

each action (schedule) within that strategy.

For exanple, Fig(5321a3c)shows a strategy of allocating the plant
capacity among three plant settings and in this strategy the result of

any decision can be seen fram the matrix. If the maximum route is to be
1

selected from the policy of using '6' blows,then it is best to allocate

2 blows to plant setting No. 3. Going back to the matrix of Fig.5 321a3b
it is seen that from the 4 Blows left it is best to allocate 3 blows

to plant setting No. 2, and referring to Fig.5321a3a there is only
one blow left for plant setting No.l. Thus, the 'best' schedule which

maximises the achievement of sales values is :

2 blows with plant setting No. 3
3 blows with plant setting No. 2

1 blow with plant setting No. 1

Maximum sales achieved = £ 280

The full details of the network model which is used here is given in

Aprvendix IV-b
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No. of blows al%pc%ted to plant setting
Q. )
a 1 2 3 4 5 6
0 0
] 1 0
-~ *
\g- 2 o] 44 88
Hém 3 0 44 88 132
Q- ™
w42 4 0 44 88 132 160
o] 9]
éfé 5 0 44 88 132 160 130
2 2 61 o 44 88 132 160 180 200
No. of blows allocated to plant setting
No .2
o 1 2 3 4 5 6
0 0
o 1 44 48
= 2 88 92 96
%gm 3 132 186 140 144
r—t ¥ ~
S ua 4| 160 180 184 186
Ry
.gg 5| 180 208 228 232 230 210
2 5 8 6| 200 228 256 276 274 254 218
No. of blcws'allocated to plant setting
Na. 3
0 1 2 3 4 5 6
o) 0
o 1 48 46
-~
5w 2 96 94 92
EE 3 144 142 140 122
20 ]
qa fg',: 4 188 190 188 170 136
g g 5 232 234 . 236 218 184 150
2 & 6| 276 278 266 232 198 164

~

Allocation of
possible blows
when only one
size distribu-
tion (No. 1)

considered

Allocation of
possible blows
when 2 plant
settings are
examined
M.1 & No.2)

Allocation of
possible blows
when 3 plant
settings are
examined

(No.s 1,2&3)

Fig. 5.3.2.a.3 The output of dynamic programming computation

presented in matrixfomm.
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5.3.2.1b The Solution to Schedﬁling Problems Considering the Total

Responses of the Schedule

In the previous section a 'route' or 'sschedule' was determined based
upon the desire to meet the production requirements and to satisfy
only one objective of the manager, namely, to maximise the sales that

can be achieved from applying the chosen schedule.

In real practice, however, there are several objectives or criterias
of performance which are applied to this schedule, and the schedule
which maximises sales outcome may not be satisfactory with respect to
other objectives. For example, if this schedule produces some excess
amounts of 'overstocked' materials or some fractions which may not be
saleable in the near future, it would result in an increased inventory
cost which may outweigh its advantages of maximising the sales outcome.
Thus the manager would like to know the various responses of the
schedule before he makes his decision on the schedule to be applied at

manufacturing.

To obtain information on the various responses of the schedules the
effects of using each individual 'plant setting' to meet the require-
ment will be examined first. This involves the calculation of costs
and revenues associated with each production campaign in which a speci-
fic plant setting is used for a specified nurber of runs. The final
result obtained from this calculation will be prggented in a table
similar to that shown in Table 5.3 but the entries in the new table
will represent the 'utilities' of each individual plant setting

at oconditon of using several runs.
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Assuming that the following amount of various final products are not

met from stock and should be produced through the manufacturing

Product i Requirements for Product i DF (i)
Pl 20 tonnes
P2 30 tonnes
P3 v 10 tonnes

the following conditions may arise when various level of capacity are

being employed and when various 'plant settings' are being used:-

a - the quantity produced for product i is equal to the
requirements
b - the quantity produced for préduct i is less than the
requirements
c - the quantity produced for product i is greater than
the requirements
(Tt is assumed that the production would be achieved immediately

after being planned , no change is to occur in the manufacturing

programme, and the reguirements are to be satisfied immediately.)

During this period, the manufacturer may face a problem of excess

material for some products and shortages for others. In both cases he

incurs same oosts.

~

The excess and shortages and the associated costs are shown in the
schematic diagram of Fig5.321b1 which represents the inventory

curve for the above cases.

109




‘(t)T
a_ Production equals to
demand .
= No shortage cost f
e < No excess cost
° b
There is a sales %w
1 ¥ M R revenue 1
« ;T 1 T
T
AL
b- X>DF

Production exceeds
the requirement

Cost, excess Cost,
inventory cost

C - X<DF

production is less than
-+ requirements

DF(L)

to shortage cost
‘ t : | . (penalty)
- : . _ t
| S ~_\IQ’DFUJ_X

Fig 5321b1 Inventory Curve

110



An algorithm is developed and has been prograrmed for the computer
to calculate the costs and revenues at conditions where different
levels of capacity being allocated to each individual plant setting.
In addition to these a very detailed information on various items

"such as

- quantities of each final product being produced,
- total sales achievable by products,
- amount of over production achieved/amounts of excess
stock,
- amount of under production/amount of shortage occurred,
- amount of cash which would be tied-up or wasted in the
production of undesired quantities,
- oost of carrying invantory;
~ penalty - the cost of shortage, etc.
can be obtained from the computer calculations. A fu;l list of such
information is illustrated in Table 5.4 which would be an example of
the camputer print out.
(The information on Table §.3 presented in the previous section is

the output of this camputer calculation).

The mathematical formulas of this algorithm is given in Appendix Jy_p

Having achieved these calculations the total result is then input into
a formula called here "utility formula" which sums all the positive
and negative responses of each individual plant \setting to determine

its utility against meeting the requirements.

The principle of this process is shown in Fig3321b 2which shows

111




the input and output to the algorithm and the utility formula. Table
$.8 shows the utility of each plant setting when it uses several levels g
of plant capacity. This table is similar to Takle 5.2, but it has been
prepared with full consideration of production and inventory costs

and other parameters which have not been considered for the sales
maximization criteria. In the case of utility criteria, the manager
can influence the schedules by shifting them towards production of
products in a manner more consistent with his policies regarding
various products. For example, the manager can assume sare high
penalty costs for the desired products and a high inventory cost for the
undesired products and then determine the utility of each plant setting
against this situation. An optimum combination of these plant settings
which result in the achievement of higher utility would in fact be

more consistent with the manager's policy regarding the problem of
controlling the inventory of products. This is itself an advantage

to the case when only one criteria of sales maximization is considered.

This intermittent process of finding the 'utility' of each

plan setting gives the information required for a Dynamic Programming-
computation of an optimum schedule. When this information is input to
the dynamic programming it indicates(in a manner similar to that

explained in the previous section) the optimum schedule.

An example of the schedule which has been computed by the dynamic
programe and maximizes the utility can be seen fram the network
model (Fig.5.3.2.1.b.3) .The solution(i.e.optimum schediile)

is traced through the output of the dynamic program which is presented

(printed out) in a matrix form and is shown in Fig.5.3.2.1.b.4.
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This schedile involves the follrwrire allocation set

2 blows with plant setting No.1l
4 blows with plant setting No.2

0 blow with plant setting No.3

The sales achievable

£ 276

The maximum utility £ 174

The sales value resulting fram this schedule is slightly less than
the sales value of a schedule which is obtained under the criterion

of sales maximization(the sales achieved by the latter was £280 and

the sales achieved by the present schedule is £276). However the
present schedule,obtained under the utility maximization, is more
consistent with the manager's policy since it has considered more

constraints and objectives of the manager.

113




Table 5.4 List of information that would be pinted out by the
camputer when it calculates the 'utility’ of each
individual plant settings.

NOTATIONS
Iw Product ®o Prgﬁxl "ﬁzz P:?gil ég::dr:g:;t;cqctm
DR ({I) Quantity Demanded
Jwud Plant Sdtting Being.Usaed
Ry No of °*Blowe’

i
X(x) | Quantity of Product Produced ' "
H(I) Shortage Accured
P(I} Penalty (Shortage Cost) ‘i
£x{x) Bxcesgz Produced L
a{I) Cost Of Excess

P{I)+A(X) rotal Cost (Excess for Shortage)
Per Product

S${I) Potential Sales

Y(I) Achisvable Sales

g Gross Utility for Product
su Total Gross Utility for

All Products Together

c Cost of Melt or One Blow
su~C NET TOTAL OTILITY
sY Total Grossz Sales Achievable
sY-C Net Sales Achievable by
All Products Together
SH Total Shortages Occured
SP Total Penalty
S50 Total Excass
SA Total Excess Cost
SS Total Potential Sales Expected
SY Total Sales Achievable -
sY-C Total Net Sales Achievable
SO Total Demand
SX Total Supply (Production)
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Table 5.5

Independent retun function for different level of capacity being allocated
to each plant setting .

Size distribution 'A‘'
resulted fram using
plant setting No. 1

Size distribution 'B'
resulted from using
plant setting No. 2

Size distribution *C*
resulted fram using
plant setting No. 3

No. of blows Return No. of blows | Return , TNo. of blows _Return
(K) (utility) (X.) (utility) Kj (utility)
J Y. (K.) J Y_(K.) Y_(K.)
performed with Y J perf‘t’g“ed Jvg peﬁ%lmed J7J
. Wl
plant setting plant setting plant setting
No. 1 No. 2 No. 3
1 10 1 12 1 6
G BRlows are
possible and 2 48 2 54 2 43
should e
3 77 ‘ 3 90 3 67
allocated to 3
plant settings: 4 102 4 126 4 61
5 99 5 151 5 54
6 94 6 119 6 46




Fig. 9.3.2.1.b.3 UTILITY NETWCRK !ODEL

Available capacitv(i.e. No. of process'runs' possible)

No. of plant settings to be considered for the
allocation of the available capacity

6,1
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No. of blows allocated to
plant setting No. 1 % .
ojo} 1 2 3 4 5 6 o
Total blows {©{°
nossible 1o Allocation of
sible blows
210l lo pes
when only one
ooy m size distribu-
o) o) 4877} tion (No. 1)
50| 10} 48| 771102 {99 considered
|6 oJ 1048 §77 ) 1021}99] 94 i
No. of blows allocated to
plant setting No. 2
0 1 2 13 4 5 6 Allocation of
oo { possible blows
110 12 when 2 plant
2 | 48 22 54 .
settings are
Total blows |3 |55 |6 |64 | %
possible examined
4 1102 89 102 | 100 126
5 (102 | 14 | 131f 138 136 (Mo.s 1&2)
6 | 102 114 156¢ 167 151 | 119
No. of blows allocated to .
plant setting No. 3
IEE 2 3 ] s 16 Allocation of
o 1o possible blows
1 i 6 when 3 plant
Total blows 2 {54 {18 43 settings are
) o 6 55 67 )
possible 3% © examined
4 126 96 37 ] 61 i
5 | 141 132 133 21 73 54 (No.s 1,2&3)
6 147 169 157 115 | 66 | 46
Fig. 53.2.1.b.4 The output of Dynamic Programming Computation

presented in Matrix form.
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5.4 Selection of Cloth Gauges to be Used in Sieves

This problem is concerned with the fractioning of an existing
powder production (base powder) to give maximum utility to the

powder fractions of a base powder.

As was shown in the previous section the customer-requested product
would often overlap on each other and compete for a definite
rroportion of the powder. An example of this is shown in Fig. 5 41
where the base powder has a size range from 0.050 mm to 2.50 mm and
there are four products which demand for various fractions of this

product.

It was shown in the previous chapter that the screening stage is a
control point on the process line which permits the monitor of the
split of base powders to various mesh categories or standard products

through the setting of various cloth gauges in the screens.

The problem at this section assumes that there are various possible
cloth gauges which can monitor this split as desired. If this
assunption is valid then it is possible to solve this problem of
split (most efficiently) by LP which recommends those cloth gauges
which maximize the utility of various fractions of a base powder.
Even if this selection of cloth gauges is limited the LP solution
will be of most guide in selecting the right cloth gauges.

This problem is analogous to the problem of 'cracking' oil to

achieve a maximm yield of petroleum and other products.
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The problem of fractioning a base powder to meet a given order book
is a problem akin to fractioning of stock material discussed in
section 5-1. The same basic considerations apply. The technology
matrix, similar to that in (Fig. 5.4.1 is drawn-up and used as

the basis of decisions for the sieve-cloth choice situation.
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Fig. 5,4.1 The 'base' Powder and the Order Book Requirements
Size specification of the 'base' powder and the
product Nere customer-required products
(O O0OD000w ampeon -
Total Powder R X X X X ¥ £ X X ¥ X % X
lProduct A x x x x X
Product B X x x X X
Product C % RO xR
Product D L L RO KA
Customer requested product size range of the product
Product A from 0.050 mm to 1 mm
Product B fraom 0.075 mm to 1.25 mm
Product C from 1 mm to 1.75 mm
Product D from 1.10 mm to 2.50 mm
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5.5 Sumary of the Approach and the Procedure for its Use in

Controlling the Operations of Powder Making Process

The previous sections described how the decision problems of various
stages of powder making process can be modelled and solved by mathe-
matical pmgramdng techniques. These models would permit rational
decisions to be made by the managers in metal vowder making campanies
in controlling the production of their respective campanies. By
using a low cost microcomputer for which these medels are programmed
the manager can, at every moment, examine (check) the availability of
the customer-requested products in the unallocated stock materials and
lcad the plant more econamically than otherwise would be possible
through the decisions made by 'intuition' or by 'hunch®.

This section introduces a new procedure for controlling the production
in metal powder making process which places these decision models in

the context of total plant operation.

A schematic diagram of total operation of a powder making plant is
shown in Fig. 5.5.1. This diagram contains two decision centres which
control the flow of materials through the plant. The Decision Centre
No. 1. would represen: the manager responsible for making production
decistons and the Decision Centre No, 2. represents the manager

- responsible for selling the products which are being produced.

" In the existing management system the Decision Centre No. 1. would
make all of the production decisions. As it is seen in Fig. 5.5.1
the production decisions are based upon the previous history of sales

of the individual products which may be obtained in the form of
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probability distribution for individual products. This information
may be given by the sales manager(decision center No.2) 6r the
accountant. The decision center No.l uses this information and make
decision on the quantities he would like to produce for each indivi-

dual products so that the expected demand is satisfied and some

amounts are produced for stock.Based upon this decision, he makes a

decision on the batches of various base powders to be produced.As it

was stated before this decision is very difficult to make since it ;
requires many simultaneous equations to be solved for reaching a reascn-
able decision.Because of this difficulty the manager would make his
choise by considering the outcome of decisions with respect to only a
few probably more demanded products or with respect to those products

which he is obliged to produce for the incoming period. Parallel to

this decision, he would select the cloth gauges to be used in the

screens so that the 'should be production' would be classified into

the final products which he has planned in the chosen planned rate.

The second Decision Centre (i.e. the sales manager) would then be

informed on the expected resulting level of stock of products

which would be available to be sold. The sales manager (Decision
; Centre No. 2.) upon receiving the actual and current customer orders
H would compare the stock materials (finished products) with the

customer-requested products and simply assign them to the customers

orders provided that they match with the customer's requested
products. And, of course, he would put intensive efforts to sell

the other products too.

This process of decision making, however, has not been successful
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because it produces a high level of 'wrong' products which means

waste in materials, energy and time.

The approach which is presented in this chapter would improve the
process by facilitating the making of rational decisions at both
decision centres. It assists the production manager in making more
econamic and more consistent decisions on the batches of various
powders to be produced, and allows the sales manager to participate
more effectively in the making of production decisions, and, in
particular, it allows the sales manager to play the role of the final

controller of production.

The schematic diagram of the proposed system for controlling the
production is shown in Fig. 5.5.2, which is a modified version of

Fig. 5.5.1. The new procedure is explained below.

The production manager (decision centre No. 1) by using the
information on expected product demand, would go through the following

stages to reach a final decision on the batches.

As a first step, he (the production manager) would convert each
individual base powder intoits final product equivalence in such a

manner that for a given pattern of demand the profit or sales value

of each base powder is maximized. This would mean that the production-
manager attempts in fact to maximize the profit or sales outcome of

each process run. For the purpose of this conversion the manager makes
use of the LP as previously described in the section on ‘stock allocation'
and ‘cloth gauge selection'. A simple example of such conversion is shown

schematically in Fig. 5.5.3 below.
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Amount of final product
No 2 obtained fram the
blending of particles
of different mesh sizes.

/

Py

Amount (tonne) per

incremental micron

Amount (tonne) per
size range

P3

P4 ]

Particle size, micron Particle size, micron

Fig. 5.5.3 The Conversion of the Size Distribution of a Base
Powder into its Final Product Equivalence

In the second step, the production manager, having obtained the

results of the first step, now solves the problem of selecting among
the various base powders and determining the quantity of each to be
produced by considering it as a simple classic scheduling problem.

The converted base powders are by analogy the machines which produce
several products at different rates and the production manager's
problem is to decide on the level of capacity (plant capacity) which
he should allocate to each machine in order to meet the expected demand
for each of the final products. To solve this problem the production
manager would use the dynamic programming technique which is the most

appropriate method for solving such scheduling (allocation) problems (36).

The end result of these two steps will be a "production schedule” which
indicates the batches of various base powders to be produced and

the expected quantities of each final product. (The process of finding
this schedule has been described in the previous section on 'plant

setting schedule’).
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On the basis of this schedule the sales manager (decision centre No 2)
would obtain information on the availability of the materials in terms
of both the expected finished products and the particles of various
'mesh categories' that would enter the system. The sales manager, upon
receiving the information on actual level of demand for each final
product and their exact size specifications, would be able to make a
comparison between the available materials and the customer-requested
products. If they match one another he assigns the expected finished
products to the customers; in other cases he runs a Linear Program

to determine the allocation scheme for blending the available materials
into the currently demanded products. Based upon this allocation sheme
he would prescribe the cloth gauges to be put in the screens. 1In this
way, selecting the cloth gauges or blending schedule by the sales
manager is a second control on production operation and results in more

effective utilization of production capacity and resources.

The proposed system allows both the production and the sales managers
to determine easily, after each cycle of decision-making, the exact
specification and quantities of unused materials. This information would
be used by them in the next cycle of decision-making and might have a
significant effect upon the economics of the production operation.

The minimm effect would be a saving in plant capacity which otherwise
may be used for production of already available materials. Even in the
current cycle of decision-making it is quite possible that the sales
manager could influence the customer orders (within limits acceptable
to the customers) and make a slight change in the specification of the
requested products so that some portion of the unused materials can be

used.
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CHAPTER SIX DISCUSSIONS AND THE CONCLUSIONS

a) DISCUSSION

The managerial problem of production control and decision making in the
metal powder making industry is a title covering a wide problem area
which includes the full hierarchy of decision problems of the managers
in this type of industry. It includes problems ranging from the making
of lower level operating decisions which control day-to-day operations 5
of powder making processes, to the problems of the higher level of control.
Typical of the latter if the designing of policies which should maintain
the stability of operation of the powder making company under the various
stimuli of the outside world (eg. The influence of overseas suppliers

who by their aggressive strategy might enter the hame market and cause

a contraction in the volume of the market demand for the company's .

products) .

The author originally believed that simulation would be the most direct

approach to the managerial problems of this industry. Initial

impressions gained by the researcher were that a dynamic 'comparny
model' developed from historical data could be used to evaluate
manufacturing policies. However, the okservation of plant operation
revealed that the metal powder making campanies involved coamplex
decision problems at the plant process control level which should be
dealt with first before any decisions of the 'higher' level could be

approached.
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THE MAJOR DECISION PROBLEM OF A POWDER MAKING PROCESS AT
PROCESS CONTROL LEVEL IS THE DECISION OF FRACTIONING OF THE
BASE POWDER INTO THE SIZE CLASSES WHICH YIELD MORE QUANTITY
OF FINAL 'SALEABLE' PRODUCTS AND, THE SCHEDULING OF PLANT
SETTING TO YIFLD THE COMBINATION OF BASE POWDERS WHICH MEET

THE REQUIREMENTS OF THE ORDER BOOK, AND BRING ABOUT MORE

UITLITY OUTCOME FOR THE LEVEL COF CAPACITY BEING USED.

IN ADDITION TO THESE THE PRORLEM OF ALLOCATING STOCK OF

'"UNSUITABLE' POWDERS OR 'RE-ALLOCATION' OF 'OVERSTOCKED'

MATERTAL TO THE CUSTOMER ORDERS WOULD BE OF GREAT IMPORTANCE

SINCE IT WOULD REIEASE A SIGNIFICANT AMCUNT OF CAPITAL WHICH

WOULD OTHERWISE BE TIED-UP IN THESE MATERIALS AND WOULD SAVE

THE AVAITABLE PIANT CAPACITY WHICH MIGHT HAVE BEEN USED TO

PRODUCE THE ALREADY AVAITABLE MATERIALS.

In each of these decisions the manager has difficulty in considering a

number of economic and technological factors. These are quantified in

this work by means of mathematical models and the models are progranmed
for the computer to provide a mechanism for the manager to assist him

in effective short term matching of the available plant capacity and

resources to the requirements of the market demand.

The mathematical models developed in this work are the optimising

techniques of the operations research such as Linear Programming for
stock allocation problems and the fractioning of base powders to
increase its yield, and the Dynamic Programming for the determination

of the optimum scheduling of plant settings.
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The use of linear programming as an optimal decision-making technique
for production decisions is well established in the petroleum cracking
industry where a complex hydrocarbon is broken down into a series of
simple hydrocarbons. In powder making a raw product, having a wide
range of particle sizes, is broken down into more 'precise' fractions
(at least in concept). In the same way, sales demands are translated

into similarly precise fractions and an 'allocation' takes place.

Since only small computers were available to the author the example of
allocating particles of various mesh sizes to the final products

include only a few size classes. However, with camputers of larger
size,solution of larger, more carplex, problems is possible. For the
objective function of Linear Programming either the minimization of cocst

or the maximization of sales value could be considered. However, because

the precise evaluation of the cost of each size-classified particle is
not possible and because 'value' in terms of final product price can
easily be included in the program, most of the LP solutions involve the
sales maximization criteria. Where the objective is to minimize the
backlog of demands the relative value of the backlogs are considered as

the coefficientsof the objective function.

The selection of the best combination of plant settings or base

powders could probably be done through the use of Linear Programming
which has been developed for stock allocation problems. It would,
however, be necessary to assume that a linear relationship exists between
the values of the output (for instance the sales' Yalue of the output
against a given pattern of demand) and the level of the output (ie. the

number of batches of each base powder to be produced). This assurption

is not always valid because there can arise a level of cutput for each
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base powder after which the production of that powder brings about

negative results by either adding to the amount of undesired materials

or increasing the level of ‘'overstocked' materials,

Even if a linear relationship could be assumed between the values and
the levels of the output for each base powder, the resulting linear
programming model of this problem would involve a large number of
variables and require larger scale computer capacity for it's

e

execution.

To avoid these difficulties (ie. making invalid assumptions and

putting large numbers of variables in LP), the Dynamic Programming

technique was adopted. Using this technique, the outcame of various
choices of cambinations of base powders are camputed rapidly and the
results are presented in a matrix form that allows the optimum

solution to be traced quickly.

The models and the camputer programs described in the preceding

paragraphs have contributed encrmously towards the solution to the

managerial control problems of production in the metal powder
manufacture industry. The camplex routine manufacturing decisions of

the industry,at one time responsible for occupying much of the

managers time and being the major cause of frequent isclation of the
? management fram the manufacturing function of the industry, are now
| easily dealt with, by the manager, through the use of mathematical
models which simplify their presentation and thrquh the use of the
associated caomputer programs which are specifically developed for

their solution by the computer. Furthermore, these models and the
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associated programs enabled the managers to plan an optimuum
production output and to determine, at any given situation, the
organization of production that is most effective in terms of matching
the plant resources and the requirements of the company's order book.
In short, the work has facilitated a greater control of the management
over the manufacturing function of the industry and assisted a closer

tie between these two functions in the metal powder making industry.

In addition to assisting the manager in solving the manufacturing
organizational problems of the industry, the work presented in this
thesis has provided a basis for future investigations into a number of

areas, examples of which are quoted in the following paragraphs.

The immediate problem of more concern to the management in the metal
powder making industry is the determination of inventory to be held

at the start of each planning period so that a steady level of service
to the custamer can be guaranteed. As was previously explained in this
thesis, there will always be a need for this type of inventory. Plant
capacity in this industry, although equal to, or even greater than the
tonnage requirements in the companys order book, is often unsuitable for
making the exact products needed (the reason for this is the inevitable
mismatch that exists between process output qualities and the

specifications of the custamer-requested products).

It is possible to simulate the production operation of a power making
plant to find out whether the plant capacity will be able to meet the
campanys' future delivery commitments, and if not, adopt the policies

to supplement the existing resources, eg: getting rid of misallocations
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ie. remelt or sell off non-saleable fine materials and buying in

size grades which are not economic to produce.

Any simulation model to be constructed for this purpose would involve

the major events and activities as shown in Table 6.1 and

illustrated in Fig. 6.1 As can be seen fram Table

most of the activities listed in this Table are the ones already

explained and modelled in this thesis (for example the'checking of the ;
stock material against the backlog of orders' has been modelled as
the 'stock allocation' problem and the 'generating of a production

schedule’ has been modelled as 'plant setting scheduling' prcoblem).

The above simulation can therefore be carried out with ease, even by
hand, using only pencil and paper to record the results cbtained from

the calculations and computations at each of the consequent events.

The use of a camputer to carry out the simulation, however, is of

greater advantage than hand simulation, as it allows more accurate and

much faster analysis of the situation. In practice this would require
cansiderable additional programming work which is outside the scope of

the present work.

The next chaper on Future Work, suggests that future research into the

managerial control prablems of the metal powder making industry should

extend the control problem area to deal with the dynamics of the

operation of a metal powder making industry. In particular it suggests
that the future research should aim at providing management in this

industry with the tool that can assist them in designing policies that
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Fig.(6.1) Activi ties carried out in a cycle of plant production operation simulation
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Table 6.1

Simulation Bvents

EVENTS FUNCTION

1 Cenerate customer orders - either at a predetermined
interval or via a stochastic process.

2 Update the level of order backlog.

3 Check the available stock material against the backlog
of orders and fill the orders if the items are available.

4 Reduce the lewvel of backlog (and consider the balance as
production requirements).

5 Generate a schedule for meeting the production requirements
and determine the expected productian.

6 Fill the orders that are not met .in '3" fram the expected
production at '5'.

7 Reduce the level of backlog again, and consider it as the
ending level of backlog.

8 Repeat fram ‘1" through '7'.




can best maintain the stability of the company operaticn over a longer

period of time.

A dynamic 'company model' of the type known as the "Industrial Dynamics”
- model, originally introduced by Jay. W Forrester and his colleagues at
Massachusetts’ Institute of Technology ( 4 lig ), would be such an’

appropriate tool.

In a paper contained in the Appendix ( V ), the author has shown
that the models which have been developed in this thesis to simulate the
individual operations of the metal powder meking industry could
;ef’fectiveﬂly contribuﬁe‘»to the development of an "Industrial Dynamics"

model for the metal powder making company.




b) CONCLUSIONS

The study has been carried out to satisfy the requirements of
management of several powder making companies who approached the
University and asked for some tools and techniques that can assist
them in organizing and controlling production in their respective
companies. The question that was put forward by them is whether they

can be helped in determining:

i) Whether a particular customer requirement will be
"in stock" at the time it is required as a result of
production of complementory fractions for other

customers in the same class of quality.

ii) If not, when can a production be fitted in?

iii) What production settings? (Those which produce

coarse, mediun or fine) - is desirable for this

specific requirement.

iv) What other fractions will be generated by the
sieving operation necessary to give the customer the

fraction he wants?

v) What quantities of these fractions will be in stock .
as a result of this when these powders have been

produced, etc.
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They also wish and indeed endeavour to keep powder stock as low as

possible because of their high cost.

Until now, the manager has had to do many tedius calculations and
computations to answer these questions and as a result he was not
always sure of the consequences of the final decision. On occasicns
he did not involve himself with making these decisions because it was
too tedius and time consuming. In this circumstance the operations are
left either uncontrolled, or left under the control of the Forman, who
is not always aware of the policy of the manager. The consequences of
inconsistent decisions were often costly. These are exemplified in a
high level of stock of the 'wrong' or undesirable fractions, and a low

level of stock of products in more demand.

Reviewing the technology of the process and the product specifications
in those campanies (who use the atomization method of powder
manufacturing), revealed that a mathematical abstraction of powder
making operations in quite possible, and programs can be produced which
allow the various decision making tasks of the managers to be given to
camputers which are capable of considering many economic and technical
factors, and can produce and evaluate many possible alternatives at a
speed and accuracy far beyond the capability of human decision makers.
Various questicns which were listed previously are now possible to be
answered more effectively than otherwise was possible through guessing
or rouch estimation of the manager. In addition to this the manager

is now equipped with a mechanism which will allow him more control over

the operations of his powder making plant as well as more readiness in
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taking quick actions against the market variation. He is provided
with a mechanism for quick and rapid product definition considering

the market, plus the companies policy (or willingness).

The manager now has camplete control over the stock situation and

can make decisions which lead to release a significant amount of
capital, which would otherwise be tied-wp in idle or unknown stock

materials.

The research has concentrated on the short term tactical problems of
metal powder manufacture and is believed to have contributed to, and
have provided a springboard for, the future research work on the

managerial problems of production control in this sector of the industry.

Future research work should be concerned with the problems of higher
levels of control, namely, the problems of design and development of
'‘policies' which should maintain the stability of the powder manufacturing
industry over a longer period of time. These researches would basically
make use of the simulation method of analysis to test and evaluate the

effects of alternative managerial policies upon the company performance.

Any simulation model which was developed for this purpose, and which
replicated the operations of powder manufacture, would include scme
check points and activities which are not easily duplicable through the

use of logic computer commands, and have to be input as subroutines.

~

Such subroutines are,.of course, the ones which have been already

developed and explained in this thesis.

140




CHAPTER SEVEN

- FUTURE WORK DEALING WITH THE POLICY FORMULATING TASK OF THE MANAGER

The work presented in the previous chapters illustrates the approach
to the 'low level' control and decision making problems of the
management in the metal powder making industry. Within a wide spectrum
of managerial control problems met in this industry, the manufacturing
organizational problems including the control of the manufacturing
operations and the control over the use of the stock materials was
sought as the most immediate concern for the research. These areas
involve camplex decision problems whose effective treatment is vital

to the short term success of the operation of a metal powder making

conpany .

The approach taken in this project provided a management strategy for
the solution to the organizatiocnal problems of the industry and
facilitated a greater control of the management over the production

and stocking operations of the industry. It has facilitated the
effective short term matching of the plant resources and the require-
ments of the campanys' order book through the provision of mathematical
models that allow optimum allocation of stock materials and optimum
scheduling of the plant settings for the manufacture of orders which
could not be filled from the stock. These models also enable the manager

to plan an optimum production output for his plant.

The proposed approach, however, is static in the sense that the

solutions it provides to the prcblems are valid only at one point in
time. Given information on stock materials, on the requirements, and

the plant available capacity, it determines an organization of
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production which is the best answer to that situation. The
assumption made in taking this approach was that the manager will
review the situation more frequently and at each instant of time he
makes use of the models presented in this thesis to reach the optimum
decisions. The term used by engineers for this type of control is

'voint to point' control.

The future work should extend the present work to deal with the
'higher level' decision problems of management in this industry. It
should also extend the control problem area to deal with the dynamics

of the operation of a metal powder making campany.

The higher level decision problems of management are related to

policy fornulating. Policy formulation is a most important reaction
in the operation of business activity. A policy is usually considered
as a guide to action, or a basis for future business decisions. Once
a policy is established with regard to a particular field of activity,
recurring proklems may be solved upon the basis of a previously
established policy without the necessity of going into the matter fully
each time a question arises, ie. use of precedents. The manager then
being relieved of the repetitive or operating decisions is free to
devote himself more to the major strategy decisions. (The strategic
decision area is concerned with establishing the relationship between

the campany (firm) and it's environment ).
In designing the policies, however, there is the difficulty that a

policy which is established tc well guide the decisions or the

activities of one section of the campany may not be effective when
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considered in terms of the overall effect upon the operation of other
sections of the company and/or on the overall operatiocn of the campany.
In addition to this, an established policy which may well apply to the
regular situations of the present time may not cover, or may not be
applicable to, the new situations which arise in the future. If this
problem (ie unsuitability of the previously established policy to cover
new situations) arises, the future decisions or actions will then be
misguided by the existing policy and this may well result in the

instability of the operations of the campany (firm).

Assisting the manager in exploring improved policies for his campany
should therefore be the cbjective of future work. The ultimate goal
is to provide management with the tools to assess the nature of the
responses of the campany to the various dynamic influences of the

external environment.

Simulation is an especially powerful technique that assists in the
testing and designing of managerial policies. Simulation as used in
business would simply mean setting up on a digital computer the conditions
that describe the company operations. On the basis of the descriptions
and assumptions about the company, the computer would then generate
information. concerning finance, manpower, product movement and so on, to
be used as a basis for judging performance. With simulation models

one can determine the effects of dozens of alternate policies without
tampering with the actual system. The manager, through the analysis of
the simulation results, will make the judgment on\the plausibility of

the policies.
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Of the existing simulation models or studies used for the testing
and designing of managerial policies in the business and industry,
perhaps the work of Jay W. Forrester, Professor of Industrial

Management at Massachusetts Institute of Technology (MIT), is the

best known.

Forrester and his colleagues at MIT developed a computer-based
similation methodology that assists managers in assessing how their
policies will affect the performance of companies over a period of
time. The method uses the simulation techniques to reveal how the
system behaves when it operates a particular policy. The comparison
of simulated system behaviour at two occasions which use different
management policies would reveal the effectiveness of the policies.
A policy which leads to more stable company operation is of course

more plausible.

Figures 7 1and 72illustrate two examples of a company's respanses to
variation in custcomer order rates. Figure 71is the simulated system
performance when operating with a 'fast' decision policy for adjusting
the inventory and Figure7 2is the system performance when it works
with a 'delayed' or slow decision rule for adjusting the inventory.

It can be concluded through the comparison of the two companys’
responses (shown in Figures 7 1& 72 ) that, wder the 'fast' decision
rule (Figure 7 1 ) the system would be able to adjust and stabilize
after a disturbance caused by an increase in the customer order rate.
The'delayed' decision rule, however, had a dramatic effect on the
behaviour of the system as shown in Figure 72 Under the 'fast' rule,

the system was able to dampen oscillations caused by the change in the
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custamer order rate. Under the 'delayed' rule, however, the
system aplifies and perpetuates the oscillations caused by the
disturbance. As a result the 'fast' rule is a better policy.
The above form of analysis and simulation is named by Forrester

as "Industrial Dynamics" or "System Dynamics”.

It is believed that there is a logical relaticnship between the
O.R. methods used in the work reported in this thesis and Industrial
Dynamics. This is explored at some depth in a paper contained in the

Appendix ( V).
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1).

2).

3).

APPENDIX I  The Technical Information on Two Different Atomized Powder

Making Campanies

Technical information on the processes in Company No. 1

Time cycle from the point of disintegration in the water jet to bagging
£f - 8 hours.
° ~ 3 2 |
Sequence of magnet - Position 1 at fine end of tank. t l ) ! !
Position 2 middle of tank. '
Position 3 at coarse end of tank.
Normal sequence is to take 1 1ift from position 1, followed by 2 lifts
from position 2, followed by 2 lifts from position 3. Any variation in this R
sequence is normalised within one hour.
Influence of variables at the point of disintegration i.e., in the
blowing tank are as follows :-
Assume we have 3 sets of conditions which correspond to 3 different pressures,
the minimum pressure is 15 p.s.i. below which the amount of oversize material
becomes unacceptably high and the maximum pressure is 30 p.s.i. above which
the amount of fine oxides produced btecomes unacceptable and also in general
shave deteriorates rapidly.
The following ranges could be anticipated on the 4 grades mentioned between
these extremes of jet pressure.
S.660 15 p.s.i. 25%
20 p.s.i. 20%
30 p.S.i. 16%
S.460 15 p.s.i. 10%
20 p.s.i. 15%
30 v.5.i. 20%
$.230 15 o.s.i. 5%
20 p.s.i. 7%
30 p.S.i- 10%
3.110 15 p.s.i. 2%
20 v.s.i. 5%
20 p.s.i. 7% -
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b Technical information on the processes in Company No. 2

2,

OUR PROCESS

f.1

1.2

Our problem is concerned with the production of aluminium powder
on a continuously operating plant.

This plant has two operations:
1.21 Production of the basic powders,

1.22 Clagsifying thesge basic powders into desired fractions
by sieving,

PRODUCTION OF BASIC POWDERS

2.1

2.2

2.3

2.4

wWe produce more than one chemical quality of base powder. There
are three standard qualities but some customers require tighter
specifications of these standard qualities, Thus

O e & -

The plant can be adjusted to produce fine powder, coarse powder or
intermediate grades of particle sgize. Thus

or Mapecials”

O O“O . @
(:)o(:> AN S

o S o "
OOO or \“O‘ or '.‘_;‘,

The rate of production of btasic peowderg ig conditioned by the plant
setting indicated in 2.2 above. Slower rates of production yield
finer powders and wvice versa. Thus

Coarsge or Fine
Powder 2 Powder

in a given period

There are other factors which 2ffect the use of the capacity available
for the production of basic powders. Trese are

2.41 Total customer dezand for the products. Centinuous ogperaticn
(24 hrs/7 days per week) can only be calntained if the sales
dcoand is there.

2,42 Downtime for maintenance, breakdowns, raw material supply holdup,
&c, Experience on this bas produced average rates of producticn
used in plarning dut any one factor can temporarily interrupt the
prograrcce,

Conte/24.0
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CLASSIFYING OF THE POWDERS BY SIEVING

301

3.2

3.3

Baslc powders are subsequently sieved before sending to customers
in order to provide them with the specific fractions which they
require and which vary over a wide range. This operation generates
other fractions which are not required by a specific customer for
vhich we are at the time preparing a required fraction, These
other fractions are sooner or later sold to other customers. Thus

O e .Q < o' OQ [o] + ° - . . s <
v.b.Qba b OOD .cvo + ““
~ Bage Powder Fraction A Fraction B Fraction C »
To stock To immediate To stock
customer

The {raction required by a specific customer's order will represent
only & defined proportion of the base powder used for preparing this
fraction, This proportion must be borne ir mind when determining
the amount of bage powder to be produced for our plant to yleld this
fraction in the amount required by the customer,

We endeavour to keep powder stocks as low as possible because of their
high cost, Therefore we attexmpt to integrate customer requirezents to
produce the powders required when they are required with as zuch
balancing of frections as possible,

CUSTOMER INFORMATICH

The essential information from the customer's order is

4.1
4.2
4.3
4.4
4.5

The chemical quality,

Particle size range, the fraction he wants,
The quantity he wants.

When it is required by hinm,

The price he will pay.

WZ HAVE 70 DETERMINE

5.1

5.2

5.3

Whether a particular customer requirezent will be "in stock” at the
time it is required as a result of production of ceczplementary fractions
for other custozmers in the saze checical cuality,

If not, when can production be fitted in? -

What production setting - fast or slow (producing coarser or finer
base powder) - L8 desirable for this specific requirexzent?

Wrat c*her fractions will be generated by the sleving operation,
Lecessary to glive the customer the fraction he wants?

¥hat quentities of thege fractions will e in stock as a result of %
this when tkege powders have been vroduced? |
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APPEND IT

Process Control Study in Metal Powder Making Industryv

To fird a correlation between process parameters and powder
parameters the atamization process has been studied so far in great
detail through experimental, visual (photogravhic) and theoretical

(analytical) investigations.*

In experimental investigations this process has been studied

through observation of the properties of the powder after being
cquenched. Visual (photograpchic) investigations included the
observation and the analysis of the fillers taken fram the atamizing
zone of the process fram which the fluid dynamics of the process and
the mechanisms of the particle formation were explained. Finally,
the analytical investigations which often have been carried out to
either give a better insight into the mechanisms of the process

or to verify the results obtained in experimental investigations,
included the mathematical modelling of the process, utilizing the

fluid dynamics and heat transfer principles.

The following are same of the results achieved fram these studies.
They show the influence of vrocess parameters upon the particle size
and particle shape of metal powder. These are quoted fram the book
of 'J K Beddow' but are introduced in other references which have

been given in the bibliography of this project.
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INFLUENCE ON PARTICLE SIZE
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The important factors are listed below with examples from the literature:

1. Increase of atomizing pressure generally reduces the mean powder particle size.
(See Fig. 46 for gas (jet) atomization and Fig. 47 for water atomization.)

2. Increase in flow rate of gas, decreases particle size (see Fig. 48) but this was not
found to be the case for water atomization.?*

3. A high atomizing fluid velocity reduces the particle size of the powder produced,
In the case of gas atomization, supersonic gas velocities were said to produc:
finer powder than subsonic velocities and at a lower gas consumption.?* In wat.r

Fig. 46. Effect of jet pressure on cumulative size distribution of —40 mesh powder.43

Fig. 47, Effect of water jet pressure P (kN m~2 x 1073) on particle size; 4620 steel 2-jet, 60°.24
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atomization, the major variable for reducing the particle size of powder was said
to be water velocity (see Figs 49 and 50).

-4 In general, the shorter the metal stream (before impact with the atomizing fluid)
the finer the pewder produced. One reason for this is that in this situation, the
difference in gas/metal stream velocities will be a maximum.
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Fig. 48. Effect of gas flowrate on cumulative size distribution of —40 mesh powder.45
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5. Probably for much the same reason as in 4 above, decreasing the jet distance w8
reduces the powder particle size, as shown in Fig. 51. 4
6. Studies of water atomization have shown that the choice of jet apex angle is "
specific to each system and that an optimum range of angles can be experi.
mentally determined.®*!%* In the case of gas atomization, it has been shown that
if the angle is too small, the coalescence stage of particle formation predominat s,
The reason for this is shown in Fig. 52 which shows that a small angle causes all
of the product to concentrate near the axis. A larger angle promotes a greater
spread of product with less coalescence.*® '
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Fig. 51. Effect of jet distance on cumulative size distribution of —40 mesh powder.45
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NCE ON PARTICLE SHAPE

comparison of shz.ipe has been dealt with in the literature from two major
- 1s: comparing spherical shapes with ellipsoidal shapes and smooth shapes with
Bigh shapes. . . Q
i fairly detailed 'outlme of ? simple method of assessing shape in terms of /D ratio
: cxplained in the literature.® As a method of shape determination this method leaves
Huch to be desired and more wxll.be said of this later in Chapter 6. However, Ref. 45
% the first full-scale study of particle shape in metal powder atomization and so as a
Sioneering study the details may be overlooked.
Ry

¢ 1, Low jet velocity in water atomization is considered to promote spheroidization.’

“ Itwas observed above that with low jet velocities large particle sizes predominate,
As shown in Fig. 53, the smaller sizes tend to be much less regular (i.e. less
rounded and spherical) than the larger sizes.?*

2. The larger the apex angle, the more rounded the metal particles produced by
water atomization.® One must assume that in this condition, the flight path of the )
solidifying droplets would be increased and they would therefore tend to be more i
rounded when finally solidified.

3. The longer the flight path, the more rounded, and smoother the surface of
particles produced during atomization. This follows directly from the longer time
for solidification.

4. In general, gas atomization produced more rounded shapes than water atomiza-
tion. In Ref. 45 a theoretical model was developed for predicting the shape (L/ D)
of atomized metal particles. The model accounted for the following variables:

! W& T T T T ]
o o ;
o o
oror %X :
< 0-50F © 4
5+ |
T x
S
= 030 4
<
(=)
3
¢ o020k q
( 4620 steel, 22 powders |
100 +140 frachon t :
0-10 i i 1 IR SO S W | i ! J
20 30 50 70 100 200 400

Mean porlicle size d,/um |

Fig. 53. Size vs shape for water-atomized powder.2¢

Metal properties: cold density
liquid density
liquid metal viscosity
surface tension
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Gas properties: density

viscosity
pressure
jet velocity N;
Three graphs from the program of the model are shown in Fig. 54, in the case >f ~
cast iron.
5. Asis shown in Fig. 55, increasing the jet distance increases the aspect ratio (Z/ D)
of the powder particles.
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APPENDIX IIT Linear Programming

a) Linear Programming Method

The problems which deal with the optimum allocation of limited

resourses are called programming prcoblems, and their solution involves

a program of action, or a strategy. One seeks the optimum program or
best strategy available within the imposed limitations. Such a program
may involve men, machines, material, land, or financial assets, all of
which contributes to the production of cne or more items. Almost all
industrial operations are faced with programming prcblems. A manu-
facturer makes a range of mechanical apparatus, each mcdel of which
makes different demands on his limited resources of man power and
machinery. The manufacturer knows the amount of profit he makes on each
model. His prablem is to schedule the production of various models so as
to make maximum profit. The examples of such coptimisation problems can

be seen in the steel industry, in focod production etc.

Linear programming techniques havwe successfully been applied to these
problems ( 45 ). The method and the full examples of the application
of this technique can be found in many operatimal research text bodks.
The most authorative sources are ( 46 ), (47 ), (48 ). Here

a short brief is given of this technique to illustrate how the allocation

prablem of powder making operation can be modeled by linear programming.

Formulation of Linear Programming

In the technical literature, the system of equations that describe a
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business prablem is referred to as the mathematical model of the
business prcdblem. Linear programming model is a system of linear
equations which are the mathematical expressions of the technological
and ecanamic restriction on the campany's freedam of action. For
exanple; a delivery firm has to buy a fleet of wehicles, wp to eight

in nuwer, and has two types in mind. Vans which can carry 0.5 ton each
and lorries which can carry 1.5 tan each. A total minimum carrying
capacity of 6 tons is needed. Vans cost £1,500 each and lorries £3,000
each, and the capital outlay must not exceed £18,000. This problem can

be represented as follows:-

X = nuber of Vans > O
Y = nuber of Lorries > O
X+YO0O = total nurber of Vans and lorries hired < 8

(maximum of 8 wvehicles)

0.5X+1.5Y 26

minimum carrying capacity

1.5 X + 3.0Y ¢ 18 = maximm capital outlay

This prcblem however should be solved with respect to some dbjectives
of the delivery firm. The firmm may seek a solution which maximises

his expected profit.
If, for example, it is estimated that profit from each van is about

£1,500 per annum and from each lorry is £2,500 per annum, the mathe-

matical formula which expresses the cbjective of the delivery firm is

Maximize P = 1.5 X + 2.5 Y
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P, and the point which miximises P is X = 4, Y = 4, being ane of the

four vertices of the unshaded polygon.

For continous variable prablems it is known that an optimum solutim
will be at ane of the vartices (or as close as one wishes to get for
the strict inequality case). However, where discrete variables are
involved - as typified by nmy example dealing with integer numbers of
vehicles ~ ocne can at best say that an optimum solution will be near

to, or at, a vertex. If our wehicle problem were such that vans

~IF o

cost £1,8C0 and lorries cost £4,000, the 'optimum' solution is X = 4

Y =2 % which is of course impractical. The best (integer pair)

solution, in fact, tums out tobe X = 3, ¥ = 3 in this case.
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Fig1 -
Graph of 2 variable linear programming prcblem
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thus the carplete mathematical model which defines this problem can

be represented as:-

X+Y<8
.5 X+1.5Y3>6
1.5 X+ 3.0Y ¢ 18

Maximize P = 1.5 X + 2.5 Y

This system of linear inequalities now represent the linear programming

model of the prablems of the delivery firm.

These type of prablems can best be solved by linear programming. Since
in this particular case the prdblem is of two dimensicnal, it can be
graphically solwved as shown below but the basic method for solving this
problem (being of any dimensicn) is the method called 'Simplex Method' §
which was first aeveloped by George B Dantzig ( 46 ). This method
has been used for formulating and solving stock allocation prablems but
first the graphical solution of the abowe example is presented for

illustrating the method of solution by linear programming.

Graphical Method of Linear Programming

By shading out each region which does not satisfy a constraint we are
left with a quadrillateral where the possible solutions lie on the

boundary or inside the unshaded regim.

The optimum solution must lie on the line P = 1.5 X + 2.5 Y, for same
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The Simplex Algorithm .

The simplex algorithm solves the problém:

stbject to L. A,  X. <B, (B> 0) (i = i....M)
j=1 13 3 1 i

and X >0 (3 =i....n)

To use the simplex algorithm for minimisation, we negate the cbjectiwe
fnction and maximise. Thus to minimise (X-Y), we maximise (-X+Y). It
is importent to note that the numbers B. must be positive. For example,

we might have =

Maximise Z = 2X + 3Y

swbject to 2K +Y¥ <7

Xty o
2% + 4Y < 11

XY >0

The first step is to convert the mequalltles into equalities by the

introduction of slak Varlables _ For example, the constraint:-

2Xh Y < T

is equivalent to the two constraints:=




2ZX + ¥ +U =7

and U>0

Thus the prablem above may be written:-

Maximise 2 = 2X + 3Y (L)
subject to 2X+ Y +U+0+0 =7 (2)
X+Y +0 4+ V+0O =4 (3)

11 (4)

2X + 4y +0+0 + W

X,Y,0,V,W>» O

The above set of equations is called a basic set of equations because

the ccefficients of the constraints contain a permutation of the wit
matrix. In this case the coefficients of U,V, and W form a wmit matrix, 3
and U,V, and W are said to be the basic variables in the equations,

while X and Y are nan-basic variables. Also, the dbjective funmction

(to be maximised) does not contain the basic variables. The equations
are said to be feasible because the right-hand sides are positive. Now
a basic feasible set of equations has one simple and cbvious solution
(among the infinity of possible solutions). This is cbtained by setting
the non-basic variables to zero. The solutions for the basic variables
are then given by the right-hand-sides. This type of solution is called
a basic solution and there is a theoram which tells us that the optimum

of any linear function will occur at a basic solutian. Thus our initial
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basic solution is :-

X=Y¥Y=0
U=7
V=4
W =11
Z=0

The Simplex Algorithm takes linear combinations of the equations to
form an equivalent set of basic equations with different basic variables,
so that the new basic solution will increase the value of the dbjective
Z. The first step in the algorithm is to select the variable with the
greatest positive coefficient in the dbjectivwe finction, in this case
the variable Y. This is the Pivot variable. We then devide the
positive coefficients of this variable into the correspanding right-
hand-sides of the constraints, dbtaining in our case 7 for the equation
(2), 4 for equation (3), and 2.75 for equation (4). We then select as
the Pivot equation the equation with the least of these values, in our
case equation (4). The coefficient of the Pivot variable in the Pivot
equation is called the Pivot element. We now add or subtract multiples
of the Pivot equation to the other equations (including the dbjective)
to eliminate the Pivot variable from the other equations. Finally,

we divide the Pivot equation by the Pivot element. Thus in our case

we carry out the operations:-

Eq 2« Eg 2 -0.25 » Eg 4
Eq 3«—Eg 3 —-0.25 %« Eg 4
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BEq 1+Eq 1 —0.75 yEq 4 |
Eq 4« 0.25:Eq 4 |

and we have the following set of equations:-

1.5% +0 ~0.25W = 4.25
0.5X + -0.25W =1.25 (5)
0.5X + Y +0.25W = 2.75

05X ~0.75W = =8.25 + Z

We see that this is a basic feasible set of equations, with the
variables Y, Y, V basic, and X, W nonn-baSLC. Our new basic solutien

is therefore:-

Y=2.75

cl
1l

4.25
Vo105

Z = 8.25

We repeat this process of transforming to the new basis wmtil all the
ccefficients in the cbjective function are negative. Thus at the
next stage we select variable X and equation (5) and find the new set

of basic feasible equations, with X, ¥, U basic:-

164



Y -V +0.5W = 1.5

-V ~0.5W = -9.5 .+ Z

Il

Since all the dbjective coefficients are now negative, this basic

solution is the optimum solution. So we have our cptimum solution:-

U =0.5




PROCEDURE SUMMARY [FOR THE ALGEBRAIC APPROACH (Maximiration casc)

STEP 1.

a)

b)

STEP 2.

STEP 3.

a)

b)

Formulate the problem

Make a precise statement of the objective function and translate

the technical specifications of the problem into inequalities.

Convert the inequalities into equalities by the addition of non-
negative slack variables. Attach a per unit profit of zero to

each slack variable or imaginary product.

Design initial program

Design initial program so that only the imaginary products are
being produced, that is only the slack variables are included in
the solution. Represent the initial program by arranging the
equations of step 1, such that the products being produced

(i.e., basic variables) are on the left-hand asideo.

Revise the current program

Identify the incoming variable. In-so-far as the initial program
consists of only the imaginary products (slack variables), its
profit contribution is zero. ‘Thus, to improve the initial program,
the variable with the largest positive co-efficient is chosen as

the incoming variable. For programs other than the initial program,

the incoming variable is identified by step 4b.

Determine the maximum quantity of the incoming variable. From
the equations representing the current program. determine the
limiting or key equations that will indicate the maximum quantity
of the chosen incoming variable that can be introdaced into the

solution without violating the non-negativity constralnts.
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c)

d)

STEP 4

a)

b)

STEP 5

Obtain equations that represent thce new program. Solve for the
incoming variable from the limiting oquation, and substitute it in
the remaining eguations of the current program. The new equations

represent the revised program.

Obtain the associated objective function. Substitute the limiting
equation (from step 3b), in the objcctive function associated
with-the preceeding program. The result is the objective function

associated with the revised program.

Test for optimality

If there is no positive co-efficient term in the modified objective

function, the problem is solvod.

Otherwise, the program-.should be revised by bringing 1n the largest

positive co-—efficient variable included in the modified objective

_function.

Repcat steps 3b, 3c, 3d and 4 until dn optimal program:-lias been

. designed. An thimal solution has been found when alloco-efficients

in the modifigd objective function (step 4da) arce negative.

A schematic diagram of this procedurc is shown in Figure 2 .9 below:
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b- The Computer Program used for Stock allocaticon and for the selection
) of the Cloth Gauges.

10 DIM ACIZe41s L0400 sBCLZYsA4E0ED
20 MAT A=IER

20 MAT L=ZEFR
31 NF=E2

1

2 INFUT™ HOW MANY FINAL PREODUCTS YOU CAN MAKE":ZZ

34 NF=Z2

25 INFUTHTYRE 1 FOR INRPUT FROM TAFE AND O FOR INFPUT FROM TEEMINAL'"Z

34 OFEN 14240

40 PRINT"REM =ET P INITIAL TABRLEAU

50 IF Z=G THEN FEINT "NOL OF VARIARLES™;

A0 INPUTELM

A2 FRINT® ¢

)70 IF Z=0 THEN FRINT "NOLOF CONSTRAINTIY:

20 INFUTEL SN

o7 BRINTM

WO P=MeN

100 =F+1

110 RE=N+1

112 DIM ECN*MIsGON*1) s H L %M

114 F=0

120 FOR JI=1 TO N

d30 IF Z=0 THEN PEINT "FOR CONSTERAINTU: U

140 FOR K=1 TO M

150 IF Z=0 THEN FREINT "WHAT IS COEFF, OFVARIARBLE NI " E:

192 F=F+1::IMNPUTELEF

134 FRINT™ ©

10 Atk =E{F

170 NEXT K

172 IF I=1 THEN 177

73 FRINT:FRINT

174 INPUTYTYRE COLUMN MUMEER IF CHAMNCE REQUIRED OTHERWISE TYFE ZEROY:H

7% IF KE=0 THEN 17%

 17a PRINT: INPUTUNEW VALUE" s EC{ =10 #M+ED s A0 Ea=E 0 (-1 %M+

77 FOR E=1 TO M:FRINTUCOEFE, OF VARIABLEE ;" 3 E 0 -1 #M+R 1 NEXT K

17 GoTo 173

179 Fi=0

IO Bs=t v FOR I
1 IF 7=0 THE

RESLE T ]

Fl=F1+10INFUTELSGIFL)

FRINT® o

ACl ) =5CF1)

FREINTY ¢

NEXT .

FioR d=1 T M:FREINT A=": ds"R.H. S ="1A00s ) s NEXT
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IF Z=1 THEN 209
PRINT:FRINT

INFUT“TYFE CONSTR. NUMEER IF CHANGE FEGUIRED OTHERWISE TYFE ZERD“;J
IF .J=0 THEN 209

FRINT: INFUT NEW VALUE":GCJ) t A ¢y =G ()

FOR =1 T N:PRINT"J="3.1: "R.H. 5. =";A(Jy @) :NEXT

GOTO 203

Fz=0

FRINT “FOR THE CEJECTIVE®

FOR K=1 TO M

IF Z=0 THEN FRINT "WHAT IS COEFFICIENT NO.":ks

F=N+1

F2=F2+1: INFUTEL, H(F2)

FRINT" ©

ACRKI=H(F2)

NEXT K

IF Z=1 THEN Z&1

53 FRINT:FREINT

R

4 O O T e
00 L b G B

P IF

INFUTYTYFE COLUMN NUM IF CHANGE RER OTHERWISE TYFE ZERO":E
IF K=0 THEN Z&1

FRINT: INFUT'NEW VALLUE"; HCE I 1 ACR Y KI=HED

FOR k=1 TQ M:FPRINT'COEEFICIENT NO. “K'; "RiACR, K1 NEXT K
SOTO 253 g

FRINT: FRINT“TARLEAL COMPLETE":CLOSEL

FOR J1=1 TOR:FOR Ki1=1 TO M:FEINTACJL k137 :NEXT K1
F=MAN+L: JZ=01: PRINT A CZy 00

FRINT" "

NEXT J1

IF Z=1 THENFRINT"DOO YO WISH TO CHANGE);F$

GET F&:IF F$="" THEN 270

IF F&="N"THEN 220

IR Fe="Y" THEN INFUT"1 FOR COEFF.2 FOR ROH.Z. s 3FOR OB VES 4 NO CHANGE
P IF C@=1 THEN GOSUE 5000

IF 2 THEN GOTO 5100

Ce=E THEN GOTO 5200

IF 09=4 THENZ&EZ

FOR Ji=1 TOR:FOR Ki=1 T M:FREINTsA(JIsK13;:NEXT K1

PN

1

—

ol L=MEN+ L 2= 01  FRINT  ACHE 00

(I B I 2

WAl ]

Pl
b
[}
o
[
D)
P
et
Pt
n
(:)
f)

FRINT""
NEXT i
OFEN4s 440
J1=1TO E
C=MEN+1 e JZ= 01 PRINTESs ACIZ S G
FRINT" "
NEXT J1
CL=ES
INFUTHTYRE  IF YO WISH To SAVE THE INFUT DIHERNISE TYFE Q"3 TH

IF Ti=0 THEN =10

2 OFPEN 151y LiFRINTELsM:FRINTELSN
03 FOR J=1 TO N:FOR K=1 TO MiECKI=ACL K tPRINTEL ECK) t NEXT K

dl= e DN+ GOy =A I s B s FREINTE L (AL
NEXT

Yo FOR K=1 TO M:d=sN+1sHOE =ACLED s FRINTEL  HOED t NEXT K

I CCE SR A

10 Fop J=1 TO R

FoRp k=M+1 TO F
A, =0 170
NEYT b




214 NEXT K

S16 NEXT U

218 FOR =1 TN

20 K=J4M

230 ACAsKY=1

240 NEXT .U

250 AR E)=0

ZA0 FOR K=1 TO M

270 LIK»=0

20 NEXT K

90 FOR K=mM+1 TO F

400 Li{E)=E-M

410 NEXT K ‘
20 REM FIND MAXIMUM DBRJECTIVE CDEFFICIENT
430 X=A(Rs13

440 ==1

450 FOR E=2 TO F

450 IF ACRSEICX THEN 4920
470 X=A0(REsKD)

420 D=

420 NEXT K

500 IF X>0 THEN &70

510 EEM IF MAX. COEF, NOT POSITIVE FRINT ANSHER
520 FRINT

220 PREINT "OFTIMUM POINTY

S7=0

==

Sa=0
OPENGs 450
FOrR k=1 TO M
IF L{K)=0 THEN &00
A= (R
F=Q¢ds )
FRINT "X(Vikita="F
FRINTELA: "X ("5E3 " =" F
ST A05
O PRINT "X(UikpYa="50
02 FRINTEAs "X ("3 2="50
0% NEXT K
s FRINTE4, 00
FRINTE4, MY
GETSSr IFGE=""THEN £12
FRINT'EEM NOOOF YOUR FINAL FRODUCT IS=";NF
12 FOR Rl1=1 TO NP
FRINTYTYFE THE NO. OF VARIARBLES WHICH GO INTO PRODUCT . R1;
A5 INPUT ElaBZeR3
e FORIY=ACL KT s )+ LI s D +ALCEZ)Y s I e PRINTYF ORI "= P (RL
7 PREINTELE4 RO RI M= PR
SZONEXT R
# FPREINT:FRINT"STRIKE ANY KEY"
GET S$:IF S$=""THEN &Z0
F=-ACRs
D FRINTE4, "
2 FRINT
A0 FRINT "VALUE OF ORJECTIVE IzZv:iF
G4 PRINTEL4: "WALLUE OF ORJECTIVE IS":F ~
SEO STOR
A0 REM FIND PIVOT ROW
570 FOR J=1 TO N
oy IR ACdsS)a=0 THEN 710
SHE O BCIy=ACts B /A0, =D

COTO 720
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=

710 BCAy=1E+13

V72O NEXT

730 Y=R(1)

740 T=1

7EQ FOR J=2 TO N

7H0 IF EBOAIY THEN 790
770 Y=EC4)

R0 T=

790 NEXT

200 IF YY1E+17 THEN 240
210 FRINT "UNEOUNDED SOLUTION®
220 STOR

Z20 REM FHQNHE BAZIS
;_40 FOR =1 TO R

ZEOOIF J~T THEN 200
2FOR E=1 TO @

IF K=% THEN 290

20 ACdsEy=a04 ;;>—chun%A(T,})‘Ang
20 MEXT K

OO0 NEXT J

i

o0
~d .
o~
LRI
(o

IRy}

[n}
oE

!
ey
w’

EADY.

YO0 NEXT
Y10 FOR KE=1 TO 2
YZO IF E=Z THEN 240
PO AT EI=ACT K /80T S
240 NMEXT K
IR FOR J=1 TO R
DEX ACAySi=0
P70 ONEXT J
DEO ACTyS =1
90 FOR J=1 T F
1000 IFL G T THEN 1030
1010 Lodri=a
1020 NEXT
1030 Lis=T
1040 GOTO 430
1050 END
1050 END
JO00 FRINTUGIVE CONZT. NUMs VAR NLIM";
HOOS OINPUT 3 K3
5010 FRINT: INFUTONEW VALUE" :D( S, K3
SOZ0 ACII EZI=0C T BT
SO0 FOR J=1 TO N:FOR k=1 TO M:PRINTYCOEFF, OF YARUE"; U ACs Y NEXT K
D040 NEXT.
SOSG GOTO 273
100 FRINTYFOR CHANGE OF R H. S. GIVE CONET. NUM
Z110 INRPUT JZ
1

it =
ta

5115 G=MaN+1:PREINT: INFUTYNER VALUE";DCJ=, 00
2120 ACAZRy=0003 00
1R FOR J=1 TO NiE=CePRINTY =0y "R H. S0 =" A0 B s NEXT

140 EOTO 27z
I200 FRINTYFOR CHANGE OF COEFF. OF. ORJECTIVE.GIVE VARIAELE. NUM "3
"“1” INFUT 2

E=p+

FREINT: INPUTYNEW VALUE" DR 32D

ACRKEI=0R DD

FoR g=1 T MiPRINTYCOEFF MO, "EUs "RIACRs s NEXT

GOTO 272
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APPENDIX TV Dynamic Programming

a) Dynamic Programming Method

Dynamic programming is a technique for solving a special class of
optimisation problems called multi-stage decision process. The title
"Dynamic Programming" stems from the work of Richard Bellman published
largely in Bellman (49 ), ( 50 ). Dynamic programming is rather a
camputational technique for reducing the dimensionality of a prdblem

by embodying the solution in a special set of relationships called
'recurrence relations'. Indeed the whole method might well have been
nared recursive optimisation. Generally the achievment of dynamic
programming is to reduce a difficult problem in N variables into a series
of optimisation problems in one variable which are cawaratively easy to
solwe. The possibility of applying the dynamic programming method
depends on a successful formulation of the problem in terms of a multi-

stage decision process. The structure of a multi-stage process can be

seen in Fig. 1 below. It is characterized in terms of stage and
states.

Frrst Secopa Thrrdl

gtage stage seage

Ltral
staces

at second

séage @

Fig. 1 Flow diagram of a multi-stage decision process

At each stage there are several states corresponding to the alternative
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decisions which could be made at the stage and these will often be a
range of possible values for a control variable. At each stage
therefore one decision would be made and then the process moves from
this stage to another stage to enter the possible states at that stage
and again make a decision. Two possible sequence of decisions through
the three stages are marked in the diagram, cne leading from state 3 to
state 1 to state 2 and the other leading from stage 1 to state 2 to

state 1 in the respective stages.

The full description of the terms stages state and the mathematical
formulation of the dynamic programming can best be illustrated through
an example in which a single resource is allocated among several number
of independent activities. This example is ( 52 ) shown in the

following pages.
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. Allocation of one Resource

A factory can produce goods of types 4, B and C in various quantities.
Each product needs a raw material of which only four tons are avail-
able. Allocation of a certain quantity of the raw material to a certain
product results in a corresponding return, as detailed in Table 1
The possible allocations are restricted to the levels shown in the table.
Determine the allocation which maximizes the total return.

The dynamic programming formulation of the problem is as follows.
A stage corresponds to the allocation of raw material to the production
of a particular type of product. There are three products and hence
three stages. When n types of product remain to be considered we are
at stage n. The order in which products are considered can be chosen

Table 1 RETURNS RESULTING FROM VARIOUS

ALLOCATIONS
Allocation of raw Type of product
material (tons) A B C
0 0 0 0
1 10 6 8
2 17 17 11
3 19 —_— _—

arbitrarily, and once it is chosen the product to be considered at
stage n is referred to as product n. Products A4, B, C will be considered
at stages 3, 2, 1 respectively.

A state (n, i) corresponds to a situation where i tons of raw material
remain to be allocated and n products remain to be considered. Action
k corresponds to the allocation of & tons of raw material to the current
product. The return resulting from the allocation of & tons of raw
material to the current product is 7(n, k). The optimal value of a state
is the total return generated when the system starts in that state and
an optimal plan is followed, and is denoted by f(n, {). This specifica-
tion is summarised in Table 2
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Table 2 ALLOCATION OF ONE RESOURCE! PROBLEM SPECIFICATION

Stage Allocation of raw material to a product. n
n = no. of products remaining

State i tons of raw material remain to be allocated (n, i)
and n products remain to be considered

Action Allocate k tons of raw material to current k
product

Return Return from allocation of & tons of raw rin, k)

material to product n

Optimal value of a Total return when state (n, §) is the starting  f(n, i)
state state and an optimal plan is followed

The recurrence relation is
S, i) = 1}}6&;( [r(n, K)+f(n—1, j)] (1)

where k is the set of feasible allocations associated with state (n, i)

The transition equation is
Jj=i-k (2)

which expresses the fact that allocation of & tons at the current stage
leaves i —k tons available at the next stage. The recurrence relation

and transition equation can be combined into the recurrence re-
lation 2

f(n’ i) = Min [r(n’ k)“*‘f(n“la i—'k)] ( 3 )
kek

The return function r(n, k) is given by Table 1 The stage space is
0 <=n=3. The state space is given by 0 =<1i =4 and the action
space by

O = k 1= 2

O<ky=<?2
O<k;=<3

k=<i

(4)

The first three inequalities in 2 reflect limitations on allocation
implied by Table 1 The last constraint follows from the fact that
no more than the remaining quantity of raw material can be allocated.
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If raw material left over has no value (which we assume to be the
case) the terminal values are f(0, /) = O for all . The returns are addi-
tive and depend only on the current stage and action so that the va-
lidity conditions are satisfied.

Calculation

The calculations are shown in Table At stage 1 the trial values
under action k are given simply by r(1, k) and follow directly from
Table 1 The largest possible allocation is optimal at each state and
the optimal values are

f,0)=0,/1,1)=8 f(1,2)=f(1,3) =f(L,H =11 (5)

To illustrate the calculation at stage 2 consider state (2, 1). One ton
of raw material is available. We can either allocate nothing to product
B or allocate the one ton. In the former case there is no income at stage
2 and the system moves to state (1, 1), that is the one ton of raw mate-
rial remains available at stage 1. The optimal value of state (1, 1)

has already been determined (equation . . and Table ) and is
f({, 1) = 8. Thus for action k = O the trial value of state (2, 1) is
r2,0)+f(1,1) = 0+8 = 8 (6)

If the one ton is allocated to product B there will be an immediate
return (2, 1) = 6 units, and the system will move to state (1, 0),
corresponding to zero raw material at stage 1. The trial value of state
(2, 1) under action £ = 1 is therefore

r2, D+f(1,0) =64+0=6 (7))

The set of feasible actions is now exhausted. Comparison of the trial
values shows that action £ = 0 is optimal and hence f(2, 1) = 8.
This calculation and result are shown in Table : 3 , rows 15 and 16.
Similar optimisation over the remaining states at stages 2 and 3 com-
pletes Table 3 . At stage3itisonly necessary to consider state (3, 4)
since the initial quantity available is known to be 4 tons. The optimal
allocation is determined by following through the optimal process
in Table . The optimal process is shown in Table 4 The solution
is to allocate 1 ton to product 4, 2 tons to product B and 1 ton to
product C. The total return is then 35 units.
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. ALLOCATION OF ONE RESOURCE: CALCULATIONS

Trial Value

WNNO NHO NHO NHO HFOO NHDO RO KO WO o

WWWW NN BN NN DNRN s e o b bt b b e s et @
AARAL ADD WLWW NN =0 Abd WWW RNNN o

Table . ALLOCATION OF ONE RESOUR
_OPTIMAL PROCESS

PO OI O O
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[
— 00 O
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0+8
6+0
0+11
6+ 8
17+ 0
0+11
6411
17+ 8 = 25
0+11 = 11
6+11 = 17
17+11 = 28
. 0+28 =128
10+25 = 35
17417 = 34
19+ 8 =27
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Begin

Set terminal
values |

Loop ! ‘
P 3. Nextstage

Loop3

‘Nextaction}

| Calculate trial value for |
current siate and action

| , ‘ previous best?

Notevalue = und
_action us best so far

Lastaction ?

v , . v

! Last state ?

‘ f Is the trial \ialue«bétfér 'th}gn' 1

No.




Enter table at initial state

Y

i Note optimal action and value
at current state:

i

Determine successor state
from the transition equation

Go to successor state

! Last stage ?

Fzgure 3 Determmatlon of the optimal process from the fulI table of optimal
‘ . ’ ' actions and values

180




b-The symbols which define the various elements of the scheduling problem

in network model

(i) Each circle in the model describes the staﬁe
upon which the manager has to make decision. For example,
circle indicates that 6 ' blows ' are possible
and the manager has to consider their distributions between
3 plant settings . while

circle implies that only 4 blows are possible and he

can make decision on how to distribute them to 2 plant settings .

Each of these circles are called a 'state' in Dynamic

Programming.

(1i) There are 4 colums of circles. The circle the start

of decisions .The other three colums each represent a 'stage'
of decision making. For example, circles of colum 1,@
are the various allocation decisions when only one plant setting
rate is decided to be used. Circles of up to colum 2 show

that manager decide to consider the use of two plant settings

(iid) The arrows between two circles show a sequence of possible

decisions, for example, the arrow between two circles(shown in

Fig 1 would imply that the following decisions are possible:-—

With 6 blows possible; -
(6-4)=2 blows can be allocated to plant setting No.3
and 4 blows remaine to be distributed between

the two remaining plant settings.
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(iv)

(v)

Fig 1 a sequence of possible decisions

Each decision taken is an ‘action' and the value on this arrow

shows the 'return' that can be achieved From the action to

allocaue (6 = 4) - 2 blows to plant setting No 3.

In the same manner a sequence of arrows indicates a route or a
'schedule' .
For example, Fig. 2  (below) shows a'route' which indicates

with 6 blows possible

1 Dblow is allocated to plant setting No, 1

3 blows are allocated to plnt setting No.2

2 blows are allocated to plant setting No.3

The Total 'return' from this schedule is 92 + 144 + 44 = E280

| A set @f arrows representlng 2 .

schedule .
1'}8"3




Fig ( 3 ) CQOMPANY'S SALES ACHIEVABLE NETWORK

Available capacity (No. of process 'runs' nossible)

No. of 'plant settings'to be considered for the
/ allocation of the available capacity
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c. - : FINDING FORMULA FOR UTTLITY FUNCTION

To find the utility function it is assumed that:

Xi = quantity produced for pmducti

Ii = inventory level of prcxiv.]cwt:i before making decision on
Production

Di = Demand for producti for periodt

DF = Di - Ii = Requirements on production plant
It is also assumed that:

the demand is satisfied in a Linear fashion during procduction
intervalt and the manufacturer may not insist on satisfying all
custamers demand on time but accept back orders at a finite penalty

cost v per unit

The possible inventory curve when the quantity of x produced

is shown at Fig1

IF x <DF it is allowed for shortage (OF - X)
The shortage charge is assumed proportional to the
the area under the negative part of the area made

with the axis and inventory curve.

IF x >DF Excess materials coming into inventory
It is assumed that excess inventory is unuseable

during the production interval, and it would be taken

from the inventory at the end of the period -Thus we incur :
a) interest cost

b) waste of money which is not returnable
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Since there was no stock of the required products the production
quantities would be considered as the available inventory immediately
after being produced. The various costs incurred can easily be

determined from the geametry of the inventory curve in each situation.

For example in Fig. 1 there would be same shortages for a limited
period of time (t2) for product i. Assuming that the manufacturer
accepts this lewel of back order at a penalty charge of £v per unit of

time, the incurred shortage cost can be determined ( 53) as follows:

Shortage cost = DF(i) - X{i) ty & V

Since ty _ DF (i) - X(i) or t2 _ DF (i) - X(3i) m
tit2 DF (i) DF (1)
and if T = 1 perijod 2

then shortage cost = DE(1) - X(i)

2DF' (1)

Where DF (i) = requirements for product i
X(i) = quantities produced for product i
t2 = period during which the shortage occurs

The costs and revenues which would result from using different 'blow
rate' would obviously be different because the quantities of various
products by each 'blow rate' differ from the other and with a specific
blow rate being used there would be different costs and revenues

associated with the products themselves.
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THESE NOTATIONS ARE USED

A

BJ(I)

DP(I)

DF( 1)

P(J)
R(I)

S(I)

SD

excess cost. Cost of holding excess inventory =

quantity of product I contained in one blow with size
distribution J

Cost to the production plant of one blowing with size
distribution

Cost of purchasing the shortage quantity from outside
supplier

Demand for product (I)

Demand for product after filling some proportion of
total demand with available inventory - part of demand
unfilled.

Cost of manufacturing one tonne of product (I)

Excess tonne producted for product (I)

Cost of purchasing one tonne product (I) fram outside
supplier

Cost of holding one tonne of product I in inventory up
to next decision period

Product nurber
Size distribution
No. of blows done with size distribution J

Shortage (quality) for product I = DF (I}-X if X<DF(I)

0 if X>DF(I)
Number of products
NP
Sum of all excesses fram all products = £ EX(I)
J=I

Shortage cost for shortage quantity M(I) = M(I) V(I)
Price at which each tonne of product I can be sold

Potential sales for product I

NP
Sum of all excess cost = & A(I)
I-1 ~
NP
Total V demand on production plant = ¢  DF(I)
I=1
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u(I)

SU -

Y(I)

V()

SX

NP
Total shortage occurred for all products = & M(I)
I-1
NP
Total purchase cost for all products = & CP(I)
I=1
: ’ NP
Total excess for all products = § EX(I)
I=1
’ NP

Total penalty charged for all products = I P(I)

I=1
; NP
Total potential market (or sales) for all products = % S(I)
, ; I=1

Utility of one product with respect for each blow,
each size distribution

Total utility for all product with respect to side

NP
distribution = ¢ U(I)

Sales of those gquantities demanded for product (I)

= gales achievable
NP
= L Y(I)

 I=1

penal ty or shortage charge for one tonne shortage for
Product (I)
NP

. Total quantities produced for all products = I X(I)

I=1
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the campound of the schedule's utility against each product is

as follows:

X * R(I) = Revenue if X are sold

(X-DF(I)*R(I)*G = Those portions of X which are not sold was
reduced fraom revenue

*

X o« E, ., *H(I)*W interest charge upon the money tied up in
2*DF (1) (I) : : .

work in process inventory
(DF (I) -X) 2, o , .
¥ DF (1) V(I) penalty charged on the shortage quantity

over the production interval
(X-DF (I)*E(I) money not used effectively. Loss of money (resource)
X_DP(I)*E(I)*H(I) interest charged upon the money tied up in those

2 shot which is in the system but are excess for
this period (i.e. production interval)
U{I) = Utility of Plant setting No j for Product 1
U*{I) = X . R(I) - (X-DF(I)) , R(I) , Q quantity not being sold
- XXX o h (T) *
5 B (1) E(I)*h(I)*S

_ (DF(I)-X) * (DF(I)-X)
2%DF (T) AT

- (X-DF(I)) * E(I)*Q

- —(:’(—’—gf—@i) * E(I) *H(I)*Q

and the utility of a schedule for all products would be:

KB NP
Uu = ¢ I U(I)
Kj=1 I=1

~

This information is now fed into the dynamic programme to fird a

schedule which gives the maximm utility.
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d - The Computer Program used ﬂn‘ﬂUﬂﬂx;ancxmhmmxsdmﬁukaofzﬂant
Settings.

S OPEN4s 451

7 56=0

8 DIM ZD(JUTsKBISsZEC(JITsKBY y ZF CJTs KB s ZH(JTKB)

10 INPUT"ENTER NQ. OF PRODUCY INCLUDING REFERENCE PRODUCT":NP

12 DIM UINP)sPINPIsACNPY s SINPIsOINPY s MINPYSEX(NPIs Y(NPY s XINPI s NOCNP 3
15 PRINTE4y "ND.OF PRODUCT. . NP=":NP-1

20 INPUTYENTER NOQ.DJF JET":;dT

25 PRINT£4:"NQ.OF JET SIZE DISTRIBUTION EXAMIND. ... JT="5;JT7T

26 INPUTYENTER MAX BLOW YOU WISH":KB

27 PRINTE4, "MAX BLOW POSSIBLE FOR YOU...KB=";KB

23 DIM DPINRPISIPCNPYISDF (NP ZC(JT)

29 DIM ST(ITHKB+1)sFT(JTskB+13 s ZACUTsKB+1) s ZB(JTyKB+1) s ZCUJT s KB+1)
33 PRINTL4: "DEMAND FOR THE PRODULCTS®

43 FOR I=2 TO NP

S50 INPUT"ENTER THE VALUES FUR THE PRUDUCT AND INVENTORY";DP(I)IPCID
&0 DF(IX=DP(I)-IFC(D

70 NEXT

75 FOR I=2 TO NF:FRINTE£4sDP(I>::NEXT

76 PRINTL4s" ":PRINTE4," ®

77 PRINTE4: "VALUES FOR THE INVENTORY"

78 FOR I=2 TOQ NP:PRINTE4, IP(I)::NEXT:PRINTESy " ":IF G=1 THEN 143

79 PRINT"ENTER VALUES FOR 2"

30 PRINTE£4,"JET COST..."

81 FOR J=1 TO JT::INFUTZ(J)::NEXT

83 FOR J=1 TO JT:PRINTL4sZ () :NEXT:sFRINTEL4, " ©

36 PRINTEASs "HOLDING CO3TE. . ea !

33 DIM B(JTyNP),H(NP)aV(NP),R(NP)yh(NP)aL(NP);F(NP)sFl(dT»hB)

29 PRINTYENTER VALUES FOR H“

20 FOR I=2 T3 NP:zINPUT HCI):PRINTE4sHC(I) :NEXT:FPRINTELS, " ©

91 PRINTE4s "FRODUCTION COST QOF FRODUCT.... "

22 PRINT"ENTER VALLIE FOR E"

93 FOR I=2 TO NP:INFUT ECIIsPRINTEAYECI) ;s LCI)=H(ID#*E(I):NEXT::PRINTL4
94 PRINT"ENTER VALUES FUR R"

95 PRINTE4, "SALES FRICE. .. "

94 FIIR I=2 TO NPF:INPUT R(I):PRINT£49R(I);:NEXT:PRINT£4a“
97 PRINTYENTER VALUEZ FOR F*

283 " ROHASE FRICE... "

;3 ?Z%Ngfﬁ’rgumr INPUT FOI)iPRINTESSF (I :NEXT:PRINTES, "
100 PRINTMENTER VAILUES FOR V"

101 PRINTESy "FENALTY COSTE..!

102 FOR I1=2 T0O NP:INPUT V(I): sPRINTEG V(D)3 : NEXT:PRINTES, " "
103 PRINTE4 ™ v ERINTESs " PRODUL TION RATEY |

104 FRINT“ENTER DATA....."

104 FOR J=1 10 JT

107 PRINT"FOR JET":J

103 FPRINT"ENTER PRODUCTION RATE FOR REF FRODUCT AND MAIN PRODUCTS®

109 FOR I=1 TO NP
110 INFUT BCGJdy D)

120 NEXT I :
124 FOR I=2Z TO NP: PRINTL4¢B(J’I);:NEXT |

126 PRINTE4, "V ~

130 NEXT J

132 DIM KJ(JTsNPI s C(JT) :
123 INFUT"TYPE O IF YOU WISH FOR SENSITIVITY OTHERWISE TYFE 17K 5

134 FOR J1=1_T0O JT

135 FUR T=1 TD KE

136 IF K=0 THEN G=1:50TD 141
137 IF_K=1 THEN 145

WL tem gy e L e e e i L T T e o S o

"
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T INFUTTENTER FINAL DEMAND FFR REF PRODUCT": T:PRINTE4," *

PRINTESs " “:PRINT£4,s " ND. OF EBELOW"

J=J1
I=1

KdCdy o= (T)/BC(Js 1)
PRINTL4KJ(Js 1)
PRINTE4»" “:PRINTEZ4,"
I1=1

C=KJ(J1y I1)*Z(J1)

SN=0

5D=0

5X=0

5Y=0

3 50=0

SM=0

SA=0

SP=0

S5=0

SU=0

FRINTE4s "WHEN JET SIZD="3;.J17
F:RINT£4’ ll. I:'F'u; ll. XII; ll. Mll: H- PH e n'
FRINTES, *

FOR I=2 T NP
X=pJ(J1s L1 #BCJL» 1D
FRINTE4s;OF (1)

FPRINTE4, X3

IF X<DF(IY THEN &2=0:W=1:0560T0
=1 W=0

MI=(X-DF (I3)*R{I)%Q "
MZ=(1/C2#DF (I ) # XX %E(I)#H T Y #lW
M3=(1/C2%¥DF (I3 3% (DF CI3-X0#(OF (I -X0 %V (I %W
ME=(X-TIFCI))*ECT ) *2

ME=(1/23%(X-DF CIDI#ECI) %R0 %i

IO =Xl CT) - MLI~-MZ-MZ-MS~Mé s S5 T

MCD)=(X~DFCI)Y ) #W

EXCI =0 (X-DF (T2

SCHH=0FC(I)=*RCD)

FOIy=(-10% L/ (Z*DFCI3 0%V (T #M I #M T %W

ACII=((X~-DF (I X ECI R+ (1 /20 % CX-DOF (T2 #ECIy#H(I 3 #Q3 % (-1

"AND FRODREF=";I1;"AND NO.OF BLOW ="j;KJ(
CRCId" M, EX"s, Ate, P+Atzu_ Sue_yiusn 1}

B 2ty

LA o

. RSP (I

SA=SALA(ID
Tt S N
SM=5SM+MCT)
SO=50+EX 1)
Y(Ii=X¥R (I} *W+S ()%
SY=SY+Y (1D

3 SX=5X+X

Sh=2D+D0F (D)

NCI)=MCI)#F (I

SNa=ENENCLD

PPINTL&?M(I)rF(I)rN(I) EXCII3ACDsACI3I+R(TII3SCTIasY (I (T I="s TN
FRINTEG, M

FRINTESs ™
PRINV£43”.SU";"...E”;
FRINTEL, "
FrRinTed s mis O
FFINTIQ;” “
Fihfgf:”
rRINTt41

lll...:-:;Y',;”...SY E ,'l :3[‘}";“. SX“;"..ILi:'J(&;:

YL EU-CT

U l 7<_Y1-Y ‘ 7_,D14X " “.l_”.SII)

Syvit, sy-oo

-
- A e e
L SRRSAYS ML BEY Y,

: Schi,T1~JU
IBCGILST)

=3Y
L0 Ty=5X
NEXT T
NE X 1.1
INFUT"ENTERL FIOR =L Z2FOR SYy 2FOR 32X 7FOR DLT OF
IF Cox7 ]HER FRINT'REENTER": GOTO 311
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NEXT
FOR I=1 TO JT
FOR J=1 TO KB+1
FTCI+ D=0

NEXT J

NEXT I ___ %
FOR I=1 TO JT
FOR J=1 TO KB+1

PRINTE4y ZACIsJ-1) 7 s PRINTEA "

NEXT

e IS e it s emmearh ok s

GOTO350

ACI2yJd3)=8T(J2yJ3): G0
THEN ZAC(JZyJd33=7B 42+ Jd20:0GUTOSS
ACI2:d3)=2C(J2+Jd3)

INFUT"(MAT)Y DR (LLIST) "3 X$
IF X$="MAT"THEN M3=1:G0TO 3%0

IF X$="LIST"THEN M3=Z:

GOTO 370

FRINTUYREDO! ' ! ": GOTO 325

FOR I=1 T0 JT

FOR J=0 TO KE+1

I5=0

FOR K=0 TO J
TV=ZACIsKI+FTC(I-1 s J-ED

S IF M3=1 THEN FRINTE4, "FOR I="; 1

"FINEXT:PRINTE4, " ¥

PRINT®I="5 13 =" .03 "K=" 1 K3 "TV="3 TV ZACT 1K) FT (I~ 15 KO

IF MZ=1 THEN FRINTL4sT

IF Z1=1 THEN PRINTE4"I="; 13" =";0; "K="3

IF I5<TV THEN Is=TV
NEXT K

IF MZ=1 THEN FRINTLAy
FTC(Is =15

NEXT J

IF M3=1 THEN FRINTE£4s
NEXT 1

GOTO 211

IF K=1 THEN 1323

[F K=1 THEN 133

END

READY.

VG070 440

:PRINTESy s FRINTESS
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APPENDIYX v

THE RELATIONSHIP BsSTWEEN OPZRATIONAL RESEARCH TECHNIQUES

AND " INDUSTRIAL DYNAMICS™ AS APPLIED TO TAE HANAGERIAL

PROBLEMS OF DECISION MAKING IN THz METAL POWDER

MAKING INDUSTRY.

A - ZAKERJ

DEPARTKENT CF PRODUCTION TECHNOLOGY AND

PRODUCTION MANAGEMENT, ASTON UNIVZRSITY.
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This paper discusses the problems that would be encount-
ered when the Industrial Dynamics approach is wused to

aid in the design of improved managerial policies for

a metal powder making company. It seems tnat the very
basic requirements of the industrial dynamics model
building (i.e. the formation of feedback loops) is
difficult to be met in the case of modelling the operations
of a metal powder making company, and it demonstrates that
the use of Operational Research Techniques would

greatly assist,in tackling this probleﬁ by allowing for
the required decisions to be made quickly and the data

to be circulated throughout the system which otherwise
would not be possible. The Industrial Dynamics Technics
was proposed by Jay. W. Forrester at about two decades

ago (1) as a method of systems analysis for management.
This methodology aims to study the perfofmance of business
corporations or entire industries by using simulation
techniques to show how they respond to various conditions
(2). Industrial Dynamics explains the systems' behavior

in terms of the structure and policies within a system

and suggests changes in the structure and policies so

as to imorove the system performance (1) & (3).

The structure of a system as represented in an industrial
dynamic model is comprissd of a set of interacting

feedback loops.
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The feed back loop is the structural setting within
which all decisions are made. It is a closed path as
shown in Fig (1). A decision is based on the observed
state of the system. The decision produces action which
alters the state of the system and the new state give

rise to new information as the input to further decision*.

Available Information
Flow

Environment

About Level

N
Decision
Point
Controlling
Rate of Flow

Level

Action

Fig (1) simple feedback loop

In this Figure (Fig 1) the'level' represents the accumu-
lation of various entities in the system such as
inventories of goods, unfilled orders, number of employees,
etc. Decision point <contains decision rule or "controll-
ing policy" which control the rate of flow of system
entities sucn as money, order, etc. Available in forma-
tion about level is received by decision point whereby

it is used as a basis for decision that causes action to

be taken - This action, in turn, alters the level of the

system variable.
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A decision 1s made within a feedback loop aims to

achieve a certain set of goals which is the subset of

total systems' goal. Pig (2) illustrates the rate of é
decision making in a 'goal-striving' system (2).

Decision rule (contained in the decision point or decision

center ) recognises a goal towards which the decision

point strives, compares the goal with

Desired
Performance

¥

i

|
\Y

Decision
- Point ¢ Feedback

J (Policy)

|
|
: Decision |
' |
' |

Environment Flow Action Action] Real N |
Performsnce

(Source) j Centre S

Fig 2 a goal striving feature in a feed back loop

the apparent system conditions to detect any discrepancy
and uses the discrepancy to regulate action so as to achieve

the goal.
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In this loop there is a continuous feed back path of

decision-result-measurement-evaluaticon-decision.

The industrisl-dynamics model of an organisation might

include numerous subsystems of the type shown in Fig 2.

An Industrial Dynamics Simulation Model of factory operation
for a metal powder making company may have tne feature as
shown in Fig 3. As can be seen in this Figure there

are a number of goal striving (not necessarily goal-achie-
ving) sub-systems within the total factory system.

One such goal striving system involves a loouv which contains
the 'desired level of inventory', the tactual level of
inventory of finished goods', and the ‘*decision centre

which controls tne flow of input material'.

The decision centre recognising tne desired inventory level
as a goal and receiving information on the actual level
of finished goods would be able to output a decision which
results in an action to be taken to adjust the level of

actual inventory.

The feedback loops, explained in the above mode however,

is difficult to construct as such due to the following
reasons:

a) There is often is a lack of precise knowledge as to
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DESIRED
PERFORMANCE

o o e ey
ORDER
RA%E i
CUSTOMERS Jo e cn s e i
DESIRED INVENTORY i
LEVEL }
|
|
i
DECISION [ == == == o= e e FEEDBACK DECISION
CENTER ' L pm co  ce e cn me cmme t mm —) —— TCENTRR
T 1
i { { |
! i i
| ACTUAL I i
i PERFORMANCE | !
! |
! |

ACTUAL ACTUAL
FACTORY WORK WAREHOUSE
SUPPLIERS -lN—’ifEleE ESS - lNVLEEf\“J/TEOLRY =1 CUSTOMERS

MATERIAL
INPUT
RATE

LEGEND:
FLOW OF MATERIALS
e e FLOW OF INFORMATION

VALVE TO INDICATE
THAT DECISION FUNCTION
CONTROLS  FLOW

Fig 3 ~ Simple Model of a Factory System

= -
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the actual level of inventory or finished products. To
obtain tnis information it is required to quantify the
stock material which is a mass of particulate material

to convert it into the final product equivalence. The
stock material which comprises of large number of particles
of various size 1is not measurable easily (The famount!
of particles of individual size classes coculd be know
only statistically. In addition to this there is a large
number of routes into which these particles could be
blended to form the final products and the blending
schedule is normally decided only when the exact specifi-
cation of the customer-requested- products is ‘'decided.®
The latter is often subject to variation due to both the
customer request or the companys plan to make more use-

- of stock materials.

(b) The decision concerning the gquantities to order to
revlenisn tne inventory is also difficult to be
made for the reason that first; the information on
actual level of inventory is not readily available
(as exvlained in a), and second, the production rate-
‘decision making involves comparison between the outputs
of the process when different plant settings are
utilized and the consideration of the combinations of
the various process *'runs' wnich result in an

economic production run.
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The above decisions are difficult to be made by
the human decision maker and is also difficult to
put under the control of a specific fixed policy
because tne parameters of the policy which should
control this decision is difficult to determine

precisely.

It is shown in Fig 4 that the use of Operational Research
techniques such as Linear Programming and Dynamic ~ Prog-
ramming will solve the above two problems - respectively.
The author has developed such programs for solving these
operational decision problems of the metal powder making
industry, and he beleives that these programs could
conceivably be incorporated as '"sub-assemblies" into an

Industrial dynamics "gestalt" model.
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Backlog in
terms of , — —_————
.- final product

Customer order -
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final products
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Fig4 Simulation Model of Powder Making Factory

201



REFERENCES

NICHIPORENKO O S and
NATDA YU T.

ABDET~AIL H K
SCHMELZLEE R

MANNE A S

BEDDOW J K

BACKENSTO A B

HAUSNER N H

IRANI R R
CALLIS C F

‘Preparation of Nickel Powder by
Atomization'.

Soviet Powder Metallurgy and Metal
Ceramic, Dec 1970, p 955

Petroleum Econamics and Engineering.
An Introduction.

Mrcle Dekker Inc.
New York 1980

'Schediule of Petroleum Refinery
Operations'

Harward University Press,
Cambridge Massachusetts 1963

'The Production of Metal Powder
by Atomization'.

Hayden & Son Ltd, 1978

'Tron Powder Metallurgy Perspective
in Powder Metallurgy'

Vol 3. Plenum Press, New York, 1968

'Basic Characteristic of Metal
Powder! in 'Handbook of Metal
Powders'

Poster-Air, Reinhold Publishing Co.
1966

'Particle Size : Measurement,
Interpretation and Application'

John Wiley & Son Inc. 1963

202




8. JELINEK Z K - ,
: Particle Size Analysis”

John  Wiley Sons inc.,

1970

9. DUNKIEY J J "The Production of Metal Powder
by Atomization'

Powder Metallurgy International
(Journal) Vol 10, No 1, 1978

p 38.
10. AGARD REPORT NO 27 on Advance Manufacturing Methods
and their experimentation : some

pilot papers on Powder Metallurgy

1975.
1. Leliaert, R.M. "Size Control in Shetting, "
zielinski, T.R. Wheelabrator—?rye,rznc'l

February 23, 1977.

12. CATALOGUE OF PRODUCTS in Bradley and Foster Limited
Wednesbury, West Midlands,
England

13. GARVIN W W et al '0il Industry'

Management Science (Journal)
Feb. 1957

14. EIION S 'Multi-Product Scheduling in a
Chemical Plant'

Management
Vol 15, 6, Feb 1969

203



15.

16.

17

18

19

20

21

22

CHARNES A
COOPER W W
MELICON B

EIION S

DZIELINSKTI B P
MANNE A S

BRUCE B HENRY

JONES C H

DaTTY A C

GAMBLE K

James C G L

F H LIOYD GROUP

'Blending Aviation Gasoline - A
Study in Programming Interdependent
Activity in an Integrated Campany

Econometrica 20 (1952) p 135-159

'Elements of Production Planning
and Control'

MacMillan Campany, New York, 1962

'Simulation of a Hypothetical Multi-
item Production and Inventory
System'

Journal of Industrial Engineering
Nov - Dec, 1961

"Linéar Programming for Production
Allocation"

Journal of Industrial ENgineering =
July 1967 P403

"Using Packages:

The BCIRA/Hopkyns System"
page No 15 BNF conference 1978

"Using Packages: The BNF System”
paper No 16 BNF conference 1978

"Camputer-aided production - control
for Jobbing and Short Series Foundry
work"

Exploitation of a Mini-Computer in
"Real time" application at
Dudley Foundry Campany, Limited

Foundry Trade Journal
March 3rd 1977

-~

"F H Lloyd Group Install Camputer"

Foundry Trade Journal
Ppril 1970

204




23

24

ILAW T D

KELLEY (BISRA)

SCRATA

Technical Information

The Computer As An Aid To
"Producticon Control®

Review of the use made of Computers
in Steel Works Production Control

System In Action 1970

"Manual and Camputer System for
Foundry Production Control"

BNF Metal Technology Centre

Computer Programs for Production
Control

British Foundry 67 (1974) July, 173

"Foundry Control by Computer”

'Ihird BISRA Conference

., Real THime Productlon Cantrol in

Small Foundry

BNE Paper No 13

Bibliography No 166

"Same aspect of Present Producﬁcm
Planning and Control in Foundries"

March. 1973

"The Process C@ntrol/OperatJ_cnal
Research TInterfac

e '.,rly
1978 P 2]_



32

33

34

35

36

37

38

39

IAW T D

DRTEBEEK M J

BETIMAN R

RCBERTS S M

_ WAGNER H M

McMILIAN C et al

FORRESTER J W

CARZO K

CIOUGH D J

"Mathematical Programming"

Department of Production Technology
and Production Management 1981

"Applied Linear Programming”

Addisin-Wesley Publishing Campany
1969

"Dynamic Programming”

Princeton University, Princeton
New Jersey 1957

"Dynamic Programming in Chemical
Engineering and Process Control"

Acadenmic Press Inc 1964

"Operaticnal Research and it's
Applicatias to Management"

Prentice Hall 1974

"Systems Analysis ~ a computer
approach to decision models

Richard D Irwvin Inc., 1968

"Industrial Dynamics"

Carbridge Mass (MIT) 1961

"Formal Organisation - A System
Approach”

1568

"Concepts in Management"

Englewcod Cliffs iW:J '
Prentice Hall, 1963

206




41

44

45

46

47

48

49

MORGAN J J

JANES W G
ROPE C M

SAHIN K E

FORRESTER J W

VAZSONYT A

DANTZIG G B

CHARNES A
COOPER W W

DORFMAN R
SAMUELSON P A

BELLMAN R E

"Questions for Solving the
Inventory Problem"

Howard Business Review
July - August 1963

"Linear Programming Applied to
Production Planning” -~ A Case Study

Operational Research Quarterly
vV 15 (4) 1964 P 293

"System Dynamic Mocdeling"

Oreega V 8 N 3 1980

"Industrial Dynamics"
Cambridge Mass: MIT 1961

"Scientific Programming in
Business and Industry"

John Wiley & Son Inc 1958

"Linear Programming and Extention"
Prentice Hall, 1963.

"An Introduction to Linear
Prograrming"

John Wiley & Son Inc 1953
"Linear Programming and Economic
Analysis".

McCGraw Hill 1958

"Dynamic Programming"

Princeton University Press 1957

207




BELIMAN R E
DREYFUS S E

"Applied Dynamic Programming"
Princeton University 1965

“Concepts in Management Science"

Englewood Cliffs N J
Prentice Hall Inc 1963

"Dynamic Programming with
Management Applications™

Butterworth & Co (Publishers) Ltd
1973

‘Operations Research_- methods &
Problems’

John Wiley & Sons Inc.,

1959






