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SUMMARY 

Production in the netal powder rraking industry is to a great extent 
a 'matching' procedure. 

IA.any base :powders can be produred via the processes, but t.hey will not 
match. custorrer requirenents unless subjected to extensive 'manipulation'. 

As a result several 'control' stages are available. At production, 
at separation stage and at blending stage. It appears iDitially 
that complete control is possible. 

However, lack of reliable infonration on process cap:iliilities and poor 
definition of products together with a complex blendL.>1g problem rrake 
decisions ex+-__._---e.'rely difficult. 

The ¼'Ork described in this thesis presents, it is believed for the 
first tirre, a coherent approach to rranagenent decision nB.k.ing in 
this industry. 

A multi-decision stage optimisation is suggested and case studies are 
presented. 

A variety of advanced and standard netherratical rrodellLr1g approaches 
are utilised, including Dynamic Prograrrming, Linear Prograrrming, 
Simulation and Industrial Dyna.'Tiics . 

The research concludes with an outline of further ¼'Ork required to 
product.ionise the recomrended course of action. 
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CHAPTER CNE 

INI'FOOC'CI'ICN 

1.1 General 

Many industries are by now making regular use of 'scientific I method 

of decision making in directing arc controlling their production 

o:pera lions. .Arrong these are the mass production industries and tl1e 

batch producers of many erl3'ineerlll3' items, as well as food and allied 

industries. There do, h:>wever, exist various industries which have so 

far ma.de al.rrost no progress in using rrodern decision ma.king methods. 

The reasons for this are found in either t..r:ie difficulty of 'quantifying' 

production or even Ll"l 'qualifying' what will be produced. 

AnDng the industries so affected are metal powd.er manufacturers (the 

subject of this research) and foundries of various types. 

In both cases the very act of fir1ding out w'hat has been produced is 

difficult to achieve. 

In the case of metal powder making, the problem is corrplicated by the 

lack of certainty in w'hat will be produced. 

In these circumstances, the managers in rretal powder making industry 

have often been forced to resort on their pure ma.nagerial experiences 

to make the various planning and a:mtrolling decisions. Since the 

.. 



problems of operational planning and control in metal ~er making 

industry are too complex to be solved by the intuitive rrodels of the 

managers, these decisions did not often result in effective 

utilization of the resources at their disJX)sal. 

Indeed, the following syrrptoms which can be observed in even tli.e :rrost 

reputable metal powder rnaking companies are the evidence of the 

existence of such a prable, . 

a) Despite JX)Sessing a productive capacity of higher 

level, in terms of tonnages, than the requirerrents 

of their relative market derrand, metal JX)Wder making 

COI'rpanies have often been operating rmder the 

capacity of their respective markets - expressed 

differently, they can often not satisfy their 

relative market derrand. 

b) Metal p::,wder making companies have often been holding 

in inventory a high level of stocks of rmsaleable 

products and a low level of stocks of rrore marketable 

products, which has resulted in a high level of their 

cash being absorbed by, and misused in their stoc}c and 

implies a lack of control over inventory. 



1. 2 Survey of Previous Works 

A literature survey on rretal pcwder (technology and production) 

revealed that alnost all researchers looked at the problems of p::wder 

manufacturing from a process control/engineering r:;oint of view -

engineers, scientists and statisticians \vho worked in this field being 

nost attracted by the technological corrplexity of the process and the 

product of this industry, have put in trerrendous efforts, and have 

published many patents and rer:orts dealing with, either the 

construction of the apparatus used for r:;owder making or concerned 

with process control problems - finding correlations between the 

pcwder quality pararreters and the process pararreters. (references 1.,4 

through12) 

This approach, vlhich is a traditional approach of control engineers, 

has resulted in extensive progress in the technical control of 

pcwder manufacturing:- Mechanisms of control have been fully 

investigated and process para:rreters have been established for the 

manufacture of various rretal pc:wders ( 1 This in turn has 

enabled pcwder rranufacturers to establish their own set of plant 

settings for the achieverrent of various possible qualities of the 

pcwder. 

These possible qualities, however, are not precise qualities to give 

exactly vlhat the custo:rrer requests. For instance, the 'particle 

size distribution' of the p:tcd.uced powders, (the pararreter of nost 

concern in this study) that can be achieved through the Frocess, 

cannot natch the custorrer-requested PJWder exactly, except on ver:y 

infrequent occasions 



Ha.,.iever, in oontrast to this enpia.sis on technical prcblems, little 

has been reported on the managerial prcblerrs of p~tion in this 

industry, and surprisingly, there is alrrost no published evidence of 

any research on such prcblerrs. 

Review of the technology of various precess industries revealed that 

}?etroleum refineries are involved in O}?erations sarewhat similar to 

those of the pc:,wc]er manufacturing industry. For exarrple, the 

distillation process is similar to the atomization process (the 

manufacturing process studied in this project) and involves si:rmJ.ltaneous 

manufactur of a range of products whose proportions are fi.Jred for a 

particular plant setting(2),!3),(13):115,. 

Moreover, both .irrlustries meet the problem that there may be a 

misnatch between the custaners '-requeste.:l prcducts ard th::Jse prcducts 

that can be achieve.:l (initially) fran the processes. To sell their 

products, hONeVer, both have to apply additional processes, on their 

i;roducts to match them to the custaner-requeste.:l products. In the 

oil .irrlustry they ar:ply cracking processes arrl blen::ii.rB operations, 

arrl in metal :rx:,w:ier maki.:rq tl1e m.ar.ufacturers blerrl the various 

p::,w:jers. 

'Ihe problems of operational control in a refLr1ery have l::een approached(3) 

in detail, wt the approach use.:l in this industry is not directly 

applicable to the metal r:o'v.d.er m.akin:J operational problems. The 

major reason is that the ~er properties are not-quantifiable as 

easily as the fractions of crude oil or as final prcducts are 

quantifie.:l in the petroleum. .irrlustry. They (the approaches) r~i.re 

rruch mcdif ication if they are to be use::l in organisin:; ro,,.uer 

m3IIl.lf actur i.rg. 



The literature on production and inventory control has also been 

surveyed. The problem of planning and scheduling the production and 

control of the inventory in multi-product industries have been approached 

by many manage:rrent scientists. For exarrple, Eilon ( 14) , ( 16) 

discusses the problem of plant loading in a multi-product chemical plant. 

Dzielinski and M:lnne (17) used the conputer simulation to study the 

behaviour of a hypothetical multi-item production and inventory system 

lIDder various inventory control policies applied. There are many 

exanples of these type of approaches in the literature and sane of the 

v.0rk being done are highly advanced ma.thematical treatrrent of the cases 

involved. However, all these v.Drk:s concern with the products which 

are defined easily and assurre that the production rate response of the 

process or ma.chine for producing the individual products are 

rreasurable with certainty. In the case of rretal J:X)Wder making the 

products are defined only in statistical tentJS and this often goes 

lIDder various alterations too. For exanple, a product is defined by 

the probability of it containing a particle of specific size and this 

probability is allowed to vary from say % 85 to 1. Within this wide 

range the product has sorre given class or grade category. In 

addition to this the stock ma.terials are often subject to mariipulation 

i.e. they lIDdergo 're-sieving' to fill the custorrer orders. This is 

often necessary because the manufacture of that particular order rray be 

rrore expensive than rlfilning out of stock for other custarer orders. 

'Ihe work presented by Henry and Jones ( 18) howe-ver provides a similar 

case to the situation net in rretal powder making industry. Electrical 

devices of various qualities can substitute for each other and the 

manufactures seeks a rrethod of allocating the production to custorrer 



orders which a) minimizes the production quantity required to fill 

the requirenents and b) to minimize the build-up of stock of lo;v 

qualities products which could can not be substituted for higher 

quality products. This prc:blem havever is less conplex than the 

blending problem of rretal po;vder rraking in which the range of 

substitution of particles of a particular rresh category is only 

limited to a few products . 

Finally the idea of SKULL ( 31) which develops what he calls it the 

Process Control/Cperational Research Interface is a point of departure 

for approaching the prc:blerrs rret in rretal po;vder making industry - nCM 

that the process can not be further engiI1eered or inparelled to the 

progress of process engineers the resource allocation idea of cperaticnal 

research 'WOuld be used to get ITBXimurn out of the existing system. 



1.3 Research Prograrrm:: 

The aim of this study is to provide rranagers of those rretal ~ 

making conpanies who use the atomization rret.hod of manufacture, with 

tools and procedures 'Which facilitate rro:re effective control over 

the proouction functions of their :respective canpanies. 

Managerial control of proouction involves, basically, the design of 

operating procedures and controls, 'Which guide the production decision 

making tasks of lower nianagerrent. In :p:)Wder manufacturing, where 

'proouction' is to a great extent a 'natching' procedure, a11d, there 

is an uncertainty about the specification of the 'should-be products', 

the design of operating procedure and controls 'M)uld not guarantee the 

rraxirnization, at every instant, of the expected value of the utility 

that can be obtained from the use of resources. This is due to t.rie 

fact that the state of the plant resources are not predictable. 

The design of rrech.anisms ained at better matching of requirement and 

achieverrent, and 'Which facilitate better decision making, seems a 

rro:re logical approach and constitutes the main objective of this study. 

7 



1. 4 A Brief Outline to the Chapters of the Thesis 

The v.0rk proceeds through a general study of rretal pcwder arid its 

rranufacture in order to introduce the context and the environrrent of 

the problem addressed and approached in this project, Chapter 2 is 

nost concerned with this task. It gives a brief outline of the nature 

of a "rretal pcwder" and introduces its characteristics as derranded by 

custorrers and to the extent required in this study. It also identifies 

tl1e rrajor operations involved in the rranufacture and production of 

rretal fOwders and outlines the atomization process and its output 

characteristics in particular. 

Finally, it illustrates briefly the limitations encountered in 

technical control of rretal fOwder manufacturing processes. 

Chapter 3 identifies those managerial problerris production control and 

decision rra.king, which are addressed in this project and which are, 

to a great extent, consequential on this technical problem. 

Cl-iapter 4 introduces the managerrent science/operational research 

tec.riniques which suggest themselves as tools for assisting managers in 

fOwder corrpanies in tackling the prcduction problems highlighted in 

Chapter 3. 

'Ihe analysis of the applicability, rrerits and requirerrents of t.h.ese 

-
techniques have also been carried out in this chapter and the rrethcd 

vmich was sought in this project as the nost appropriate one, has been 

identified. 



01.apter 5 fonnulates t.."1.e mathematical rrodelling of the major 

cperations of the powder production process and tries to specify the 

role of these rrodels in the rranagerial problem-solving (or decisicn 

making) tasks of rranagers of powder making conpanies. 

01.apter 6 oontains discussions about the work and presents the 

conclusions. 

Chapter 7 gives suggestions concerning future work and recom:rends the 

oonstruction of a dynamic rrod.el which can help the rnanagelS of rretal 

powder making corrpanies to design inproved policies for their ccnpanies. 



C'.HAPI'ER 'IWO 

METAL :l?CWDER MANUFACTURING INDUSTRY - AN OVERVIEW 

2.1 The Need for Metals in Pow:ler Fonn 

Metal fX)Wder manufacture is a highly specialised industry sector, 

covering fX)Wders in iron, copper, aluminium, tungsten, molybdenum arid 

most comnercially used alloys of these metals. The reasons for 

requiring metals in p::wder fonn are manifold and include:-

Production of explosives, 

Production of sintered metal corrp:ments 

(Powder corrpact substitutes for wrought metals), 

Paint constituents, 

Grinding and shotblasting media, 

Electric filament production, 

and the manufacture of specialised alloys which are impossible to 

make via the conventional (melting) route. 

Table 2.1 shows sane of the uses to which metal powd.ers are put. 

2.2 Characterisation/Quantification of a 'Metal Powder' as oroduct 

'Metal Powder' is the final product of the powder manufacturing 

industry. Unlike the products of other industries, this product is 

not capable of being easily defined or quantified. 

1 0 



TABLE(2.1) Typical Applications of the Powders ( 5 ) 
-----------------------------

Production Typical 

method powders 

Atomization Stainless sceel 
Brass 

.Fe 

Al 

Gaseous re- Fe 
ducrion of 

oxides 

Typical applications 

Filters, mechanical parts, atomic reactor fuel elements 
Mechanical parts, flaking stock, infiltration of iron 
lv1echanical parrs (medium to high density), welding 

rods, cutting and scarfing, general 
Flaking stock for pigment, solid fuels, mechanical parts 

Mechanical parts, welding rods, friction materials, 

general 

Cu Bearings, motor brushes, contacts, iron-copper parts, 

Gaseous re­

duction of 
solutions 
(Hydromet­

allurgy) 

Reduction 
with car­
bon 

Electrol yr ic 

Carbonyl de­
composition 

Grinding 

Ni 

friction materials, brazing, catalysts 

Iron-nickel simerings, fuel cells, catalym. Ni strip for 
coinage 

Cu Friction materials bearings, iron-copper parts, catalysts 

Fe 

Fe 

tv1echanical pans, welding rods, cutting and scarfir1g, 

chemicai, general 

Mechanical parts (high density), food enrichment, elec-

tronic core powders 
Cu Bearings, motor brushes, iron-copper parts. friction ma-

Fe 

Ni 

Mg 
Ni 

Fe 

terials, contacts, flaking stock 

Elecuonic core powders, additive to other meral pow­

ders for sintering 
Storage batteries, additive to other metal powders for 

sintering 

Welding rod coatings, pyrotechnics 

Filters, welding rods, sintered nickel pam 

Waterproofing concrete, iron from elecuolytic cathodes 
(see Electrolytic above) -

11 



A schematic representation of a rretal p:iwder is shov-m in Fig. 2.2.1. 

It is simply identifiable as a rrass of particles of various shapes 

and sizes. A corrplete characterisation of it hc:wever requires that 

all characteristics of a 'single' p:iwder particle (shcwn in Table 

2-2a) and those characteristics which elate to a 'ma.ss' of particles 

(shown in Table 2-2b) are detennined ( 6 ) . A description of all 

these characteristics is not the aim of this w:::)rk but a brief 

introduction to sorre of the characteristics of the p:iwder such as 

particle 'size', 'size range' and particle size distribution is 

essential because they are frequently referred to in this study. 

In particular, the 'particle size distribution' is the major rreans 

of identifying/quantifying a powder. 

Fig. 2. L. l A schematic representation of a powder 



TABLE 2-2a CHARACI'ERISTICS OF A P™DER PARTICLE 

A. Material characteristics 

1) Structure 
2) Theoretical density 
3) Melting point 
4) Plasticity 
5) Elasticity 
6) Purity (impurities) 

B. Olaracteristics due to the process of fabrication 

1) Density (porosity) 
2) Particle size (particle diameter) 
3) Particle shape 
4) Particle surface area 
5) Surface conditions 
6) Microstructure (crystal grain structure) 
7) Type and arrount of lattice defects 
8) Gas content within a particle 
9) Adsorbed gas layer 

10) Arrount of surface oxide 
11) Reactivity 

TABLE 2-2b CHARACI'ERISTICS OF A MASS OF PCWDER 

1) Particle characteristics (see Table 2-2a) 
2) Average particle size 
3) Particle size distribution 
4) Average particle shape 
5) Particle shape distribution 
6) Specific surface (surface area :per 1 gram) 
7) Apparent density 
8) Tap density 
9) Flow of the powder 

10) Friction conditions between the particles 
11) Corrpressibility (compactability) 



2.2.1 'Particle Size' and 'Size Ran~e• 

The size of the particle is defined as "the representative clirrension 

that best describe the degree of corrminution of the particle". 

For a spherically symretric particle the diarreter is t,~t dirrension 

and thus is its size ( 7 ) 

Metal po¼d.er particles are found in a great variety of shapes as 

shcwn in Fig. ~.2.1.1. 

For particles of shapes other than spheriml, the choice of a 

'quantity' to represent individual particle size becorres an acute 

problem. 

a. b 
C d 

0 0 

g h 

Fig. 2. 2.1.1. Various shapes of rretal p::1,vder( 6 ) : 

(a) spherical, (b) rounded, (c) angular, 

(d) acidular, (e) dendritic, (f) irregular, 

(g) :r;:orous, (h) fragrrented. 



Fig. 2.2.1.2 illustrates the variet<J of rnethod.s usEd to rneas..rre the 

diarreter of non-spherical particles ( 8 ) • 

Fortunately, various 'sizing' techniques are available today which 

provide para:rreters to represent the size of individual particles. 

'Ihese quantities and techniques by which they are derived are shown 

in Table 2-3. 

In practice and particularly under the restrictions .imposed by 

industrial production the detennination of particle size is rrost 

corrmJnly carried out by the technique of 'sieving' . 

In t'lis method the size of a particle is detennined with reference 

to the size of openings in the sieve's screen. If a particle passes 

through the openings of the sieve's screen, it's size is less t.han 

that standard size of opening, and, if the particle retains on the 

top of the screen it's size is greater than the opening size. 

'Ihus the sieving rrethod does not pennit the precise determination 

of particle size but rather it detennines a 'size range' for the 

particles. For example those particles which fall through a 200 

rresh (opening's size equivalence) screen, but are retained on a 230 

rresh screen are of a size class which ranges fran between 63 micron 

and 74 micron, and would be called size ranJe. 

Sieving in this sense is the classification of the sizes. 



\ Feret' s Diameter 

\ 
\ \. Minimum Linear Diameter 

14 - ' ·: /✓ 
Maximum Linear ~', I / / / ,,\, 

Diameter .,, / 
' / )< 

I ~ ' 
'\ I 

L Martin's Diameter 
i\ 

' 
Circle of Equal Perimeter 

Circle of Equal P...rea 

Fixe:1 Direction 

Figure 2. 2 .1. 2 Meth:xls use:1 to measure the diameter of nonspherical 
p:rrticles ( 8 ) 

TABLE 2-3 QUANTITIES usrn 'ID REPRESENI' SIZE OF INDIVIDlIAL PARI'ICLES(S) 

Derived from microscopy: 

diameter 
area 
perineter 
Feret's diarreter 
Martin's diarreter 
ffi3.Ximum chord 
minimum chord 

Derived from other sizing techniques: 

terniinal settling velocity (in air) 
Stokes' equivalent diarreter 
aerodynamic equivalent diarreter 

(unit density sphere diarreter) 
equivalent diffusional diarreter 
apparent optical diarreter 
sieve size 

1.C:: 



'Iv.0 examples of 'size ra.r.ges' achieved through sieving are sr:o.,.,n in 

Figs. 2.2.1.13Irl. 2.2.1.4. 

In Fig. 2.2.1.3. the particles have been classified into only two 

broad 'size r a.r.ged' • In Fig. 2. 2 .1. 4. a set of sieves has been 

used, and narrcwer 'size ran:::Jes' are identified to represent the 

'size' of the :particle. 

Fine Particles Coarse Particles 

Fig. 2.2.1.3. Sinqle stage classification of size 

Two size raJBe. 

Fig. 2.2.1.4. Successive size classification 

Many snall 'size ra.IBes' 



2.2.2 ·Particle Size Distribution..;. A :rreans of qualification of the 

p)Wder 

A powder corrprises enorrrous nu:rrbers of particles of various sizes. 

One way to characterize or 'quantify' the powder is to detennine 

the 'arrount' of each particle 'size' present in it, ££, in a nore 

sophisticated way, to find a fonnula which shows the relative 'arrount' 

of powder as a function of each size of particles present in it. 

The result which is obtained from this process is called the 

'Particle size distribution' of the pcwder. 

Several exarrples of such 'particles size distributions' are shown in 

Fig. 2~2.2.1. 

I\ 
: \ 

:' \ 
J ~ 

size -+ 

, ...... , . . 
• I . ' ,' \ 

\ 

' \ 
' ,, 

Fig. ( 2. 2. 2 .1) Various types of powder particle size distribution 

In practice, however, this characteristic of the powder is difficult 

to 'quantify' with certainty, because the actual c~ounting and 

weighing of infinite nu:rrber of particles in a particulate mass 

(powder) is not a practical preposition. These distributions 



therefore are the estirra.tes of v.hat actually ma.y be the particle size 

distribution of the p:)wders. They are normally derived through the 

use of statistical rrethods of analysis of 'sarrple data' of the 

actual powder. 

'Ihe rrethod used to find these distributions and the way these 

distributions convey the infonnation on particle size characteristics 

of the p:)vvder is described briefly as follows. 

In normal practice sarrples would be taken from the powder and would 

be analysed through the 'sieving rrethod' described in the earlier 

sections. An exarrple of the result of such analysis is shown in 

Table 2. 4. Such data are often presented by rreans of sare types of 

X - Y plots, the two versions of which are the histogram and the 

cumulative plot. In both cases one axis may be used to represent 

the particle 'size' and the other axis may be used to represent the 

particle 'arrount' (Fig L 2. 2. 2.) 

On the X axis, the diarreters of t.J.-ie particles are plotted. However, 

when dealing with large numbers of particles, which is t.he usual 

case, it is convenient to subdivide the particle size axis into 

size classes. These size classes are described by the rret.hods used 

to obtain the particle size information. In the case where sieve 

analysis is used, the size class boundaries should be chosen to 

coincide with the rresh opening of the sieves. 

The histogram presentation of this data is shown in Fig. 2. 2. 2. 3. a. in 

which the 'Y' axis presents the 'mass' of particulate matter t,..hich 

belongs to a specific size classes on the particle size axis. 



The cumulative plot of this data is shc:Mn in Fig. 2. 2. 2. 3. b. in ,vhich the 

r:oints entered show the arrount of particulate rnaterial (in mass) 

contributed by the particles below the specified size. 

'Ihe cumulative plot of (Fig. 2.2.2.3.b) can 1:e approximate::l. b.J the miooth 

curves provided that size intervals (size classes) are sufficiently 

small. This is shown in Fig 2. 2. 2. 4 .a. 

'Ihe curnulati ve size distribution curve (Fig. 2. 2. 2. 4. a) , also calle::l. 

cumulative freight fraction. curve, rises from zero to unity over the 

range from t.he srrallest to the largest particle size present. 

The distribution of particle sizes can be seen rrore readily by 

plotting a size frequency curve such as that shown in Fig. 2.2.2.4.b. 

in which the slope dx of the cumulative curve (Fig 2.2.2.4.b) is 
dd 

plotted against particle size (d). 'Ihe rrost frequently occurring 

size is then shc:Mn by the rnaxirm.rrn of the curve. Any area under the 

curve and above any interval on the 

the relative frequency with which the dianeters of the particles 

will occur in that interval. The function corresp:mding to the curve 

is known as a distribution function. It will be shc:Mn later that for 

a single ba.tch of r:ov.tler produced by the :powder manufacturing process 

the curve will generally have a single peak. For the mixture of 

b-x) or many powders, however, the curve may have many peaks • 
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Table 2.4 A typical data on p:rrticle size distribution (obtained by sieve analysis), 
after tapping by a 40 mesh screen 

Particle size Mid Class Amount of the particle *Fraction of CUmulative 
ran:Je matter laid in the total weight wt% 
x1 to x 2 class retainai in (less than) 

class i class i 

+.:i:X) .46 99.99 

-5CD+250 3.59 99.53 

-250+180 6.61 95.94 

-18o+l50 7.71 89.33 

-150+106 12.49 81.62 

-106+75 17. 70 69.18 

-75+63 9.24 51.48 

-63+45 12.87 42.24 

-45 29.37 29.37 
' 

* Fraction of total weight lying in the size range = percentage of total weight 
of povrler lying in the size range x1 to x

2 



2.3 The rv-ranufacture of ~tal Pcwd.er 

The production process in a pa,lder TIE.king plant consists of several 

ba.sic rretallurgical and rrechanical processes and various ancillary 

but nevertheless inportant activities which are necessary for the 

rraintenance of IX)wder quality as required by the custorrer. 

The sequence of these operations can be seen frcm Figures2.3.1 and 2.3.2 

which are schema.tic diagrams of the process line in t¼D diffe...v-ent 

p::)Wder rraking corrpanies. 

powders. 

Both ca:rpanies prcxluce atomized steel 

The operation of both process lines, however, could be categorised 

into three distinct stages -

(a) Powder forrration stage - in this stage the ba.sic raw materials 

are transforrred from their primary state (usually rrolten state) 

into their solid particulate forms, i.e. powder would be 

produced at this stage. 

(b) Heat treatrrent stage - at this stage several rretallurgical 

processes such as hardening, qi..Enching and tempering are applied 

to the particles, to mai..ritain and control their rrechanical 

properties. 

(c) Blending or classification stage - powders a_re screened so that 
-

the desired or standard _fractions (size ranges) are separated 

from the whole. These fractions alone, or in ccrnbination with 

each other, may constitute the (hopefully) marketable products. 
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Fig. 2.3.2 Schanatic diagram of a process line making atanised steel l)()Wder 
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In practice, stages 1 and 3 are b.11e rrajor controlling influences on 

pcwder quantity and quality. As a result, nost of the study 

presented here is concerned with these t:M'.) stages. 

2.3.1 Powder ForTIE.tion Process - Atomization M::thod 

The powder forTIE.tion process, as the narre irrplies, is a process 

whereby the basic raw rraterial v-X:luld be dispersed or disintegrated into 

it's particulate form, several rrethods are employed to produce the 

p:::1vvders. 

Serre of the principal com:rercial rrethods are listed in Table 2.5 

where_corrpa.risons are rrade according to the type of raw rraterial used 

and the range of rretal p:::1vvders that can be produced. 

The rrethod of nost interest in this project v-X:lrk is the 'atomization' 

rrethod of powder manufacturing. 

This rrethod is nost widely used in high tonnage production corrpa.red 

to the other rrethods (except the reduction process) which are used 

prirrarily for production of special rraterials in srrall quantities. 

(The reduction rrethod is a special case via 'Which iron pc:wder is 

made direct from very pure Lron ore) • 

2.3.1.1 Atanization Process 

Atomization as applied to the production of rretal p:::1vvders, is a 

Process which breaks up a tream of rrol ten rretal into individual 

droplets which subsequently solidify. 



TABLE,2.5/2_ompariS()l1 of Pri11c.-:iQ~_LQc)1nmercial Met~ods of Producing Metal Powders { 5 ) 

Method 

Atomization 

Gaseous re­

duction of 

oxides 

Gaseous re• 
duction of 
solutions 

Reduction with 

carbon 

Electrolytic 

Carbonyl de­
composition 

Grinding 

Raw materials 

Scrap or virgin 

~elting stock 
or metal or al• 

loy powder de­
sired 

Oxides of metals 

such as Cu2O, NiO, 

Fe 30 4 

Powders produced 

Stainless steel, brass, 

bronze, other alloy 

powders, Al, Sn, Pb, 

Fe, Zn 

Fe, Cu, Ni, Co, W, 

Mo 

Ore for leaching or Ni, Co, Cu 

other metal salt so-
lution 

Ore or mill scale Fe 

Generally soluble 
anodes of iron and 

copper 

Selected scrap, 
sponge. mattes 

Brittle materials 

such as Be, high 

sulfur nickel, high 

carbon iron, Sb, 
Bi, Fe, Mn cathodes 

Fe, Cu, Ni, Ag 

Fe, Ni, Co 

Fe, Be, Mn, Ni, Sb, 

Bi 

Advantages 

Best method for alloy 

powders. Applicable 

to any metal or alloy 

melting ~low 3000 °F 

Easy to control particle 

size of powder. Good 

compacting powder 

Ore can be used. Puri­

fication during leach­
ing. Fine particles 

Low cost. Control of 

particle size, cont rolled 
variation in properties 
possible 

High purity of product. 
Easy to control 

Produces fine pure pow­
ders 

Comrolled size of pow­

der 

Disadvantages 

Wide range of particle sizes, 

not all salable, Particles too 

spherical for some applica­

tions 

Requires high grade oxides. 

Restricted to reducible ox­
ides 

Applicable to few metals 

such as Ni, Co, Cu 

Requires high grade ore or 

mill scale. Applicable 
mainly to iron 

Limited to few metals, 
COS[ 

Limited co few powders, 
high COS[ 

Limited to brittle or 

embrittle<l materials. 

Quality of powder 

limils use. Slow 

Relative 

cost 

Low to 

medium 

Low 

Medium 

Low 

Medium 

High 

Medium 
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• 
Atomizing is a sirrple operation and the nurrber of facilities 

required. for tl1e accarplishrrent of the process are srrall. 

A full diagram of an atanization plant can l:e seen in Fig. 2.3.1.1.4. 

and the details of the operation are as follows. 

fulten rretal is poured from the containers (ladle or an induction 

furnace) into a pre-heated tundish. The tundish contains an 

orifice or nozzle in the base, through whic.J.i the rrol ten rretal flows 

downward in a sm:::oth stream. This stream rreets a high velocity jet 

of air or liquid from the atanizing nozzles which are held around 

the stream and l:elow the tundish. The result of this interaction 

is that the rrolten stream breaks up into rretal droplets which 

subsequently solidify to fonn solid particles. 

A typical surface rro:rphology of the ffi3.SS of powder prcx:1uced can l:e seen 

in Fig 2. 3. 1.1. 5. (This particular JX)Wder achieved from an Argon 

Ga.s Atomization process of Jl-J-792 po¼tler. )t 1o, 

The particle size distribution of this pcwder, in the fonn of 

CUITilllative % undersize, is illustrated in Fig. 2. 3.1. l. 6. As it was 

described in the previous sections a rrore quantitative informa.tion 

on size characteristics of this pov.tler can l:e obtained. from 

this distribution. 
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2.3.1.2. Atcmization Process Control - Technolcgical Limitations 

Despite the sirrplicity of atomization operations, the process of 

atanizing itself is a conplex process requiring the knowledge of and 

control of nurre:rous variables for an effective result (4). 

The major variables of an atanization process, whether using gas or 

water for atomization, are sho,,.m in Fig. 2. 3. L 2 .1. where they are 

categorised with respect to the entities involved in these processes 

narrely: 

1) rrol ten rretal properties (viscosity, surface tension, corrp:>si tion, 

superheat), 

2) rrolten rretal flo;,..r georretry (rretal flow rate, stream length, 

flight path, rranifold georretry) , 

3) jet georretry (apex angle, numlJer of jets, jet location) ; and 

4) jet flow (pressure, mass flow rate, viscosity, density) 
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Jet ap::x angle (a) 

Flight path (H) 
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• 
The problem of finding how these many variables influence the quality 

of the end product (t...l--ie powder) has been the nnst complex and 

attractive subject in the field of powder rranufacturing industry. 

It has been the central there of the ¼Drk being carried out in this 

field by the various investigators from the fields of engineering and 

science. A ronprehensi ve survey of these ¼Drks can be found in the 

recent book of 'Production of powder by atomization' authored by 

J K Beddow ( 4 ) , and in sotte of the references given in this 

thesis. 

Since this project work is not directly concerned with such 

technological control prable.ms of the manufacturing process a full 

discussion on these findings is not pertinent, but they are listed 

in the Appendi.x ( 1 ) for the sake of rorrpletion. However, a few 

notes are included here as to the apparent limitations that are 

involved in the problems of process control itself. 

a) The atomization process does not lead itself to control for t.½e 

production of a particular sized particle. 

b) Due to the di£ f icul ties involved in the rreasurerrent of t...1-ie 

parameters of the powder, such as, for exarrple the particle size and 

particle shape which dete.rmines its various qualities, the effect 

of any control upon the quality of the pcwder is not predictable 

with certainty. Rather it can be evaluated only in statistical 

terms. 

c) rt has been shown ( 11 ) that the p.:JWders beinq produced on a 
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• 
specific atomizaticn system have similar frequ:mcy distributicn i.e. 

the spread of various sizes am:ng the mean particle size is ccnstant. 

This is sha.vn in Fig. 2.3.1.2.2. in which the particle size distributions 

of three pc:wders being produced by an atomization system have the sane 

shape. They are all versions of one type of distribution whose vertical 

axis is shifted left or right. This gives a flexibility to produce 

pa.-,ders of the 'coarse', fine or rredium rrean size. 

HONever, narrc:wing of the shape of this distribution is not possible on 

existing systerrs and is possible only by the change of atcmization 

system itself (11). This constitutes a productim rate constraint for 

a pa-.tler manufacturer who may desire to make a pavder of particular 

rrean particle size. In such a case a plant would not be efficient in. 

producing a powder fraction which is only a small part of the particle 

size spectrum. 

d) In sorre industries such as the aluminium pcwder making corrpanies 

hcwever, even the shifting of vertical axis is apparently limited. 

One leading carpany states that their plant can be adjusted to produce 

only h.D types of powders 'coarse' or' fine' (Appendix 2) this is 

achieved by slew or fast rates of air blasting for atomizing. 

Fig. 2.3.1.2.2 A shift in particle size distribution 
as a result of changes in process variable. 
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• 
These are those global teciu'1ical problems of powder manufacturing 

at the process control level, which have been considered in this 

project ¼Ork. It will be seen in the later sections how these 

limitations affect the operations of a powder manufacturing business. 
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).~.l=.,..2 Classification/Blending of Base Pow:lers 

Screening is the final stage on t.b.e process line in met.al pow:ler 

making operation. It is simply a mechanism for split.ting the l::8.se 

:ro¼ders into various fractions which contain the size specification 

requested by the custaners or have a size specification detennined 

by the canpany' s standard. The company's standard is shown in 

Table 2. 6. (1 2) 

The classification of p::iv-rlers through screening is carried out by 

setting different cloth gauges between the screens. Each of these 

cloth gauges would permit sane part of the p::,v.der to retain on than 

and sane pass. 

Screens are necessary in met.al pow:ler making operation because the 

production of a po¼d.er of the exact size specification as requested 

by the custaner is not possible a.rrl thus it has to be made through 

the mixing of various po¼d_ers and classifying then into fractions 

which ma. tch to custaner-requested products. The cloth gauges 

among the sieves allow the interchange between products. 

There is legitirna.te flexibility during screening to transfer 

material fran one grade (groups) to the next, as follows: 
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T.n.ELE 2. 6 _ FLU SPErITT:::11,.TION OF PFDDu=TS ( 12 ) 

-- -----
Size 

Sieve 
U·ESh I Prcd.uct I Pre.duct 

ClasSes !J!::eni.11g Size) I No l ! t£; 2 
I 660 i 5::0 

r:r.1 I 
! 

Size I ;..11 - Class i ·~ No l 2.CO 8 :-tin 
Pass 

:5 u 
1-, 

~ 
"--. 
c::... 

No 2 1.68 10 87% Min -

I 
Max 

No 3 l. 40 12 13% 87% 

Max 
~ No 4 1.20 14 13% 

i / 

No 5 l.Q) 16 
H 
E--i 
tl) 

8 No 6 .8~ 18 

N:::> 7 .710 22 

.,,----~---•n "' ,,-- .··' ,,.. '. 1 
FI:\AL PRODUCTS ( j) 

Proouct Product ercx:!uct ; Prcxluct I Product 
:~o 3 ~Jo 4 \'.o 5 ~✓o 6 No 7 

460 390 330 23J 170 I 
' 

i 
I 

I 

i 
i 

All ; 
I 

Pass I 
All 

I Min Pass 

All 
85% Pass 

Min 
Max All 
15% Pass 

/vlin 
All 

Max Pass 
/vlin 

Max 



¥ 

s. 660 
M:mipulation ± 25% 

s. 550 

s. 550 
Manipulation± 25% 

s. 460 

s. 460 
Mmip.ilation ± 25% 

s. 390 

s. 390 
Manipulation ± 25% 

s. 330 

s. 330 
Manip.ilation ± 10% 

s. 230 

s. 230 
Manipulation± 7% 

s. 170 

s. 170 
Manipulation± 10% 

s. 110 

s. 110 
No rnar1ipula tion 

s. 70 

The al::;ove rnanipula tion, of course, could be seen fran Table 2. 6 .. 
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CHAPI'ER THREE 

MAN.,.'\GERIAL PROBLEMS OF PRODUCTION CONTROL AND DECISION MAKING IN 

METAL POWDER MAllUFP-_CTlJRING INDUSTRY 

3.1 Introduction 

It was shown in the previous chapter that rretal powder rnanu£acture 

involves a rorrplex technological process which is controllable only 

to a linµ.ted degree -The production rate response of the process 

for individual particle sizes or particle size ranges can be changed 

only to a certain limited degree. A change in the plant setting 

(i.e. control variable) results in the achieverrent of a different 

size distribution spectrum in the powder and thus, different 

production rates for each individual particle size. This variation 

in the production rate of individual particle sizes however, takes 

on only limited value because the size distribution spectrum cannot 

be changed to any desired extent. 

It was also shown in the sane chapter that a precise 'qualification' 

of the process output (i.e. the powder) is not possible because the 

actual rreasurerrent of the infinite nuniber of particles of the powder 

is impractical, and the size characteristics of the powder only, are 

identified through a statistically drawn frequency distribution of 

various sizes that are present in it . Thus· the production rate­

reSp:>nse of the process for individual particle sizes are only a 

statistical estimate of the actual production rates and are not the 

exact values. 
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• 
This chapter describes the problems and difficulties that the managers 

in this type of industry are confronting in their tasks of organising 

and controlling production in these circumstances. 

These features of this industry particularly when considered along with 

the lack of precise information on market demand, which is partially 

allied to these features of the industry and partially related to the 

diversity of the qualities required fran the powders' various 

applications, bring about increased difficulties in planning and 

controlling production in this type of industry. The managers in this 

industry have many problens in deciding upon the quantities of various 

grades/size distribution of powders to be produced at each planning 

period to satisfy the requiranent of the order book. Their problens 

are mainly related to the lack of precise infonnation on demand, 

on current stock level and on the utility of each of their pc:wder 

products in a multi-choice situation - all of which are difficult to 

obtain because of the possibilities of 're-seiving' of powders, and 

the continuous monitoring of the products specifications, both of which 

are necessary for increasing the production efficiency. 

These difficulties, which have led to the need for the approach taken 

in this work, are considered in more detail in the next few pages. 
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3.2 The Nature of 'Prcc.uction' in Powder Making Industry and 

the Basic ProblEm Involved 

Before describing the problems of production cxmtrol in any 

manufacturing situation it is required t.11a.t the production should be 

clearly defined - What is t.he work to be planned and controlled? 

Considering the c.1-iaracteristics of metal I?OWder as a product, t.he 

production in rretal J?C)Wder mmufacturing i.ndustry is typified by 

rranufacturi.D.g ir1 batches of continuously variable products whose 

charactistics are described only by a statistical probability 

distribution. Fig 3. 2. l illustrates an oversirrplified schematic 

diagrarn of t.1-ie batches which have been produced at a process ru..D. 

The products shcwn in t.his diagram are in essence made by various 

combinations of t.he particles of various sizes dravm from a 

continuous spectrum of suc.1-i par-Jcle sizes produced by the process in 

a production 'run' or I campaign ' using a particular plant setting. 

In t.his simple diagram t.1-ie nurrber of particles of each size t.hat are 

present in each orcduct can be counted arid t.1-ius the products cari be .. 
identified. 

situation. 

This rreasurerrent, however, is not practical i.11 the 'real' 

Rather, these products have to be identified through t.he 

particle size distribution of t.1-ie vJhole batches of the J?C)¼tler being 

produced . 'Ihis identification takes the follcwing fonn:-

. "The probability that the PJWder contains t.he product1 is ....... " 

Thus the production-rate response of tl1e process for eac.h product 

that can be rrade through the process is uncertain. 

44 



r 

Range of size in Product No 1 

_?2nge of size in Product No 2 

A carplete batch of 
continoous vari­
able productS 

capable of rraking l 
t 

batch of 
Product 1 

or 

L batch of I 
__ Proch.IC_t 2 _____1 

P.ancre of size in Product No 3 

I 

Pange of size in Product No 4 

! 

Fig 3. 2, 1. ':'he various batcbes' of ;::roducts t.1-iat can be 

prcduced in a process 'r-z1' 
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This problem, however, is carrplicated even rrore by the fact that, 

fran the several ~s that can be produced through the precess 

(each having different occurrence probabilities for individual 

particle size or products) none of then would match the 

custorrer-~sted ~ exactly, except on very infrequent 

occasions. Ard the ~er manufacturer has many difficulties in 

finding the exact combination of pavders i;..nich can l:::est rratch the 

requirexrents of the many custarer orders that he must SUfPlY every 

day. 

-
An exarrple of the mis:rratch between the two (product and request) is 

soown schematically in Fig. 3.2.2. in which the curves 'B' and 

'C' are representing the size distributions of the two different 

batches of ~s produced by the process and curve 'At represents 

an assurred size distribution for a custorrer-requested pc:,wder. 

The nature of this misnatch can be ~scribed either with respect to 

the mean particle si.ze of the powder or with respect to the several 

particle size ranges included. The first case is a less rigorous 

measure than the latter, but describes the misnatch roore easily 

therefore it is considered here first and explained as follows:-

It can be seen f.ran the figures that curve 'A' represents a powder 

whose median particle size equals to <\t· This implies that such 

powder requires that 50 per cent of its weight be contributed by the 

particles whose sizes are below the size<\(• 
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Fig. 3.2.2 

particle size, d particle size,d 
:rru.cran 

Comparison between the size distribution of 
povilers that are produced through the process 
(B and C) and the custarer requested povrler (A) • 

If considered. in probability terrrs, the probability that any particle 

drawn from this po'v'rler having a size equal to or less than ~ should be 

50 per cent. 

Considering the curve 'B 1 
, v.hich represents one of the povil.ers being 

produced. ~ the process, it shO½S that the probability of a particle 

draW1 from this po,;,.,tler (Povrler B) having a size equal to or less than 

~ is only 20 per cent (the dashed area shown under this curve represents 

this probability, the vbole area under the curve being 100 per cent. ) 

'lhe poviler of curve 'B' therefore cannot be accepted by the custaner. 

But if this po'v'rler is going to be used to make the povil.er of curve 'A' 

the production of rrore than one batch may l::e necessary in practice. 

'lhese batches should be mixed and sieved in order !,o generate a poviler 

having the size distrirotion consistent with the povil.er of curve 'A' , 

ie. having a median size equal to size <\i· 
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In this respect the pow:::l.er represented by curve I c ' has a better chance 

of matching the po-w::l.er of curve 'A' because the probability that a 

particle drav-n from this po-w::J.er has a size equal to ~ is greater than 

that of po-w::l.er of curve 'B' . 

However, in practice, the size specifications given by the customers' 

orders are more rigorous and includes the lbnitations for several 

size ranges. For example, the power represented by curve 'A' in 

Fig. 3.2.3 may be required to be made to rnatch the following 

specifications:-

a) It should have a size range between d
1 

and d
5 

(d
1 

is the 

size of the finer particle and d
5 

is the size of the 

coarser particle in the power. 

b) At least 85 per cent of its weight should be contributed 

by the particles whose sizes falls between d
3 

and d4 

(ie. being smaller than a4 but greater than d
3
). 

c) Only 12 per cent of its weight is allowed to be contributed 

by the particles ¼hose sizes fall between d2 and d3 . 

d) And only 3 per cent of its total weight is allowed to be 

contributed by the particles of the size smaller than d2 . 

Characteristic is illustrated in Fig. 3.2.3. 
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This requirerrent would make the misrratch bet:ween the p::,r.,.tiers rrore 

clear. Both powders of curves 'B' and 'C' have diff~ent ovenratc:h 

or l.l!1.Clii::rmatch fractions of the particles in this respect. 

Particle size miCIDn 

Fig. 3.2.3. Chnparison benreen the size distribution of 
powder product(B) and the custaner-requested 
product (A) 

The b-.D aoove si.rrple exanples revealed the basic problem encountered 

by rretal p::,wder rranufacturers narrely, the difficulty in oo~ing the 

products that they can achieve through the process with ¼hat the 

custorrer might reqt.:Est. And the difficulty they r.-.ould have in 

m:xlifying the process output to natch the request. 

These exarrples described the carparison bet".ve€!1 the :p::YNders 

achievable through the process and only one custarer-reqt.Ested pc:Mder. 

However, in practice the pc:Mder rranufacturer must every day examine the 

products that he can achieve through the process against at least 100 
-

custarer-requested ~ers ead1 having a corrpletely different size 

specification. This <;,K)Uld obviously be a difficult task. 



3. 3 Planning and Controlling Production in Metal Pa-Jder Ma.king 

Industry/Op:.ration - The Problem 

3.3.1 The Production Planning Decision 

The mismatch l:eb-Jeen the p:::,wder products that can re produced through 

the process arrl the custarer requested products 'M'.)Uld often result in 

production deficiency l:ecause it requires more batches of base pc,...-ders 

to l:e produced to satisfy the requirerrents of the custaner-requested 

products. 

The situation 'wOUld te 'M'.)rse in the cases where the custaner-requested 

products danand for small definite proportions of the base 'f?OH<lers and 

-
in particular when the fractions, demanded by these products, overlap 

on each other. An e~le of this case is sho.vn in Fig 3. 3. 1. 1. where 

areas under the curves are related to the arnunt required . 

In each planning pericd the manager is faced with this type of problem 

and he mist decide U:!?On the total quantities of the base pcr.-.rjers to re 

produced to satisfy the requirements of these order. 

1 
Qistorter-requested powder 

/Dase pov1der 

Particle Size, 

"::;. 3 .3. 1.1 The overlap of custaner-requested prcducts · 
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It is this problem of metal ~er making industry which is of 

most concern in this study. 

Production v.hich exactly duplicates individual custaner danands 

would not be econanic , hence the manager has to examine the 

following possibilities before he can make a final decision on 

production requirenents: 

i) to integrate the various custaners' orders whidi. 

are due at various due dates so that the econani.c 

production runs could be achieved. 

ii) to ask the custaner to accept the products of 

slightly different size ~pecification but of a 

closer performance quality to what they requested 

in order to make use of wider fractions of base 

powders. 

iii) to check the possibility of 're-sieving' the stock 

of 'slew m:iver' or 'undesired fractions ' which have 

rana.ined in stock fran previous production periocs 

in order to fill sane portion of the requirements. 

iv) to check the materials which are yet in the process 

and are either allocated to sane less significant 

orders or have not been allocated to any orders., i.e. 

those fractions which would be generated as a result 

of producing and classifying base powders to rreet 

the requirements for desired fractions. 

The consideration of the third and fourth options( i.e. using stock 

.,. .. 



materials and in-process materials) are part of th .... · · e managers aision-

making process because the 'amount'of these materials is relatively 

high in most metal powder making operations. As a result , stock, 

consumes a large amount of canpany cash. In particular in thclee powder­

making ccmpanies who operate continuously at an output rate of 

100 tonnes per day, the cxmsiderable amount of these materials would 

accumulate quickly and must be used before new portions are added 

during the next production runs. 

3.3.2 The Problem - Lack of Precise Information and the Carplexity of 

the Decision Problems 

The managers in metal pov.tler making industries cannot make the potential 

use of the options which were outlined in the previous section and 

which are the ma.jor source of increase in their production efficiency. 

The reason for this is that they have mmy difficulties in obtaining 

up-to-date and accurate information which they need to use these 

aptions more effectively. For example, he has no access to the 

infcrmation on which products the custaner has been accepted in the 

past instead of this-requested product, and he has no accurate 

information on the actual level of stock materials that he can use to 

fill the requir~ments of his order l:xJok. 

The stock materials are often difficult to sl:)8cify precisely, because 

the exact record of the materials are not kept and because these 

materials have been subject to continuous am. irregular changes which 

are caused by the manager's decision to 're-sieve' them. Since these 

decisions are not often recorded and because the state of the 

material has not been up-dated after each decision, an exact 
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specification of the material is impossible. 

Hcwever, since the stock materials are not always specified, the 

manager has no chance to make potential use of them. 

In the case that information on stock material is available, the 

allocation of available material to the requirements :is itself a 

difficult problem. The difficulty arises due to the fact that the 

manager has to make a decision on simultaneous allocation of several 

limited available materials to many custarer orders who are canpeting 

for these limited materials and who have various priority or value to 

the canpany. An efficient allocation requires the ccrnputation of,and 

solution to, many simultaneous quations which is sanething beyond the 

capability of the decision maker and the tirre available. 

However, sane custaner demands can be rret fran stock whereas other 

demands may be pushed into the future for supply fran future 

manufacturing capacity. In manufacturing,the manager (decision maker) 

~aces the original problem which has been stated in the previous 

section - He must select from arrongst a number of pcwders that he can 

produce through the process, that p<)¼der or canbinations of pcwder 

which will meet the production requirements and satisfies multiple 

criterias of plant performance. In this stage of decision making he 

must be able to evaluate the utility of each p<J¼der against these 

requirements. 

The selection of powuers to be produced to meet the present require­

rrent should take into account the fraction which would be generated 

as a result of clcEs.fying the powder to satisfy the requiranents. 
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An exarrple of a case ·where the requirerrents of the order 1::ook could 

be rret partially through the use of stock rnaterial and the rest of 

it should have been made by the ITBnufacturing is shc:wn in Fig. 3.3.2.1. 

As can be seen from this diagram, the excess fractions which v-X)uld 

be generated might not be of imrediate use but the question is 

'Whether they will be of use in filling the future requirerrents of 

the order book. 

When the level of requirerrents are high and the production of 

various base po;vder in different canbinations should be decided, the 

detennination of the cumulative result of suc..h schedule presents 

great difficulty. It requires again many rorrputations of ar.d solutions 

to a numl:::er of simultaneous equations, which is diff;cu It for human decision­

maker. 
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F I G 3. 3. 2. 1. Sche:na tic diagram of order processing 

in Metal Powder Manufacture Industry. 

ORDER 
REQUIREMENTS CHECK AGAINST 

STOCK 
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PRODUCTION 
REQUIREMENT 
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PRODUCTION 

PRODUCTION 
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·:tt t ±t 2 

AA 
t.:_;._\~ 



3-4 &mnary of the prcblen 

,n,e rranagers in rretal pc1Hder rraking carpa.ny nay have difficulty in 

detezmi,ning: 

i) ~ ther a particular cus t.c:rrer requirerren t will be 

"in stock" at the ti.rre it is required as a result of 

pn:ducticn of carplerrentoi:y fracticns for other 

cus toners in the sarre class of quail ty. 

ii) If not, ,;Ji.en can a prcrlu:tion be fitted :in? 

iii} 'What producticrt settings ?('It'.ose which 

proc.u:e cot:rSe, medi1.1n, or fine} - is desirable for 

this specific requi rerre.n ts . 

iv) hhat otl"-er fracticns will be generated by tli...e sieving 

q::era tion necessary to give the cus tater the f racticrt 

he wants? 

v) W-..at quantities of these fractions will te in.stock 

as a result of this when these pcwders have 1::een 

prcrluced etc. 

So far ti".e rranager has had to do :nany tedious calculaticns and 

COITputa tic:ns to ars...er these qtES ticos and by this process he was 

not always sure of the a::nseqt.enCES of the final decisicn. Cx1 occasions 

r.e did not L"l\l'Olve hLl'Self ;.rith making these d.ecisicns because it was too 
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tedious and t.irra ccnsuming. In this circunstance the c:pe.raticns are left 

either tna:ntrolled, or left under the a:::ntrol of the Fon:nan, wro is not 

alwa'fS aware of the policy of the rrenager. 'l'he ccnsequence of 

ino:::nsistent decisi<:nS were often costly. 'l'hese are e»=.rrplified in a 

high level of stock of the 'wrcng' or mdesirable fractions, and a lcw 

level of stock of produ:ts in rrore demand. 

These tactical problens of powder making industry have not yet been 

approacbed, as far as the literature survey of the author is concerned, 

by any previa.is works which are carried out in this sector of the 

industry. 



CHAPI'ER FOUR 

ALTERNATIVE APPROACHES 'ID THE MANAGERIAL PffiBLEMS OF PffiDCCTION CDNTFDL 

AND DECISION W\KING IN METAL POWDER ~11\KING INDUSTRY 

4.1 Introduction 

The previous chapter has revealed that managers in rretal powder making 

industry have to rrake their various planning and cont..roll.i.11g decisions 

in a complex arid uncertain environrrent, i.e. in a situation where they 

can not have access to up-to-date and accurate .i.r1forma.tion on denBnd, 

and on current stock level. ~Isa they have to rrake t.heir decisions in a 

situation where faey have difficulty in assess.i.rlg the utility of 

each of t..1.eir pJWder products in a multi-choice situation. 

It was also shown .i.rl t.i.11e sarre chapter t.h.at all these problems are 

cau_~d by t..½e att.enpts of the rranager himself to utilize the nia.ny 

options whic.1-i are possible to him and are t.h.e rrajor sources of increase 

in efficiency of his plant production. The options were: 

're-siev.i.ng/rrodify.i.rlg' of t.'ri.e stock rraterials 

- influe.ric.i.rlg the SEJecification of custorrer ordered 

products. 

integrating and p:,stponing various custorrer 

products so t.hat an econorriic production 'was 

achievable. 
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Makirg decisions .in an uncertain erivirornient -wc:uld certainly result 

i..1 .inefficient production. The consequences "WCUld be more costly 

when the manager turns away fran making the decision because it is 

too difficult for him to urrlerstarrl the systen which he controls(this 

normally happens .in most metal FQ'M:ler makin:f ccrnpanies.) 

It is obvious that .in these circumstances the managers in this i.rrlustry 

should see t.he solution to their problens caninq fran an approach 
' 

which cruld r,n:-ovide them with this infonnation and make their 

envirornent more certain. 

There are two approaches which wculd :irrmediately suggest thffil.selves 

as solutions to this managerial ~roblen. 

The first apprca.ch is to provide the manager with a can_E:Uter in­

form.a tion systan. One such systen which suits the metal r:o'M:ler 

manufacturing irrlustry wculd ccnprise a stock file, an order file 

and a 'custaner intelligence file'. A schematic view of this 

syste:n is shown in Fig. (4.2.1) in Section 4.2. 

This approach wculd consider a decision makin; I_Jrcx:::ess sirnilar to the 

one used by the managers at prese.'1t, rut their decision maJdn::r wculd 

l::e aide::1 by the ready availability of i.ri£ormation. 
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The second approach to the :rranagerial problem of production in 

:rretal IXJW<ler :making industry is the 'mathenatical progranming' 

approach. This approach v.auld both rrechanise the decision rraking 

process of the manager and v.auld rrake the use of an operation-research 

optimizing technique to solve the problems in the 'best' possible way. 

This approach, therefore, "wOuld be concerned with the carplexity of 

the decision-making process of the manager. It recognizes that in 

each of his decision problems the nanager has to v.ark out the vast 

number of alternatives which are possible to him and make a choice 

from arrong them. This approach v.auld release the manager fran this 

difficult task by giving it to the corrputer which can do the job 

with high accuracy and speed. 

Both approaches have a great irrpact on the decision rraking tasks of 

the manager and significantly contribute to the efficient 

utilization of the plant resources and capacity. 

'Ihese approaches are outlined in this chapter and a choice is rrade 

by the author to deal with the one which appears rrost 'suitable'. 

'Ihe full details and applications of the approach to managerial 

problems of rretal pcmder-rraking industry is illustrated in the next 

chapter. 
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4.2 - The Conputer Infomtion System - The First Afproach 

The cc:rnputer is an ideal data-storage agent. In addition to this 

it has the capability of processing the infomtion in many 

penrutations at high speed. Both characters are what a rretal powder­

naking corrpany requires if it is to operate nore efficiently. To run 

a rretal po..lder-m:tldng operation nore profitably (efficiently) it 

requires that the manager has access to up-dated and accurate 

infonna.tion on the current order bcok, current stock levels and 

production output. The system shCJv.m in Fig. ( 4. 2 .1) would 

facilitate this. Indeed, a feasibility study being carried out 

by the author in conjunction with a consulting corrpany who have 

experience in this field revealed that this approach can be 

successfully applied to the prcblerrs rret in rretal-powder making 

carrpanies. A few scherres were proposed which could cover the whole 

necessary flew of inforrration and decisions for planning and 

controlling production in rretal powder-making industry. 

A brief outline of these scherres is given in the following sections. 

Hov-;ever, these scherres consider the flow of information between the 

office 'Which TIE.Y be called the 'managerrent' side of the corrpany who 

make the production decisions (usually the sales office way be 

respon.sible for this decision TIE.king), and the production section which 

execute the decisions and inforns the managerrent section on the status 

of stock and production output. 
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FIGURE 4.2.1 

Schematic Representation of proposed computer system 
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The sche:rres are separately discussed to show their degree of 

conplexi ty. 

Scherre I - This sche:rre uses only the two files shown in Fig. 4.2.1. 

An ORDERS file - a:mtaining details of individual customer orders -

Required Date, Powder :M3sh Size Range, Quantity Required. 

A FINISHED S'IOCK file - cxmtaining full inforrration on finished 

stock levels - Pov.d.er :M3sh Size Range, Quantity on hand. 

The ORDERS file would have items added by the sales office (i.e. 

n~ orders or alterations) and items deleted (or archived) by the 

plant manager (i.e. corrpleted orders that have been dispatched). 

The FINISHED S'IOCK file would be ffi::l.intained by the production plant 

and arrended every tine a stock rroverrent occurs (rrore likely this would 

be 'batched' and actually accorrplished on a daily basis). 

Whenever a production prograrme is required, the system will first 

sort the orders into 'required date' sequence, with 'overdues' 

the head. A ID::l.nual decision would next be ID::l.de to indicate which 

orders -were to be included (i.e. satisfied) in the production 

prograrme. The system would then scan the order r~rerrents, and 

sum the total quantities reeded for each powder quality/rresh size 

range. The available stock would be autoffi::l.tically referenced and 

the balance printed in the form of a list of production requirerrents. 
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Based on these 'batch' requirerrents the sales manager vvOU.ld notify 

the production section on the production programre to irrplerrent for 

the period under consideration. 

During the period, production section v.Duld be arrending both the 

ORDERS file and the FINISHED STOCK file. At any tine, the manager at 

sales office could enquire as to the state of the order book, levels 

of finished stock etc. 

Scherre 2 

Here, a further source of information in the form of a custorrer file 

v.Duld be added to aid decision making. Such a file would consist 

of records on individual custorrers containing such data as: 

Custoner Narre and Address, Contact Narre, History of Previous Orders 

(say, the last 20), etc. 

Before instructing the system to 'batch' the Order Book requirerrents, 

each order could be reviewed in turn. The system would sinnll taneously 

display (on a corrputer VDU) the corresponding custarer details from the 

CUS'IOMER file. The sales manager v.Duld then have the opportunity of 

overriding the actual order details by substituting an alternative nesh 

size range - because i1t v.Duld be known ( from the recorded details 

displayed from the CUS'IDMER file) that the custorrer had previously 

accepted this corrpromise. The decision to overriqe could be based on 

several criteria, and might vary from tine to tine. For instance, 

it might be necessary (or' desirable' ) to use up an existi..11g stockpile 

of a particular nesh size. It is fully realised that on occasions 
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a 'better quality' specification might have to be supplied for 

what is in ef feet a lower price. Nevertheless, su::h a course of action 

may be preferable (all things considered) than, say, having to 

organise a nianufacturing run for just one order item, and as a 

result, being left with quantities of rresh sizes not imrediately 

saleable. 

Scheme 3 

All preceding schemes take as their basis the order lx:lOk 

beb.veen two given dates, and tenaciously assurre that 'required 

delivery dates' have been net. 

On reflection, it ~uld appear sensible to review the entire Order 

Book in certain circurrstances to establish whether the 'surplus' 

finished stock generated by satisfying 'irrnediate' orders could be 

used up by orders already in the pipeline. 

Alternatively, delaying the production of certain orders that are 

known to give rise to t.macceptable finished stock levels with the 

present order mix, rre.y alleviate the problem when they are slotted 

in with a different (i.e. future) batch. 

Thus, it ~uld appear to be desirable to have the facility to either 

widen or narrow the 'window' of required delivery dates on orders to 

be included in the Production Prograrrrne for a given period. 

Consequently, certain orders i;..ould be rre.de earlier, and others later, 

than the requested delivery dates. 
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As with other decisions discussed, soch alterations can only be made 

by managerrent on an indi victual basis. Much will depend on the 

custorrer ooncerned, and again, the info.r:rration stored in the 

aJS'IO.MER file will prove to be extrerrely useful as an aide-:rrerroire. 

If properly structured, the aJSTOMER file could also act as a very 

effective Marketing System in its own right. For exarrple, if every 

custorrer is coded according to the usual products purchased, it 

v.0uld be possible for the corrputer to locate potential sales for 

any given rresh size of pa,vder. Such a feature would prove very 

useful if stocks built up to high levels, by directing the sales 

efforts at good prospects (possibly by rraking 'offers' if order 

are placed quickly). 

4~3 ~ Mathemtical Programming - The Second Approach. 

The previous approach assurred that the manager will still make his 

cmn decisions and it provides him with a facility which enables him to 

obtain the infonration which he requires for his decision making. 

It did not, however, concern itself with the problems that the manager 

faces in his actual process of decision making. Nor could it assure 

the manager that the decision he has made is the best possible one. 

In each decision making situation, there are several alternative 

decisions, arrong 'Which the decision maker f!?.S to make a choice. 

The selection of a decision whic..h is apparently the 'best I requires a 

thorough evaluation of these alternatives before the final choice is 

made. 
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In the case of rretal powder manufacturing operations, each decision 

'Which should have been made by the manager involves several 

alterria.tives11the consequences of which are difficult to evaluate 

by the hUITBn decision maker. For exarrple, in his decision to 

allocate the available stock of specific 'rresh size' to t..11e custorrer 

orders there are vast nurrbers of possible routes for blending these 

rraterials into the final products. These possibilities arise due 

to the fact that the different custorrers' orders have different 

values to the corrpany and/or they have different size range 

flexibility which pennits the various proportions of that 'rresh 

size' to be allocated to that order. Each of these possibilities 

when selected is a program of action or a strategy. Obviously, the 

:rranager would like to kna.v which is the best of these alterria.te 

possible actions. The 'best' is the one which rray incur the least 

cost or may be the one 'Which yields the highest profit. 

In such problems, often with only a s:rrall nurrber of products and a 

srra.11 nurrber cf raw materials (here rresh sizes) , the corrputation of 

the best allocation prograrrrre 'WOuld be very difficult and needs a 

pa.verful computational device. 

Another exanple of the manager's decision :rreking problem can be 

observed in his decision making on the quantities of each base 

powder (those :J?ONd_ers which can be produced through this process are 

called bas.e pa.vders) to be produced to satisfy th~ production 

requirerrents. This equally rreans the decision to allocate the 

various level of plant available capacity to the various 'bla.ving 

rates'. 
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In this decision making his main difficulty is in the evaluation of 

the utility of each basic :powder against the requirerrents. The reason 

for this difficulty lies in the fact that various basic :powders v.ould 

generate different arrrnmts of undesired fractions. On the other hand, 

they mntain different quantities of the desired fractions which rreans 

they require different levels of production capacity and thus Lricurring 

different production costs to satisfy a specific arrount of production 

requirerrents. 

Obviously sare oombinations 'wOuld be much better than others in term.s 

of sorre criteria or objective function applied. Here again, the 

rranager 'wOuld like to know which schedule of 'blowing' v.Duld yield the 

best profit or economic outa::me to the corrpany's operation. 

This evaluation certainly involves rrore difficult corrputations than 

the previous example and 'wOUld require the consideration of rrore 

technological and emnomic factors. 

Recognizing the conplexity of the decision rraking process of the 

rranager in rretal pcwder making operation, the second approach v.ould 

try to fonnulate each of the decision problems in te:rrrs of a 

rratherratical rrodel. When these rrodels are program-red for the conputer, 

the mrrputer handles the difficult tasks of corrputations. It 

calculates at a high speed and with great accuracy how the different 

courses of action 'wOuld -work out. Then the rranager can choose what 

appears to be the 'best' murse. The computer can _also be programred 

to reach the final 'best' course of action. 
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In the circumstances that prevail in rretal pcwder rraking industry 

the nanufacturer has to resolve upon the optimized rm.ufacturing and 

the optimized blending of the pcwders if he is to provide a 

reasonable return on the capital he invested in his company's 

operation. Indeed this is what the nanagers in this industry would 

try continuously but the nodel upon whidl they 'NOrk out the situation 

is their intuition or experience. The decision problems which are 

in'VOlved in rretal powder rraking operation are too complex to be 

handled by intuition or nanagerial experience. 

Fortunately, these problerrs are already known to the nanagerrent 

scientists and the techniques have been developed to provide a best 

solution to them. 

This type of problem which deals with the efficient use or allocation 

of limited resources, to reach special goals in the best fashion, are 

defined generally as 'prograrrming' prcblerrs 45 ) . These 

prcblerrs are best solved through the ID3.thematical techniques called the 

natheffi3.tical prograrrming. tvbst advanced arrongst these techniques is 

Linear Prograrrming, which is used in this study and which can find "b.11.e 

best of all possible solutions in a stated problem ( 4 8 ) providing 

that it satisfies the conditions and assurrptions used in this rrethod. 
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4 . 4 The Selection of the 'Appropriate' Approach 

The two approaches which were outlined in this chapter vJOuld roth 

aid the decision mak.ing task of the managers in rretal powder mak.ing 

carpanies. Both provide the infonration which they need for making 

suitable decisions which certainly result in rrore profitable 

operation than otherwise would be achievable by the decisions which 

are taken by 'hunch' or by guesses. 

In mak.ing a choice between the two approaches (computerizing the 

infonration and the optimization of the plant operations) it was 

thought by the author that the first approach is a rratter'of 

programning (cornputer programning) and can be done by the company 

whenever it wishes to do so and it takes a programrer a few rronths 

to develop the prograrme suitable for their operations. But the 

rratherratical rrodelling of the operations of pcwder making plant might 

yield findings and insights, pointing out a potentially rrore profitable 

use of plant resources. The managers in this industry have 

continuously been atterrpting to make an optimum decision, but t.he 

cornplexity of the problems did not perrrit them to reach a 'rational' 

decision. The rratherratical rrodelling of various operations would allow 

them to examine various courses of action in a rratter of minutes and 

select a best strategy in each case. In particular the problems of 

allocating the stock rraterial to mak.e best use of them and the selection 

of the base pcwder to be produced, and their quantities, are best 

solved by the application of rratherratical programning techniques. 
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This optimization approach w0uld therefore be selected by the author 

to be the approach to the managerial problems of production in rretal 

powder making industry. 

This approach has been described in rrore detail in the next chapter 

where it is directly applied to the problem. 
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CHAPTER FIVE 

MATHEMATICAL PRCGRAM1ING APPROACH 'ID MANAGE...-iu.AL PROBLEMS OF 

PRODUCTICT'J CONI'ROL AND DEX:ISIOO MAKING IN ME'mL POWDER MAKING 

INDUSTRY 

5.1 Introduction 

'Ihe operation of the pov-.rj.er making process can be sunmarised as 

containing three levels of decision making:-

(1) The problem of allocating the stock of various fractions of 

pov.ders which remain fran previous pericds towards the final 

marketable products required by custaners in this period 

(2) The problem of scheduling plant 'settings' so as to give 

'efficient' utilisation of capacity against those custaner 

de:nan:ls which cannot be satisfied fran inventory 

(3) Selection of suitable gauges of mesh to be used in sieving, 

so as to maximise the financial 'return' fran the use of 

basic pov-.rj.er by satisfyi.r'B custaner de:nan:1 while limited by 

custaner-created constraints upon the size canposition of 

the products. 

These decisions represent the major routine decisions by means of 

which the manager of a p:::,w:j.er making plant, balancir'B the productive 

capacity of his manufacturi.r'B plan against the requirement of the 

market danarrl in a short interval. 
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It is illustrated in this chapter that the decisions of stage 1 and 

stage 3 can be approached by linear program:ning, and the decisions 

at stage 2 can be made by dynamic program:ning. It is also shown 

that 'When these prograrnm2s are used as a system of rrodels, it can 

be highly successful in advising the manager of his decisions 

regarding the optimum setting of cloth gauges and schedule of plant 

settings which should result in achieving a high level of custorrer 

satisfaction and an optimum level of resource utilisation. 

Eefore illustrating hew these programres can be applied however, 

it is essential to introduce a conceptual rrodel of the product and 

the plant operations. The reason for this is that the pa.vders 

being produced, the products requested by the custorrers and those 

stored in the plant warehouse as the stocks of 'supposedly saleable' 

products are in corrposite forms and specified only in statistical 

terms. This level of quantification is not adequate for inclusion 

in matherna.tical m:xlels required for the program:ning approach. 

On the other hand the solutions proposed for various decision 

problems require reference to a rrodel of total plant operation. 

This identifies the exact specification of the materials at each 

stage as they rrove through the production process. i.e. it is 

necessary to define precisely the fonn of the 'fractions' at 

various process stages as they will vary with stage 

The following section introduces a conceptual rrodel of the products 

and the plant cperations. 
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5.1.1 Pov.tier as a combination of particles of closer 'size classes' 

When }?O¼der is produced, one of the problerrs of production recording 

is that a spectrum of particle size is made, and although they are 

arbitrarily classified (cy ability to pass through, or be retained 

upon, particular mesh screens) , the true picture of a continuous 

distribution of sizes. 

'Ihis has been illustrated previously (in the section relating to the 

output of the atanization process) and is shown in Fig. 5 . l. la. In 

this figure the product (output) of a single process 'run' is represented 

cy a single continuous distribution of particle sizes and the outputs 

of t;,..o process 'runs', using different plant settings, are shown 

together cy a double distribution constituting a bi-m::dal distribution 

of particle sizes. 

When the actually occurring continuous distribution (Fig. 5.1.la) is 

passed through a series of sieves (Fig. 5.1.lb) it is arbitrarily 

classified into fairly broad mesh categories (Fig. 5.1.lc). 

Each of these categories is called a 'size class' or a small 'size 

fraction'. 

5.1.2 Conceptual M::<lel of the total operations of a poviler making plant 

'Ille normal practice in many power rriaking plants is ~at several 

appropriate powers are produced daily, v.hose qualities are known 

only through the proportions of their mesh categories . 'Ihese are 

subsequently sieved in order to provide customers with the desired 
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FIGURE (5.1.1.a) Distributions of particle sizes for a single process'run' output and for the 

output of two canbined process ' runs' . 
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Fig. 5.1.1.b Schanatic diagram of classification process via which a particulate matter(powder) 

is split into a group of particles of different size classes. 
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fractions. Sudl a fraction will l:e 'retained' on a sieve mesh of 

the appropriate size. 'Ihree types of fraction would be obtained fran 

a batdl of basic powder. 'lllese are sho,.n in Fig. 5 .1. 2 .1 and 

identified as follav.s: 

(1) Fraction A, whim goes to stock, is supposed to contain the 

saleable products as being forecast or en the basis of 

previous ~rience. 

(2) Fractirn B goes imrediately to custarers since it :possesses 

the 'exact' or 'near to exact' specified size characteristics. 

(3) Fractic:n C is the rerraining part of the powder mi.eh is not 

desired (at least for the present) by any custarers. It 

would rerrain either in the store or sarewhere within the process. 

Batch Powder Fractirn A 
To Stock 

+ 

. .. " . () 

•o 
. .. 

0 .. 
0 e, 

. • •• 0 13 

Fraction B 
To Irmediate 
Custarer 

Fig. 5 .1. 2 .1 Classification of Base Powder. 

. ... .. . . 
• .. 9 

Fraction C 
To Stock 

A conceptual rrodel of ti.1ie type prcposed will show us exactly where 

the various 'fractions' are at any given tirre (F:_tg. 5.1.2.2.) - A snapshot 

of the current material/process status. As can be seen frcm this 

:m:x:lel, the basic powders are assumed to be split firstly into their 
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constit1.B1t 'size classes' of particles, these classified particles 

-would then be sent to their relative 'conceptual tanks' to form the 

stocks of particles of various size classes. Secondly, the various 

fractirns would be rrade from these stocks as shown in Fig.5.1.2.2. For 

exarrple the necessary anount of particles of size classes No 1, 2 

and No 3 are renoved fran their relative stocks and blended to 

produce a given anotmt of final product No 1 which v.0uld be packed 

for imrediate sales (B
1

) and a gi"Ve.1"1 anount of the sarre product 

1/krich would be left in stock (Al) . This rrodel (Fig. 5 .1. 2 • 2 • ) is naw 

rrore capable of assisting the translation of the decision problems into 

a rratherratical fonn. 
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Fig. 5 .1.2 .2. Schanatic diagram of the proposed model for illustrating• the onerational planning 

and control of powder making plant. 
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5.2 Stock Allocation by Linear Prograrrming 

5.2.1. The Problem 

The stock allocation problem which is enrountered. in rretal powder 

making .industry is that the size corrposition of inclividual stock 

material cb not ronfonn exactly with that of custcrrer-requested 

products for rrost of the tine and the rranager has difficulty in using 

these materials effectively to fill the custorrer orders. There is 

often a huge anount of these stock rraterials which have remained 

unused for a lona oeriod of tine and they are responsible for 

absorbincr a large arrount of the rom::iany' s cash. 

The stock of finished oroducts was shown in Fia. 5.1.2.2. as the sum 

of fractions labled A1 , A2 , A3 ............•.. In real situations, 

however, there are also sorre certain arrounts of undesired products 

(i.e. fraction 'C') in stock which should be considered too. Here 

it is _p:,ssible for convenience to sup_p:,se that the stock ronsists of 

fraction 'A' only. 

The present practice of matching and allocating these rraterials with 

custarer orders is either to give the custorrers the products of 

higher qualities instead of what they have requested, or to mix and 

're-sieve' the _p:)'v.rjer fractions of closer size range to provide the 

custorrers with fractions that contain the specified size characteristics. 

While the first process is easy and needs no carplex calculations, the 

second process of matching requires rrany rorrputations and the 

ronsiderations of :rrany technological and economic factors for an 

effective result. These conputations are sarething be:yond the 
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capability of the rranager and his available t.:i.rre. For this reason 

the manager vJOuld often recourse on sane rough calculaticns and can 

rrake decisions on interchange between the specifications of only a few 

pa.o.rjer fractions to match with the custarer's order, for e:xanple, if 

the fracticns A1, ¾ and A3 are asSl.lil'ed. to o::::nprise the following mesh 

size categories:-

mesh no 

mesh no 

mesh no 

~ 

7 8 10 

8 ~10 ~12 

10 ~ 12 < 14 

the rranager can rreke a decisicn on taking sare anounts of particles of 

rresh size No 10 fran fraction A1 and sane arrount of particles of mesh 

size No 12 from fraction A3 to add to fraction A and make a change in 

the specification of this fraction to match it with 'a' custorrer­

requested product. This matching process, ~ver, requires 

extensive carputations and the consideraticn of many econ::imic and 

technological factors as the nurrber of po;,.tler prooucts and the 

custorrer-reqtJ=sted products increases. In this case it 'WOuld be 

doubtful if the manager could solve this problem effectively by the 

present rrethod. 

A rrore precise and accurate procedure is needed to matdl the unallocated 

stock materials with custorrer orders. This procedure, if developed, 

v.0uld result not only in releasing a significant arrOunt of capital 

being tied up in stock rnaterials and giving rrore satisfaction to 

custorrers by quicker delivery, but it also prevents the waste of 

plant available capacity whim otherwise should be errployed to produce 
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the already available rna.terial. 

5.2.2 'Ihe App:roach - Linear Prograrrming 

'Ihis prcblem, ho.vever, can be solved by the rna.therratical technique 

called "Linear Prograrrming" nore effectively. Linear progra.rrrning is 

a rna.therratical technique for seeking opti.rrat32).'Ihe ma.in feature of this 

technique is that by using a rna.therratical rrodel 'Which describes the 

operation of a process or an allocation prcblem, it allows the 

reaching of a solution which is the best strategy for that process or 

allocation problem(~!Ihis technique has been described in Appendix . 

( III ) and here it is shONing .hON it solves the stock allocation 

prc:blem. 

'Ihe Li.near Program Allocation Procedure rEqUires that the follONing 

conditions are net first:-

(i )_ 'Ihe stocks are reclassified into the 'size classes' . 

(ii) 'Ihe final products are specified in terns of size classes . 

(iii) Variables and constraints are defined. 

(iv) 'Ihe c:bjecti ~ flrrlction is formulated. 

(i) Peclassification of Stocks 

To.e coarsly graded pONder fractions (or stock rna.terials) are 

reclassified (at least corrputationally) into the closely graded 

particle sizes. 'Ihese latter grades are the standard 'size classes' 
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descri..ba:i earlier as 'mesh categories 1 • The principle of this is 

shown in Fig. 5. 2. 2. 1. ar:rl this process converts the stocks of 

finished products into the stocks of standard, defined 'size 

classes' which are more precise for inclusion in the linear 

program in terms of final products. 

(ii) Product Specification 

'Ihe final products requested by the custaners are specified 

(either by the custaner or by the Canpany} in tenns of this 'size 

classes' . This is shown in Tables 5 .1. and 5. 2. 

Table 5.1 shc:ws, far instance, Final Product No 2 (shown across 

top of chart) should consist of a spectrum of particle sizes rangi.rig 

fran 1. 20 rrm to 1. 68 rrm (or p:3.ssing the mesh category 8 and 

retaining upon the mesh category 14). 

Table 5.2 shows a mare precise specification of this prc:duct which 

indicates that the final blend should be such that 

a) 'Ihe particles of mesh categories or 'size classes' No 2 arrl No 3 

should consitute at least 87% of weight of the final blend. 

b) The amcunts of particles of size class No 4 should not exceed. 

13% of the total weight of the product. 

(iii) Defining the Variables arrl Constraints 

The results of stage i and stage ii can be· surrmarised in Fig. 5.2.2.2 

which represents a schanatic/pictorial mc:del of the allocation of 
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Stocks of various sizes to the final products. This rrodel allows the 

variables and oonstraints to be defined rrore precisely than was possible 

before. 

a) Variables or activities 

b) constraints or equatioos. 

a)- Variables 

Variables in this allocaticn problem may be expressed as 

- using stock of size class No 1 in the blending of final 

product No 2. 

- using stock of size class No 2 in the blending of final 

product No L,etc, 

A diagram whim represents all of these variables is shcwn in Fig. 5. 2. 2. 3 

which is the conversion into algebraic form of the inforrration given 

in Fig. 5. 2.;. . 2. In this diagram a :rra.tri.x is being set up which uses 

the notation X .. to represent variables. 
l.J 

b)-Constraints 

Constraints in this case are the limits set for the variable X .. by 
l.J 

- final product size range 

- final production size speciaticn 

- the rmterial balance 

- the custarer dermnd or market limitation 
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b-1 Size range limitation 

Table 5.1 shO"wS that in blending a particular final product 

only particles of a few size classes would be acceptable. 

For this reason the variable X .. might be r:,ositive, ie. 
lJ 

acceptable, or zero, meaning not allowed to be blended in a 

final product. 'Ihis inf o:r:mation is given in a small Table 

at the rottan of Fig.(5.2.2.3). 

b-2 Product size specification (size proportion liLmts) 

Table 5.2 shows that for a given final product blend, W1ich 

proportions of eadl oonstituent size class particles are 

acceptable. 

b-3 Material balance 

'Ihe quantity of eadl size class being used in blending 

various final products should, in total, be equal or 

less than the available stock of that 'size class'. 

'Ihis rreans that, for example, all quantities of size 

class 2 Wl.ich goes to product 1 and 2 should not exceed 

the total arrount of the 'sLze class ' available in its 

relative stock. 

b-4 Product derrand and market limitation 

'Ihis is either a 'sales oonstraint' on the product types Wlich 

is the maxi.mum quantity of eadl. final product demanded by the 

market or the 'demand oonstraint' W1idl is the minimum quantity of 

the final products vttich must be manufactured to satisfy the orders 

of the regular customers. 
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Both cases put limitations on the arrount of a particular 

size class w:1ich can be used or IrnSt be used in producing 

a definite product type. 

Each of these ronstraints when expressed in mathematical terms forms 

a mathematical equation. The carplete mathematical equations are 

given in Appendix(ll1-a)and a surrmary of these equations is presented 

in Fig. 5. 2. 2. 4. 

Fig.5.2.2~4fo.rms the L P rrodel for allocating available stock into the 

size classes requested (irrplicitly if not e::xplicitly) by the custorrer. 

This rrodel, to be used to identify the 'best' solution, requires 

that the criteria of 'best' solution be specified and included in 

the rrodel. 

(iv) Objective function 

The criteria for the 'best' solution would normally have the forms 

of 

maximize the return 

or :minimize the rost 

or maximize the cash flow (sales revenue) 

In the case of Powder manufacturers they have to decide upon the 

ronditions they :rreet. 

Hcwever, the final stage in solvi.nJ a realistic sized L P problem is 

always to code it for carputer solution - in this sirrple exarrple into 

a sirrple 2--d.ilrentional matrix. Only roefficients (e.g. O, 1 and 
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0.85) are used, representing algebraic function in particular columns 

and/or rows. This rratrix is shown in Fig .5225which fornis the input 

data for the corrputer progranme. Typically, solution of a problem 

of the size illustrated, might take 3 - 4 minutes on a small micro­

cornputer and a few seconds on a larger computer. 

This might involve trying 17 - 18 different solutions to the problem, 

such as is shown in the example on the following page (ie page 96) . 
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Fig. 5 .2 .2 .1. Modified diagram of the operatioal planning and control of 

pc:M'der making plant. 
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TABIE 5 .1. FINAL POOUJCr SPECIFICATICNS SH0\1.N IN TERMS OF THEIR PARTICLE SIZE RANGE. 

--- -· 

FINISHED (FINAL) ProDUCTS 

I 

Size Sieve Tyler Product Prcx:iuct Product Product Product Product I Product 
Opening Equiva- No 1 No 2 No 3 No 4 No 5 No 6 I No 7 

Classes I 
nm lent S660 SSSO S460 S390 S33J S2X) I Sl70 

t--Esh 
Size I 

l ! 
' 
I 

All I 

1 2.CO 3 * Pass 
I 

I i ' I 

' 

I 
All 

I 2 1.68 10 * * Pass 

! All I 
3 1.40 12 * * * / Pass I I 

l 
4 1.20 14 * * 

I 

* i : 

I 

I 5 l.CO 16 * * * 
I 

6 .850 18 * * * 

7 .710 22 * * * 

.,.,.,,;.;; 
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TABLE 5.2. 

Size 
Classes 

Size 
......... Class 

~ No 1 

H 

I No 2 
.._, 

I No 3 

No 4 

~ 
l 

No 5 

~ 
8 No 6 

No 7 

FULL SPECIFICATION OF Proor.crs 

-
Sieve (Mesh Product 
Opening Size) No 1 

nm 660 

2.00 8 Min 

1.68 10 87%. 

Max 
1.40 12 13% 

1.20 14 

1.00 16 

.850 18 

.710 22 

FINAL PRODUCrs (j) 

Product Product Product Product Product Product 
No 2 No 3 No 4 No 5 No 6 No 7 

550 460 390 330 230 170 

All 
Pass 

All 
Min Pass 

All 
87% Min Pass 

Max All 
13% 85% Pass 

Min 
Max All 
15% Pass 

Min 
All 

Max Pass 
Min 

Max 
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Fig. 5.2.2.2. FINISHED PIDilJCT STaX SHO.VN IN 'lmfS OF SPECIFIC PARTICI.E SIZES. 

------ ---.-----------------------------------------~---,. 
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Fig 5.2.2.3. AL(;EBRAJC IN'I'ERPRE'rA'.rfO'J OF FIG ( 5.2.2 .2) 

~ FINAL PHODUCTS 
Nol No 2 No 3 No 4 No 5 

Product 
Sieve size in Mesh Name 

MM pize S 660 S 550 S 460 S 390 S 330 

l 2 nun 8 
All 

Xt 1 Pass 

All 2 l.687 10 X21 Xn Pass 
Ul 
(j) 
Ul J 1. 40 12 XJJ X 32 X 3 _, All Ul ,u Pass ,--j 
(_) 

(j) 4 1. 200 14 x42 x4 J• x:.4 All 
N 

·,-i Pass 
Ul 

d 5 1.003 16 X:i3 X51 1 X :i~ 

~ 6 . 850 18 X6lt X&5 
Cl, 

7 . 710 22 X75 

No 

XJ l l X22 3 X33 6 X44 9 X55 variables No~§ related 
X2 1 2 X32 5 X4 3 8 X54 11 Xf, 5 

to F'inal Products 
X31 4 ✓~ 4 2 7 X53 10 . Xf,4 13 X7') 

No 6 No 7 No 8 

S 2 30 S 170 

All 
Pass 

X66 

X7b X77 

12 Xb6 15 X77 18 
14 Xn 17 
16 
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Fig 5.2.2.5 

:VARIABLE 
NUMBER* l 2 

~ 

CONSTRAINT x1·1 X21 
NUHBER 

l l 0 

2 0 l 

J 0 0 

4 o. 0 

5 0 0 

6 0 0 

7 0 0 

8 -.13 -.13 

9 0 0 

lo 0 0 

11 0 0 

12 0 0 

13 l l 

14 0 0 

15 0 0 

16 0 o· 
17 0 0 

18 0 0 

19 0 0 

P1 P1 

•~ Ml\TRIX', REIATING PARTICI.E SIZE CLASS <XNSTAAIN'IS 

TO CESIRED C8JEC'I'IVES - ( CBTAINED rn:M FIG 5 .. 2. 2 .4 d at a ) 

VARIABLES {K•lB) 
. 

3 4 s 6 7 8 9 11"1 ll ,, 13 1 <I 

X22 X31 X31 X33 Xi.2 X43 X44 X53 X51i X55 Xr,i. Xr.s 

0 0 0 0 0 0 0 0 0 0 0 0 

l 0 0 0 0 0 0 0 0 0 0 0 
--- -·- -

0 l 1 l 0 0 .0 0 0 0 0 0 

0 0 0 0 l l l 0 0 0 0 0 

0 0 0 0 0 0 0 l l l 0 0 

0 0 0 0 0 0 0 0 0 0 l l 

0 0 0 0 0 0 0 0 0 0 0 0 

0 .87 0 0 0 0 0 0 0 0 0 0 

-.13 0 -.13 0 .87 0 0 .o 0 0 0 0 

0 0 0 -. 15 0 -.15 . .85 0 0 0 0 

0 0 0 0 0 0 -.15 0 -.15 0 .85 0 

0 0 0 0 0 0 0 0 0 -.15 0 -.15 

0 l 0 0 ·o 0 0 0 0 0 0 0 

l 0 l 0 l 0 0 0 0 0 0 0 

0 0 0 l 0 l 0 l 0 0 0 0 

0 0 0 0 0 0 l 0 l 0 ·l 0 

0 0 .0 0 0 0 0 0 0 l 0 l 

0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 

P2 P1 P2 P3 P2 P3 P4 P3 P4 P5 p .. P5 

1" 16 17 18 .''.VAILABLE 
OF EACH 

Xr,r, X75 ~, .. X77 ~s 
R.H.S 

0 0 0 0 Al 

0 0 0 0 "2 
,-. 

0 0 0 0 A3 

0 0 0 0 A1t 

0 0 0 0 
As 

l 0 0 0 AG 

0 l l l 
A7 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 . 85 0 0 0 

0 0 0 0 D1 

0 0 0 0 D2 

0 0 0 0 D3 

0 0 0 0 04 

0 l 0 0 o, 
l 0 l 0 DG 
0 0 0 l 07 

PG P5 PG P7 



An example of input and output for a microcomputer-based 

LP PJWder rncdel 

Inputs a) Technolcgy Matrix (Figure 5.2.2.5) 

b) Available stock levels of various size classes 

eg size class l weight 40 tonnes 

size class 2 weight 80 tonnes 

size class 3 v1eight 120 tonnes 

size class 4 weight 160 tonnes 

size class 5 weight 180 tonnes 

size class 6 weight 80 tonnes 

size class 7 weight 60 tonnes 

c) remand Backlcg ard prcduct prices 

CUtput (calculated optimal solution) 

a) The particular quantity of each r:owder size fraction 

used in each prcd uct (xij) 

eg xll = 40 (tonnes) x53 = 0 (tonnes) 

x21 = 0 x54 = 180 

x22 = 80 xSS = 0 

x31 = 5.977 x64 = 0 

x32 = 114.023 x65 = 80 

x33 = 0 x66 = 0 

x42 = 28.99 x75 = 14.117 

x43 = 0 x76 - 0 

x44 = 131.01 x77 = 45.88 
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b) 'It1€ total quantity of each final proooct to be 

provide::3 fran stock 

Weight of prcdoct 1 = 45.977 tonnes 

Weight of product 2 = 223.014 tonnes 

Weight of pr:-oduct 3 = 0 tonnes 

Weight of_ prcduct 4 = 311.008 tonnes 

Weight of proouct 5 = 94 .118 tonnes 

Weight of pr::-oduct 6 = 0 tonnes 

Weight of prc:duct 7 = 45.882 tonnes 

c) The (optimum) sales value achieve::3 (fr-an stock) is 

£9518.07. 
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5. 3 - Sdl.eduling the Plant Settings via Dynamic Programn.ing 

5.3.1 The Problem 

In this stage of the :rrodelling, the problem to be solved is which 

is the rrost efficient oorrbination of plant settings to produce base 

p::Mders capable of satisfying the p:rop:>rtion of custorrer denand not 

net frorn stock. 

This situation is illustrated in Figs 5. 3. 1. 1 and 5. 3 .1. 2 v:hich show 

respectively the derrands of an order book and the response of two 

specific atomisation plant settings 

Various a::mbination of base p::wders a:mld be produced to rreet the 

requirerrent. For exarrple, it might be necessary to produce two batches 

of base powder No. 1 and 5 batches of base p::wder No. 2 to satisfy the 

requirerrents. Since each base powder is produced under a si:ecific 

plant setting, this would equally rrean a canbination of two process 

'runs' using plant setting No. 1, and 5 process 'runs' using plant 

setting No. 2 is required. Any corrbination of plant settings which is 

chosen to produce the base p::Mders to rreet the production requirerrents 

(those proportion of custorrer demand which are not net from stock) is 

called in this study a 'schedule'. 

Each schedule, in addition to satisfying the production requirerrents, 

result in production of sone excess anounts of 'overstocked' rnaterial 

or 'undesired' fractions. These excess rnaterials cause an increase in 

the cost of inventory and are responsible for the waste of the plant 

capacity and the rroney. This may be called here as the 'negative' 
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Figure 5.3.1~ 
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Specification of products required by 
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Product A Product B Product C 
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responses of a schedule. The 'positive' respJn.Se of a schedule is the 

amcunt of sales that can be achieve::! fran the sales of the total 

production rutp.it which results fran applyirq this schedule. This 

ir.cltrles the sales of the bye-prcducts which result fran applyirq this 

schedule. 

The :r;ositive a.rrl negative res:r;onses of a schedule when considere:i 

i:o:Jether define its utility. 

The efficient sche:iule is that schedule which while meetirq the 

production requirenents, produces the maximum utility. 

The problen is to firrl this schedule. 

5.3.2 The Approach 

In approach to this problem, a similar size classification to that 

perfonred on ' stock' :rraterial is possible. Ho.vever because the outcorre 

of allocating various levels of capacity to production of a specific 

powder can not be assured as a linear function of the level of capacitv 

being ~loyed,Linear programning can not be used to ootimise the choice 

of settings. Instead Dynamic programming (DP) appears the rrost suitable 

rrethodt34) 

'Ihis (rrore sophisticated) rrethod m:x:lels the scheduling problem as a 

multistage decision process where each decision is taken when all the 

consequences of previous decisions are assessed. 'Such m:x:lel confo:rrrs 

with the actual :rranufacturing situation. In a :rranufacturing 
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situation, a decision rrade on, say, the use of plant s~tting N::>.1 

would result in prcx:luction of sorre p:JWCl.er fractions 'which alters the 

state of the plant and this affects the 'choice' of next blow. 'Ihe 

next plant setting- to be chosen must l::e capable of either corrpensating 

for p::)Wder fractions whic.ri have not been prcx:luced enough by t.1-ie first 

'blow' or rr:ust not add to the arrount of excess fractions already 

prcx:luced. In the sarre rranner a schedule must consider the accumulative 

results in terns of other pararreters. For exarrple, a sequence of 

plant setting chosen must result in a ITE.Xi..'TIUITI cumulative profit or 

sales revenue etc. that can l::e achieved. 

Dynamic program:riing is e5F€Cially designed for solving such multi-

stage decision problerrs. ( 34,3 5 This rretj:lcx:1 is descril::ed in Appendix {IV) 

In the followin.g section it is shoon how it computes an optirnum 

plant setting schedule. 

5. 3. 2. l Dynaroic Prograrrrnir1g As Applied to Scheduling Problem 

To illustrate how Dynamic Programriing (DP) v10uld solve the scheduling 

problem in rretal powder rraking operation, a si.rrple case would be 

considered first. In this case the objective is to fir1d a schedule 

'Which is opti.rnu:m with resp::ct to only one of it's responses such as, 

for example, its sales outcorre. In later section the scheduling 

problem would be solved by considering its total resp:mses. 

5.3.2.la Finding a Plant Setting Schedule which Optimises Sales 

Outcorre 

In the process of conputing the optimum schedule by DP the following 

view is given on the scheduling problerr1: 

The rranager kncws that his plant capacity permits six 1blows 1 ,(i.e. six 



process' rnns' ) . This caraci ty should be distrir,uted among, .3ay, 3 

plant settings. 

He knOVJS (it is assurred here t.lia.t he has the infonnation) that if he 

allocates Kj blows to plant settingj, the resulting output ½Duld 

bring him a total sales value equal to Y/Kj). One such infonnation 

is shown in Table 5. 3. As it is seen in this table by allocating 

2 blcws to plant setting No. 2 , the manager achieves a total 

sales equal to £96. While for the sane level of capacity allocated to 

plant setting No. l,he achieves a total sales of £88. (It will be 

shown in later section how this infonnation can be prepared). 

'Ihe rranager wants to find a distribution of the available capacity 

am:mg the 3 plant setting that result in rraximurn overall sales that 

can be achieved. 

The dynamic programre ½Duld sirrply work out the rrany corrbinations of 

the entries of the Table 5.3 and finds that corrbination vmich gives 

maximum 'total sales achievable'. Having found this rraximurn value it 

goes backward and finds the distribution vJhich leads to this maximum 

value. 

'Ihe corrplexity of this task can be best illustrated through a network 

rrodel (Fig .5.3.2.1 .a.1) which is called an acyclic network and would best 

represent any DP problems i.e. any rm.iltistage decision problems (36)· 

The symrols of this rrodel would be explained in the A_ppendix ( IV-b ) 

It is, however, sufficient to say here that each of t.~e series of 

arrows which join the circles of various colurr1r1.s represent a 'route' 

or a schedule and the values they carry are corresponding to values of 

entries of Table. 5 .3 . Thus, the various combinations of these 
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TABIE 5.3 Independent return function for different levels of capacity(i.e.0,1,2, .. ,6'blows') being 

allocated to each plant setting. 

_..--;.....-:- __ _ --· l Size Distribution'A' Size Distribution 'B' Size Distribution 'C' 
t 

resulted fran using resulted fran using resulted fran using l 

plant setting No. 1 plant setting No. 2 plant setting No. 3 

Number of Value of Number of Value of Number of Value of 

blows (K.) sales blows (K.) sales blows (K .) sales 
J y .(K.) J y .(K.) J y .(K .) 

perfonned J J perfonned J J perfonned J J 
with this achieved with this achieved with this achievea 
plant- (£) 

plant setting (£) 
plant setting (£) 

settin -· 
1 I 44 I 1 I 48 I 1 I 46 

I For all products 
I 

I 2 I 88 I 2 I 96 I 2 I 92 considered 
together 

I 
3 132 3 I 144 I 3 I 122 and 6 blows 

I !X)Ssible 
4 160 4 

I 
186 I 4 I 136 

5 I 180 I 5 I 210 I 5 I 150 I I 

I 
6 I 200 I 6 

I 
218 I 6 I 164 

, 

~ 



-
Fig ( 5 3 2 1 a 1 ) CD:Ml?AW' S SALES AOUEVABLE NE'IWJRK 

Available capacity (N::>. of process 'runs' yossible) 

N:>. of 'plant settings' to be considered for the 

allocation of the available caµi,city 
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-
values can be canpu ted. 

For example Fig .5 .3.2 .1.a.2 belOIN showes a 'route' which indicates that 

frcm six blows possible; 

1 blow is allocated to pl~nt setting No. 1 Sales ::1.chieved= £ 44 

3 blows are allocated to plant setting No.2 Sales achieved=£ 144 

2 blows are allocated to plant setting No. 3 Sales achieved £ 92 

the total sales that can be achieved fran this route equales to 

£44+£144+£92=£280 

B 

44 0.0 

Fig.(5.J.2.1.a.2)A set of arra,;s representing a 

schedule. 

As can be seen f:ran this model the canputation of values of 

all routes and the selection of the 'best 'one is very difficult 

and time consuming for a human decision maker , particularly as 

the nunber of plant settings and the available eapaci ty j ncreases. 

Dynamic Prograrrming corrputes the values of various routes of 

distribution and corrpares them with each other at a high speed and 

from this corrparison it will identify tJ1e IIBXimum route for eac.h 

situation. 
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-
'Tile information on each route can be achie'Ved from the output of this 

programre 'w'hich is in matrix forms as shown in Fig. 5 3 2 1 a 3 

Ea.eh of these matrixes identify a strategy and includes the out.care of 

each action (schedule) within that strategy. 

Fbr exmple, Fig(53 2 1 a 3 c) shows a strategy of allocating the plant 

capacity arrong three plant settings and in this strategy the result of 

any decision can be seen fran the matrix. If the maxi.mum route is to be 
1 

selected from the policy of using '6' blows, then it is best to allocate 

2 blows to plant setting No. 3. Going back to the matrix of Fig. 5 3 21a3b 

it is seen that from the 4 Blows left it is best to allocate 3 blows 

to plant setting No. 2, and referring to Fig.5321 a3 a there is only 

ooe blow left for plant setting N:> .1 . Thus, the 'best' schedule which 

maximises the achieverrent of sales values is : 

2 blows with plant setting No. 3 

3 blows with plant setting No. 2 

1 blo.v with plant setting No. 1 

Max:imum sales achieved = £ 280 

The full details of the net:WJrk rrodel whidl is used here is given in 

Apr::endix IV-b 
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No. of blows allocated to plant setting 
No 1 · 

f) 1 2 3 4 5 6 

0 

0 

0 44 88 

0 44 88 132 

0 44 88 132 160 

0 44 88 132 160 180 

0 44 88 132 160 180 2CO 

No. of blows allocated to plant setting 
No.2 

0 1 2 3 4 5 6 

0 

44 48 

88 92 96 

132 186 140 144 

160 180 184 186 

180 208 228 232 230 210 

2CO 228 256 276 274 254 218 

No. of blows allocated to olant. setting 
hl-"I ~ • 

0 1 2 3 4 5 6 

0 

48 46 

96 94 92 

144 142 140 122 

188 190 188 170 136 

232 234 , 236 218 184 150 

276 278 266 232 198 164 

Allocation of 

possible blows 

when only one 

size distribu­

tion (No. 1) 

consid'=red 

Allocation of 

possible blows 

when 2 plant 

settings are 

examined 

(fu.l & l'b.2) 

Allocation of 

possible blc:ws 

when 3 plant 

settings are 

examined 

(No.s 1,2&3) 

Fig. 5.3.2.a.3 The output of dynamic progrrurming canputation 
presented in matrixform. 
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5.3.2.lb 'Ihe Solution to Scheduling Problems Considering the Total 

Responses of the Schedule 

In the previous se:::=tion a 'route' or 'ssc.11edule' was determined ba.sed 

upon the desire to rreet the production requirerrents and to satisfy 

only one objective of the ffi311ager, narrely, to rraximise the sales that 

can be achieved from applying the chosen schedule. 

In real practice, however, there are several objectives or criterias 

of perfomance which are applied to this schedule, and the schedule 

-which maximises sales outcorre nay not be satisfactory with respect to 

other objectives. For exarrple, if this schedule produces sare excess 

arrounts of 'overstocked' materials or sorre fractions -which nay not be 

saleable in the near future, it 'IM'.)uld result in an increased inventory 

oost which may ou~igh its advantages of maximising the sales outoorre. 

Thus the ffi311ager 'IM'.)uld like to know the various resp:mses of the 

schedule before he makes his decision on the schedule to be applied at 

manufacturing. 

To obtain information on the various responses of the schedules the 

effects of using each individual 1plant setting' to rreet the require­

rent will be examined first. This involves the calculation of costs 

and revenues associated with each production C3I11Jaign in which a speci­

fic plant setting is used for~ specified nmt>er of runs. The final 

result obtained from this calculation will be presented in a table 

similar to that shovm in Table 5. 3 but the entries in the new table 

will represent the 'utilities' of each individual plant setting · 

at conditon of using several runs• 
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Assuming that the folla,.;ing arrount of various final products are rot 

rret fran stock and smuld be produced through the manufacturing 

Product i Requirerren ts for Product i DF(i} 

Pl 20 tonnes 

p2 30 tonnes 

p3 10 tonnes 

the folla.-l'ing conditions rray arise when various level of capacity are 

being errployed and when various 'plant settings' are beinp; used:-

a - the quantity produced for prcduct i is equal to the 

requirerrents 

b - the quantity produced for product i is less than the 

requirerren ts 

c - the quantity produced for prcduct i is greater than 

the requirerrents 

(It is assurred t..riat the production v.Duld be achieved irrrrediately 

after being plarmed , no change is to occur in the manufacturing 

prograrrrre, and the requirerrents are to be satisfied immediately.) 

Curing this :r;eriod, the manufacturer rray face a proble.rn of excess 

rraterial for sorre products and shortages for others· 

incurs sorre oosts . 

In both cases he 

The excess and smrtages an.d the associated costs are shown in t.l-ie 

scherratic diagram of Fig .53.2J b 1 wnich represents the inventory 

cur:..re for the abo"Ve cases. 
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An algorithm is developed and has been prograrrrred for the o:::inputer 

to calculate the rosts and revenues at conditions 'where different 

levels of capacity being allocated to each individual plant setting. 

In addition to these a vecy detailed infornation on various items 

such as 

- quantities of each final product being produced, 

- total sales achievable by products, 

- arr0t.mt of over production achieved/arrounts of excess 

stock, 

- arrount of under production/arrount of shortage oo:urred, 

- arrount of cash which ¼Duld be tied-up or wasted in the 

production of undesired quantities, 

- cost of carrying in\'e!ltory, 

- penalty - the cost of shortage, etc. 

can be obtained from the corrputer calculations. A full list of such 

inforrration is illustrated in Table 5.4 whlch ¼Duld be an exarrple of 

the carputer print out. 

(The infomation on Table 5 .J presented in the previous section is 

the output of this carputer calculation). 

The rratherratical formulas of this algorithrn is gi\'e!l in A_ppendix IV -b 

Having achieved these calculations the total result is then input into 

a formula called here "utility fonrula" which surrs all the PJSitive 

and negative reSPJnses of each individual plant setting to detennine 

its utility against meeting the requiranents. 

The principle of this process is shc:,r....m in Fig 5 3 2 1 b 2 which shows 
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the input and output to the algorithm and the utility formula. Table 

5.1 shows the utility of each plant setting when it uses several levels · 

of plant capacity. 'Ihis table is similar to Table 5.2, but it has been 

prepared with full consideration of production and inventory costs 

and other pararreters whim have not been oonsidered for the sales 

rraximi.zation criteria. In the case of utility criteria, the rnanager 

can influence the sdledules by shifting them tc:Mards production of 

products in a rranner rrore consistent with his r;olicies regarding 

various prod.ucts. For exa.rrple, the manager can assurre sare high 

penalty rosts for the desired prodocts and a high inventory rost for the 

undesired products and then determine the utility of each plant setting 

against this situation. An optimum rorrbination of these plant settings 

which result in the achieverrent of higher utility would in fact be 

rrore consistent with the rnanager's r;olicy regarding the problem of 

rontrolling the inventory of prcd.ucts. This is itself an advantage 

to the case when only one criteria of sales maximization is considered. 

This intermittent process of finding the 'utility' of each 

plan setting gives the infonnation required for a Dynamic Program:ning­

computation of an opt:imlln schedule. When this information is input to 

the dynar.u.c programning it indicates( in a manner similar to that 

explained in the previous section) the optim..Jm schedule. 

An example of the schedule which has been o::mputed by the dynamic 

prograrmE and maximize$ the utility can be seen fran the network 

model (Fig.5.3.2.1.b.3) .The solution(i.e.optirm.m schedile) 

is traced through the output of the dynamic program which is presented 
~ 

(nrinted out) in a matrix form and is shown in Fig.5.3.2.1.b.4. 
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This sched.ile involves the foLlf~•rirP- alloca.tion set 

2 blows With plant setting No.1 

4 blows with plant setting No.2 

0 blON with plant setting No. 3 

'Ibe sales achievable=£ 276 

'Ibe max:imun utility = £ 174 

The sales value resulting f:ran this schewle is slightly less than 

the sales value of a scheci.lle which is obtained under the criterion 

of sales maximization( the sales achieved by the latter was £280 and 

the sales achieved by the present scnedule is £276). Hovever the 

present schewle,obtained under the utility maximization, is more 

coosistent with the manager's policy since it has considered more 

constraints and objectives of the manager. 

113 



I 
I 

Table 5.4 List of information that would be pinted out by the 

caip.lter when it calculates the 'utility' o:f. eadl 

individual plant settings. 

NOTATIONS 

All Producta 

- . 

I• ! Product llo Prod l I Prod 2 ' I•l I•2 
Prod l { 

I•l CaeuiideNd Toget.ltc 

I 
Dlt(I) Qwantity ~d 

J-.J Plant Utt:inv Bein93JHd 

u Mo of 'BlCIWlll' 

X(I) QU4lltity of Product Produced 

IHI) Shorta<J41 Aceured 

P(I) Penalty (Shortage C:O.t) 

EX(I) ZXC111SII Produced 

A(I) Cost Of &xcellla 

P (I) +A(I) Tot&l Cost (Excaa for Shortage) 
Per Product 

S (I) Potanti.&I S&lea 

'r(I) Achievable S&lu 

0 Gross Utility fo:r Product 

SU Total Gross UUlity for 
All Products Together 

, 
C Coat of Melt or On• Blow 

su-c Hrt' TOT.AL OTILiff 

SY Total Groas Sal•• Achievable 
, 

SY-C Net Sales Achievable by 
All Products Together 

SM Total Short&ges Oc:cund 

SP Total Penalty 

so Tot.al Excess 

SA Total Excess Coat 

SS Tot&l Potential Sales Expected 

SY Total Sales Achievable --

SY-C Total Het Sales Achievable 

so Total Desand 

sx Total Supply (Production) 
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PQwi:::!ersize 
distribution 

Linear 
programning 

for 
Conversion 
into £L11al 
products 

fir.al Product 
Oe..'172.nd/ 
R2quirerren ts 

---) inforrration on 

Final 
Product 
~ 1~ 
~o 2 _ Algorithm ---:i.) 'sales ac.iu.evab:!.e', 

-----.l,, inventory costs .etc. , 
No 3) .__ ___ __, 

Ptanttapacity 
available 

Utility 
F.'orrrula 

Utility of 
various 
1:>lant settings 

[:] 
l 

ontLrm...."Tl 
schedule 

Fig. 5.3.2.1.b.2 Flo.v chart illustrating the input and output 

of the canputer programs and the Algori thns 

developed for detennining the optimun plant­

setting schedule. 
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Table 5"5 Independent retun function for different level of capacity being allocated 
to each plant setting o 

I 
G Blows are 

possible an..l I 
sl1ould be 

al 1 OC~I too to 3 

pl.:mt settinJs, 

Size distribution 'A' 
resulted fran using 
plant setting No. 1 

No. of blows 
(Kj) 

• I 
perfonned with 
plant setting 

No. 1 

1 I 

2 I 

) I 
4 I 

5 

(j 

Rebrrn 
(utility) 

YJ(K} 

10 

48 

77 

102 

99 

94 

I 

I 

I 

I 

Size distribution 'B' 
resulted fran using 
plant setting No. 2 

No. of blows 
(Kj) 

Perfonned 
with 

Plant setting 
No. 2 

1 

2 

) 

4 

5 

6 

----

I 

I 

I 

I 

Return 
(utility) 

YJ(KJ) 

12 

54 

90 

126 

151 

119 
·--·---·-·-··· 

I 

I 

I 

I 

Size distribution '-fe+ 
resulted fran using 
plant setting No. 3 

It>. of blDws·-· 
Kj 

performed 
with 

plant setting 
No. 3 

1 

2 

I 

I 

3 I 

4 I 

5 

6 

-··--··------ - .. 

Return 
(utility) 

YJ(KJ) 

6 

43 

67 

61 

54 

46 

1 
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Fig. :5 • 3 . 2 . 1. b . 3 UI'ILITY NETi\CRK f DDEL 
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0 

Total blavs 0 

rxlSSible l 

2 

3 

4 

5 

l. 6 

0 

l 

2 
Total blOIVS 

3 possible 
4 

5 

6 

f-

0 

l 

2 

I 
Total bla,·,s 

3 oossible 
4 

5 

6 

Fig. 53.2. l.b. 4 

No. of blows allocated to 
plant setting No. 1 

0 l 2 3 4 5 6 

0 

0 

0 10 

0 10 48 77 

0 10 48 77 102 

0 10 48 77 102 99 

0 10 48 77 102 99 94 

No. of blows allocated to 
plant setting No. 2 

0 l 2 3 4 

0 

10 12 

48 22 54 

77 60 64 "90 
102 89 102 100 126 

102 114 131 138 136 

102 114 156 167 

No. of olavs allocated to 
plant setting No. 3 

0 1 2 3 4 

0 

12 6 

54 18 43 

90 60 55 67 

126 96 
97 ~ ~ ~61 

141 132 133 121 73 

147 169 157 115 

5 

Allocation of 

possible blo..is 

when only one 

size distribu­

tion (No. 1) 

considered 

6 Allocation of 

possible blo;,;s 

when 2 plant 

settings are 

examined 

(No.s 1&2) 
151 119 

5 6 

54 

66 46 

I 

I 

Allocation of 

possible blo,.,s 

when 3 plant 

settings are 

examined 

(No.s 1,2&3) 

The output of Dynamic Prograrrrning COrrputation 
presented in Ma.trix form. 
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5.4 Selection of Cloth Gauges to be Used in Sieves 

This problem is concerned with the fractioning of an existing 

pa,.aer prcduction (base powder) to give rraximurn utility to the 

po.,ider fractions of a base pa.vder. 

As -was shown in the previous section the custorrer-requested product 

v.0uld often overlap on each other and corrpete for a definite 

proportion of the pcwder. An exarrple of this is shown in Fig. 5 4 1 

where the base p:>wder has a size range from 0.050 nm to 2.50 nm and 

there are four products which demand for various fractions of this 

product. 

It -was shown in the previous chapter tha-t the screening stage is a 

control point on the process line which r:ermits the rronitor of the 

split of base pa.vders to various rresh categories or standard products 

through the setting of various cloth gauges in the screens. 

The problem at this section assurres that there are various possible 

cloth gauges which can rronitor this split as desired. If this 

assumption is valid then it is possible to solve this problem of 

split (rrost efficiently) by LP which recomrends those cloth gauges 

which rraxirnize the utility of various fractions of a base powder. 

Even if this selection of cloth gauges is limited the LP solution 

will be of rrost guide in selecting the right cloth gauges. 

This problem is analogous to the problem of 'cracking' oil to 

achieve a rraximum yield of petroleum and other prcducts . 
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The problem of fractioning a base powder to m2et a given order book 

is a problem akin to fractioning of stock material discussed in 

section 5-1. The sane basic considerations apply. The technology 

matrix, similar to that in (Fig. 5.4.1 is drawn-up and used as 

the basis of decisions for the sieve-cloth choice situation. 
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Fig. 5.4.1 The 'base' Powder and the Order Book Require:rrents 

!Product Narre 
Size specification of the 'base' powder and the 

custorrer-required products 

~oooo~a400-Cra-- --

r.r'otal P<Jv.lder 1'. X X /( )l 'I( " )( X. JI )( 'I. )( 

!Product A X ;< )( I<. )(' 

Product B X )( X )( X 

Product C "X )f ~ ~ ~ J\ 

Prcxluct D \(,_ 'J( x, y, ;,(, ){, 

Custorrer requested prcxluct 

Product A 

size range of the product 

from 0.050 mn to 1 mn 

from 0.075 rrm to 1.25 mn 

from 1 mn to 1. 75 rrm 

Product B 

Product c 

Product D from 1.10 mn to 2.50 mn 

\ 
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5.5 Surrmary of the Approach and the Procedure for its Use in 

Controlling the Operations of P(J(.,,.rjer Making Process 

The previous sections described how the decision problems of various 

stages of powder making process can be rrodelled and solved by rra.the­

matical progranming techniques. These rrcdels would permit rational 

decisions to be made by the managers in rretal ~er making carpanies 

in controlling the production of their respective o:rnpanies. By 

using a low cost micrcx::orrputer for which these rrodels are programred 

the rranager can, at every i;ranent, exarPine (check) the availability of 

the custorrer-requestea. products in the tm.allocated stock ma.terials and 

lead the plant i:rore eronanically than otherwise would be possible 

through the decisions made by 'intuition' or by 'htm.ch'. 

This section int.roouCEs a new procedure for controlling the production 

in metal powder rrak.ing process which places these decision i:rodels in 

the context of total plant operation. 

A scherratic diagran of total operation of a p:iwder making plant is 

shown in Fig. 5. 5. l. This diagram contains n..o decision centres which 

control the flow of materials through the plant. The Decision Centre 

No. 1. would ~--epresen': the manager responsible for ITB.king production 

decislons and the Decision Centre No. 2. represents the rmna.ger 

responsible for selling the products rvhich are being proouced. 

In the existing managerrent system the Decision Centre No. 1. would 

ITB.ke all of the production decisions. As it is seen in Fig. 5.5.1 

the production decisions are based up::m the previous history of sales 

of the individual products which rra.y be obtained in the form of 
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probability distribution for individual products. This information 

may be given by the sales manager( decision center No O 2) or the 

account ant. The decision center No .1 uses this information and make 

decision on the quantities he w::>uld like to produce for each indi vi­

ctual products so that the expected demand is satisfied and sorre 

anounts are produced for stock.Based upon this decision, he makes a 

decision on the batches of various base powders to be produced.As it 

was stated before this decision is very difficult to make since it 

requires many simultaneous equations to be solved for reaching a reascn­

able decision.Because of this difficulty the manager v10uld make his 

choise by considering the outcorre of decisions with respect to only a 

few probably rrore demanded products or with respect to those products 

which he is obliged to produce for the incoming period. Parallel to 

this decision, he would select the cloth gauges to be used in the 

screens so that the 'should be production' would be classified into 

the final products which he has planned in the chosen planned rate. 

The second Decision Centre (i.e. the sales rranager) v-X)Uld then be 

inforrred on the expected resulting level of stock of products 

which v-X)uld be available to be sold. The sales manager (I.)ecision 

Centre No. 2. ) up:n receiving the actual and current custorrer orders 

would corrpare the stock materials (finished products) with the 

custorrer-requested products and s:i.rrply assign them to the custo:rrers 

orders provided that they rnatch with the custorrer's requested 

products. And, of course, he v-X)uld put intensive efforts to sell 

the other products too. 

This process of decision making, however, has not been successful 
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because it produces a high level of 1wrong 1 products iliich means 

waste in materials, energy and time. 

'Ihe approadl. midi is presented in this chapter would improve the 

process cy facilitating the making of ratio11..al decisions at both 

decision centres. It assists the production manager in making rrore 

economic and more consistent decisions on the batches of various 

powers to be produced, and allow3 the sales manager to participate 

rrore effectively in the making of production decisions, and, in 

particular, it allows the sales manager to play the role of the final 

controller of production. 

'Ihe sdl.ematic diagram of the proposed system for controlling the 

production is shown in Fig. 5. 5. 2, iliich is a rrooif ied version of 

Fig. 5 . 5 .1. 'lhe new procedure is explained below. 

'lhe production manager (decision centre No. 1) cy using the 

infonnation on expected product danand, would go through the following 

stages to reach a final decision on the batches. 

As a first step, he (the production manager) would convert eadl. 

individual base pov.d.er Lnto its final product equivalence in sudl. a 

manner that for a given pattern of danand the profit or sales value 

of each base ~er is maximized. 'lhis would mean that the production­

manager attarpts in fact to maximize the profit or sales outcome of 

each process run. For the purpcse of this convers ton the manager makes 

use of the LP as previously described in the section on 'stock allocation' 

and 'cloth gauge selection' . A simple example of such conversion is shown 

sdl.ematically in Fig. 5.5.3 below. 

125 



.... ...., 
0) 

~ n 
~lD 

''J .. '4 ,'1-\1 

c(/) I 

Hi0 T.,,.., 
Order size q 
for Product p ii. 

lJL-J 
Size distribution · 

1 

Decision J 
of Base Po.,.rjers Centre No ~-

~. 1n1 

r-·-
Q_OQ •• •. . , I .J 

~ 
_/_§_y~_;•o ,;~ • .. 

~ . . 
... ::.. . 

I 

~ 

Fig. 5.5.2 The Proposed System for Controlling the 
Produetion Operation in Metal Pow:ler 
Making Process 

">,i.,,· 

Plant 

----<r 

I 
L- --

Stock 

of 
i Screens I 

Materials -1--1 1-

J . I i llt---------, I 

II ;[ i I t ' - --- . - . -- . - 1 1 ,_ -, 
§ r I ~---r=- ---·· ------ -. -:=l -,_o,_ -- - -- --- -- ~ i . r -- i ; 
- - . ► _j Deciswn r - -- - - , eustarer I 

i Centre No 2 ; I_ j' 
I l 
'\ t_-2_11.!'._ornB.tia-i on ?tock r-<aterials 

l 
t,', 

, 

J 



► 

Particle size, micron 

Arrount of final product 
No 2 obtained. fra:n the 
blending of particles 
of different rresh sizes. 

I 

Particle size, micron 

Fig. 5.5.3 'Ihe Conversion of the Size Distribution of a Base 

PC>v.tler into its Final Product F,quivalence 

In the second step, the production manager, having obtained. the 

results of the first step, now solves the problem of selecting among 

the various base povrlers and detennining the quantity of each to be 

produced. cy considering it as a simple classic sched.uling problem. 

'Ihe converted. base I.JC)'Mlers are l:y analogy the machines mich produce 

several products at different rates and the production manager's 

problem is to decide on the level of capacity (plant capacity) mich 

he should allocate to each machine in order to meet the expected. demand 

for each of the final products. To solve this problem the production 

manager \\Ould use the dynamic programning technique mich is the nost 

appropriate method for solving such sched.uling (allocation) problerrs (36). 

'Ihe end result of these tv..o stei:s will be a "production sched.ule" mich 

indicates the batches of various base povrlers to be produced. and 

the expected. quantities of each final product. ('Ihe process of finding 

this sched.ule has been described in the previous section on 'plant 

setting sched.ule'). 
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On the basis of this schedule the sales manager (decision centre :No 2) 

r,.;ould obtain infonnation on the availability of the materials in terrrs 

of ooth the expected finished products and the particles of various 

'mesh categories' that w:,uld enter the system. 'llle sales manager, upon 

receiving the information on actual level of demand for each final 

product and their exact size specifications, w:,uld be able to make a 

a:nparison l:etween the available materials and the customer-requested 

products. If they match one another he assigns the expected finished 

products to the customers; in other cases he runs a Llnear Program 

to determine the allocation scherre for blending the available materials 

into the currently demanded products . Based upon this allocation sheme 

he ¼Duld prescribe the cloth gauges to l:e put in the screens . In this 

way, selecting the cloth gauges or blending schedule by the sales 

manager is a second control on production operation and results in rrore 

effective utilization of production capacity and resources. 

'llle proposed system allovJS both the production and the sales managers 

to determine easily, after each cycle of decision-making, the exact 

specification and quantities of unused rnaterials . 'lllis infonna.tion v.QUld 

be used by them in the next cycle of decision-making and might have a 

significant effect upon the econ()I[lics of the production operation. 

'llle minimum effect r,.;ould be a saving in plant capacity v-.hich otherwise 

ma.y be used for production of already available materials. Even in the 

current cycle of decision-making it is quite possible that the sales 

manager could influence the custorrer orders (within limits acceptable 

to the customers) and make a slight change in the specification of the 

requested products so that some portion of the unused materials can be 

used. 
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Q!API'ER SIX DISCUSSIONS AND 'lliE CCNCLUSIONS 

a) DISCUSSION 

'Ihe managerial problem of production control and decision making in the 

rnetal pow:ler ma.king industry is a title covering a wide problem area 

mich includes the full hierarchy of decision problerrs of the ITanagers 

in this type of industry. It includes problerrs ranging fran the making 

of lower level operating decisions mich control day-to-day operations 

of r:ow:l.er ma.king processes, to the problerrs of the higher level of control. 

fypical of the latter if the designing of policies iliich should maintain 

the stability of operation of the pow:l.er making canpany under the various 

stimuli of the outside ¼Drld (eg. 'Ihe influence of overseas suppliers 

\\ho cy their aggressive strategy might enter the hane market and cause 

a contraction in the volurre of the market deroand for tlle CXJIJJgaII¥'s 

products). 

'Ihe author originally believed that simulation ¼Duld be the most direct 

approach to the managerial problerrs of this industry. Initial 

irrpressions gained cy the researcher vJere that a dynamic 'company 

m:del' developed from historical data could be used to evaluate 

manufacturing policies. However, the ol::servation of plant operation 

revealed that t.li.e metal pow:l.er ma.king carrpanies involved complex 

decision problerrs at the plant process control level mich should be 

dealt with first before~ decisions of the 'higher' level could be 

approached. 
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THE MAJOR DECISICN PROBLEM OF A I=a-v'DER MAKING PROCESS AT 

PRCXESS CCNTROL LEVEL IS THE DECISION OF FRACTICNING OF THE 

BASE l?a-vDER ImO THE SIZE CLASSES WHIOI YIELD M)RE QUANTITY 

OF FINAL I SALEABLE I PRODUCTS AND' THE SCTIEDULING OF PLANT 

SEITING TO YIELD THE COMBINATION OF BASE PCWDERS WHIOI MEET 

THE REQUIREMENTS OF THE ORDER BOOK, AND BRING ABOUI' M)RE 

UI'ILITY OUI'CO.ME FOR THE LEVEL OF CAPACITY BEING USED. 

IN ADDITICN TO THESE THE PROBLEM OF ALUX'ATING STCX:'.K OF 

'UNSUITABLE' PCWDERS OR 'RE-ALIDCATION' OF 'OVERSTOCKED' 

MA.'IERIAL TO THE CUSTO.MER ORDERS WOUID BE OF GREAT I.MPORTI\NCE 

SlliCE IT WOULD RELEASE A SIGNIFICANT AM:XJNT OF CAPITAL WHICH 

WOUID CYI'HEIWISE BE TIED-UP IN THESE MA.TE...'IUALS AND IDUID SA.VE 

THE AVAILABLE PIANT CAPACITY WHIOI MIGHT HAVE BEEN USED TO 

PRODlCE THE ALREADY AVAII.ABLE MA.TERIALS. 

In each of these decisions the manager has difficulty in considering a 

number of econanic and technological factors. 'Ihese are quantified in 

this r,..ork by means of mathematical :rrodels and the :rrodels are programned 

for the corrputer to provide a mechanism for the manager to assist him 

in effective short term matching of the available plant capacity and 

resources to the requirements of the :rrarket dernarrl. 

'Ihe mathematical :rrodels developed in this r,..ork are the optimising 

techniques of the operations research such as Linear Prograrrming for 

stock allo:::ation problars and the fractioning of base po",,,.rj_ers to 

increase its yield, and the Dynamic Programming for the determination 

of the optimum scheduling of plant settings. 
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'Ihe use of linear programning as an optimal decision-ma.king technique 

for production decisions is well established in the petroleum cracking 

industry mere a canplex hydrocarron is broken down into a series of 

simple hydrocarrons. In J?C)'M:ler making a raw product, having a wide 

range of :r;:article sizes, is broken down into rrore 'precise' fractions 

(at least in concept). In the same way, sales demands are translated 

into similarly precise fractions and an 'allocation' takes place. 

Since only small computers v,;ere available to the author the exarrple of 

allocating :r;:articles of various mesh sizes to the final products 

include only a few size classes. However, with canputers of larger 

size,solution of larger, more canplex, problems is p:issible. For the 

objective function of Linear Prograrrrning either the minimization of cost 

or the maximization of sales value could be considered. Hov-1ever, because 

the precise evaluation of the cost of earn size-classified particle is 

not :possible and because 'value' in tenrs of final product price can 

easily be included in the program, most of the LP solutions involve the 

sales maximization criteria. Where the objective is to minimize the 

backlog of demands the relative value of the backlogs are considered as 

the coefficients of the objective function. 

'Ille selection of the best canbination of plant settings or base 

p:iv.tlers could probably be done through the use of Linear Prograrrming 

midi has been developed for stock allocation problems. It ¼Duld, 

however, be necessa.....vy to assume that a linear relationship exists between 

the values of the output (for instance the sales' ~alue of the output 

against a given pattern of demand) and the level of the output (ie. the 

number of batdles of earn base J?C)'M:ler to be produced). This assumption 

is not always valid because there can arise a level of output for earn 
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base pov,rj.er after which the production of that powder bri..11.gs about 

negative results by either adding to the a.m::mnt of undesired :materials 

or increasing the level of 'overstocked' mater;lals. 

Even if a linear relationship could be assumed between the values and 

the levels of the output for each base powder, the resulting linear 

progranm.ing model of this problem would involve a large number of 

variables and require larger scale canputer capacity for it's 

execution. 

To avoid these difficulties (ie. making invalid assumptions and 

putting large numbers of variables in LP), the Dynamic Prograrrming 

technique was adopted. Using this technique, the outcome of various 

choices of ccrnbinations of base powders are carputed rapidly and the 

results are presented in a :matrix form that allows the optimum 

solution to be traced quickly. 

The models and the carputer programs described in the preceding 

paragraphs have contributed enorrrously towards the solution to the 

managerial oontrol problems of production in the metal powder 

manu£acture industry. The carplex routine :manu£acturing decisions of 

the industry,at one time responsible for occupying much of the 

managers time and being the major cause of frequent isolation of ti1.e 

management fram the manufacturing function of the industry, are now 

easily dealt with, by the manager, through the use of mathematical 

models 'Nhich s.inplify their presentation and thr°'.-1-gh the use of the 

associated computer programs which are specifically developed for 

their solution by the cx:rnputer. Furtherrrore, these models and the 
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associated programs enabled the rranagers to plan an optimum 

prcduction output and to dete.nnine, at any given situation, the 

organization of prcduction that is rrost effective ;in te.r:ms of natching 

the plant resources and the require.rrents of the company's order bcok. 

In short, the 'w'Ork has facilitated a greater control of the manage.rrent 

over the manufacturing function of the industry and assisted a closer 

tie between these two functions in the rretal powder making industry. 

In addition to assisting the manager in solving the manufacturing 

organizational problems of the industry, the 'w'Ork presented in this 

thesis has provided a basis for future investigations into a number of 

areas, examples of which are quoted in the following paragraphs. 

The .irnrrediate problem of rrore concern to the nanage.rrent in the rretal 

powder making industry is the determination of inventory to be held 

at the start of each planning period so that a steady level of service 

to the custarer can be guaranteed. As was previously explained in this 

thesis, there will always be a need for this type of inventory. Plant 

capacity in this industry, although equal to, or even greater than the 

tonnage requirements in the companys order beak, is often unsuitable for 

making the exact products needed (the reason for this is the :inevitable 

mismatch that exists between process output qualities and the 

specifications of the custarer-requested prcducts). 

It is possible to s:irrn.:llate the production operation of a power mak:ing 

plant to find out whether the plant capacity will be able to rreet the 

carrpanys' future delivery corrmibrents, and if not, adopt the policies 

to supplement the existing resources, eg: getting rid of misallocations 
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ie. rerrelt or sell off nan-saleable fine rna.terials and buying in 

size grades which are not economic to produce. 

Any sirnulatian :rrodel to be constructed for this purpose would involve 

the major events and activities as shown in Table 6.& and 

illustrated in Fig. 6'.I As can be seen from Table 

mast of the activities listed in this Table are the ones already 

explained and rrodelled in this thesis (for exarrple the'checking of the 

stock material against the backlog of orders' has been :rocx:lelled as 

the 'stock allocation' problem and the 'generating of a production 

schedule' has been rrodelled as 'plant setting scheduling' problem) • 

The above simulation can therefore be carried out with ease, even by 

hand, using only pencil and paper to record the results obtained from 

the calculations and corrputations at each of the consequent events. 

The use of a carputer to carry out the simulation, havever, is of 

greater advantage than hand si.rmllatian, as it allc:ws rrore accurate and 

much faster analysis of the situatian. In practice this ¼'Ould require 

cansiderable additional prograrrming work which is outside the scope of 

the present work. 

The next chaperon Future Work, suggests that future research into the 

managerial control prablerrs of the rretal fO,'lder making industry should 

extend the control problem area to deal with the dynamics of the 

operation of a rretal pa.vder making industry. In 12articular it suggests 

that the future research should aim at providing rnanagerrent in this 

industry with the tool that can assist them in designing policies that 
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Table 6,1 

EV.ENI'S 

1 

2 

3 

4 

5 

6 

7 

8 

Simulaticn Events 

~ION 

Generate CU.Stoner orders - either at a predetermined 

interval or via a stochastic process. 

Update the level of order backlog. 

Check the available stock material against the backlog 

of orders and fill the orders if the item3 are available. 

1€duce the level of backlog (and ccnsider the balance as 

producticn requirerrents). 

Generate a schedule for neeting the producticn requirerrents 

and determine the expected producticn. 

Fill the orders that are not rret in 1 3' f ran the expected 

producticn at '5 1 
• 

Iedure the level of backlog again, and consider it as the 

ending leve:,l of backlog. 

:£€peat f r<:[11 
1 l I tJuough ' 7 1 

• 

1 
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can best maintain the stability of the conpany c:peration over a longer 

period of tirre. 

A dynamic. 'conp;my m::xiel' of the type knc:wn as the "Industrial Dynamics" 

rrpde1, originally introduced by Jay. W Forrester and his colleagues at 

! 

~assachusetts, Institute of Technology { 4 'if 
. :j. 

) , would be such an 

appropriate tool. 

In a paper contained in the Appendix ( V ) , the author has shc:wn 

that the rrodels which have been developed in.this thesis to simulate the 

individual cperations of the rretal :r:avder rraking industry could 

effectively contribute. to the developrrent of cm "Industrial Dynamics" 

J.TPdel for the rretal pa.vder making conpany. 



b) CONCLIBION.S 

The study has been carried out to satisfy the requirerrents of 

:rranagenE!lt of several powder making carrpanies who approached the 

Uni-versity and asked for sorre tools and techniques that can assist 

them in organizing and controlling procl.uction in their respective 

corrpanies. The qtEstion that was put for.ward by them is whether they 

can be helped in determining: 

i) Whether a particular custorrer requirerrent will be 

"in stock" at the tirre it is required as a result of 

production of corrplerrentory fractions for other 

custo:rrers in the sane class of quality. 

ii,) If not,, when can a production be fitted in? 

iii) What production settings? (Those which produce 

coarse, :rredium or fine) - is desirable for this 

specific requirerrent. 

iv) What ot..i.ier fractions will be generated by the 

sieving q:eration necessary to gi-ve t.11.e custarer the 

fraction he wants? 

v) What quantities of these fractions will be in stock 

as a result of this when these pcwders ha-ve been 

procl.ucea, etc. 
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They also wish and indeed endeavour to keep pcwder stock as lew as 

possible because of their high cost. 

Until new, the manager has had to do many tedius calculations and 

corrputations to answer these questicns and as a result he was not 

always sure of the consequences of the final decision. On occasicns 

he did not involve himself with making these decisions because it was 

too tedius and tirre oonsurning. In this circurrstance the operations are 

left either unccntrolled, or left under the oontrol of the Forman, who 

is not always aware of the policy of the manager. The cc:nsequences of 

inconsistent decisions were often oostly. These are exerrplified i_n a 

high level of stock of the 'wrong' or undesirable fractions, and a lew 

level of stock of products in rrore demand. 

Peviewing the technology of the process and the product specifications 

in those carpanies (who use the atomization rrethod of powder 

manufacturing), revealed that a rrathematical abstraction of powder 

making operations in quite possible, and programs can be produoed which 

allcw the various decision ma.king tasks of the managers to be given to 

canputers which are capable of oon.sidering rrany economic and technical 

factors, and can produce and evaluate rrany possible alternatives at a 

speed and accuracy far beyond the capability of human decision makers. 

Various questions which were listed previously are new possible to be 

answered rrore effectively than otherwise was possible through guessing 

or rough estimaticn of the rranager. In addition to this the manager 

is new equipped with a rrechanism which will allcw him rrore control over 

the operaticns of his pcwder making plant as well as rrore readiness in 
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taking quick actions against the rrarket variation. He is provided 

with a rrechanism for quick and rapid product definition considering 

the nark.et, plus the conpanies policy (or willingness). 

The manager nCM has carplete control over the stock situation and 

can make decisions 'Which lead to release a significant anount of 

capital, 'Which would otherwise be tied-up in idle or unkn0tm stock 

rraterials. 

The research has concentrated on the short term tactical problerrs of 

rretal :p:::wder rranufacture and is believed to have contributed to, and 

have provided a springl:x)ard for, the future research work on the 

rranagerial problerrs of production control in this sector of the industry. 

Future research work should be conrerned with the problerrs of higher 

levels of control, narrely, the problerrs of design and developrrent of 

'policies' 'Which should rraintain the stability of the pavder rranufacturing 

industry over a longer period of tine. These researches would basically 

rrake use of the simulation rrethod of analysis to test and evaluate the 

effects of alternative managerial policies upon the corrpany perforrranre. 

Any simulatirn rrodel 'Which was developed for this purpose, and 'Which 

replicated the operations of powder rranuf actu.re, would include sa:re 

check points and activities 'Which are not easily duplicable through the 

use of logic corrputer comnands, and have to be input as subroutines. 

Such subroutines are, . of course, the ones 'Which have been already 

developed and explained in this thesis. 
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CHAPTER SEVEN 

FlJI'URE WJRK DFA,L....-r:NG WITH THE POLICY FOFMULATrnG TASK OF THE MANAGER 

The '"wOrk presented in the previous chapters illustrates the approach 

to the 'low level' control and decision rnaki.,.--ig problems of the 

management in the rretal p:Jv,tier miking industry. Within a wide spectrrrrn 

of managerial control problems met in this industry, the manufacturing 

organizational problems including the control of the manufacturing 

operations and the control over the use of the stock materials was 

sought as the :rrost :i.rmediate concern for the research. These areas 

involve canplex decision problems 'Whose effective treatrrent is vital 

to the short tenn success of the operation of a metal p:)v,tier miking 

company. 

The approach taken in this project provided a rnanagement strategy for 

the solution to the organizational problems of the industry and 

facilitated a greater control of the management over the production 

and stocking operations of the industry. It has facilitated the 

effective short tenn matching of the plant resources and the require­

ments of the corrpanys' order book through the provision of mathanatical 

:rrodels that allow optimum allocation of stock materials and optimum 

scheduling of the plant settings for the rnanufacture of orders 'Which 

could not be filled from the stock. These :rrodels also enable the manager 

to plan an optimum production output for his plant. 

The proposed approach, however, is static in the sense that the 

solutions it provides to the problems are valid only at one poi_nt in 

time. Given information on stock materials, on the requirements, and 

the plant available capacity, it detennines an organization of 
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production which is the best answer to that situation. The 

assumption rnade in taking this approach wa.s that the :ma.nager will 

review the situation rrore frequently and at each instant of tirre he 

makes use of the models presented in this thesis to reach the optimum 

decisions. The tenn used by engineers for this type of control is 

'point to point' control. 

The future v.ork should extend the present v.ork to deal with the 

'higher level' decision problems of :ma.nagement in this industry. It 

should also extend the control problem area to deal with the dynamics 

of the operation of a metal powder making company. 

The higher level decision problems of :ma.nagenent are related to 

policy fo:rrnulating. Policy fonnulation is a most irrp:)rtant reaction 

in the operation of business activity. A policy is usually considered 

as a guide to action, or a basis for future business decisions. Once 

a policy is established with regard to a particular field of activity, 

recurring problems rnay be solved upon the basis of a previously 

established policy without the necessity of going into the ITB.tter fully 

each tirre a question arises, ie. use of precedents. The :ma.nager then 

being relieved of the repetitive or operating decisions is free to 

devote himself rrore to the major strategy decisions. (The strategic 

decision area is concerned with establishing the relationship betw'een 

the carrpany (£inn) and it's environment ) . 

In designing the policies, ho.vever, there is the difficulty that a 

policy which is established tc well guide the decisions or the 

activities of one section of the carpa.ri.y rnay not be effective when 
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considered in ter:rrE of the overall effect upon the operaticn of other 

sections of the conpany and/or an the overall operation of the carpa.11'.J. 

In addition to this, an established policy Vv'hich may well apply to the 

regular situations of the present t.ine may not cover, or may not be 

applicable to, the new situations which arise in the future. If tl1is 

problem (ie unsuitability of the previously established policy to cover 

new situations) arises, the future decisions or actions will then be 

misguided O-J the existing policy and this may well result in the 

instability of the operations of the carpany (firm). 

Assisting the manager in exploring irrproved policies for his carpany 

should therefore be the objective of future work. The ult.irnate goal 

is to provide rranagerrent with the tools to assess the nature of the 

responses of the ccrrpany to the various dynamic influences of the 

external environ:rrent. 

Simulation is an especially pcwerful technique that assists in the 

testing and designing of managerial policies. Simulation as used in 

business would sirrply rrean setting up on a digital corrputer the conditions 

that describe the corrpany operations . On the basis of the descriptions 

and assurrptions about the corrpany, the corrputer would then generate 

infonra:tion. concerning finance, rranpa.ver, product rroverrent and so on, to 

be used as a basis for judging perfo:rm:mce. With simulation rrodels 

one can determine t.ri.e effects of dozens of alternate policies wit.ri.out 

tarrpering with the actual system. The manager, through the analysis of 

the simulation results, will make the judgrrent on the plausibility of 

the policies. 
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Of the existing simulaticn IID<lels or studies used for the testing 

and designing of managerial p::,licies in the business and industry, 

perhaps the work of Jay W. Forrester, Professor of Industrial 

.Managerrent at Massachusetts Institute of Technology (MIT) , is the 

best kna,,..J11. 

Forrester and his colleagues at MIT devel~ a conputer-based 

simulaticn rrethodology that assists managers in assessing how t.i½eir 

p::,licies will affect the performance of corrpanies over a period of 

tirre. The rrethod uses the simulaticn techniques to reveal how the 

system behaves when it operates a particular p::,licy. The corrparison 

of simulated system behaviour at two occasions which use different 

ffi3.l1agerrent policies would reveal the effectiveness of the policies. 

A p::,licy which leads to rrore stable corrpany operation is of course 

rrore plausible. 

Figures 7 1 a."1d 7 2 illustrate two exanples of a conpany' s responses to 

variation in custorrer order rates. Figure 7 1 is the simulated system 

perforffi3.11ce when operating with a 'fast' decision policy for adjusting 

the inventory and Figure 7 2 is the system performmce when it works 

with a 'delayed' or slow decision rule for adjusting the inventory. 

It can be concluded through the corrparisc:n of t."f-ie two oorrpanys' 

resp::,nses (sha,,..J11 in Figures 7 1 & 7 2 ) that, under the 'fast' decision 

rule (Figure 7 1 ) the system would be able to adjust and stabilize 

after a disturbance caused by an increase in the custorrer order rate. 

The'delayed' decision rule, hcwever, had a drarratic effect on the 

behaviour of the system as shOiID in Figure 7 2 Under the 'fast' rule, 

the system was able to darrpen oscillations caused by the change in the 
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custorrer order rate. Under the 'delayed' rule, hcwever, the 

system aplifies and perpetuates the oscillations caused by the 

disturbance. As a result the 'fast' rule is a better policy. 

The above fonn of analysis and smrulat.ian is named by Fbrrester 

as ''Industrial Dynamics II or "System Dynamics" . 

It is believed that there. is a logical relationship between the 

O.R. rrethods used in the work reported in this thesis and Industrial 

Dynamics. This is explored. at sorre depth in a paper contained in the 

Appendix ( V ) . 
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APIDIDIX I The Technical Info.r:ma.tion an 'I',,;o Different Atomized PcJ¼rder 
Making Carpanies 

a- Technical information on the J!)rooosses in Q:xrpany No. 1 

1). Time cycle from the point of disintegration in the water jet to bagging 
off 8 hours. 

2). Sequence of magnet - Position 1 

Position 2 

Position 3 

at fine end of tank. 

middle of tank. 

at coarse end of tank. 

l' 
J 
l 

l 

I 

Normal sequence is to take 1 lift from position 1. followed by 2 lifts 

from position 2, followed by 2 lifts from position 3. Any variation in this "'' 

sequence is normalised within one hour. 

3). Influence of variables at the point of disintegration i.e., in the 

blowing tank are as follows :-

Assume we have 3 sets of conditions which correspond to 3 different nressures. 

the minimum pressure is 15 p.s.i. below which the amount of oversize material 

becomes unacceptably high and the maximum pressure is 30 p.s.i. above which 

the amount of fine oxides prorluced becomes unacceptable and also in general 

shaoe deteriorates raoidly. 

The following ranges could be anticipated on the 4 grades mentioned between 

these extremes of jet oressure. 

s.660 15 o.s.i. 25% 
20 p.s.i. 20% 
30 p.s.i. 16% 

S.460 15 p.s.i. 10% 
20 o.s.i. 15% 
-:i;o p.s.i. 20% 

S.2"30 15 o.s.i. 5% 
20 p.s.i. 7% 
30 p.s.i. 10% 

s.no 15 p.s.i. -:i;96 
20 -o.s.i. 5c,h 

-:so p.s.i. r{; 
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b- Technical information on the processes in Canpany No. 2 

OUR PROCESS 

1.1 Our problem is concerned ~ith the production of aluminium povder 
on a continuously operating plant. 

1.2 This plant has two operations: 

Production of the basic powders. 1.21 
1.22 Classifying these basic povders into desired fractions 

by sieving. 

2. PRODUCTION OF BASIC POWDERS 

2.1 We produce more than one chemical quality of base povder. There 
are three standard qua.11 ties but some customers require tighter 
specifications of t.~eae standard qualities. Thus 

0 or or or "specials" 

2.2 The plant can be adjusted to produce fine povder, coarse power or 
intermediate grades of particle size. Thus 

0 a ~ 

"' 
Qo0

0 

. 0 . ' . ' ~ 

o•O 
0 0 0 

or '\ . .o or " l , 
~ 0 . 

2.3 The rate of production of basic povders is conditioced by tr.e plant 
setting indicated in 2.2 above. Slower rates of production yield 
finer po...,ders and vice versa. Thus 

Coa.!:"se or 
Powder ~.L..-l..--v 

in a given period 

Fine 
Powder 

2.4 There are other factors 'w'hich 2.:fect the use of the capacity available 
for the production of basic po•.:,:e:-s. 'TI:ese are 

2.41 Total Cll..9tc~er de!::.and for tr.e procucts. Contir.uous o~eraticn 
(24 hrs/7 cays per •,.-eek) can only be c.a..intained if the sales 
dc::i.and is there. 

2.42 Do;.mtime for rr;.aintenance, breakdo\.lD.s, raw r::iaterial supply holdup, 
&c. Erperience on this has produced average rates of production 
used in plar;..."1.ing but a..riy or.e factor can t-err:porarily interrupt the 
p ro gra.c.c e • 

Cont./2 ••• 

148 



,. cussIYrrnG OF THE PO\rlDERS 13T SIEVINC 

,· 

3.1 Basic povdera are subsequently sieved before send.i.ng to customers 
in order to provide them vi th the specific fractions ""hlch they 
require and 'Jb.ich vary over a wide range,. Thia operation generates 
other fra.ctions which a.re not required by a Bpecific customer for 
~hlch ~e are at the time preparing a required fraction. These 
other fractions are sooner or later sold to other customers. Thu.a 

:Base Povder Fraction A 
To stock 

+ 
0 • 

(' 

t:' 

Q l":'' • 
~ 0 . ., . 
• 

Fraction B 
To immediate 

customer 

... . .. . 
C 

+ , .. . 
Fraction C 
To stock 

The fraction required by a specific customer' a order vill represent 
only a. defined proportion of the base _povder used for preparing this 
fraction. Thie proportion must be borne in mind ,,rhen dete:r:m~niog 
the a.r;iount of base powder to be produced for our plant to yield this 
fraction in the amount required by the customer. 

3.3 We enceavour to keep powder stocks as low as possible because of their 
high cost. Therefore we attempt to integrate custocer requ.iresents to 
produce the powders required when they a._re required vi th as much 
balancing of fractions as possible. 

4. CUSTOMER Th'"F'OR:¥_ft.TION 

The essential infor-i_ation from the customer's order is 

4.1 The chea.ical quality. 

4.2 Particle size range, the fraction he ~-ants. 

4.3 The quantity he vanta. 

4. 4 \.'hen it is required by him. 

4.5 The price he vill pay. 

5. W?, B:A VE TO D~E?JIDTE 

5.1 Whether a particular custo:ner rec_uire=ent •,,1ill ::ie "in stock 0 at the 
time J t is required as a result of production of cc;::;-lementa....ry fractions 
for other custo=ers in the s2...1:e cher:.:ical ~:.i.ality. 

5.2 If not, .,..hen ca.ri. production be fitted in? 

S.3 What production setting - fast or slow (producing coarser or finer 
base po ... der) - is desirable for this specific require:::ent? 

S.4 \..1-..at c:her fractions ..,,ill be generated by the eievi.1:i..g operatio:::i, 
necessar/ to give the custocer the f;:-a.(;tion he wa.~ts? 

5.5 i.1::.e.t qua::itities of these fractions "'1.11 be in stoci: as a J::'eeu.lt of 
this when tl:ese povders have been "C'::-OC.uc-e,~? 
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APPEND/ II 

Process Control Study in M3tal Powder ~'!a.king Tndust...1 

To firrl a correlation betv.;een process parameters and pow:3.er 

parameters the atanization process has been studied so far in great 

detail through experimental, visual (photographic) arrl theoretical 

(analytical) investigations.·; 

In experimental investigations this process bas been studied 

through observation of t.he properties of the pov.der after being 

quenched. Visual (pmtcgraphic) investigations included the 

observation and 't.i'le analysis of the fillers taken fran the atanizing 

zone of the process fran which the fluid dynamics of the orocess and 

the mecbanisms of the particle formation were explained. Finally, 

the analytical investigations which often bave been carried out to 

either give a better insight into the mecbanisms of the process 

or to verify the results obtained in experimental investigations, 

included the mathe:ratical mc:delling of the process, utilizing the 

fluid dynamics and heat transfer principles. 

The followir:q are sane of the results achieved fran these studies. 

They show the influence of :sirocess parameters ur,on the particle size 

and particle sbape of metal J?CJW=ler. These are quoted f ran the book 

of 'J K BeddowT but are introduced in other references which bave 

been given in the bibli03"raphy of this project. 
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4f 

INFLUENCE ON PARTICLE SIZE 
The important factors are listed below with examples from the literature: 

I. Increase of atomizing pressure generally reduces the mean powder particle size. 
(See Fig. 46 for gas (jet) atomization and Fig. 47 for water atomization.) 

2. Increase in flow rate of gas, decreases particle size (see Fig. 48) but this was not 
found to be the case for water atomization. 24 

3. A high atomizing fluid velocity reduces the particle size of the powder produced 
In the case of gas atomization, supersonic gas velocities were said to prod uc 
finer powder than subsonic velocities and at a lower gas consumption. 24 In wat~ i 

Fig. 46. Effect of jet pressure on cumulative size distribution of -40 mesh powder. 45 

Cumulative weight % under 

Fig. 47. Effect of water jet pressure P (kN m-2 x I0-3) on particle size; 4620 steel 2-jet, 60°.24 
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"' -. 

f atomization, the major variable for reducing the particle size of powder was said 
,:';· 

1· to be water velocity (see Figs 49 and 50). 
· 4. In general, the shorter the metal stream (before impact with the atomizing fluid) 

the finer the powder produced. One reason for this 'is that in this situation, the 
difference in gas/metal stream velocities will be a maximum. 

200 

t 

0-0·175 kg s- 1 

o--- 0·360 kg s-; 

Cumulative weigh! % under -

Fig. 48. Effect of gas flowrate on cumulative size distribution of -40 mesh powder. 45 
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\'J ,._ I 2 / 

Jet 
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\-' 
\ I _______________ J 

Fig. 49. Components of water jet velocity. 
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5. Probably for much the same reason as in 4 above, decreasing the jet distance 
reduces the powder particle size, as shown in Fig. 51. 

6. Studies of water atomization have shown that the choice of jet apex angle is 
specific to each system and that an optimum range of angles can be experi­
mentally determined.9

•
104 In the case of gas atomization, it has been shown that 

if the angle is too small, the coalescence stage of particle formation predominat s. 
The reason for this is shown in Fig. 52 which shows that a small angle causes all 
of the product to concentrate near the axis. A larger angle promotes a greater 
spread of product with less coalescence. 10 
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Fig. 51. Effect of jet distance on cumulative size distribution of -40 mesh powder.45 
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VENCE ON PARTICLE SHAPE 

e comparison of shape has been dealt with in the literature from two major 
: ts: comparing spherical shapes with eHipsoidal shapes and smooth shapes with 

~ fairly detailed outline of a simple method of assessihg shape in terms of L/ D ratio 
;

igh shapes. . . . / 

explained in the literature.
45 

~s a method of shape determination this method leaves 
iuch to be desired and more w1ll_be said of_this later in Chapter 6. However, Ref. 45 
~rthe first full-scale study of particle shape m metal powder atomization and so as a 
-~ ·1 b ~ioneering study the deta1 s may e overlooked. p 

tr.,· 

{ I. Low jet velocity in water atomization is considered to promote spheroidization. 9 

· It was observed above that with low jet velocities large particle sizes predominate. 
As shown in Fig. 53, the smaller sizes tend to be much less regular (i.e. less 
rounded and spherical) than the larger sizes. 24 

2. The larger the apex angle, the more rounded the metal particles produced by 
water atomization. 9 One must assume that in this condition, the flight path of the 
solidifying droplets would be increased and they would therefore tend to be more 
rounded when finally solidified. 

3. The longer the flight path, the more rounded, and smoother the surface of 
particles produced during atomization. This follows directly from the longer time 
for solidification. 

4. In general, gas atomization produced more rounded shapes than water atomiza­
tion. In Ref. 45 a theoretical model was developed for predicting the shape (L/ D) 
of atomized metal particles. The model accounted for the following variables: 

!-W~ I 

'~" 
' I _J ·o 

0 0 

~ 0 O 0 
0•70t 0 

0 0 1 
lC 0·50 j c-
Q 

0 I u 

1 
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.c 
a, 
::> 
0 
n: 

0·20 0 

4620 steel, 22 powders 
i -100 +i40 froctt()(l I 

o-rol r I I I 1 I I I I J 
20 30 50 70 100 200 400 

Mean porhcle size d,,,/µm 

. d d 24 Fig. 53. Size vs shape for water-atomize pow er._ 

Metal properties: cold density 
liquid density 
liquid metal viscosity 
surface tension 
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Gas properties: density 
viscosity 
pressure 
jet velocity 

Three graphs from the program of the model are shown in Fig. 54, in the case )f 
cast iron. 

5. As is shown in Fig. 55, increasing the jet distance increases the aspect ratio (L/ D) 
of the powder particles. 
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Fis. 54. Comparison of shape/size properties of cast iron powder. 4s 
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Fig. 55. Effect of jet distance on particle shape,45 
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APPENDIX III Llnear Programning 

a) Linear Prograrrming M:thod 

'Ihe prc:blerrs whidl deal with the optimum allocation of limited 

resourses are called programming problems, and their solution involves 

a program of action, or a strategy. One seeks the optimum program or 

best strategy available within the inposed limitatirns. Such a program 

may involve rren, machines, material, land, or financial assets, all of 

which contributes to the production of cne or rrore iterrs. Alrrost all 

industrial cperations are faced with progranmi.rig prc:blems. A manu­

facturer rrakes a range of rrechanical apparatus, each rrodel of which 

rrakes different derrands rn his limi..ted resources of man pcwer and 

machinery. 'Ihe rranufacturer kncws the a:rrount of profit he makes on eadl 

rrodel. His problem is to schedule the production of various rrodels so as 

to rrake rrrud.mum profit. The examples of such optimisation problems can 

be seen in the steel industry, in food production etc. 

Linear programning tedm.iques ha-ve successfully been applied to these 

problems ( 4 5 ) . 'Ihe rrethod and the full examples of the application 

of this tedm.ique can be found in many operatimal research text bocks. 

'Ihe rrost authorative sources are ( 46 ) , ( 4 7 ) , ( 48 ) . Here 

a short brief is given of this tedmique to illustrate hew t...11e allocation 

problem of pcwder rraking operatirn can be rrodeled by linear p::::-ograrrming. 

Fomlation of Linear Programming 

In the tedmical literature, t.li.e system of equatims that describe a 



business prcblem is referred to as the ma.thematical rrodel of the 

business prcblan. Linear program:ning rrodel is a system of linear 

equations which are the mathematical e:xpressians of the technological 

and economic restrictim an the corrpany' s freedan of action. For 

exarrple; a delivery firm has to buy a fleet of vehicles, up to eight 

in nunber, and has two types in mind. Vans which can carry 0.5 tan each 

and lorries which can car:ry 1. 5 tm each. A total rn:inimum carrying 

capacity of 6 tons is needed. Vans cost £1, Seo each and lorries £3 ,oco 

each, and the capital outlay must not exceed £18,0CO. 'Ihis problem can 

be represented as follows:-

X = nurrber of Vans~ 0 

y = nurrber of I.Drries >,., 0 

X+YO = total nunber of Vans and I.Drries hired < 8 

(maximum of 8 vehicles) 

o. 5 X + 1. 5 Y >,., 6 = minimum carrying capacity 

1. 5 X + 3. OY ~ 18 = maximum ea.pi tal outlay 

'Ihis prcblem havever should be solved with respect to sorre objectives 

of the deli very firm. 'Ihe firm ma.y seek a solution mich :maximises 

his eJq:ected profit. 

If, for exarrple, it is estima.ted that profit fran each van is about 

£1,500 per annum and fran each lor:ry is £2,500 per annum, the ma.the­

ma.tical formula which expresses the objective of _the delivery firm is 

Maximize P = 1.5 X + 2.5 Y 
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P, and the point which rraµdmises P is X = 4, Y = 4, being cne of the 

four vertices of the tmShaded polygrn. 

For ccntinous variable prd::>lerrs it is :lmOiJl'l t.b..at an optirrnJm soluticn 

will be at rne of the vartices (or as close as cne wishes to get for 

the strict inequality case). Hc:wever, where discrete variables are 

in-volved - as typified by my exanple dealing with integer m.mbers of 

vehicles - one can at best say that an optimum solutirn will be near 

to, or at, a vertex. If our vehicle prd::>lern were such that vans 
2 

cost El,8CO and lorries cost £4,CCO, the 'opti..rm.ro' solu+-..J.on is X = 4 7' 

Y = 2 ~ which is of course inpractical. 'Ihe best (integer pair) 

solutirn, in fact, turns out to be X = 3, Y = 3 in this case. 

l 
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Graph of 2 variable linear prograrrming problem 
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thus the carrplete rratherratical rrodel which defines this prcblem can 

be represented as:-

X+Y-58 

. 5 X + 1.5 Y ~ 6 

1.5 X + 3.0 Y ~ 18 

Maximize P = 1.5 X + 2.5 Y 

'Ill.is system of linear inequalities nON represent the linear progranrning 

rrodel of the problerrs of the deli-very finn. 

'Ihese type of problerrs can best be solved by linear programming. Since 

in this particular case the problem is of two dirrensimal, it can be 

graphically sol-ved as shc:wn belo:,.., but the basic nethod for solving this 

problem (being of any dirrensian) is the nethod called 'Sirrplex M2thod' 

whim was first developed by George B Dantzig ( 46 ) . 'Ihis nethod 

has been used for fonnulating and solving stock allocation prcblerns but 

first the graphical solution of the abo-ve exarrple is presented for 

illustrating the nethod of solution by linear prograrrming. 

Graphical M2thod of Linear Programning 

By shading out earn region which does not satisfy a constraint we are 

left with a quadrillateral where the possible solutions lie an the 

boundary or inside the unshaded regim. 

'Ihe optimum solutim must lie on the line P = 1. 5 X + 2. 5 Y, for sorre 
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'Ihe Sirrplex Algori t.hm 

'Ihe sinplex algorithm solves the prcblern: 

n 
Maximise Z = I: C X . 

j=i j J 

subject to.E ,A .. X. < Bl.. (B > 0) (i = i. ... M) 
J=l. l.J J i 

and X. > 0 
J 

(j = i .... n) 

To use the sirrplex,algorit.hm for mii.--iimisation, vJe negate the objecti"Ve 

function and maximise. 'Ihus to :minimise (X-Y), vJe IDa.Ximise (-X+Y). It 

is inportant to. note that the nurrbers B. rrrust be positive. For exarrple, 
l 

v.-e might have:-

Maximise Z ::::_ 2X + 3Y 

subject to 2:X + Y < 7 

X+Y<4 

2X + 4Y < 11 

X,Y > O 

'Jhe first step is to cmvert the inequalities into equalities by the 

introduction of slak variables. For exarrple, the constraint:-

2X + Y < 7 

is equivalent to the two crn.strai.J.J:ts .: ... 



f, 

I 

2X+Y+U=7 

and U > 0 

'Ihus the problem above may be written:-

Maximise z = 2X + 3Y 

subject to 2X + Y + U + O + o = 7 

(1) 

(2) 

X + Y + 0 + V+O = 4 (3) 

2X + 4Y + 0 + 0 + W = 11 ( 4) 

X,Y,U,V,W » 0 

'Ihe above set of equatic:ns is called a basic set of equatic:ns because 

the ccefficients of the constraints cc:ntain a pennutation of the unit 

matrix. In this case the coefficients of U, V, and W fonn a unit matrix, 

and U,V, and Ware said to be the basic variables in the equations, 

while X and Y are nc:n-basic variables. Also, the objective functic:n 

(to be maximised) does not cc:ntain the basic variables. 'Ihe equations 

are said to be feasible because t..1--ie right-hand sides are positive. Now 

a basic feasible set of equations has one sirrple and obvious solution 

(arrong the infinity of pcssible solutian.s). 'Ihis is obtained by settir1g 

the nan-basic variables to zero. 'Ihe solutions for the basic variables 

are then given by the right-hand-sides. 'Ihis type of solutic:n is called 

a basic solutic:n and there is a theoram v.hidi. tells us that the optirnum 

of any linear function will occur at a basic solutim. 'Ihus our initial 
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basic solution is ·-

X=Y=O 

U = 7 

V = 4 

W = 11 

Z = 0 

'Ihe Sirrplex Algorithm taJr..es linear corrbinations of the equatims to 

form an equivalent set of basic equations with different basic variables, 

so that the nei/ basic solution will increase the valtE of the objecti \1e 

Z. 'Ihe first step in the algori thrn is to select the variable with the 

greatest posi ti'Je coefficient in the cbjecti-ve fmction, in this case 

the variable Y. 'Ihis is the Pivot variable. We then devide the 

positi'Je coefficients of this variable into the correspmding right­

hand-sides of the constraints, cbtaining in our case 7 for the equation 

(2), 4 for equation (3), and 2. 75 for equation ( 4). We then select as 

the Pivot equation the equation with the least of these valtEs, in our 

case equatic:n ( 4) . 'Ihe coefficient of the Pivot variable in the Pivot 

equation is called the Pivot elerrent. We nCM add or subtract :multiples 

of the Pivot equatic:n to the other equations (including the cbjecti-ve) 

to eliminate the Pivot variable from the other equations. Finally, 

we divide the Pivot equatic:n by the Pivot elerrent. 'Ihus in our case 

we carry out the operations:-

Eq 2 ~ Eq 2 - o .. 25 • Eq 4 

Eq 3 +- Eq 3 - o. 25 • F.q 4 
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Fq 1 - Fq 1 - o. 75 * Fq 4 

Fq 4 - o. 25itFq 4 

and we have the follaving set of equations:-

l.SX 

o.sx 

o.sx + y 

o.sx 

+u 

+V 

-0.25W = 4.25 

-0. 25W = 1. 25 

-+D.25W = 2. 75 

-0.75W = -8.25 + Z 

(5) 

We see that this is a basic feasible set of equations, wi tl-i the 

variables Y, Y, V basic, and X, W non-basic. Our new basic solution 

is therefore:-

X=W=O 

Y = 2. 75 

U = 4.25 

V = 1.25 

Z;;:: 8.25 

We repeat this process of transfonning to the new basis mtil all the 

ccef ficients in the oojecti ve functiQ1 are negative. 1Ihus at the 

next stage we select variable X and equaticn (5.) and find the new set 

of basic feasible equations, with X, Y, u basic:-

U ... 3v: -+D. SW = 0. $ 

-2V .... (j,_ SW = 2. 5 
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y -v -+O.SW = 1.5 

-v -0.SW = -9.5 + Z 

Sino:= all the cbjecti--ve coefficients are new negati--ve, this basic 

solution is the cptimum solution. So i/'le ha--ve our cptimum solution:-

V=W=O 

U = 0.5 

X = 2.5 

y = 1.5 

Z = 9.5 



PROCEDURE SUMMARY FOR THE l\LGEBR!\IC J\PPRO/\C!I (M.::ixi;11i:· . .1t-i.11n ccis~) 

STEP l. Formulate the problem 

a) Make a precise statement of the objecLive fu11cl:iun and translate 

the technical specifications of the problem into inequalities. 

b) Convert the inequalities into equalities by the addition of non­

negative slack variables. Attach a per uni. t profit of zero to 

each slack variable or imaginary product. 

STEP 2. 

STEP 3. 

a) 

Design initial program 

Design initial program so that only the imayin<1ry products are 

being produced, that is only the slack vari;ililcs ~re included in 

the solution. Represent the· in i. tial pnJrJ rc1111 tiy .-irri111,J i i1<J L:lw 

equations _of stt2p 1, such that t.he pruducts b,,in,J producc>d 

(i.e., basic variables) are on the l(~rt--ti.ir1rl '.;i.d,":. 

Revise the current program 

Identify the incoming variable. In-so-far as the initial program 

consists of only the imaginary product,; (sL,ck w1r.izd.)lcs), i.ts 

profit contribution is zero. 'I'hus, to improv(: the initial prugram, 

the variable with the largest positive co-efficient is chosen as 

the incoming variable. For programs other than the initial program, 

the incoming variable is identified by sl,·p tJb. 

b) Determine the maximum quantity of th,· incomin<J v.-iria.blc. From 

the equations representing the! curr011t pruqr,rn1,~ determine r.ht, 

limiting or key cqucir.ions thdL will iJ1clic:.ilc (lit· 111,IXlllllllll Cjllclrll'i ty 

of the chosen incoming vari,1hle tl1.1t· c;in lK' i.nl.rud11c(•d into Lhe 

solution without violatin(J t.ln: non-11c•cJ;iti.vit/ cor1:;lr,1i11ts. 

166 



c) Obtain equations th.:it represent the new procJram. Solve for the 

incoming variable from the limiting ,:,p1.1Uo11, cH1cl suhstitute it in 

the remaining equations of the current program. The new equations 

represent the revised program. 

d) Obtain the associated objective fw1ction. Substitute the limiting 

equation ( from step 3b), in the obj<,cti ve fW1ction associated 

with the preceeding program. The result is the objective function 

associated with the revised progr.am. 

STEP 4 Test for optimality 

a) If there is. no positive co-ef:f;icicnr tl'nn i_n tJH, moc1i. [ied objective 

function, the problem is sol v,'d. 

b) Otherwise, th~ program should be revised by brinqing in the largc;:;t 

positive co-efficient vari,:1blc included in tlw modi [icd objective· 

STEP 5 

function. 

Repeat steps. 3b, Jc, Jd and •1 until ;111 opti.m,11 procJri1m 1i.-1s bercn 

designed.. An optim{l). soll1tion h<1s b<,cn found wl1c:11 ,, l l co-e fficicn ts 

in the mo.dified objective function (step 4a) ,1rc negative. 

A schematic di.:igrarn o.f this, pr:ocedti.r:e is );/iown in Fi.0urc 2.9 below. 

t6.7 



Fig. 2 , 

NO 

EXPRESS THE PROBLEM 
MATHEMATICALLY 

DESIGN AN INITJAL 
PROGRAM 

J;DENTIFY TIIE INCOMINC 
VARIABLE 

DESIGN THE HEVISED 
PROGRAM 

OBTAIN T!lE /\SSQC(l\'l'ED 

OBJECTIVE FUNC'l' [ON 

A Schematic of the AJgebr,J.i~ .Mctl_10_(_1-'-(M_,_I·}_~-__ c_',_1i_:i:J_ 
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) 

The Conputer Program used for St.ode allocaticn and for the selection 
of the Cloth Gauges. 

10 DIM A(13,41), L(40) ,B(12),A4$(6) 
20 MAT A=ZEF.'. 
30 MAT L=ZEF'. 
:31 NP=::: 
:32 INPUT" HOl~ MANY FINAL F·PODUCT::; YOU CAN MAl<:E"; Z2 
34 NF'=Z2 
<35 INPUT" TYF'E 1 FOF.: INPUT FPOM TAF'E AND O FOi? I NF'UT FF.:OM TEF.:M I NAL" ; Z 
36 OPEN 1 , Z, 0 
40 F'F.'.INT"F.'.EM SET UP Il'HTIAL TABLEAU 
50 IF Z=O THEN Pf;;:INT "NO. OF \.·1AF.'.IP1BLES 11

; 

60 INPUT£!, M 
62 F'PINT" " 

)70 IF Z=O THEN PF:INT "NO. OF COl'ETf?AINT:::" ~ 
:::O INPUT£!, N 
:::2 F'F.:INT"" 
\90 F'=M+N 
100 O=F'+l 
110 F.:=N+ 1 
112 DIM E(N*M),G(N*l),H(l*M) 
114 F=O 
120 FOF-'. ,_I= 1 TO N 
,1:;:0 IF Z=O THEN F'F:INT "FOP COl't::TF::AINT";._I 
140 FOF'. f:::=1 TO M 
150 IF Z=O THEN F'f?H~T "t✓HPiT I::: COEFF, OFVAF.:IABLE NO. 11 ~ K; 
152 F=F+1:INPUT£1,E(F) 
154 F'F.'.INT" " 
160 A (,_I, K) =E ( F) 

Ji 70 NEXT r::: 
172 IF Z=l THEN 179 
17::: F'PINT:F'l?INT 

1174 HWUT" TYPE COUJt·1N NUME:EF.: IF CHAt\JCiE l?EC!U If?ED OTHEl?l✓ I:::E TYPE ZEF'.O"; r< 
175 IF K=O THEN 179 
176 F'F'.INT: INF·UT"NEl,.J 1/ALUE" ~ E ( (,_i-1) *M+rCl: A (,__I, K) =E ( (,_!-1) *r-1+1<) 

)177 FOi? K=1 TO M:F'F.:INT"COEFF.OF 1./AF.:IABLE"K";",_i;E((,.1-1):,i.M+k):i"',/EXT r< 
1 7::: 1JOTO 1 73 
179 Fl=O 

}U::() Bl= 11 
": FOF'. I= 1 TCk,: f:$=f:$-+f;$: F'F'. I NT 

1.:::1 IF Z.=O THEN F'F:INT "l✓HAT I.':;; TH!:: F:. H.·:::. 11
; 

1 :::2 O=M+N+ 1 
)1::::4 F l =F 1 + 1: I NF'UT £ 1 , G ( F 1) 
1 :::;_:. F'F'. I NT 11 11 

1 ·;:·o A ( ,_1, 0) =G ( F 1 ) 
i·n F'PINT" " 
l'i';_:. NEXT ,_I 
1'?::: FOi? ,J=l TO N:F·F:INT",_!="~._!~ "F:. H.'.:;. ="~P!(,_l,O):NEXT 
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~02 IF Z=1 THEN 209 
203 PRINT:PRINT 
204 INPUT II TYPE CONSTF-'.. NUMBER IF CHANGE REC!U I RED OTHEPW I SE TYPE ZERO 11

; ,_I 

~05 IF J=O THEN 209 
206 PRINT: INF'UT"NEW VALUE"; G(._l): A (..J, Q)=G(,_I) 
207 FOR ,_!=1 TO N:PRINT",_l=";,_1; "R.H. S. =";A(..J,Q) :NEXT 

·:208 GOTO 20:3 
209 F2=0 
210 F'FdNT "FOR THE OB,JECTIVE" 

)220 FOR K= 1 TO M 
230 IF Z=O THEN PF.:INT "WHAT IS COEFFICIENT NO. "; K; 
2:31 F.'.=N+l 

)232 F2=F2+1:INF'UT£1,HCF2) 
2:34 PRINT 11 11 

240 A(R,K)=H(F2) 
)250 NEXT K 
252 IF Z=l THEN 261 
253 PF:INT:F'PINT 

)254 INF'UT"TYF'E COLUMN NUM IF CHAl'-JGE REG! OTHERWISE TYPE ZERO"; K 
255 IF K=O THEN 261 
256 PRINT: INF'UT"NEW VALUE";H(K):A(R,t~:)=H(K) 

.·-:-,""i...,1 F!iR' it=l rn M·F·~·INT"r:nFFFif:IFNT Nil "Lt
11

•
11 ~·•Afr-:•, 1<·°J•"'EXT i,:_· ;;;,., 

1 
__ 

1
:
1
T·

1
_
1
r · ·-::,c::--:, - • r:. J - -- - - -• r. , .. r . r:. r ..• 1·• , r 

.i...·_!1'.:t _, _ _ ~--l._1 

261 FRINT: F'f?INT 11 TABLEAU COMF'LETE 11
: CLO::;E1 

262 FOR J1=1 TOR:FOR K1=1 TO M:PRINT,A(Jl,Kl);:NEXT Kl 
263 Q=M+N+1:J2=J1:PRINT,A(J2,C!) 
264 PRINT" 11 

265 NEXT ,_11 
26::: IF Z = 1 THENF'F'. I NT" DO YOU i✓ I ::;H TO CHANGE) , F$ 
270 GET F$: IF F·$= 11

" THEN 270 
j271 IF F$="N 11 THEN 2:::0 
272 IF F$=" Y II THEN I NF'UT 11 1 FOP COEFF, 2 FOi? F.:. H. 3. , 3FOF.'. OEU, VE, 4 NO CHANGE ;! 

273 IF C9=1 THEN GOSUB 5000 
974 IF C9=2 THEN GOTO 5100 
278 IF C9=3 THEN GOTO 5200 
279 IF C9=4 THEN268 
280 FOR J1=1 TOR:FOR K1=1 TO M:PRINT,ACJ1,K1);:NEXT Kl 
281 Q=M+N+1:J2=J1:PRINT,A(J2,0) 
2:::2 PPINT" 11 

2!:::~: NE~ X T ,J 1 
2:::4 OPEN4, 4, 0 
2:::5 FOF.: ,_11 = 1 TO I? 

j2f:6 G!=M+N+ 1 : ,_12=,_l 1 : PP I NT£ 4, A ( ,_12, 0) 
2:::7 PRINT" 11 

2:::::: f'~E X T 1J 1 
)2:::9 CLO::::E4 
2';"10 INPUT"TYPE 1 IF YOU WI:::H TO SA\/E THE INPUT OTHEFJ•JI'.:E TYPE O"; Ti 
292 IF T 1 =O THEN 310 -

f02 OPEN 1,1,1:PRINT£1,M:F'RINT£1,N 
303 FOR J=1 TO N:FOR K=i TO M:E(K)=ACJ,K):PRINT£1,E(K):NEXT K 
304 J1=J:Q=M+N+1:G(Jl)=A(J1,0):PRINT£1,G(J1) 

po5 NEXT ._1 
306 FOR K=1 TO M:J=N+1:H(K)=A(J,K):PRINT£1,HCK):NEXT K 
307 1-:, n·=·1=-1 

r:1 o F1JF.1 -·.:;;;; 1 To R 
~ 311 FOR K=M+l TOP 

::!1? A f. I t. ·• .. - · ,_ ' r=: . .l = (_) 170 
f:14 Nl::XT K 



314 NEXT K 
;316 NEXT ,_I 

318 FOR J=1 TON 
320 ~:::=.J+M 
330 A CJ, K) =1 
340 NEXT ,_! 

350 A (F.:, C!) =O 
360 FOR K=1 TOM 
:37 0 L ( K) =O 
3:::0 NEXT K 
390 FOR K=M+1 TOP 
400 l(K)=K-M 
410 NEXT K 
420 REM FIND MAXIMUM OBJECTIVE COEFFICIENT 
430 X=AC:P,1) 
440 S=1 
450 FOR K=2 TOP 
460 IF A(R,K)<X THEN 490 
470 X=A(F.:,K) 
4:::0 :::=K 
490 NEXT K 

500 IF X>O THEN 670 
510 REM IF MAX.COEF.NOT POSITIVE PRINT ANSWER 
520 PPINT 
530 PF.:INT "OPTIMUM F'OINT" 
5:;: 1 :::;·7=c) 
5:32 ~=;i:J=() 
534 OPEN4,4,0 
540 FOF.: K= 1 TO M 
550 IF l(K)=O THEN 600 
560 ,J=L ( ~<) 
570 F=A(,_l,G!) 
5:::0 PF.:INT 11 X(";K, 11 )= 11 ;F 
5::::2 PF.:INT£4, "X(";K; ")=";F 
590 CO TO 605 
600 PR I NT II X ( 11

; K; 11
) = 11

; O 
602 pp I NT £4, 11 X ( 11

; K; 11
) = 11

; O 
605 NEXT K 
606 i=•PINT£4, 11 11 

607 P!?INT£4, 1111 

611 GETG$:IFG$= 1111 THEN 612 
612 PRINT"F.:EM NO. OF YOUF.: FINAL PPODUCT I:::= 11

; NP 
613 FOR R1=1 TO NP 
614 PR I NT 11 TYPE THE NO. OF VAP I ABLES t•JH I CH GO INTO PF.:ODUCT II, P 1 ; 
615 INPUT K1,K2,K3 
616 P ( P 1 ) =A ( L ( K 1 ) , G!) +A ( L ( K2) , G!) +A ( L ( K3) , G!) : pp I NT II F' ( 11 

; F.: 1 ; 11
) = 11

; P ( F.: 1 ) 
617 F'RINT£4, 11 P(";p1; 11 )= 11 ,P(F'.1) 
r..:,18 NEXT Pl 
619 PP I NT: F·F.: I NT 11 '.:;TRI ~=:E ANY KEY II 

620 GET ::;$: IF '.::$= 11 11 THEN 620 
636 F=-A(F.:,CU 
63::: PPINT£4, 1111 

639 PF.:INT 
640 PP I NT II VALUE OF OB,JECT I VE IS 11 

; F 
642 PRINT£4, "VALUE OF OB,_IECTIVE~ I::; 11

; F 
650 :::TOP 
660 REM FIND PIVOT ROW 
670 FOF: ,_1=1 TO N 
680 IF A(J,S)<=O THEN 710 
690 B(J)=ACJ,Q)/A(J,S) 
700 GOTO 720 
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71 0 B C ,_I ) = 1 E + 1 S 
)720 NEXT ,.J 
730 Y=B(1) 
740 T=1 
750 FOR J=2 TON 
760 IF B(J)>Y THEN 790 
770 Y=B ( ,_I) 

]::::O T=,_I 
790 NEXT ,_t 
800 IF Y<1E+17 THEN 840 
::: 10 pp I NT "UNBOUNDED '.::OLUT I ON 11 

:::20 ::;TOP 
830 REM CHANGE BASIS 

\840 FOR J=1 TOR 
850 IF J=T THEN 900 
860 FOR K=1 TO Q 
870 IF K=S THEN 890 
880 ACJ,K)=A(J,K)-A(J,S)*A(T,K)/ACT,Sl 
890 NEXT K . 
900 NEXT J 

::EADY. 

900 NEXT ,_I 

910 FOR K=1 TO Q 
920 IF K=S THEN 940 
930 ACT,KJ=ACT,K)/A(T,S) 
940 NEXT K 
950 FOR J=1 TOR 
960 A(,J,S)=O 
'?70 NEXT ,_I 

9::::0 A ( T, S) = 1 
990 FOi? ,_I= 1 TO P 
1000 IFL(J){)T THEN 
1 01 0 L C ,_I) =O 
1020 NEXT J 
1030 LCS)=T 
1040 GOTO 430 
1050 END 
1050 END 
5000 F'F? I NT II GIVE CONST. NUM' \,}1~P. NUM II; 
5005 INPUT J3,K3 
5010 F'F'.INT: INF'UT 11 NEt,.J \/ALUE";D(,.J3,t<3) 
5020 A(J3,K3)=D(J3,K3) 
5030 FOP ,.J=l TO N:FOP t=::=1 TO M:PF:'.INT"COEFF. OF tJAF'."t< 11

; 
11 ,_!;A(,_!,~=::):NEXT r=:: 

5040 NEXTJ 
:~050 GOTO 272 
5100 F'FINT"FOP CHANGE OF F\ H. S. GIVE CONST. NUM 11

; 

5110 I NF'UT ,_13 
5115 C!==M+N+ 1 : PF'. I NT: I/'WUT II NEt•J VALUE 11 

; D (,_I:~:, C!) 
5130 AC~3,Q)=DCJ3,C!) 
5135 FOi? ,_1=1 TO N:r:::=C!:F'PINT 11 ,_!= 11 :,__1;n1?.H.S.=";A(._l,C!):NEXT 
'5140 GOTO 272 
5200 F'P I NT II FOF.'. CHANGE OF COEFF. OF. OB,JECT I VE, G I \/E VAP I ABLE. NUM "; 
5210 INPUT 1<3 
5215 F'.=N+l 
::;220 F'F'. I NT: I NF'UT 11 NEW VALUE 11 ~ D (F.:~ !<3) 
5230 ACR,K3)=DCR,K3) 
:5235 FOP r=::=1 TO M:F'PINT"COEFF NO. "K"; "P~A(P,rCi:NEXTK 
5240 GOTO 272 
[ADY. 
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APPENDIX N Dynamic Prograrrming 

a) Dynamic PlXX3'I"arrming M=;thod 

Dynamic programning is a tedmiqt.E for solving a special class of 

optimisation prc:blerrs called multi -stage decision process. 'Ihe title 

"Dynamic Programning" sterrs from the work of Richard Bellman published 

largely in Bellrran ( 4 9 ) , ( 5 o ) . Dynamic prograrnm:L."l.g is rather a 

conputational tedmiqU2 for reducing the dirrensionality of a prc:blem 

by errbodying the solution in a special set of relationships called 

'recurrence relations'. Indeed the 'Whole rrethod might well have been 

narred recursive optimisation. C'enerally the achiewent of dynamic 

programning is to reduce a difficult problem in N variables into a series 

of optimisation problerrs in one variable which are ccrrparatively easy to 

sol"iie. 'Ihe possibility of applying the dynamic programning rrethod 

depends on a sucressful formulation of the problem in teITIE of a multi­

stage decision process. 'Ihe structure of a multi-stage process can be 

seen in Fig. 1 

states. 

Fig. 1 

belcm. It is characterized in tenrs of stage and 

J'tqtes 
at third 

(±) .stage 

Flow diagram of a rnuJ.ti-stage dectsion process 

At each stage there are several states corresponding to the alternative 
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decisions which could be Il'ade at the stage a."1d these will often be a 

range of possible valU2s for a control variable. At each stage 

therefore one decision would be made and then the process IT()v'eS from 

this stage to another stage to enter the possible states at that stage 

and again make a decision. 'Iwo possible sequence of decisicns through 

the three stages are rna:rked in the diagram, one leading from state 3 to 

state 1 to state 2 and the other leading from stage 1 to state 2 to 

state 1 in the respective stages. 

'Ihe full description of the terns stages state and the mathematical 

formulation of the dynamic prograrrrning can best be illustrated through 

an exanple in whidl a single resource is allocated am:ng several nurrber 

of independent activities. 'Ihis exanple is ( 52 ) shown in the 

folla.ving pages. 
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. Allocation of one Resource 

A factory can produce goods of types A, B and C in various quantities. 
Each product needs a raw material of which only four tons are avail­
able. Allocation of a certain quantity of the raw material to a certain 
product results in a corresponding return, as detailed in Table I 
The possible allocations are restricted to the levels shown in the table. 
Determine the allocation which maximizes the total return. 

The dynamic programming formulation of the problem is as follows. 
A stage corresponds to the allocation of raw material to the production 
of a particular type of product. There are three products and hence 
three stages. When n types of product remain to be considered we are 
at stage n. The order in which products are considered can be chosen 

Table 1 RETURNS RESULTING FROM VARIOUS 

ALLOCATIONS 

Allocation of raw Type of product 

material (tons) A B C 

0 0 0 0 
1 10 6 8 
2 17 17 11 
3 19 

arbitrarily, and once it is chosen the product to be considered at 
stage n is referred to as product n. Products A, B, C will be considered 
at stages 3, 2, 1 respectively. 

A state (n, i) corresponds to a situation where i tons of raw material 
remain to be allocated and n products remain to be considered. Action 
k corresponds to the allocation of k tons of raw material to the current 
product. The return resulting from the allocation of k tons of raw 
material to the current product is r(n, k). The optimal value of a state 
is the total return generated when the system starts in that state and 
an optimal plan is followed, and is denoted by f(n, i). This specifica­
tion is summarised in Table 2 
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Table 2 ALLOCATION OF ONE RESOURCE: PROBLEM SPECIFICATION 

Stage Allocation of raw material to a product. n 
n = no. of products remaining 

State i tons of raw material remain to be aIIocated (n, i) 
and n products remain to be considered 

Action Allocate k tons of raw material to current k 
product 

Return Return from allocation of k tons of raw r(n, k) 
material to product n 

Optimal value of a Total return when state (n, i) is the starting f(n, i) 
state state and an optimal plan is followed 

The recurrence relation is 

f(n,i) = Max[r(n,k)+f(n-1,j)] ( 1 ) 
kEK 

where k is the set of feasible allocations associated with state (n, i) 

The transition equation is 
j= i-k ( 2 ) 

which expresses the fact that allocation of k tons at the current stage 
leaves i-k tons available at the next stage. The recurrence relation 

and transition equation can be combined into the recurrence re­
lation 2 

f(n, i) = Min [r(n, k)+f(n-1, i-k)] ( 3 ) 
k EK 

The return function r(n, k) is given by Table 1 The stage space is 
0 <:!:: n ~ 3. The state space is given by O ,:$, i ~ 4 and the action 
space by 

0 ='5:: k1 ~ 2 

0 ==5:: k2 ~ 2 

0 ""'= ka ~ 3 
k-::$, i 

( 4 ) 

The first three inequalities in .2 reflect limitations on allocation 
implied by Table . 1 The last constraint follows from the fact that 
no more than the remaining quantity of raw material can be allocated. 
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If raw material left over has no value (which we assume to be the 
case) the terminal values are.f(0, i) = 0 for aH i. The returns are addi­
tive and depend only on the current stage and action so that the va­
lidity conditions are satisfied. 

Calculation 

The calculations are shown in Table At stage 1 the trial values 
under action k are given simply by r(l, k) and follow directly from 
Table 1 The largest possible allocation is optimal at each state and 
the optimal values are 

f(I, 0) = 0, /(1, 1) = 8, f(I, 2) =f(I, 3) =f(l, 4) = 11 ( 5) 

To illustrate the calcul~tion at stage 2 consider state (2, 1). One ton 
of raw material is available. We can either allocate nothing to product 
B or allocate the one ton. In the former case there is no income at stage 
2 and the system moves to state (1, 1), that is the one ton of raw mate­
rial remains available at stage 1. The optimal value of state (1, I) 
has already been determined ( equation . , and Table ) and is 
/(1, 1) = 8. Thus for action k = 0 the trial value of state (2, 1) is 

r(2, 0)+ /(1, 1) = o+ 8 = 8 ( 6 ) 

If the one ton is allocated to product B there will be an immediate 
return r(2, 1) = 6 units, and the system will move to state (1, 0), 
corresponding to zero raw material at stage 1. The trial value of state 
(2, 1) under action k = 1 is therefore 

r(2, 1)+/(1, 0) = 6+0 = 6 ( 7 ) 

The set of feasible actions is now exhausted. Comparison of the trial 
values shows that action k = 0 is optimal and hence f (2, 1) = 8. 
This calculation and result are shown in Table : 3 , rows 15 and 16. 
Similar optimisation over the remaining states at stages 2 and 3 com­
pletes Table 3 . At stage 3 itis onJy necessary to consider state (3, 4) 
since the initial quantity available is known to be 4 tons. The optimal 
allocation is determined by following through the optimal process 
in Table . The optimal process is shown in Table 4 The solution 
is to allocate 1 ton to product A, 2 tons to product B and 1 ton to 
product C. The total return is then 35 units. 
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Table .3 • ALLOCATION OF ONE RESOURCE: CALCULATIONS 

Stage State Action Trial Value 

0 I 0 

l 0 0 0 

l l 0 0 
l l 1 8 

1 2 0 0 
1 2 1 8 
1 2 2 11 

1 3 0 0 
1 3 1 8 
1 3 2 11 

1 4 0 0 
1 4 1 8 
1 4 2 11 

2 0 0 0 
2 1 0 0+8 - 8 
2 1 1 6+0 - 6 

2 2 0 0+11 = 11 
2 2 1 6+ 8 = 14 
2 2 2 17+ 0 = 17 

2 3 0 0+11 = 11 
2 3 1 6+11 = 17 
2 3 2 17+ 8 = 25 

2 4 0 0+11 = 11 
2 4 1 6+11 = 17 
2 4 2 17+11 = 28 

3 4 0 0+28 = 28 
3 4 I 10+25 = JS 
J 4 2 17+17 = 34 
3 4 3 19+ 8 = 27 

'.fable • ALI.QCAllO.NQF ONE RESOURCE: 

0~ PROCJ!SS 

Stage State Adion Value 

.3 4 1 35 
2 3 2 25 
1 1 l 8 
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Loop 1 

Loop2 

Begin 

Set terminal 
values 

Next stage 

Next state 

.----------'!I>--! N;;xt acti.Qn 

No 

Calculate trial value for 
current stat.e and action 

ls.the trial value berier th~n -----N_o_. -----. 
preyious best? 

Yes 

Note valu_e and 
;iction as best so far 

L;ist action ? 14--------------' 
Yes 

No '-"---------------t Last state ? 

No ,_,, _________________ .....; last stage.? 

Yes 

End 

Figure. 2 Fk1w. c:hartfar the value iteration algorithm 



Begin 

Enter table at initial state 

Note optimal action and value 
at current state 

Determine s_uccessor state 
from the transition equation 

Go to successor state 

No ...._ ________ -4 Last stage ? 

End 

Figure 3 Determination of the optimal process from the full table of optimal 
actions anti- values 



b-The symbols which define the various elements of the scheduling probler.1 

in network nDdel 

(i) Each circle in the rrodel describes the state 

upon which the rranager has to rrake decision. For exarrple, 

(ii) 

(iii) 

circle O indicates that 6 ' blovv'S ' are _rx)ssible 

and the rna.11ager has to consider their distributions betv-1een 

3 plant settings,vmile 

circle 8 inplies that only 4 blows are possible and he 

ca11 rrake decision on hew to distribute them to 2 plant settings 

Each of these circles are called a 'state' in Dynamic 

Prograrrmi.ng. 

There are 4 columns of circles. The circle e the start 

of decisions .The other three oolumns e.ach represent a 'stage' 

of decision rraking. For exarrple, circles of column 1,§ 
are the various allocation decisions when only one plant setting 

rate is decided to l:e used. Circles of up to column 2 shcw 

that manager decide to consider the use of two plant settings 

The arrcws between bt.D circles show a sequence of possible 

decisions, for exarrple, the arrow bec.-veen u.;o circles(shc:wn in 

Fi9 1 v,ould imply that the follcwing decisions are possible:-

With 6 blows possible; 

(6-4)=2 blows can be allocated to plant setting No.3 

and 4 blows remaine to be distributed between 

the tv,o rerr.aining plant settings. 
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Fig 1 a sequence of :possible decisions 

(iv) Each decision taken is an 'action' and the value on this arra.v 

shO¼'s the 'return' that can be achieved from the action to 

allocate (6 - 4) = 2 blrnvs to plant setting No 3. 

(v) In the sane manner a sequence of arrCMs indicates a route or a 

1 schedule' . 

Fig. 2 

For exarrple, Fig. 2 

with 6 blows ]'.X)ssible 

(below) shcws a' route 1 which indicates 

1 blow is allocated to plant setting Noo 1 

3 blows are allocated to plnt setting No.2 

2 blows are allocated to plant setting No.3 

The Total 'return 1 from this sche.dule is 92 + 144 + 44 = £28J 

A set of arro.,:;s ~epresenting a 

schedule. 
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W'2 

Fig ( 3 ) ffiMP AW ' S S AlES ACHIE\li'IBLE NETNJRK 

Available capacity (N::>. of process 'runs' possible) 

N::>. of 'plant settings' to be considered for the 

/ allocation of the available capacity 

£ 0 
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C.- FINDING FORMUIA FOR ITTILITY FUNCTION 

To find the utility function it_is assumed that: 

Xi = quantity produced for produc:ti 

I . = inventory level of product. before making decision on 
l. P:roduc:tion l. 

Di = Derrand for produc:ti for periodt 

DF = D. - I . = Requirements on produ:::tion plant 
]. ]. 

It is also assurred that: 

the derrand is satisfied in a Linear fashion during production 

intervalt and the manufacturer rray not insist on satisfying all 

custorrers demand on tme but accept back orders at a finite penalty 

cost v per tmit 

The possible inventory curve when the quantity of x produced 

is shown at Fig 1 

IF x <DF it is allovled for shortage (DF - X) 

The shortage charge is assurred prcportional to the 

the area under the negative part of the area :rra.de 

with the axis and inventory curve. 

IF x >DF Excess materials coming into inventory 

It is assurred that excess inventory is unuseable 

during the production interval, and it w0uld be taken 

from the inventory at the end of the p:riod ~Thus we incur : 

a) interest cost 

b) waste of rroney which is not retillTlable 
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u: 
0 

X 

IJ.. 
0 

X 

T 

T 

Fig 1 , Inventory Curve 

t 

X---' DFOJ 

) 

a _ Production equals to 
derrand 

No shortage cost 
No excess cost 

There is a sales 
revenue 

b- X>DF 

Production exceeds 
the. requirerre!}t 

Cost, excess cost, 
inventory rost 

C-X<DF 

Production is less t...'f-i.an 
requirerrents 

shortage cost 
(penalty) 

t 

---,__..OF(l)-X 
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Since there was no stock of the required products the pr:oduction 

quantities would l::e considered as the available inventory imrediately 

after being produced. The various costs i.l"lcurred can easily be 

deterrni.ned from the georretry of the inventory curve in each situation. 

For exarrple in Fig. 1 there i;..ould be sorre shortages for a l.i.mi ted 

:period. of tirre ( t 2) for product i. Assuming that the rranufacturer 

accepts this level of back order at a penalty charge of £v per tmit of 

tirre, the incurred shortage cost can be detennined ( 53) as follows : 

Shortage cost= DF(i) - X(i) * t 2 * v 

Since t2 = DF(i} - X(i} 

tyt
2 

DF (i) 

and if T = 1 Period 

then shortage cost= 

__ DF (i) - X(i) T 

DF(i) 

2 
DF (i) - X(i) * V 

2DF(i) 

Where DF (i) = requirerrents for product i 

X(i) = quantities proouced for product i 

t 2 = :period during which the shortage occurs 

The costs and revenues which would result fran using different 'blow 

rate' would obviously be different because the quantities of various 

products by each 'blow rate' differ £ran the other and with a specific 

blow rate being used there would be different costs and revenues 

associated with the products themselves. 
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THESE OOIATIONS ARE USED 

A 

BJ(I) 

C 

CP 

DP(I) 

DF( f) 

E{J) 

EX(I) 

F(I) 

H(I) 

I 

J 

KJ 

M(J) 

NP 

00 

excess cost. Cost of holding excess inventory = 

quantity of product I ccntained in one blow witJ1 size 
distribution J 

Cost to the productian plant of one blowing with size 
distribution 

Cost of purchasing the shortage quantity from outside 
supplier 

Demand for product (I) 

Demand for product after filling sorre proportion of 
total de:rrand with available inventory - part of derrand 
unfilled. 

Cost of manufacturing one tonne of product (I) 

Excess tonne producted for product (I) 

Cost of purchasing one tonne product {I) £ran outside 
supplier 

Cost of holding one tonne of product I in inventory up 
to next decision period 

Product nurrber 

Size distribution 

No. of blows done with size distribution J 

Shortage (quality) for product I= DF~I)-X ~~ ~:g~~i~ 

Nurrber of products 
NP 

Sum of all excesses £ran all products = [ EX(I) 
J=I 

P(J) Shortage cost for shortage quantity M(I) = M(I)*V(I) 

R(I) Price at which each tonne of product I can l:e sold 

S(I) Potential sales for product I 

SA 

SD 

NP 
Sum of all excess cost = [ A (I) 

I-1 
T:li'P 

Total V demand on production plant= [ DF(I) 
I=--::1 
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NP 
SM Total shortage occurred for all products = I: M(I) 

I-1 
NP 

SN Total purchase cost for all products= I: CP(I) 
I=l 

NP 
SO Total excess for all products = I: EX ( I) 

I=l 
NP 

SP Total penalty charged for all products = L P(I) 
I=l 

NP 
SS '.Ibtal PJtential market (or sales) for all products= I: S(I) 

U(I) Utility of one product with respect for each blo:,.,, 
each size distribution 

SU Total utility for all product with respect to side 
NP 

distribution= I U(I) 
I=l 

Y (I) Sales of those quantities de.rranded for product (I) 

= sales achievable 
NP 

SY == I: Y(I) 
I=l 

I=l 

V(IJ :£?E=nalty or shortage charge for one tonne sri.0rtage for 
Product (I) 

NP 
SX Total quantities produced for all products = I: X(I) 

I=l 

. i 
I 
J 



the carpound of the schedule's utility against each prcx:luct is 

as follOvJS: 

X * R (I) = Revenue if- X are sold 

(X-DF(I)*R(I}*G = Those portions of X which are not sold was 
reduced from revenue 

X*X 
2*DF(I) * E(I) *H(I)-A-W interest charge upon the rmney tied up in 

¼Ork in process inventory 

2 
(DF(I)-X) * V(I) 
2*DF (I) 

(X-DF(I) *E(I) 

X-DF(I)*E(I)*H(I) 
2 

penalty c.1-i.arged on t.he shortage quantity 
overt.he prcduction interval 

rmney not used effectively. Loss of rmney (resource) 

interest charged upon the rmney tied up in those 
shot which is in the system but are excess for 
this pericd (i.e. prcduction interval) 

,J 
U (I) = Utility of P/ant setting No j for Prcduct i 

~I) = X * R(I) - (X - DF(I}) * R(I} * Q 

X * X * E(I)*h(I)*S 
2*DF(I) 

(DF(I)-X) * (DF(I)-X) 
2*DF (I) 

(X-DF(I)) * E(I)*Q 

(X-DF(I)) * E(I)*H{I)*Q 
2 

quantity not being sold 

* V(I) -kf.'l 

and the utility of a schedule for all prcx:lucts ¼Ould .t:e: 

KB NP 
U = l:: l:: U (I) 

Kj==l I=l 

This infonration is nCM fed into tJ1e dvn-=>mic progr;:i~ t t· d 
.i ·~-~ '-"'"'= o .1r_. a 

schedule which gives the rraximtrrr. utility. 
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~ 

d - 'Ihe Cacputer Program used for finding an optimun Schedule of Plant 
Settings. 

5 OPEN4,4,1 
7 G=O 
8 DIM ZDCJT,KBl,ZECJT,KB),ZFCJT,KBl,ZHCJT,KB> 
10 INPUT"ENTER NO.OF PRODUCT INCLUDING REFERENCE PRODUCT";NP 
12 DIM U(NP),PCNP),ACNPl,SCNPl,OCNPl,MCNP),EXCNP),YCNP),XCNP>,N(NP> 
15 PRINTf4, "NO. IJF PRODUCT .. NP== 1

'; NP-1 
20 INPUT"ENTER NO.OF JET";JT 
25 PRINT£4,"NO.OF JET SIZE DISTRIBUTION EXAMINO •••• .JT=";JT 
26 INPIJT"ENTER MAX BLOW YOU WI:3H":l<B 
27 PRINT£4, "MAX BLOW POS:3IBLE FOR YOU ••• KB= 11

; KB 
28 DIM DPCNP>,IPCNPl,DFCNP>,ZCJT> 
29 DIM STCJT,KB+1),FTCJT,KB+1),ZACJT,KB+1l,ZBCJT,KB+1),ZCCJT,KB+1) 
38 PRINT£4,"DEMAND FOR THE PRODUCTS" 
45 FOR I=2 TO NP 
50 INPUT"ENTER THE VALUES FOR THE PRODUCT AND INVENTORY 11

; DP< I h IP ( Il 
60 DF(I)=DP(I)-IP(I) 
70 NEXT 
75 FOR ·1=2 TO NP:PRINT£4,DPCI);:NEXT 
76 PRINT£4," 11 :PRINT£4," 11 

77 PRINT£4,"VALUES FOR THE INVENTORY" 
78 FOR I=2 TO NP:PRINT£4,IPCI)::NEXT:PRINT£4," 11 :IF IJ=1 THEN 145 
79 PRINT"ENTER VALUES FOR Z 11 

80 PRINT£4, "JET C0:3T. • a 
11 

81 FOR J=1 TO JT:INPUTZ(Jl:NEXT 
8:3 FOR J=l TO ,JT:PRINT£4, Z(,J) :NEXT:PRINT£4, 11 

" 

86 Pf;:INT£4, "HOLDING COSTS •••••• " 
88 DIM B(JT,NPl,HCNP),V(NP),RCNP),ECNP),LCNPl,FCNP),FlCJT,KB) 
89 PRINT"ENTER VALUE:3 FOR H11 

90 FOR I=2 ro NP:INPIJT H(I):PRINT£4,H(I)HNEXT:PRINT£4," 11 

91 PR I NT £4, "PRODUCT I ON COST OF pi:;;:oDUCT •••• " 
92 PRINT"EN1ER VALUE FORE" 
93 FOR I=Z TO NP:INPUT E(I):PRINT£4,ECI);:L(I)=HCI)*ECI):NEXT:PRINT£4 
94 PRINT"ENTER VALUE:3 FljR R11 

95 PRINT£4, ":::;ALES PF.'.ICE ••• 11 

96 FOR I=2 TO NP:INPUf R(I):PRINT£4,R(I);:NEXT:PRINT£4," 
11 

97 PRINT"ENTER VALUE:::: FOR F 11 

·73 PRINT£4, 11 PUR1::iASE F·Rrc:E..... -. 
99 FOR I=? TO NF': INPUT F(O:PF.'.INT£4,F(I);:NEXT:PRINTt:4, 

11 11 

100 PRINT"ENTER VALUES FOR V" 
101 PF.:INT£4, "PENt~L TY cosr:::; •. " 
102 FOR I=2 TO NP:INPIJT V(I>:PRINT£4,V(I);:NEXT:PRINT£4,"" 
103 PRINT£4, 11 ":F'F~INT£4, 11 PRODUCTION RATE" 
104 PRINT"ENTER DATA ••••• 11 

106 FOR J=l TO Jf 
107 PRINT"FOR JET": ,J 
108 PRINT"ENTER P}..:ODUCTION RATE FOR REF PRODUCT AND MAIN PRODUCTS" 
109 FOR I=l TO NP 
110 I NF"IJT B ( ,J, I) 
120 NEXT I 
12~ FOR I=2 TO NP:PRINT£4,BCJ,I);:NEXT 
126 PRINT£4, 11

" 

130 NE.XT J 
132 DIM KJCJT,NP),C(JT) 
13:3 INPUT"TYPE O IF YOU WISH FOR SENSITIVITY OTHERWISE TYPE 1 11 ;K 
134 FOR Jl=l TO JT 
13i FUR T=l TO KB 
136 IF K=O THEN G=l:GOTO 141 
137 IF K=l THEN 145 
.. .. 4 --.•-··-··-"'·---- __ ,.,,... -- ............. -.. 
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~cc--==-,--:==-=.,,..,.-:--:--:--------:=-------:::-·----· 
~ 14f-INPUT"ENTER FINAL DEMAND FPR REF PRODUCT"; T: PRINT£4, 11 

" 

145 PRINT£4, 11 ":PRINT:t:4," NO.OF BLOW' 
161 ,J=,_11 
16 ·2 I:::: 1 
170 KJCJ,Il= CT)/B(J,I) 
175 PRINT£4,KJCJ,I) 
185 PRINT£4, 11 11

: PRINT£4, 11 11 

192 !1=1 
198 C=KJCJ1,I1)*ZCJ1) 
201 SN=O 
202 SD=O 
203 :3X=O 
204 SY==O 
20!:5 SO=O 
206 SM=O 
207 SA=O 
208 SP=O 
2()9 SS=O 
210 SU=O 
21:1. PRINT£4, 11 WHEN JET SIZD=";,JH"AND Pi:;::ODREF=";Il;"AND NO.OF BLOW =";K,._l( 
212 PR I NT £4' II. DF II; II. XII; II. M II; II. p II; II. CP (I) II; II. EX II; II. A II; II. P+A II; II. s II; II. y II; II. u 
2i:-=.: P~:INT£47 II II 

214 FOR 1=2 TO NP 
21~'i X=KJCJl, I1)*B(J1, !) 
217 PRINT£4,;DFCI); 
21:3 P~UNT:l-24·i X; 
229 IF X<DF<I) THEN Q=O:W=l:GOTO 232 
230 0=1:W==O 
232 Ml=CX-DFCI))*RCI)*Q · 
233 M2=(1/C2•DF(!)))*X*X*ECI)*H(I)*W 
234 M3=(1/(2*DFCI)))*(DF(!)-X)*CDFCI)-X)*V(I)*W 

M5=(X-DF(I))*E(I)*Q 23'.:i 
236 M6=(1/2)*CX-DFCI)l*E(I)~HCl)*Q 

U(I)~X*R(I)-M1-M2-M3-M5-M6:SU=SU+UCI) 
MCI)=CX-DF(I))*W 
EX(I)=O*CX-DF(!)) 
:3 ( I ) =DF ( I) *R ( I ) 

241 
242 
243 
24l~ 
245 

PCI)=C-1)*(1/(2*DF(I)))*VCI)*M(Il*MCI)*W 
A(I)=((X-DFCI))*ECI)*Q+(1/2)*(X-OF(l))*ECI)*H(I)*Q)*(-1) 
::::P·::::::;F•+p (I) 

24 7 SA=:::AI-A < I) 

249 ~::;M-='.3M+M C: I) 
2:,o :30=<::0+EX C: I) 
251 YCI)=X*R(I)*W+S(I)*Q 
2:,/ :;y:::::::::;y+y (I) 
253 SX=SX+X 
254 :3[1=:3D+DF (I) 
255 NCI)=M(I)*F(I) 
2::i/, :31\1°::::~;N+N ( I ) 

,. 258 PR r N r £4, M <I) ; Pc r l ; N c: r > ; EX c n ; Ac r > ; An> +Pc n ; :; c I) ; v < r > ; u c r); "r ="; r: r-r-
26 l PFUNT:£4," 11 

262 F'RINT£4, 11 11 

2(:,:·::; P~:rNr£4'j '1
• ~3U''; '' ••• c:''; •• •. f;tJ-C''; ·· ••• _ :;v••; 11 

••• sv-c; 11
; ' '. ~3r;''; 11

- SX''; ''fl. J<,J< . .J~ 
264 F'F.'. I NT£4," 11 

2AS P~INT£4,SU;C;SU-C;SY;SY-C;SD;SX;KJCJ1,I1) 
266 F'PINTL4, 11 

" -

26/ F1h.lf\lr±~i/ .. , 11
• ::;11 11

; 
11

• :=:;F'"; 11
• ~3N"; 11

.,, ~::1] 11
; 

11
• f:Au; 11

• ::::F·-r:::;A 11
; 

11 ■ SS''; 11 ■ ~;Y"; n. f;Y-1: 11 

~ 269 PRINT£4,SM;SP;SN;SO;SA;SP+SA;SS;SY;SY-C 
21 .< :::;T ( ,_t l , Ti :::::;u 
275 ZBC,Jl,T)=SY 
2::::0 /C<._11,T)==SX 
300 NEXT T 
30::J. NE/ l ,_t 1 
311 r NPUT "ENTEF<: 1 FOP :=:u, ·:~FOR ::;Y, ::::FOR sx, 7FOR our OF LOOP" ; c9 
3l.? IF C9>7 THE~~ PF.:INT"F.:EENTEF~": GOTO 311 

... - - .-. - ..,.., ·-·· t 
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.I 

326 ZA C....12, J3) =O 
327 IF C9=1 THEN ZACJ2,J3)=ST(J2,J3):GOT0350 
328 IF C9=2 THEN ZA(J2,J3l=ZBCJ2,J3):GOT0350 
329 IF C9=3 THEN ZA(J2,J3)=ZC(J2,J3) 
3~,0 NEXT J3 
351 NEXT J2 
37~ FOR I=l TO JT 
376 FOR J=l TO KB+l 
37 7 FT < I , ,J) =O 
379 NEXT J 
380, NEXT ! __ .------Y 

381 FOR I=l TO JT 
382 FOR J=l TO KB+l 
383 PRINT£:4, ZA( I, J-1);: PRINT£4, 11 

"~: NEXT: PRINT£4, 11 11 

3E:4 NEXT 
:3:35 INPUT"<MAT) OR (LIST)";X$ 
;::86 IF X$= 11 MAT 11 THEN M:3=1: Ci0T0 390 
387 IF X$= 11 LIST 11 THEN M3=2:GOTO 390 
3:::8 PR I Nr' REDO! i ! ": c;1JT0 3::::5 
390 FOR 1=1 TO JT 
39:5 IF M3=1 THEN PRINT£4, "FOR I="; I 
400 FOR J=O TO KB+l 
405 

.410 
420 
430 
432 
435 
440 
450 
4:,:.J 
460 
4t,2 
463 
465 
470 
476 

IS=O 
FOR K=O TO J 
TV=ZA(I,K)+FT(I-1,J-K) 
PRINT" I="; I; 11 .J="; ,J; 11 K= 11

; K; 11 TV= 11
; TV; ZA( I, K); FT( I-1, ,.J-K) 

IF M3=1 THEN PRINT£4,TV;:GOTO 440 
IF Z 1 = 1 THEN PR I NT £4, 11 I= 11 

; I ; 11 .J= 11
; ,_I; 11 K= 11

; 10 11 TV= 11 
; TV; Z A (I, K) ; FT ( I- 1 , 

IF IS<TV THLN IS=TV 
NEXT K 
IF M3=1 THEN PRINT£4, 
FT<I,,J)=IS 
NEXT ,J 
IF M3=1 THEN PRINT£4,:PRINT£4,:PRINT£4,:PRINT£4, 
NEXT I 
GOTO 311 
IF K=: 1 THEN 133 

499 IF K=l THEN 133 
500 END 

PEADY • 
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APPENDIX V 

THE RELATIONSHIP B~TWEEN OP~RATlONAL RESEARCH TECHNIQUES 

AND II INDUSTRIAL DYNAMICS" AS APPLIED TO TdE MANAGERIAL 

PROBLEMS OF DECISION ~AKING IN THE METAL POWDER 

MAKING urnus·rRY. 

A - ZAKERJ 

DEPARTMENT OF PRODUCTION TECHNOLOGY AND 

PROJUCTION ~1ANAGEM.ENT, ASTON UNIV~RSITY. 
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This paper discusses the problems that would be encount­

ered when the Industrial Dynamics approach is used to 

aid in the design of improved managerial policies for 

a metal powder making company. It seems tnat the very 

basic requirements of the industrial dynamics model 

building (i.e. the formation of feedback loops) is 

difficult to be met in the case of modelling the ooerations 

of a metal powder making company, and it demonstrates that 

the use of Operational Research Techniques would 

greatly assist,in tackling this problem by allowing for 

the required decisions to be made quickly and the data 

to be circulated throughout the system which otherwise 

would not be possible. The Industrial Dynamics Technics 

was proposed by Jay. W. Forrester at about two decades 

ago (1) as a method of systems analysis for management. 

This methodology aims to study the performance of business 

corporations or entire industries by using simulation 

-techniques to show how they respond to various conditions 

(2). Industrial Dynamics explains the systems' behavior 

in terms of the structure and policies within a system 

and suggests changes in the structure and policies so 

as to imorove the system performance (1) & (3). 

The structure of a system as represented in an industrial 

dynamic model is comprised of a set of interacting 

feedback loops. 
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The feed back loop is the structural setting within 

which all decisions are made. It is a closed path as 

shown in Fig (1). 

state of the system. 

A decision is based on the observed 

The decision produces action which 

alters the state of the system and the new state give 

rise to new information as the input to further decision*. 

Level 

Available Information 

About Level 

Decision 
Point 

Action 

Fig (1) simple feedback loop 

Flow 
Environment 

In this Figure (Fig 1) the'level' represents the accumu­

lation of various entities in the system such as 

inventories of goods, unfilled orders, number of employees, 

etc. Decision point contains decision rule or "controll­

ing policy" which control the rate of flow of system 

entities such as money, order, etc. Available in forma-

tion about level is received by decision point whereby 

it is used as a basis for decision that causes action to 

be taken - This action, in turn, alters the level of the 

system variable. 
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A decision is made within a feedback loop aims to 

achieve a certain set of goals which is the subset of 

total systems• goal. Fig (2) illustrates the rate of 

decision making in a 'goal-striving' system (2). 

Decision rule (contained in the decision point or decision 

center) recognises a goal towards which the decision 

point strives, compares the goal with 

Environment 
(Source) 

Decision 

Desired 
Performance 

I 

I 
I 

Decision 
Point 

(Policy) 

Action 
Centre 

Feedback 

Actio 

I 
I 
I 

Real 
Performt ,1ce 

Fig 2 a goal striving feature in a feed back loop 

the apparent system conditions to detect any discrepancy 

and uses the discrepancy to regulate action so as to achieve 

the goal. 

- 196 -



In this loop there is a continuous feed back path of 

decision-result-measurement-evaluation-decision. 

The industrial-dynamics model of an organisation might 

include numerous subsystems of the type shown in Fig 2. 

An Industrial Dynamics Simulation Model of factory operation 

for a metal powder making company may have the feature as 

shown in Fig J. As can be seen in this Figure there 

are a number of goal striving (not necessarily goal-achie­

ving) sub-systems within the total factory system. 

One such goal striving system involves a loon which contains 

the 'desired level of inventory', the 'actual level of 

inventory of finished goods', and the 'decision centre 

which controls the flow of input material'. 

The decision centre recognising the desired inventory level 

as a goal and receiving information on the actual level 

of finished goods would be able to output a decision which 

results in an action to be taken to adjust the level of 

actual inventory. 

The feedback loops, explained in the above mode however, 

is difficult to construct as such due to the following 

reasons: 

a) There is often is a lack of precise knowledge as to 
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DESIRED 
PERFORMANCE 

oi%R 
ORDER EW:l:.LOG 

LEVE!. -------, 
jcusTOMERS ~----

DECISION 
CTNTER 

------....J FEEDBACK -----------n 
I I 

LEGEND: 

MATERIAL 
INPUT 
RATE 

-F!J::NI OF MATERIALS 

-- --- FI.J:N.I Of INFORMATION 

Z VALVE TO INDICATE 
THAT DECISION FUNCTION 
CONTROLS FLOW 

I I 
PER~~CE I I 

fig 3 Simple Model of a Factory System 
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the actual level of inventory of finished products. To 

obtain this information ii is required to quantify the 

stock material which is a mass of particulate material 

to convert it into the final product equivalence. The 

stock material which comprises of large number of particles 

of various size is not measurable easily (The 'amount' 

of particles of individual size classes could be know 

only statistically. In addition to this there is a large 

number of routes into which these particles could be 

blended to form the final products and the blending 

schedule is normally decided only when the exact specifi­

cation of the customer-requested- products is 'decided.' 

The latter is often subject to variation due to both the 

customer request or the companys plan to make more use-

- of stock materials. 

(b) The decision concerning the quantities to order to 

reolenish the inventory is also difficult to be 

made for the reason that first; the information on 

actual level of inventory is not readily available 

(as explained in a), and second, the production rate­

decision making involves comoarison between the outputs 

of the process when different plant settings are 

utilized and the consideration of the combinations of 

the various process 'runs' which result in an 

economic production run. 
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The above decisions are difficult to be made by 

the human decision maker and is also difficult to 

put under the control of a specific fixed policy 

because the parameters of the policy which should 

control this decision is difficult to determine 

precisely. 

It is shown in Fig 4 that the use of Operational Research 

techniques such as Linear Programming and Dynamic - Prog-

ramming will solve the above two problems - respectively. 

The author has developed such programs for solving these 

operational decision problems of the metal powder making 

industry, and he beleives that these programs could 

conceivably be incorporated as "sub-assemblies" into an 

Industrial dynamics "gestalt" model. 
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CUstorrer order 
in terns of 
final products 

Decision 
Centre No 

I 

I 

Backlog in 
terns of 
final product 

Inventory 
desire in terns 
of final 

--> product 

1' 

I 
I 

I 
I 

rf---- ---- -- _ _j 

---

·---------. 

' ----- - - - ----J,~ 

Sales P .. anager 
Decision Ce.ntre 

No 2. 

,nfW><;j 
Actual. in terns 
of final 
product 

T 

r·-· ... -------- - -- _ .. J 

"f' 

___ _J 
// .------©p -------: 

I I 
I I 
. I 
J 
'-' 

7 
Actual stock 

1tbrk in .. material in 
~ process ., 

terrrs of rresh 
t-- ' ca~egor1es 

Fig4 Sirrulation ~b::lel of Powder Making Factory 
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