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SUMMARY

This thesis describes the investigations carried out by the
author into the spare parts operation of CompAir Industrial
Limited.

The initial investigations showed that the level of acti-
vity in the department and various measures of performance
had historically varied in a cyclical manner, approximately
in phase with the general level of industrial activity.

An Industrial Dynamics model of the complete spares system,
including the distribution and provisioning aspects, was
constructed to study this effect, and experimental results
supported the theory that the system itself progressively
amplified any small variations in true customer demand.

Further experiments with the same model identified those
areas in the system primarily responsible, one of the most
important being the central warehouse stock control system.
This area was not amenable to further analysis using the
existing model due to the approximations inherent in Indus-
trial Dynamics, and the inability of the technique to
represent adequately the interactions between piece-part
demand variability, stock levels, and service. The author
therefore developed an approach based on Industrial Dyna-
mics, but operating at a greater level of detail where
relevant.

This new technique made it possible to assess the effect
of plece-part supply and demand characteristics on the
long term dynamic behaviour of the system, and also how
this behaviour responded to various stock and production
control systems.

Using this approach, comparison of the existing warehouse
stock control system with one based on statistical theory
suggested that the latter would improve the financial
performance of the Spares Department and also reduce the
effects of the trade cycle.
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CHAPTER 1

INTRODUCTION

l.1. The Significance of Spares Provisioning

In a company supplying capital machinery to an indus-
trial market, the provision of an efficient after-
sales service is essential. Not only does the origi-
nal purchase of the machine represent a considerable
investment by the customer, but frequently a large
proportion of his operation may depend upon its con-
tinuous operation. The original purchase decision
assumes that any parts which need replacement, may be
obtained quickly and easily. Failure of the original
supplier to meet these expectations would result in a
loss of confidence of the purchaser, which would
quickly be reflected in reduced sales of original
equipment. Faced with the need to maintain a supply
of spare parts, many companies decide to run this
aspect of their operation as a highly profitable

activity.

Such are the circumstances at CompAir BroomWade, a
company within the CompAir Group, which is the largest
U.K. manufacturer of air compressors and compressed
air tools and equipment. Founded before the turn of

the century, the company had established a reputation



based on the longevity and reliability of its recip-
rocating compressors, a reputation supported by a high

level of after-sales service.

Following the amalgamation of Broom and Wade, as the
company was previously known, into the CompAir Group,
conditions began to change in a manner which made the
provision of such a high level of service increasingly

difficult.

The principal cause was the faster rate of product
change the company adopted to meet the demands for
more efficient and economic compressed air. This
resulted in the withdrawal from the market of various
models of compressor as they were superseded by
improved designs. As well as increasing the range of
parts to be stocked, this also created difficulties in
the sourcing of parts for obsolete machines, as such
parts were no longer included in the normal factory
production programme. However, because of their gene-
ral similarity in form to current production parts,
special spares batches could still be manufactured
using existing facilities. The introduction of the
packaged screw compressor added a new dimension to the

problem.

From a spares provisioning viewpoint, the reciproca-

ting compressor is characterised by its regqular



requirement for the replacement of wearing parts,
most notably the valves, but also piston rings,
bearings, etc. The oil flooded screw compressor re-
presents a totally different concept. The compressor
itself (known as the "air end") contains very few
moving parts, and since metal-to-metal contact is
minimal, its design life extends to many thousands of
hours. This compressor is marketed as part of a self-
contained compressed air supply unit, comprising all
the ancillary control and drive units as well as the
equipment necessary to filter and cool the air, the
whole unit being housed in a free-standing sound-
proofed cabinet. Of these items, the air end and the
cabinet were the only significant items made within

the company, so the unit contained a high proportion

of proprietary parts.

The appeal of the package is largely based on its low
maintenance requirements, merely needing the air/oil
separator and filter elements to be changed at exten-=

ded intervals.

The introduction of these podels thus represented a
double threat to the spares system. Firstly, the con-
version of the manufacturing facilities to make the
screw compressor would reduce their ability to supply
the traditional type of spare part. Secondly, the

screw package spares requirement would contain a
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higher proportion of proprietary parts, available to
the customer from other sources, so that the market

was no longer captive.

The company management was concerned at the ability
of the spares division to respond to these new demands
and as a result included in the 1973 version of its
rolling five years corporate plan a proposal to re-

view the total spares provisioning activity.

At the same time, discussions were taking place with
the Department of Industry and Aston University on
the establishment of a "Teaching Company" scheme
within CompAir BroomWade. It was jointly agreed that
the spares investigation represented a suitable pro-
ject, combining the requirements of a detailed and
systematic investigation into an area deeply involved
with batch manufacture, but operating under the usual

commerical constraints of timescale and finance.
Anmanant

A team was therefore appointed under the aegis of the
teaching company scheme to undertake the investigation

of the spares division.

Project Objectives

The original terms of reference asked the team "to
determine the nature of the facilities and the manner

in which they are organised to enable the company to



provide an efficient service to customers for its

continuously changing product ranges". In order to

bring the task into sharper definition, the following

secondary objectives were agreed:-

i.

ii.

iii.

iv.

To obtain a clear understanding of the way the
spares system operated.

To identify from studying the historical per-
formance of the division those factors which
affect the performance, and obtain an under-
standing of how their influence is exerted.

To identify those areas within the division
where action is likely to be most effective.

To decide on what action is necessary to improve/
maintain the performance of the divis;on,

bearing in mind those factors which have exerted
influence in the past, and also taking into
account the implications of the changes described

in the previous section.
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CHAPTER 2

THE EXISTING SYSTEM

The Company

CompAir BroomWade at High Wycombe designs, manufactures
and markets a wide range of compressed air equipment for
the industrial market, with some 40% of their output

being exported each year.

Their product range includes large and small compressors, .
air tools and product finishing equipment and auxiliary

equipment such as air receivers, air dryers, etc.

The compressor range, which is easily the most significant
in turnover, includes both the screw and reciprocating
types and embraces a wide range of specifications to suit
the wide variety of customer, from small family firms to
multi-national companies. Some examples of typical com-

pressors are shown in Fig 1.

A total of some 1,400 people are employed at the High

Wycombe factories, with 450 being engaged on manufacture.
The spares and service division is managed by the spares
director and employs 94 people, of which 42 are directly

concerned with the supply and provisioning of spare parts.

The Scale of the Spares Operation

The spares division is a semi autonomous unit within

CompAir Industrial. It is responsible for its own sales

- 6 -
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2.3.

and marketing but is heavily dependent upon and inter-
linked with the stock and production control systems used
by the original equipment factories, although different
parameters are applied to the control of spares stock.

The turnover in the financial year ending 3lst 0ctober,-
1977 was £6.7M. Establishment is for 46 people under one
manager, 15 on sales and seven in provisioning, and 23 in
the warehouse under another. Two fitters are employed
building special spares assemblies. An organisation chart

is given in Fig 2.

For compressor spares, the company normally deals with

the distributor network in the U.K. and its overse#s
agents, exceptions being made for a number of customers
who deal direct and thqse sales made across the counter at
High Wycombe (a practice actively discouraged by the
company). Direct dealing is more usual for spares for

power tools and product finishing equipment.

On average, the department receives over 330 orders perl
week for some 3,500 lines, two-thirds of the orders
having more than one item. The warehouse occupies

17,000 sqg.ft. and handles 2% M parts per annum.

The Spare Parts Range

The present spares range comprises over 12,000 part

numbers, both piece parts and assemblies, of which over

50% are in frequent demand.



An analysis of demand by value shows very steep pareto
characteristics with 10% of the range accounting for

80% of the turnover (see Fig. 3).

Analysis of the basis of demand only gives a similar
curve (See Fig. 4) with only 2.4% of the total range
having an annual demand of 1,000 or more. The demand
is highly variable at piece part level and the average
COefficientXVariation of those items with a regular
usage was 3.48 over a seven Year period. At the gross
level, demand has previously shown strong cyclical
characteristics, varying by as much as 17%% from the
average over an eight year period. This feature has
become less pronounced in the last 24 months. The range
embraces a wide variety of components including small
fastenings, complex assemblies and large sheet metal
fabrications. Their individual sales prices could be

pence, or over £1,000.

2.4. The Spares Distributor Network

U.K. Sales

The U.K. market absorbs 65% of the annual sales, 90% of
which are handled by the main distributor. These are
completely independent companies operating on a local
basis in the principal industrial centres of the U.K. The
smallest turns over less than £10,000 per annum on CompAir
Industrial spare parts, while annual sales of the largest
approaches £500,000. The complete analysis given in Pig.

5. is on the basis of 1976-77 figures.
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A survey was carried out on six U,K. distributors at the
beginning of the project to determine the way they
operate and to listen to any comments or criticisms.
Many of the distributors are principally plant hirers,
with the spares business a very small adjunct. Very few
deal exclusively with CompAir and many have their own

workshops and service mechanics.

Stock holding policy varies from distributor to
distributor, the range of parts usually being between
2,000 and 8,000 lines. A typical distributor aims to
hold between three and six months stock of the items
with regular sales. Although most, but not all, keep
proper stock records, none are computerised at present.
The stock control rules being applied are extremely
simple and in most cases liberally interpreted,
intuition often influencing purchasing decisions. The

manual stock records are also prone to small but



2.5.

frequent clerical errors. One or two have "Olivetti"
type accounting machines but did not seem to really
understand their capabilities. Although CompAir
allows two bulk or stock replenishment orders each
month, none of the distributors reviews his stock more

frequently than once per month.

All those distributors visited had a thorough knowledge
of local conditions and machine populations. 1In
general, they were critical of inconsistent lead times
from High Wycombe and the lack of delivery promises on
non stock items. There were no complaints about the

"breakdown order" service.

Overseas

The company has over 100 outlets for its spares abroad
but only 25 maintain a level of spares business com=
parable with the U.K. distributors. Over one-third of
the business is handled by CompAir companies. Because
of the problems of transport and payment, the lead time
for normal overseas spares orders is much longer than
for the U.K. and the influence that the company can

exert on these lead times is correspondingly less.

The Warehouse Operation

Three classes of incoming order are recognised by the

system:-

i. Breakdown orders

Those orders for the parts required to repair an

urgent machine breakdown. Dealers discount - 20%

o L =



ii. Stock orders

Orders raised by distributors as and when

required. Dealers discount - 20%.

i1iii., Bulk orders

Orders raised by distributors on a monthly
or fortnightly basis as part of the stock re-

plenishment procedure. Dealers discount - 30%.

At High Wycombe incoming orders are classified according
to priority and type by the sales staff. The very large
orders are then forwarded to the data processing depart-
ment to be entered on to the "open order file" during an
overnight run of the computer. The other orders are
entered via the V.D.U. in the spares department after

checking the credit status of the customer (also via

the V.D.U.).

The latter system enables the stock controller to
examine the free stock available on the items being
entered before accepting the order. 1If the item is
entered, the free stock is immediately allocated and a
new free stock balance calculated. From the orders
entered during the previous 24 hours, each night the
computer generates the picking documents, order ack-
nowledgements, delivery notes, etc. (See Fig. 6). On
the return of the documents to the warehouse, the
items are picked by one of the 12 storemen. Partially

satisfied orders are manually amended and returned to

data processing for re-cycling.
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Except for certain export orders, the partially filled
order proceeds and is despatched as with the complete
orders. When the required components have been
marshalled, they are transported to the despatch depart-
ment to await packing and despatch. The computer relies
on the return of documents from completion of the
picking operation and final despatch to maintain the

"open order" records.

The Existing Spares Stock & Production Control System

The spares stock control system is totally integrated
with the stock and production control systems used for
original equipment, forming part of a suite of programmes
run on the company's ICL 1902 computer. Every month a
forecast demand is calculated for each item on the spares
stock file. This 1is done by taking an average of the
demand over the previous twelve months. On the rare
occasions that significant forward orders for spares do

occur, these are taken into account.

A minimum stock objective and float factor for each item
is then derived by considering its monthly usage value.

(See Table in Fig. 7).



Monthly Usage Value Min |Float|Delivery Quantity
Value Range Category|Stock Source Il [Source 2
(wks) | (wks) (wks) (wks)
Over E1l50 1 4 4 < 8
Between £35 & £15Q 2 4 4 6 L2
Between £10 & £35 3 4 4 8 =24
Between E£5 & E1lO 4 4 6 8 32
Less than B 4 8 24 40

FIG. 7. TABLE OF STOCK CONTROL PARAMETERS FOR SPARE PARTS

The stock re-ordering routine is run weekly with a
separate routine for bought out and factory sourced items.
(Henceforth referred to as Source 2 and Source 1 respec-
tively). 1In each case, the routine uses the forecast
demand figure to predict the theoretical free stock
balance at the end of each week,for up to 60 weeks ahead
for Source 1 items (or for Source 2, the delivery time +
four weeks + standard float). The routine generates orders
when necessary,which are carried across to the "Spares
Forecast requirements" file (or the bought out W.I.P.

file for Source 2).

Starting from the latest free stock figure, tﬁe routine
initially looks four weeks ahead, netting off one weeks
demand from the stock each week. If a predicted nega-
tive stock is shown for any week, a requirement is

generated for that week and is assumed to be satisfied

on time.



On the fifth week, the minimum stock objective is also
netted off from the theoretical stock balance, as well
as one weeks demand. However, if the predicted stock

balance is negative at this point, the requirement is

generated for one week earlier (one week float). In the
following week a further one week requirement is netted
off the theoretical stock balance and any requirement
generated would be for two weeks earlier than that date.
This process 1is repeated until the full float factor is
reached. The routine then continues, checking tﬂe
theoretical stock balances and generating forward orders

until planning horizon of 60 weeks is reached.

Except for orders raised for delivery in the first 'four
weeks, the delivery quantity is also derived from refe-
rence to the usage value of the item. In the case of the
spares bought out items, the resulting forecast is used
to modify and update the existing order position every
week. However, for items sourced on the factory, the
requirements are only carried across and added into the
production requirements file once every month. Once an
order is placed for Source 2 or "sanctioned" for Source
l (i.e. the required date is within 13 weeks), the
quantity is fixed and only tﬁe due date can be adjusted.
At this point, the requirement is accepted as a firm
demand and a notional "spares demand"” note number is

allocated to it.



For production planning, the system carries for each
item a normal lead time which includes floats and
allowances for inter-operational delays. It also
carries a "crash" lead time which is purely the sum of
the procesé times for the relevant batch sizes. Each
batch of work on the shop floor is allocated a require-
ment date which is regularly updated according to the

latest demand figures.

When the batch is first loaded it carries its full
allowance of "float time" and, as it progresses through
the shop, the float is adjusted recognising the latest
requirement dates and the number of operations completed.
If the float goes negative, the batch is allocated
Priority 1 and further scheduling is on the basis of
"the crash" lead time which is used until the float
reverts to zero. A recent refinement has been the
addition of a further priority class, Priority 2, for
those jobs with negative float and also required within
the next month. Thus the highest priority is always
allocated with regard to the latest information on both
requirements and actual progress. To actually transfer

stock from the factory to the spares warehouse the
spares forecast file is uged. Any requirement, (i.e.
S.D. number) shown against the current date is
authority to the departmental production controller to
release the required parts to the spares department at
his discretion. Thus parts are only released if they

are required and if they are available.



Contingency reports

As 1ts name implies, these reports are issued where out-

side intervention may be required as the system may not

be adequate to meet the special situation which has

arisen.

It is produced when an item is ordered which meets the

following conditions:-

(a) the free stock after allocating the item is less
than the normal usage in the delivery cycle (i.e.
free stock< monthly usage x delivery time)

or

(b) the customers requirement is greater than three
weeks usage

or
(c) it is a Source 1 item and the customer's require-

ment is greater than one weeks total production

usage.

Where the monthly usage is less than one, for the
purposes of testing condition (a) a value of one is

used.

Low usage items

Since the forecasting routine rounds off usages to the
nearest whole number, an annual requirement of six or
less is shown as zero. These'items are dealt with on
an exception basis. Briefly, if a part is common to

spares and production, the system reliesxof the proba-

- 16 -
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bility that there will be stock available in produc-

tion to meet occasional spares demands.

Where a part is unique to spares, the management have

the following reports to prompt the ordering action.

: I A list of those parts unique to spares with a
monthly usage of zero and which have sold one or

more in the past twelve months (issued monthly).

ii. Contingency report, when any item is sold, if

adequate stock not available,

For zero usage items, orders must be raised manually by

the spares department.

This order or requirement is carried across to the pré—
duction requirements or bought out requirements file in
the usual way but the requirement date is only progressed
as far as the month following the current one, where it
is held until an actual requirement appears, i.e. the

spares free stock goes negative.

Provisioning sources

The spares division obtains its components from three
sources. It may raise purchase requisitions directly on
the purchasing department (Source 2) or it may obtain

supplies from the original equipment manufacturing

- 17 -



department (Source 1l). These departments can in turn,
either buy from outside or manufacture in-house, (i.e.

Source l.2 or Source 1l.1).

Outside suppliers are used for proprietary parts or

parts requiring specialist manufacturing techniques.

For example:
electrical control gear
piston rings
certain air coolers
filters

etc.

This source should not be confused with sub-contract
which is, for most purposes, regarded as an adjustable

addition to the factory capacity or is used for

specialist processes on parts otherwise made "in-house".

The sources are decided by policy so if a part is used
on a current model it will be automatically sourced

from the factory. 1In addition, a part will be sourced
from the factory even if non current (i.e. for a machine
not belonging in the current range) if it had been
previously manufactured in-house. Thus spares direct
purchasing in general is restricted to proprietary parts
for non-current machines. A breakdown of the spares
range by source is shown in Fig 8. These figures are

obtained from two sources:-




i, "HVC Report" In which all spares components with
usage are divided into the three principle classi-
fications, Source 1, Source 2 and assemblies,and
then listed in order of descending monthly usage value,
also showing the accumulated monthly usage value. The
figures shown are for June 1977.
ii. A special print prepared by the E.D.P. Department
showing the spares load on production department
facilities. These figures are to standard hours in
June 1976. .
% of
Source total by Route Type of component
value
Warehouse 10 Parts Div Fitting Shop | Assemblies
Bought out 26 Parts Div - Central Proprietary items
Purchasing : unique to spares
Production 39 Parts Div - OE pro- Proprietary items
Bought Out duction control - common to spares
central purchasing and production
Production=- 25 Parts Div - production | all manufactured
Manufactured controcl - production items
department and/or sub-
contractor*
FIG 8.
(* In February 1977, 20% of the spares manufacturing load
(std hrs) was sub-contracted ).




CHAPTER 3

HISTORICAL PERFORMANCE OF THE SPARES SYSTEM

In the course of ,the investigation, it became clear that the
spares division at High Wycombe could not be considered in
isolation since it was influenced by both the distributors

and suppliers. The performance of all three areas must there-

fore be considered.

3.1. The Spares Warehouse

3.1.1, Data Sources

At the beginning of the project, the company had no
clear statement of the objectives of thé division,

so that it was impossible to refer to any one statis-
tic as "the performance". However, from the many
operating statistics available, there were certain
figures which the management team used as a measure
of performance. These figures were either extracted
directly or calculated from figures contained in
various reports which had been available in one form

or another for between seven and ten years.

3.1.1.1. Daily Movement Analysis

A report generated daily by the computer which
shows how many line item orders were received

and how many line items were issued to despatch



3.1'1'2-

3.1.1.3.

in the previous working day. Each separate

mention of a part number is counted as a line

item but the quantity is ignored.

Spares Stores Forward Load

A weekly report giving the total number of line
items outstanding for immediate delivery 1, 2, 3
and 4 weeks ahead, and for any period further
ahead. The report divides the figures into those
awaiting picking and those not available (out of

stock) .

Analysis of Spares Items with a Shortage for

Customers' Orders

This report, known as "Customer Shortages" is
issued monthly and has only been available in its
present form since late 1975. It classifies the
spares for which there is no stock and an out-
standing customer requirement, firstly according
to product group and secondly, according to
whether the part is unique to spares or not.
Obviously, these product groups have changed over
the years as the product range has changed and as
various products have been transferred to other

companies in the group.

Within each of the separate listings, the part
numbers are arranged in order of descending
value of total customer shortage. Against each

part number is shown the number of customers'



3:1.1.4.

orders outstanding, and the total value and
quantity of the components required. This is
followed by an indicator showing the length of
time each customer order has been outstanding

according to one of the following classes:-

Over 9 months; 6 to 9 months; 3 to 6 months; 2
to 3 months; 1 to 2 months; and up to 1 month.
The final column shows whether there are any

forward requirements for the next month.

At the end of each list is shown the total number
of line items shortaged and the total value (at
standard cost) involved. Fig. 9 illustrates one

of the shorter listings.

The Spares Value Report

This is a report issued monthly on the financial

aspects of the spares operation. It summarises

the following information for the previous

accounting period (month):-

(a) The value of all items issued to despatch

(b) The value of incoming orders

(¢) The value of stock allocated to orders, but
awaiting picking

(d) The gross stock value, also showing what
value should be classified as surplus or
obsolete, i.e.-the total excess where the
stock value exceeds 12 months usage. In the

net value, this proportion is written down
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to 10% of its nominal standard cost.
(e) The total value of goods received, showing
sub-totals for:-
i. Goods received from the factory on
Issue to Spares (I.S.) notes.
ii. Goods received from outside suppliers on
G.R. notes.
iii. Goods received from customers.
(£) The value of items scrapped.
(g) Stock adjustments.
These figures are calculated at standard cost
and are given for the principal product groups
and totalled for the spares division as a

whole.

3.1.1.5. "Oasis" Action Report

3.1.2.

A daily report showing the number of line items
picked at the first attempt in the previous

working day (known as the "first pick count").

Measures of the Smares Warehouse Performance

In their unprocessed form, the figures extracted
showed a high degree of random variation and it was
usually necessary to take a three month moving
average before any pattern emerged. In exceptional

cases, six month and even twelve month averaging

was necessary.



3.1.2.1.

3.1.2.2.

Spares Order Receipt Rate

The order receipt rate was recorded in two ways:-

i, As value of spares orders received per
month at company standard cost

and

ii. The number of line items on in-coming orders.
This statistic originated as a measure of the
stores' activity, but has the advantage that
it providés an inflation proof measure of the
general level of spares trading. Before pro-
cessing, this figure is highly random, but as
the graph in Fig 10 illustrates, there is_the
strong suggestion of a cyclical effect in the
smoothed figures. Unfortunately, earlier
records were not available to confirm its

previous existence.

"First Pick" Count

Used as a measure of customer service. It is

the number of items picked from the warehouse at
the first attempt expressed as a ratio of the
number of line items ordered in that same month.
Because of the delay between order receipt and
order picking, it is possible for this figure to
exceed 100% for short periods. The graph in Fig.
11 compares this figure with the order intake and,
although only 4% years figures are available, it

does seem that as activity decreases, the first

pick count increases.
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3.1.2.3.

3.1.2.4.

Stock Level

The stock valuation, available monthly, shows the
value, at company standard cost, of the stock in
the warehouse at the end of the previous month.
This figure does not include items picked and
awailting packing or despatch. It also ignores any
accounting practices, such as the provision to

write-off obsolete stock.

The problem in examining the variations in this
figure over any period of time is the effect of
inflation. It is therefore more sensible to
reduce this to a more stable dimension, such as
stock value in terms of value of order receipt
rate, which gives the stock holding in months.
(Fig. 12). In this case, the cyclical pattern

is quite clear and helps to explain the variation
in first pick count, as low stocks would tend to

give rise to more stockouts.

Shortages

As an additional measure of customer service and
also to monitor the effectiveness of the stock
control and provisioning systems, there is a
monthly report on customer shortages. This is

the number of line items and their total value
which carnot be supplied to customers as there is
no stock. As with the stock value, it is necessary
to express the shortage value in terms of order
receipts to remove the affects of inflaticn, but

when this is done, a cyclical pattern can again

- 25 -
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be seen, but of much greater amplitude in rela-

tion to the mean than any previously observed

(see Fig.l3).

Although not generally available, there were also
records kept of how the shortages could be attri-
buted in each of the sources -"bought out" and
"made in" - and further, how the "made in"
shortages could be attributed to the responsible
factories. Graphs of these figures are shown in
Figs 14 and 15. Comparison between the "total"
figure in Fig.l4 and the previous illustration
shows how closely the number of items relates to
the value of shortages. The disparity in the
‘more recent months has arisen since the introduc-
tion of new controls on factory shortages, which
has encouraged the factory production controllers
to clear the more expensive items more quickly. It
can be seen that while the value of factory
shortages has decreased the number of line items
has shown no sustained improvement. While the
immediate advantages to the company are obvious,
the benefits to the customer are more dubious, as
often the value of the item is irrelevant compared

with the cost of an interrupted air supply.

Other points worth noting are that not only are
the outside suppliers affected in a similar
fashion to the factories, but the small machine
factory responds in a similar pattern to the

factory producing large and medium machines.

- 26 -
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z PO T .

Since the small machine range has been stable for
many years, the non-current spares required from
this source are negligible. It can thus be

deduced that problems with providing a consistent
level of service cannot be isolated to any single

class of component.

Order Turnround

Although the "first pick" and shortages gave scme
indication of what proportion of customers were
being satisfied at the first attempt, neither
measure indicated how long it took to turn round

an order and how long it took to clear any short-

‘aged items. An analysis of the unactioned orders

showed that there were on average usually as many
items awaiting action as there were shortaged (see
Fig. 1l6). However, there was no indication of the
period of time a typical order took to action. 1It
was thus necessary to undertake an exercise to

establish this figure.

Two periods in time were selected - one month in a
period of high activity and one month when business

was slower. The two dates were September 1974 and

'October 1975 respectively. All the orders received

in the relevant period from the largest U.K. dis-
tributor were examined and the time taken to

satisfy each item checked from the record copy of
the picking document. The resulting figure shows

the time from receipt of order to its being picked

and does not take into account the time taken for

- 23 -
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packing and despatch. Nevertheless, the results
shown in Fig.l1l7 do show that the four week per-
formance (the company's objective) of the divi-
sion was marginally worse when the order intake

was high.

A separate exercise established the total through-
put time for orders by monitoring the progress of

specific orders. The results are shown below in

Fig.18.
Days In{Days In Days in
Type of Order Ordexr |Data gzz;iin Packing & 32{:1
Prep'n {Process s Despatch
All breakdown |Ave | 0.8 2.3 3.4 3.73 8.22
orders std .87 3.0 4.9 2.02 5.5
Devn
Home breakdown|Ave .65 l.6 2.4 2.2 5.9
Orders Std
Devn .74 2.0 3.9 1.95 3:7
Bulk Orders Ave | 2.87 517 6.8 3.8 18.4
Std
Devn{ 2.5 5.02 5.9 4.32 7.78

Fig. 18 - Order Turnround Elements

3.2. Spares Suppliers' Performance

It is common experience that supply lead times expand as
activity increases, and this effect could explain part of
the dramatic changes in stocks and shortages in the Spares
Warehouse. However, there were no figures generally
available to confirm the presence of this phenomenon or
give any indication of its extent. Two separate exer-
cises were necessary to measure the effect, firstly for

outside suppliers and secondly for the factories.

3.2.1. Outside Suppliers

Using a similar approach to that used to measure the

28 =



spares division's own lead time to distributors, all
the purchasing orders placed on behalf of the spares
division in the same two months (September 1974 and
October 1975) were checked against their delivery

dates. The expected pattern emerged, showing longer

deliveries when activity was higher (see Fig. 19).

3.2.2. CompAir Factories

The measurement of lead time in the context of the
company production control system is an extremely
complex matter, as the batches of work are constantly
being re-scheduled. Consequently, the time taken
from issuing a manufacturing order to its completion
is partly dependent upon the relative priority of the

batch.

In any case, spares requirements are theoretically
available ex-stock from the factory, as the forward
requirement from spares should have been taken into
account when scheduling the factory. There are thus
two aspects of factory performance which affect the
spares division:-

i. How effectively and promptly it supplies parts
against a given S.D. note.

ii. How long it takes to respond to a general
increase in demand. This is reflected in (i)
above, but while the system can readily accommo-
date changing relative priorities, there was

scme doubt about how it would perform when all

batches were high priority.
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The :irst aspect was measured easily. As mentioned,.
once an S.D, note (a spares' requireﬁent) is shown
against the present date, it is due for immediate
satisfaction. By checking the S.D. notes outstanding
against a specific date and then checking subsequent
issues to spares, it was possible to dgtermine the
actual delay the factories required to clear the
demands. The illustration in Fig. 20 shows that even
with the rescheduling capability, the service from the
factory was lower in a period of high activity than in

a less busy period.

The measurement of gross lead times was more complex
as it was impossible to tell from the records whether
any delay which occurred was deliberate. Other fac-
tors which complicated the issue included the large
and varying allowances in Ehe production control sys-
tem for pre-production planning and inter-operational

delays.

By taking the relevant delay factors into account on a
wide sample of compenents, and measuring the time

taken from the first issue of a spares requirement
(S.D. note) to its eventual clearance, then an estimate
of the total average lead time for the factories was
obtained - after eliminating those items with obvious
-anomalies. It was concluded that the gross lead time
varied from 28 weeks when activity was low to 37 weeks

when activity was higher (Fig. 21). This guestion of

- 30 o
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manufacturing lead times is discussed more comprehen-

sively in Mr. D. Love's thesis (Ref. 72).

3.3. Distributors' Performance

3

As the principal intermediary between the real customer
and the company, the distributors can influence the per-

formance of the system in many ways.

The characteristics and efficiency of their stock control
systems will not only dictate the level of service that
the customer receives, but will also affect the ordering
pattern on the spares warehouse. However, because they
are autonomous and independent companies, little informa-

tion was available within CompAir on the way they

operated.

3.1. Ordering Pattern

A number of the larger distributors were approached
for information on monthly turnover on CompAir Indus-
trial spares. Only four companies were able to
provide the information covering a common period of
four years and,to preserve confidentiality, two of
these indexed their figures relative to the first
month. However, they jointly represented 28% of the

total U.K. market.

In order to obtain the correct weighting, all the
figures were indexed and then weighted according to

the gross annual sgarss turaover in the year 1974-5

- 31 -



as recorded at High Wycombe. These figures were

also corrected for price rises and totalled (see
Appendix 2). This enabled a comparison with the
total U.K. spares invoicing of the spares division

(after it had also been corrected for price rises).

The graph in Fig. 22 shows the smoothed percentage

variation in each of these figures over the relevant
period and it can be seen that even after averaging
the figures over twelve months, the degree of varia-
tion at High Wycombe was significantly greater than

that at the distributors.

Visits to a representative selection of distributors
had shown that their stock control systems were gene-
rally very simple, and the sample ordering pattern
shown in Fig. 23 helps to explain why the variations
in demand were greater at the High Wycombe spares
warehouse than at any individual distributor. Had the
distributor maintained a consistent policy on stocks
and forward orders, then the "forward cover" line in
the illustration should be more or less horizontal.
The marked variation in the forward cover is too great
to be explained by a conscious decision to allow for a
greater lead time and represents a purely subjective
reaction to a noticeably increasing level of general
demand. This ordering pattern, while not universal,

occurad in over half the 17 sample records examined.
A
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CHAPTER 4

THE GENERAL SPARES PROBLEM

4.1. Current Practice

Before attempting to determine a specific solution to the
spares provisioning problem at CompAir, it was obviously
sensible to assess the relevance of work which had already

been reported on the problems of supplying spare parts.

At a superficial level, the popular technical press has
published a number of articles on the data processing
aspects of a spares organisation. Although the automo=
tive industry is naturally well represented, with descrip-
tions of systems used by certain Ford distributors (1),
Vauxhall distributors (2) and a system once tried by the
U.K. Daimler Benz network (71) there are also articles on
large nationwide networks, one in France, supplying spares
for contractors' plant (64) and one in Canada operated by
a tractor distributor (5). These articles describe the
use of computer based systems of varying degress of sophis-
tication for handling the transfer of information within
the network and while they describe either the hardware or
the procedures in some detail, they do not deal with the
question of technical or economic justification to any
depth. This is also true of two other articles, again
featuring computers, but in the envircnment of the spares
warehouse. One describes the very modern computer con-

trolled warehouse established by Ford in America (3) while
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the other describes an equally complex system installed by
Pan-Am at Kennedy Airport for distributing aircraft parts
from the central warehouse to each of the various service

points (4).

These articles demonstrate what can be done and each
system represents someone's solution to a specific problem,
but these problems are so poorly defined that, although
interesting in themselves, the articles add little to the
reader's understanding of the problems associated with

spares provisioning.

That there are problems is underliﬁed in articles by
Beisel (13) who emphasises the necessity for a reliable
supply for maintaining overseas plant, and by Khanin (68)
deploring the state of the spare parts supply from certain
USSR instrument manufacturers. While the latter demon-
.strates that the problems transcend all political, econo-
mic and idealogical boundaries, again they contribute

little towards a solution.

Some small contribution is made by Perowne (90) who des-
cribes some of the operational research techniques appli~-
cable to the study of spares provisioning. However, in
describing these techniques, he does little more than
point out their relevance - completely glossing over the

practical or economic difficulties which can (and will)

arise in their application.

Returning to the question of automotive spares, K.J.

Cohen (28) suggests the use of simulation to determine

/
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optimum stock levels where lead times are varying, but
his treatment of the interaction between demand varia-

bility and safety stock is naive.

In contrast to the majority of work dealing with spares
suppliers' problems, that which has been published on the
problems of the spares user is much more analytical in

its approach.

A large proportion of the work on spare parts concerns
itself with balancing the investment in spare parts
against maintaining a given level of operational effi-
ciency. A review by Harris and Kelly (59) gives some

of the techniques available without mentioning specific
applications. Flowers (43) describes how the application
of an "ABC" classification system based on usage and
value reduced the spare parts investment in a capital
intensive plant, without prejudicing the operational

efficiency.

Apte (10) deals with the problem of specifying spare
parts "back up" levels in the absence of operational
experience. By examining the storage cost and breakdown
cost implications of certain spare parts, he reduces

the accuracy required in assessing the probable failure
rate attributable to the specified part in order to

establish the minimum economic stock level.

At a more specific level, Melese, Barache, Comes, Elina
et Hestaux published their results of a study in the .

French Steel Industry (77). They classified spares into
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two types = consumable, or regularly wearing items, and:
catastrophic, or break-down spares. These latter tend to
be less predictable and, in the case being studied, often
consisted of very expensive items. By assuming a Poisson
distribution for the failure of such items, and consider-
ing the cost implications of their non-availability, the

authors derived some very simple stocking rules.

A similar étudy within the National Coal Board is des-
cribed in the work of Mitchell (80), Lampkin and Flowerdew
(70) and Boothroyd and Tomlinson (16). Mitchell concen-
trates on those items with a low usage (less than one

per annum) and uses a gréphical technique to establish

the optimum stockiﬁg policy. Lampkin and Flowerdew are
concerned with items more regularly used at a number of
different collieries, and constructed a series of tables
based on lead time and “back-u?" cost considerations to

be used for the manual control of stocks at these different
points. To construct these tables they built up a cost
equation from the investment and shortage costs and used a
computer based iterative method to determine the minimum.
The paper by Boothroyd and Tomlinson describes some of the

problems in implementing the system.

The armed forces are vitally concerned with the supply of
spares, and a number of studies have been undertaken.
Spence (107) describes how an investigation into the
consumption of spares at various centres in the R.A.F.
prompted a change from a blanket policy of a re-order
levellof two months usage and a stock objective of four

months usage to one in which the objectives are adjusted



according to the operational strategic value of the part
concerned. A number of authors have examined the dis-

tribution problems of maintaining military equipment in
an operational state (25, 56, 57 and 96) using a variety
of techniques and these papers are discussed further in

Chapter 9.

Whereas the above authors treat the problem as a multi -
echelon system, and consider the total system cost, or
examine the optimum allocation of specific parts within
the system, an approach by Powell and Lutz (91) seeks to
minimise the investment within the lowest (i.e. opera-
tional) level. They propose an iterative computer based
method which examines the marginal contribution to opera-
tional effectiveness (for a given period ahead) made by
each spare part and,by considering its cost, determine

the most effective spares list for a given level of ex-
penditure or, conversely, the minimum level of investment
necessary to provide a specified level of full operational
capability for the period specified. The technigue
obviously requires prior knowledge of the expected failure
rate of each component, and the number of components in
service, and also requires very large investment in com-

puting facilities for realistically sized lists of parts.

A paper by Nikanorov and Raikin (85) examines the hypo-
thetical situation in which spares are provisioned through
a multi-stage system but are subject to deterioration at
the lowest level. Given the "shelf life" of the part at

this level they seek to determine at what intervals



inspection and replenishment should take place to main-
tain a given level of serviceability. This approach
relies on probability theory as does the approach deve-
loped by Birolini who examined the case of components
subject to gradual failufe, with the objective of
establishing a replenishment schedule which would main-

tain a given level of operational reliability.

Viewed against the background of the situation at CompAir,
none of the papers described so far appear very relevant.
The descriptive case-study type articles are insufficiently
detailed to allow a critical evaluation to be made, while
the more serious articles tend to concern themselves with
the users problems, concerning a known population of parts
with known failure rates operating under known conditions.
Predicting usage from this data is relatively straight-
forward compared with the task for most suppliers who have
to deal with an unknown population of a wide variety of

parts operating under widely differing sets of conditions.

Nevertheless, a number of investigators have examined some
of the suppliers' problems. Debeau, James and Drozda (36)
suggested that the usage of specific spare parts could be
predicted by considering the size and age profile of the
population of parts in the field and the life expectancy
of the parts concerned. They do not suggest how such
information may be obtained in a commercial environment,
nor do they quote any specific applications. Kendrick

(66 and 67) by-passes the population problem by referring
to historical production figures. By assuming that all

the parts produced in a given period would fail according
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to a given life distribution and would then require
replacement, it would be possible to predict future usage.
The failure characteristics of the parts concerned were
obtained from service return data, since the parts were
date stamped at the time of manufacture. He showed that
the approach was quite successful when applied to a range
of automotive spares, but the occurrence of sufficiently

well documented parts history is rare in industry.

An investigation into circumstances apparently very simi-
lar to the CompAir situation was reported by Ekanayake et
al (39). The team was faced with the problem of designing
an inventory control system for a manufacturer of (unspeci-
fied) machines for industrial and domestic applications.
Although they eventually recommended quite conventional
techniques to the company, there are two aspects worth
noting. Firstly, they investigated the possibility of
developing the monthly demand forecast in a similar manner
to Kendrick - i.e. they assumed that each part was subject
to random failure at a certain mean rate from the time it °
was first used, and that on failure, the customer would
decide with a certain probability to replace the part.

By referring to historical despatch data, and determining
the time interval from despatch to commencement of opera-
tion, a forecast could be prepared. They claimed to have
achieved encouraging results on certain parts, but prob-
lems of commonality and interchangeability often confused
the issue. They also commented on the difficulty of
determining the three parameters (failure rate, replace-

ment probability, and time between manufacture and



commencement of operation) for each part. This probably
explains why they recommended the use of exponential
smoothing for forecasting. The second point of interest
concerns the implications of declining demand on batch
sizes. Having recommended the traditional E.O0.Q. formula
for replenishment orders, they investigated whether "all
time" batches would be more economic for those items with
a negative trend in demand but concluded that such batches
were only justified if they were less than 80% of the

normal batch quantity.

This question of parts with decreasing demands is a
characteristic of the spares supply problem and has been
examined by Moore (82), again(%he automotive industry. He
discovered the decline in demand for obsolescent parts
(i.e. parts no longer used in current production vehicles)
followed one of a family of characteristic curves and that
once sufficient data for any given part was available to
identify the particular curve, the future demand for that
part could be predicted. Unfortunately he mentions that
the exceptions were invariably spare parts for commercial
or agricultural vehicles, which intuitively would seem to

have more in common with the CompAir range than auto-

mobile spares would.

The final stage in assessing the current thinking on
spares provisioning was to compare practice with theory.
To this end, a serles of visits was made to a number of
leading U.K. manufacturers to whom spares are an important
section of their business. These visits are described in

Appendix 1, but to summarise, they confirm the impressions
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4.2.

made by the popular technical press and tend to concen-
trate on the rapid processing of data with the intention
of achieving a fast order turnround and rely on extremely

naive decision rules to maintain their level of service.

The Relevance of Current Practice

In assessing the relevance of the foregoing papers, it is
important to bear in mind the objectives of the spares

division at CompAir and the success with which it meets

these objectives.

They may be summarised as "to supply a specified propor-
tion of line items ordered on a given class of order with-
in a specified interval from receipt of the order, while

incurring a minimum level of expenditure".

Thus the company endeavours to despatch 95% of line items
within 24 hours for breakdown orders,and within 20 days
for bulk orders. These figures, which are company policy,
are somewhat arbitrary and are thought to reflect what the
market expects, but there is no evidence to confirm or

deny this.

The previous chapter demonstrated that, like many other
aspects of the systems behaviour, the company's success
in meeting these objectives varied in a cyclical fashion.
It was suspected that as well as being undesirable in
itself, the.cyclical behaviour was generating or aggra-
vating many of the problems. A superficial consideration
of the spares demand forecasting procedure (which is

based on a twelve month moving average) suggested that



the replenishment system would always lag the orders
received by six months, thus generating excess stock in
conditions of declining demand and stock shortages in
periods of increasing demand. It was also the common
experience of members of the project team that as activity
increased, lead times also increased - a view supported to
some degree by the evidence (see Figs 19-21). This would

obviously exacerbate the relative stock holding position.

These arguments suggested that an understanding of the
cyclic behaviour and its source was essential before any
recommendations could be made concerning the spares system.
Once such an understanding had been obtained, it could be
decided to what extent the cyclic behaviour was inevitable
and whether the better option would be to endeavour to‘

suppress it, or to accommodate it by responding to it more

quickly.

Having stated the problem in this manner, the literature
available on spare parts has little relevance. However,
before addressing itself to this problem and initiating
an investigation which could well have fundamental and

expensive implications, it seemed sensible for the team

to establish for how long the problem was expected to

persist.

The predicted decline in sales of reciprocating com-
pressors has already been mentioned as one of the cir-
cumstances instigating the project. Clearly, there
would be no point in determining a better method of

servicing the spares market if that market no longer

.



existed, or had only a limited life.

Thus, the next phase of the project was to investigate
the rate and timing of the decline in demand for recip-
rocating compressor spares and here the work of Kendrick,
of Moore and of Ekanayake et al have a contribution to

make,



CHAPTER 5

LONG TERM DEMAND

The principal reasons for wishing to determine the long term
sales pattern for spare parts have already been given, but

such information, once available, would be useful in many ways.

In particular, the company was approaching a period during
which decisions would have to be made on the continuation of
spares support for modeis ﬁhich had been withdrawn from pro-
duction many years previously. The normal company policy was
to guarantee spares support for a minimum period between five
and fifteen years according to the product. However, these
figures had been chosen somewhat arbitrarily and it was
clearly sensible to extend these periods wherever it was
profitable to do so. Furthermore, since the company was

also reviewing the physical storage facilities and order
picking operation in the spares warehouse, estimates on the
future size of the total spares range and the likely level of
business were an essential requirement. Finally, information
on a given spare parts long term requirement would be of great
advantage in making tactical provisioning decisions concerning

the method of manufacture and batch quantities.

To answer this question on the actual pattern of decline that
the demand for a spare part follows, the approaches out-

lined in the previous chapter were studied and modified where

Y



necessary to suit the data available at CompAir.

5.1. The Component Population Approach

Since estimates of the field population of the various
machines were not available within the company, it was
decided to investigate whether historical machine sales

data, coupled with estimates on machine life, would

vield the required results.

Several sources of sales history were located, but a
major problem was the length of time which was pertinent.
For those components which were about to be withdrawn
from the spares stock list, the parent machines had been
withdrawn from production some fifteen years previously =
in some cases having been in production for over a decade
before that. In order to test the hypothesis that sales
of spare parts could be related to the machine population,
it was decided to concentrate initially on two types of
machine. The first was one which had been introduced in
the previous twelve years (the "Vee Compact") and which
therefore had a determinable population. The second was
a small machine which had been in production for many
years but had a comparatively short design life. 1In this
case, it wag considered impossible to determine the
actual field population of machines, but it was postu-
lated that the trend in machine sales would, after a
delay, create a similar trend in sales of spare parts,

i.e. it should be possible to calculate the change in



population even if the actual size could not be estab-
lished, and relate this change to a change in spares
demand. To minimise the computational aspects, which
were already assuming formidable dimensions, for the
exploratory stage it was decided to concentrate only on
a small selection of wearing items such as pistons and
various valve components. In the case of both the Vee
Compact and the smaller machine, there arose problems of
commonality of parts within and across the ranges = the
Vee Compact, for example, including high an& low pressure
versions of various outputs. Thus the establishment of
the population of any given part became extremely complex
and required precise well-defined sales data. When
finally an estimate had been made, the issue was further
complicated by the fact that only seven years spares

demand (i.e. orders received) data was available.

In the case of the Vee Compact components, it was ex-
pected that the sales of spare parts would follow a
similar pattern to the curve of cumulative sales, since
the machines were too "young" to have reached the stage
where significant numbers were being scrapped. In fact,
the demand figures available defied any attempts to fit

them to any sort of pattern.

In the case of the smaller machine the sales figures for
machines for twelve years were noted and attempts made

to relate the trend in original equipment sales to the



trend in demand for the relevant spare parts. Even
after trying various delay periods of up to two years,

no discernable relationship emerged.

These attempts were neither exhaustive nor rigorous
and it is possible that further work, concentrating on
specific parts and possibly including a field survey
to establish more reliable population data, would pro-
duce more positive results, but this degree of effort

could not be justified for what was felt to be only a

subsidiary problem.

Decay Curves

Although only seven years demand history for spare

parts was available, this was considered sufficient to
establish whether a clear pattern of decay existed. It
was hoped - to establish that a common pattern existed
among groups of components, so that once the pattern had
been identified, extrapolation would be straightforward.
The first stage was to identify all those parts which
had become non-current or obsolescent in the period for
which demand data was available. This produced a very
small list of parts (less than 200 items) for which it
was possible to compare the demand in each successive
vear with the demand in the last full year of parent
machine production. The results were totally random.
Not only did no clear pattern emerge, but many components
showed either sustained or sporadic growth in demand,

sometimes after periods of decline or stability. These



could often be explained by extraneous factors such as
product rationalisation, but occurred so frequently as

to render the data useless.

The second approach was to relate the year on year
decline to the year of obsolescence. By including all
non-current parts, rather than the most recent ones,

the total sample size was greatly increased, although
the list would include certain parts which had been non-
current for up to eight years at the beginning of the
period covered by the demand data. However, it was hoped
that by comparing both the annual and cumulative decline
in demand with the number of years that the parent
machine had been obsolete, a pattern would be discern-

able. The results however, were as disappointing as the

previous set.

The final approach was to identify certain component
types which would be expected to have similar life cycles
and demand decay patterns. For exploratory investi-
gations, groups of pistons and valve components were
selected and the demand data for samples of these com-
ponents were analysed in detail. Although some compo-
nents did show a consistent demand pattern (not always a
decline), the range of results varied too widely for any

general statement to be made.



5.3.

5.4.

Financial Information

For their own purposes, the spares division analysed
the revenue generated in the financidl year 1975-76

by spare parts relating to machines withdrawn up to
fifteen years previously. Although these figures did
not provide any information on individual piece parts,
the size of the sums suggested that even after fifteen
years sufficient machines remained operational to

generate a significant level of business.

Conclusion

In the previous chapter some successful applications of
long demand forecasting techniques were described, but
it is probably significant that they all occurred in
the automotive industry. Ekanayake et al (op cit),
under similar circumstances to those at CompAir,
implied that problems such as commonality of parts,
compounded with the computational efforts required,

rendered their technique impractical.

Possible reasons for the lack of success compared with

automotive applications are:-

i. The demand for any given part is relatively low
and more variable, thus masking any underlying
patterns.

ii. The 1life of parent machines is often longer and

again more variable. This complicates attempts to

establish the parts' populations.



iii. The lack of a longer demand history was a sig-
nificant handicap. A recommendation has been put
to the company to retain the relevant demand in-
formation for longer periods.

iv. The level of complexity of commonality and inter-
changeability which occurred, combined with the
sometimes chequered technical history of certain
parts, meant that a detailed knowledge of the his-
tory and appli&ation of each part was essential.

V. The existence of a cyclical demand pattern tended

to mask or distort underlying demand patterns.

Nevertheless, the exercise suggested that estimates of
lives of fifteen years for the large machines were, if
anything, conservative and that the spares division

level of activity was unlikely to decline significantly

for at least this period.



CHAPTER 6

ANALYSIS OF PERFORMANCE

6.1. Possible Explanations of System Behaviour

It had long been recognised within the company that
demand for spares fluctuated in the long term, but
this was commonly believed to be in direct opposition
to the demand for new machines. It was well known
that the various original equipment markets (heavy
machines, light machines and powér tools) followed the
national trade cycle with varying degrees of lag and
amplitude, and the spares demand was popularly be-
lieved to be 180° out of phase, on the assumption that
in times of recession the constraints on investment
encouraged the refurbishment of old machines rather

than their replacement.

Comparison of the demand for original equipment with
the demand for spares shows this argument to be false

(see Fig 24).

It can be argued that the trade cycle operates through
the system in the following manner:- In response to a
small increase in demand, the distributors pass on an
increase in orders to High Wycombe, often inflated by

the intuitive content of most distributors' stock
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control systems. (For the simple policy which most
claimed to operate, in which the forward order cover is
a fixed ratio to the average demand, a degree of in-
flation is inherent). 1In response to this slightly
larger increase in demand, CompAir spares division
would marginally extend the lead times it was offering
on spares and pass on a further amplified demand to its
suppliers, the amplification again being due to the
stock control policy. Reacting to the increased demand
and the generally higher level of activity, the lead
time on supplies would also extend, thus creating a
higher frequency of stock-outs at CompAir. This, cou-
pled with the increasing turnround times on incoming
spares orders, would create even greater stock defi-
ciencies at the distributor, thus stimulating a further
rise in the distributors' orders. Under conditions of

falling demand, the process operates in reverse.

In such a feed-back loop, it is difficult to differen-
tiate between cause and effect. For example, the
actual consumption of spares by the customer could be
stable, the cycle being generated by the variations in
lead time in response to the general increase in the
level of industrial activity. If this were the case,
then control of the lead times would remove the cycli-

cal pattern in spares demand.



It will be noted, however, that the effects of the
trade cycle are felt in all types of components at

the same time. The curves for shortages in bought-
out components, and components from each of the fac-
tory departments are highly correlated with no dis-
cernable lead or lag, suggesting a more direct cause
(see Figs 14 and 15). This argument is substantiated
by comparing the demand for spare parts with the

level of industrial activity, as measured by the D.o.I.

"Index of Industrial Hours Worked" (Fig. 25).

A possible explanation is that as general activity is
increased, so compressors are worked harder and
longer, not only increasing the wear on parts, but
also running through their service intervals (in run-
ning hours) in a shorter period of elapsed time, due

to greater overtime etc.,

Industrial Dynamics

A method was required to test the various hypotheses

on how the trade cycle affected the spares division.

Such a problem represents an ideal application of
Industrial Dynamics = a simulation technique developed
at M.I.T. in the 1950's by a team led by J.W.
Forrester. The technique operates by extracting a
number of variables from the system under study and

considering how these. variables accumulate at
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different points to form "levels" and how the rate of

flow varies between "levels".

It considers any system, including industrial systems,
to be a series of feed-back loops with either posi-
tive or negative feed-back of the value of one level
having a direct influence on the rate of flow of the
variable(s) concerned which contribute(s) to that
level. The feed-back 1éops themselves are subject to
time delays which are simplified to two basic kinds;
a first order delay, and a third order delay, which
are chosen according to the response of the delay to
a step input (see Fig 26). The third order delay is
calculated from three sequential first order delays,

each having a time constant of 1/3 x total delay.

Contrary to conventional simulation practice, the
technique operates with additive transfer functions
rather than differential, which Forrester claims is a
more natural extraction from the real world(49).

Many of the transfer functions, which operate on the
rates of flow of the variables,have inputs from more
than one feed-back loop. The simulation operates on
discrete time intervals, which are constant, and have
to be set sufficiently small that for the smallest

delay factor concerned the output approximates to a

continuous output.
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In modelling the decision processes, Forrester argues
that all the factors which enter in the decision pro-
cess should be modelled and, where these factors are
difficult to quantify, an approximation should be
made, as this is more accurate than totally ignoring
them: If subsequent testing of the model shows the
function in question to be sensitive to variations in
the factor concerned, then it indicates a need for
further investigation and refinement. It thus pro-
vides a method of modelling many of the intangibles

that exist in a system.

The variables considered are gross abstractions from
the real world, so the model cannot be used for detail
predictive purposes. However, as a means of observing
general system behaviour and its sensitivity and res-
ponse to particular control parameters, the technique
has many advantages. Not least of these is efficiency.
In observing gross behaviour in this fashion, it is
necessary to consider extended time scales, of the

order of at least five years.

Industrial Dynamics can accomplish this very easily
with only modest requirements for computer processing
and storage capacity. However, like any other simu-
lation, it is essential that the structure and control
parameters are modelled very closely on the system
under study, and this is normally a time consuming

operation. In this particular case the author was



6.3.

intimately familiar with the spares operation at
CompAir, which considerably reduced the time required

to arrive at a satisfactory model.

History of the Technique

Industrial Dynamics (or I.D.) was developed during
the 1950's at M.I.T., and the'concept received wide
circulation in a number of articles by Forrester and
his colleagues, e.g. (44,45,46,48,98,99) and through
the-publication of his book (47) in 1961.

The general theme running through them all is that
I.D. is a technique which when properly applied will
revolutionise the art of management and turn it into

a science. It was submitted that I.D, is of more
potential benefit than any or all of the other O.R.
techniques then available; In spite of (or perhaps
because of) these claims, the technique received a
cautious reception from both the business and academic
worlds. Wagner (121) and Ansoff & Slevin (9) summa-
rise these reservations which centre on two aspects of

the technique.

The first concerns the objectivity of the technique,
particularly when dealing with tbe more abstract
variables such as "pressure to expand"” or "customer
satisfaction". The second strong reservation concerns

validation. These two are linked. 1In the simpler,




more clearly structured problems, it is uéually
possible to examine historical behaviour and compare
it with the medel - thus préviding a means of vali-
dation which will either support or contradict the
model structure and the quantification of the abstract’
variables. This is a lot more difficult when con-
sidering such cases as the effect of R & D on the

long term growth of a company. Nevertheless, it
should be rememberea that even with these reservations
the technique does provide a method of examining such
problems, which is considerably more objective than

the usual treatment they receive.

A third area of concern, voiced in particular by
Ansoff & Slevin, was the uses to which the model
should be put, how "ideal" behaviour could be defined
and whether it could be achieved in fact by trans-
lating favourable model adjustments to the real

world. The answer to the last question must obviously
depend on how realistic the model is, while the answer
to the first two would depend on the results of the
model runs. While it is difficult to define ideal
behaviour, there are clearly certain undesirable

behaviour characteristics which a well constructed

model can highlight.

In America, a number of applications have been pub-

lished and seem to fall into two groups. The first



group consists of applications where the technique
has been selected to solve a specific problem. The
list includes one of_the very first applications,
where a manufacturing company used the technique to
modify its production and inventory policies to
alleviate the effects of a cyclical demand pattern
(98) and (108). In another case, the technique was
used to assess the effect of linking process control
computers to a large central management information
system, to achieve D.N.C. in effect, and to assess
the effect of continuous or batched information ex-
changes (79). A third example (94) in which the
transfer pricing and ordering policies in a food com-
pany were examined, provides an interesting example
of where highly abstrac£ variables (such as "willing-
ness to over order") have been quantified with some
success. It is interesting to note that validation
in all the above cases seems to be limited to sub-
jective assessment by company personnel on whether

the model behaviour was realistic or not.

The sdecond group of applications is where an Indus-
trial Dynamics Model has been constructed purely to
increase management's understanding of the system.
Schlager (99) describes three such cases and, interes-
tingly, describes how tangible benefits were realised
as a direct result in one instance. It may be sig-
nificant that Schlager's attitude to valldation,

which is more rigorous than in any of the other cases,



seems to be accompanied by a readier acceptance by the
companies of the results and conclusions of the model
tests. Another example of similar "educational"
exercises is Manetsch's study of the U.S. Plywood
Industry (75) whose validation and objectives seemed

vague.

In comparing the results of the two types of exercise,
the conclusion is reached that in spite of their
different objectives, the outcome is usually the same,
that the management's understanding of the system is
greatly increased and, as a result, profitability im-

proves.

In the U.K. most of the published work has been asso-
ciated with Professor Coyle of the University of Brad-
ford (see e.g. 31 and 10l1l) and J.A. Sharp describes
some of the applications in his article (100). A
more detailed description‘of one of these studies is
given in (10l) where some of the pitfalls of an indus-
trial application are described. This example concerns
a "growth" type model rather than a "cyclical" one and
demonstrates that, provided the validation is suffi-
ciently rigorous, a degree of direct prediction of
actual levels is possible. This article also intro-
duces the topic of forecasting and its effect on sys-
tem behaviour, which is developed elsewhere by Coyle

(see 31) and Winch (127).



6.4.

In (31), Coyle convincingly demonstrates the need to
examine the purpose and scope of forecasting in the

context of total system behaviour, although his fic-
titious example would probably give different results

if more closely based on reality.

The Spares System Model

Ansoff and Sleven (9) warn that "one would ex-

-pect that better structured functional areas would be

the most likely candidates for simulation...", and,

although Forrester disagrees, he concedes that such

~areas are more easily studied (49).

With this in mind, and also considering the valid
reservations on the quantification of abstract
variables and on validation, it was decided to con-
fine the model - at least in the initial stages = to
the study of three variables:- orders, goods and in-
formation. The benefits were considered to be:- |
(1) The system boundaries could be clearly defined,
embracing the distributors at one end and the
supply source or factory at the other.

(ii) Many parallels could ﬁe drawn between model
variables and control data within the spares
system, thus simplifying validation.

(11i)The decision rules in general were simple and
not subject to a large number of inputs.

(iv) There were no highly abstract variables.




A schematic diagram of the Industrial Dynamics model

of the spares system is shown in Fig. 27.

6.4.1. The Distribution Section

6.4.1.1.

Model Structure

The stimulus for the model is the flow of
orders into the distributor, who in this case
is also the retailer. The orders flow
directly into a pool of unfilled orders
(Unfilled Orders at Retail = UOR) which is
updated every time increment by taking into
account the rate of orders received (Requisi-
tions Received at Retail = RRR) and time in-
crement (DT), and the rate at which orders
are cleared, or shipped out (Shipments Sent
from Retail = SSR),

+ DT (RRR

i.e. UOR, = UOR SSR (1))

(T-1) (T-1)"

The shipping rate is determined by the
shipping delay factor (Delay in Filling orders
at Retail = DFR) and the level of unfilled
orders,provided there is sufficient stock to

satisfy the required shipping rate for the

time increment,

i.e. SSRT = UORT

DFRT

If the stock level is insufficient to main-

tain this rate of shipment for the whole time
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increment, then the shipping rate is con-
strained to the maximum achievable for that

stock level

SSRT = IART
T

D
where IAR is the Inventory (Actual) at

Retail.

This stock level is updated in a precisely
similar manner to the level of unfilled
orders, only in this case the inflow is Ship-
ments Received at Retail, and the outflow is
the shipping rate (SSR)

i.e. IAR, = IAR ., _,, + DT (SRR(qp_q) = SSR(p_1y)

The delay factor used to calculate the ship-

pPing rate represents the average time taken

to meet an order, and this has two consti-

tuents :-

i. the handling delay (Delay for Handling
at Retail (DHR)

1i. the service delay (Delay for Unfilled
orders at Retail (DUR).

The handling delay is an external parameter,

which can be measured in the real systen,

while the service delay is a variable.

Working from the premise that when actual



stock (IAR) is equal to the ideal stock
(Inventory Desired at Retail for Demand =
IDRD) then a given delay will occur, it
follows that i1f the stock is higher the

delay will be smaller,

il.e. DFRT = DHRT + DURIII (

IDRDT)

IART

This"ideal" stock figure is calculated from
an external constant (AIRD) and the order
receipt rate suitably smoothed (Requisitions
Smoothed at Retail for Demand response)

IDRDT = AIRD Xx RSRDT

and

RSRD,, = RSRD RSRD

" (p-1) * (DT_)x (RRR

DRRD (T-1)

(T-1)"

where DRRD is the smoothing delay.

The principal decision point in this section
of the system is the purchasing decision,
which is the control set by the distributor

on the rate at which his stock should be re-

plenished.

There are four separate factors which make
up this rate:-
The current order receipt rate. The prime

requirement on the distributor is to meet



ii.

existing orders, therefore the stock re-
plenishment rate must be matched to the

stock depletion rate (RRR).

Stock Correction. A second requirement is

to restore the actual stock level to the
policy level (Inventory Desired at Retall =
IDR). This policy level is set from multi-
plying the smoothed order receipt rate by the
policy constant. This smoothed order‘receipt
rate uses a different smoothing constant from
that used for determining the demand response.
In this case, Requisitions Smoothed at Retail

(RSR) is determined by

RSRy = RSR(p_j) *+ (DL X (RRR(p_ ;)= RYR_))

and as before IDRT = AIR X RSRT

When making the purchasing rate decision, the
information available is never up to date, as
the actual stock level figure is only as

recent as the last review period. Conse~-
quently a delay must be applied to the infor-
mation before including it in the purchasing
equation, the Delay In Retail Inventory correc-

tion (DIRI). The total stock correction

factor is thus

1

BIRT (IDR

T~ IART)



iii.Unfilled Order Level Correction. As with the

iv.

stock level, the distributor will also seek to
restore the unfilled order level to a figure
which is appropriate for the current level of
business. Thus, Unfilled orders (Normal) at
Retall (UNR) is derived from the inevitable
handling and service delays (DPHR and DUR)

applied to the smoothed order receipt rate.

‘Again, as with the stock level, the informa-

tion is dated when it is actually used, so
that the unfilled order correction factor is:-

1
Bikr Py~ g

Work-In-Progress. The final factor which
affects the distributors' replenishment deci-
sion is the work=-in-progress which exists com=-
pared with what he feels 1is necessary, accor-
ding to his perception of the turn round time
the warehouse is offering and the current

order receipt rate.

The actual work-in-progress {(or pipeLine con-
tent Actual for Retail (LAR) 1s obtained by
summing the content of all the levels in the
Warehouse Loop, including the orders in tran-

sit to (and the goods in transit from) the

warehouse.



LAR,, = CPRT + PMRT + UOFT + MTRT

T

when CPR = Clerical in-Process orders at

Retail

PMR = Purchase orders in Mail from

Retail

UOF = Unfilled Orders at Factory ware-

house

MTR = Material in Transit to Retail

The required work-in-progress (pipeLine con-

tent Desired at Retail = LDR) is calculated

from the distributor's perception of the de-

lays at the warehouse and current'receipt

rate. The relevant delays are:-
Delay (Clerical) at Retail
Delay (Mailing) from Retail
Delay'in Filling orders at
Factory Warehouse
Delay in Transporting goods to

Retail

The desired line content is thus:-

LDRT = RSRT (DCR + DMR + DFF + DTR)

= DCR

= DMR

DFF

= DTR

The distributor is normallyhonly in a position

to assess the delays after a delivery, and it

probably takes at least two deliveries for a

definite change to register. The delay to be




applied to the work-in-progress factor (Delay
In Retail Pipeline correction = DIRP) is thus
different from (and probably greater than)
that applied to the inventory and unfilled
order correction factors. The total work-in-
progress correction factor must be:-

DIlRP x (LDRp - LARp)

Aggregating these four factors makes the

total purchasing decision equation:-

PRy < W ¢ g 57RT Z(TPR;=IAR )+ (UOR ~UNR ) 7+ 51 (IDR ~LAR )

Once the order rate is generated, there are
two further stages before it reaches the cen-
tral warehouse. Firstly, the orders have to
be prbcessed at the distributor (i.e. typed,
sanctioned, etc.) and then mailed or trans-

ported to the warehouse.

In both cases, a third order delay is approp-
riate. The equations for the clerical pro-
cessing calculate the Purchasing requisitions
Sent from Retail (PSR) and the Clerical in
Process orders at Retail (CPR) from the Delay
in Clerical processing at Retail (DCR) as

shown.




+DCR)

I

Delay 3 (PDR

PSRT

CPRy, = CPRiq_3) + DT X (PDR ;1) =PSRn ;)

(T-1)

Similarly, the Delay in Mail from Retail
(DMR) is used to calculate the Requisitions
Received at Factory warehouse (RRF) from the
Purchasing Requisitions Sent from Retail.

i.e. RRFT

= Delay 3 (PSR(T—l)' DMR)
and the level of Purchasing orders in the Mail
from Retail (PMR) is updated accordingly:-

PMRy, = PMR(p_;y+ DT X (PSR g_;,=RRF ;)

These nineteen equations define the distri-
butor system for the three variables consi-

dered.

6.4.1.2. Reservations Concerning the Distributor Model

Since the distributor section of the model
represents an amalgam of all the CompAir
spares distributors, there are some inevitable
approximations, especially sin&e the distri-
butors themselves tended to be highly informal

in their methods of operation.

The principal reservation concerns the calcu-
lation of the service delay (DUR) and hence

the level of service offered. The assumptions



imply that provided a certain level of stock
is present, then a given level of service is
achieved, ignoring the fact that service de-
pends on other characteristics of demand,
such as variability. However, this is only
true at a piece~part level and, as a generali-
sation, the relationship that "as stock in-
creases so does service" is undoubtedly true.
A secondary and related reservation concerns
the response to changes in demand. The model
indicates that an instantaneous increase in
demand initiaily generates a steady deteriora-
tibn in service, due to the following
sequence:-

IAR (the actual inventory) decreases

RSRD (smoothed requisition receipt rate)

increases, causing
IDFD to increase, thus the ratio IDFD :
IAR increases

which in turn increases the unfilled order
delay, reducing the shipping rate. Because it
was believed that this rate of increase in
IDFD was independent of the conscious response
in setting the policy stock level (IDF), two
versions of smoothed orders (RSR and RSRD)

were generated - the latter having a faster

response.



6.4.1.3. Constants used in the Distributor Model

AIR = Policy stock level. Discussions with a
number of distributors indicated that four
months (16 weeks) was a typical value.

AIRD = Stock level required to maintain speci-
fied service. Again discussions with dis-
tributors indicated that if four months' stock
were available, they expected to achieve a 90%
service level.

DRR = Demand Smoothing Factor for Policy De-
cisions. Few of the distributors formally
monitored demand, but a typical distributor
would examine the demand for the most recent
two to three months. DRR was thus set at ten
weeks.

DRRD = Demand Smoothing for Setting Demand
Response. Intuitively, this smoothing factor
was thought to be at least three times as res-
ponsive as the former, so a figure of 3.3
weeks was used initially.

DHR = Handling delay at Retailers. To all
intents and purposes, this is normally zero at
a distributor for counter sales. Since it is
only used in conjunction with DUR, the only
risk is 1if %%%2 gets very small, and this is
most unlikely so DHR was set at zero.

DUR = Delay for unfilled orders. If a dis-

tributor offers a 90% service level, then 10%

of all items will be out of stock. The



avérage procurement time for these items will
be five weeks (four week review period = two
weeks average + three weeks nominal lead time
ex warehouse). However, if the warehouse is
also offering a 90% service level, then 1% of
the items will be subject to the factory lead
time - typically twelve weeks. The delay for
unfilled orders can thus be built up:-
90% have zero delay

9% have five week delay = 45% weeks

1% have seventeen weeks delay = 17% weeks
Averaged over the total throughput, this gives
a figure of 0.6 weeks.
DIRI = Delay in correcting stock and unfilled
order level. With a minimum stock review
period of one month, it was felt that four
weeks represented the response time of a tyﬁi—
cal distributor to low stock figures or an
excessive level of unfilled orders,
DIRP = Delay in correcting work-in-progress.
Since a single deviation from the typical lead
time would not be significant, at least two
order-delivery cycles would be necessary be-
fore a change in the warehouse response time
was noticed. Under normal conditions this
would take approximately eight weeks.

DCR = Clerical delays. The average delay



between reviewing the stock and despatching
the order is approximately one week.

DMR = Postal Delays. Since second-class post
was the normal method of despatching orders,
a figure of four days (0.6 weeks) was used in
the initial model.

DTR = Transport delay for goods. Including

the time for packing and despatch, a typical

figure would be two weeks.

6.4.2. The Factory Warehouse System

6.4.2.1. Systems Structure

The structure of the factory warehouse system
is more clearly defined, but otherwise very
similar to the distributor system and this is

reflected in the model.

The incoming orders (from the distributors)
again flow into a level of unfilled orders
(Unfilled Orders at Factory warehouse = UOF),
which is depleted by the shipping rate
(Shipments Sént from Factory warehouse = SSF):-

UOFy, = UOF p_;y + DT (RRF 5 o)= SSF q_;,)

As in the distributor system,the shipping rate
is calculated from the delay factor (Delay in
Filling orders at Factory warehouse = DFF),

again subject to the constraints that suffi-



cient stock is available, i.e. normally

DFF

SSFT = UOFT -

but exceptionally:-

SSFT == IAFT
DT

where IAF is the total stock (Inventory

Actual at Factory warehouse).

The shipping delay again has two components =
the handling delay and the unfilled order
delay ~ which are calculated in the same way

as for distributors:-
IDFT)

IAFT

DFF,, = DHF,, + DUF_ (

T /4 T

In this instance, however, IDF (the Inventory
Desired at the Factory warehouse) is calcu-
lated from the same value of smoothed order
receipts (Requisitions Smoothed at the Factory
warehouse = RSF) as that used for calculating
the re-order rate, thus:-

IDFT = AIF x RSFT

(AIF being the stocking policy level)

Although the reservations concerning the cal-
culation of DUR in the retail section also
apply to DUF, the effects were thought to be

less critical, as the incoming orders have



been previously smoothed by the distributor

system.

This value of RSF is calculated as before,
using an appropriate smoothing factor:-
DT

RSF,, = RSF + —= (RRF

T (T-1) ~ DRF (r-1) "R

SF (p-1)
Again as in the distributor system, the total
stock level (Inventory Actual at Factory ware-
house = IAF) is updated from the goods re-
ceived (Shipments Received at Factory warehouse)
and the shipping rate (Shipments Sent from Fac-
tory warehouse = SSF):~

IAF,, = IAF

T (T-l)+ DT (SRF(T-l)-SSF(T-l))

Because of the factory involvement, what was
called the purchasing rate decision at the
distributors is called the manufacturing deci-
sion in this case, but is calculated in exactly
the same way so that the Manufacturing rate
Wanted at the Factory (MWF) contains components
to supply the existing order receipts, and to
correct the levels of stock, work-in-progress

and unfilled orders thus:-

I » P~ 7
MAF,, = RRE,, + g7p /(IDFy~TAF,) + (LDF~LAF, ) +(UOF,,~UNF,,) /



In this instance it is possible to use only
one delay factor, as the overall manufactu-
ring rate is a result of computer processing -
up-to-date information on all the relevant
levels. Of course the work-in-progress
levels (LDF and LAF) are made up slightly
differently on this occasion, as they refer
to Factory work-in-progress and delays, but
the principle is identical. As before, the
"normal®™ level of unfilled orders (UNF) is
calculated from the smoothed order receipt
rate and the "normal" value of order turn-
round delay. i.e.

UNFT = RSFT x (DHR + DUF)
Although initially the model was constructed-
to represent the total system, it was noted
that by adjusting the relevant parameters, it
could be made to represent either the "bought
out" system or the "made in" system, In the
case of the latter, the factory scheduling
procedure at CompAir is based on the concept
of "infinite capacity", so that MWF represents
the real order issue rate. However, the possi-
bility of requiring to test alternative sys-
tems in thch real factory capacity was recog-
nised at this point was foreseen, in which

case there would be a need to modify this rate.



6.4.2.2.

6.4.2.3.

Thus if ALF represents the Actual Limit to
Factory capacity, then the Manufacturing Rate
Desired (MDF) at the Factory will be calcu-
lated thus:-

MDF = MWF if MWF £ ALF

MDF = ALF if MWF » ALF
To remove the effects of this test, it is
only necessary to set ALF at a value much

higher than the normal value of MWF.

Reservations Concerning the Warehouse Section

As the CompAir spares stock control system is
well defined and documented, it was relatively
easy to create a model which is a close ana-
logy. The principal reservation, as in the
previous section, concerns the calculation and
application of the unfilled order delay (DUF).
The other major problem in constructing this
section of the model was to set the control
parameters so that they represented the total
system, rather than either of the separate sys-

tems for "bought out" or "made in" components.

Constants used in the Factory Warehouse Model

AIF = Stock Policy. For a typical mix of

orders, the overall stock objective works out

at 2.8 months (11 weeks) on average (see



Appendix 3). However, reference to figure 12
confirms that in practice, the stock varies
between three and eight months, the actual
average being 5.13 months. The reason for
this discrepancy cannot be fully explained,
but is thought to be due to the following
factors:-

l. S.D. notes are automatically raised one
month in advance of actual requirement in
order to allow time for the physical tran-
saction to take place. Where parts are
readily available within a production de-
partment, this transaction takes only a
matter of days - thus transferring
stock some three weeks in advance of re-
quirement.

ii. Manual intervention overriding the set
stock or reorder quantity parameters. This
applies mainly to low usage items, where
the spares division often have to order
larger guantities than the objective in
order to obtain any supply at all. These,
however, would only represent a small pro-
portion of the excess stock.

iii.Over-delivery, especially by the produc-
tion factories. This is especially true of
obsolescent parts which tend to be sent

automatically to the spares' stores when



production have no further requirement
for them,

iv. Class mobility. Although the system ig-
nores changes in average monthly usage of
less than 10%, analysis has shown that
the demand pattern for individual piece
parts is highly variable (see Chapter 8).
However, only approximately 20% of the
active range changes average monthly usage
each month (approximately 10% in each di-
rection), so the effect of components
changing value category each month is not
likely to account for a significant pro-
portion of the discrepancy.

Since there seemed to be factors operating

which consistently held the stock balance at

an inflated level, it was decided to recognise
the fact and set AIF at twenty weeks for the
purposes of validation.

DUF = Delay for Unfilled Orders at warehouse.

Although a proportion of the unfilled orders

will be due to late delivery from source of

standard items, since only 50% of the CompAir
spares range has a monthly usage greater than
zero, the majority of unfilled orders is likely
to be for these items. Since these items are
not normally stocked, the delay is likely to

be a complete lead time. The calculations are:-



Source 1 components:=
Lead time (high activity period) 23 weeks
Lead time (low activity period) 14 weeks

Average lead time 18% weeks

Source 2 components:=-
Lead time (high activity period) 18 weeks

Lead time (low activity period) 6 weeks

Average lead time 12 weeks
Assemblies:-
Average lead time 4 weeks

The normal ratio of source 1, source 2
and assemblies throughput is 64%, 26%

and 10% respectively, so a weighted aver-
age of the above figures gives a total

average lead time of 16.33 weeks.

During a complete cycle (Oct.1970 to Jan
1975) the average first-pick achievement
was 82.6%. Therefore the full average
lead time would apply to 17.4% of the

throughput. DUF = ,174 x 16.33 = 2.7 weeks.

DHF = Handling and picking delay. The average
delay of items in the picking queue is .21

months (see Fig.l7) = .85 weeks. The time



taken to register the incoming orders for
clearance through credit control and for the
E.D.P. department to raise the picking docu-
ments is typically eight days, so DHF is typi-
cally 2.9 weeks, allowing for picking.

DIF = Delay in correcting work=-in-progress,

" unfilled order level and stock. The computer
issues updated spares' requirements on the
factory monihly, and source 2 requirements
weekly. This correspcnds to an average delay
of two weeks and a half week respectively.
After weighting according to the proportional
turnover (approximately 2:1, Source 1l to
Source 2), the overall average delay is 1.5
weeks.With a three day allowance for clerical
input time on each of the above levels, the
total delay factor is approximately 2.1 weeks.
ALF = Factory Capacity limit at Planning Stage.
Since CompAir plans for infinite capacity, and
sheds excess load by means of sub-contract,
this limit was set at a factor of ten times
the normal throughput rate.

DRF = The order smoothing constant. CompAir
use a twelve month moving average to smooth
orders for forecasting and hence factory (or
purchasing) order decisions. To achieve the
éame degree of smoothing with an exponentially

weighted moving average, the following formula



6.4.3. The

is used:-

l=l—v‘-

n-
2 o

where "n" is the number of time periods in

the plain moving average, and "o." is the

smoothing coefficient. Since n = 48 weeks,
1 1

= 313 but since DRF =‘;‘_ + DRF = 24.5

Factory (or Supply)System

6.4.3.1.

The System Structure

After the order rate has been generated by
the computer, it is necessary to distribute
the orders to the personnel responsible for
implementation and for them to take the
necessary action before releasing the order.

This is represented in the model as a third

" order delay, in which the Clerical orders in

Progress in the Factory (CPF) is calculated
after each time increment from its previous
value, and the difference between the order
release rate (Manufacturing Orde; rate on the

Factory (MOF) and the order issue rate (MDF)

CPFq = CPF gy + DT (MDF 3y~ MOF n_qy)

The MOF is generated from the third order
delay equation using the factor Delay in

Clerical issue at Factory (DCF) and MDF.

MOFT = Delay 3 (MDFT DCF)



Once the orders have been released, they enter
the manufacturing (or procurement) process.
This can be broken down into two stages.
Firstly, there is the actual processing time,
which is the time the part is being manufac-
tured. There is also the waiting time, inclu-
ding the inter-operational waiting time and so
forth, until the component is available in the
warehouse. For the sake of simplicity, this
waiting time has all been collected together in
the model into the Delay in Order actioning at
the Factory (DOF) and the resulting queue is
called the Orders awaiting Implementation at

the Factory (OIF).

The required implementation rate can be cal-
culated from these two figures, but this does
not represent the actual implementation rate,
as the latter normally is adjusted to suit
the capacity available, so that the Manufac-
turing rate Tried at the Factory (MTF) is

given by:-

OIF
DOF

MTF =
The capacity of the shop represents the Ideal
Manufacturing rate Wanted for the Factory

(IMWF) and is calculated from the recent



this can be represented by taking the delay
when the factory is loaded to its optimum
(DOIF), and multiplying this factor by the
ratio of the actual load to the ideal load.
If the actual load is represented by the
queue of orders awaiting implementation,
(i.e. OIF) then the "normal" load (Normal
Orders awaiting Implementation at Factory =
NOIF) can be derived from the Ideal manu-
facturing rate. The equations are thus:=-

OIF ,

DOF DOMF + DOIF ( NOIF

]

where

NOIF = IMWF (DOIF + DOMF)

The actual manufacturing process is treated

as a third order delay, acting upon the imple-
mented orders (MIF) and transforming it into
finished goods (Shipments Received from Fac-
tory = SRF). The work-in-progress at this
stage is called the Orders in Progress at the
Factory (OPF) and is calculated in the usual
way

OPF_, = OPF

T (T—l)+ DT (MIF{T-l)_SRF(T-l)}

= .DPF
and SR, = Delay 3 (MIF ,_,,.DPF)

* Note the resemblance to the queuing theory

formula for mean waiting time.



where DPF = Delay in Processing at Factory.

The actual and ideal work-in-progress levels
are calculated as before, the actual level

(Level of Actual work-in-progress at Factory
= LAF) being the sum of all the levels in the

_factory loop.

LAFT = CP,FT + OIFT + OPE‘.,..I.|

The desired level 1s the sum of the perceived
delays, multiplied by the average (or smoothed)
order receipt rate. The perceived delays in
fact represent the lead time monitoring of the
.re-ordering system, so that before these delays
can be recognised in the decision, the system
itself needs time to measure and assess what
they are. Since the variations occur only in
DOF (the queuing delay), the reaction time can
be emulated by applying a further delay to DOF
before summing it with the other delays, thus
- DSF (Delay (Smoothed) in Factory) is calcu-
lated from DSPF (the smoothing factor)

DT

DSFT === B-Sﬁ (DOFT)

The total required level of work-in-progress
(Level of work-in-progress Desired at Factory
= LDF) can now be calculated from the antici=-

pated throughput (RSF) and the total expected



delay:

LDFT = RSFT x (DCF + DSFT + DPF)

6.4.3.2. Reservations Concerning the Factory Structure

Although throughout this section there is
reference to the factory, the structure is
applicable to virtually any source where
queuing is involved, since even when sourced
from a warehouse, the lead time can be split
into processing (i.e. clerical work, picking
and-packing) and waiting or queuing. The re-
lative length of queues may vary between
bought-out, made-~in and sub-contract components
and the variation of the lead time may also
have a different characteristic, but varia-
tions as great or greater may occur within

the range of components from any one source.
Provided that the parameters chosen are repre-
sentative of the class or classes of goods

being studied, the structure should provide a

satisfactory model.

A bigger problem arises when considering the
effects of increased throughput in this sec-
tion. The model treats the factory or manu-
facturing source as "dedicated", with the
orders generated by the spares warehouse as

the sole throughput. However, at CompAir the



6.4.3.3.

spareslare sourced either on the original
equipment factories (where spares demand is a
relatively small proportion of the total) or
from outside suppliers (where, of course, the
spares demand i% often insignificant). How=-
ever, for the particular purposes of this
exercise, i.e. the investigétion of the
effects of cyclical demand, cyclical varia-
tions occur in both the general level of
trade and in the requirement for original
equipment which are in phase with the spares
cycle. Consequently, the proportion of capa-
city which is available to‘spares is likely to
remain substantially the same. In any case,
providing the parameters controlling this

section = particularly the variability of lead

time with load - reflect the observed varia-

tions, then the actual interactions between
these three demands will have been taken into
account. A detailed investigation of these
interactions is discussed in the thesis by

Mr. Love (72), who developed an Industrial

Dynamics model with multiple sources specifi-

cally for the purpose.

Parameters Used in the Factory Section

DCF = The clerical delay in issuing orders.

The computer-generated order list is distri-



buted within 24 hours of issue, but for
bought-out components there is an additional
mailing delay, while for factory sourced parts
some delay occurs while material is issued

and shop supervision is instructed. Taking
these factors into account, the total issue
delay was assessed at one week. This ignores
any queuing time, which is considered in DOIF.
DPF = The process delay. An analysis of the
actual machining and setting times for sixteen
of the most popular items gave a mean process
time.of 4.8 weeks for parts.made on the fac-
tory. Since CompAir tended to concentrate on
the higher volume or more complex components,
this figure was thought to be higher than the
average for all parts. Of the bought-out
components, some would be available ex-stock,
where the only "processing"” would be clerical
operations or picking, packing and transpor-
ting which, including other incidentals,

would not exceed three weeks. For bought-out
items made to order and for sub-contract items,
the actual process times would be similar to
those for made-in components. A figure of
four weeks was chosen as representative.

DOMF = Minimum Queuing Delay. Consideration
of the machine shop as a queuing model suggests

that the minimum queuing delay possible is zero.



However, due to the structure of the machine
shop equations, it is necessary to allocate a
value. Since the significant figure is the
ratio between fixed and variable delays, the
same effect can be achieved by setting DOMF
at a very low value, such as 0.2 weeks.

DOIF = The variable queuing delay. If the
fixed portion of the lead time is 4.2 weeks,
then for an average lead time of 16% weeks
(see DUF in warehouse section), the variable
portion, or queuing time, would average 1ll.3
weeks under sieady state conditions. -

DSPF = Reaction time to lead time variations.
For made-in components, there is no mechanism
for updating the nominal lead times which the
computer holds for calculating re-order levels.
For bought-out components, the lead times are
updated bi-annually from statistics published
by the purchasing department. Howevef, the
purchasing department are often only aware of
changes in lead time after the event, so that
the reaction time is probably of the order of
six months. A figure of 24 weeks was used in
the model.

DIMF = Delay in adjusting factory capacity.
With the extensive use of sub-contracting,
CompAir can expand its effective capacity

relatively quickly for many components.
Under favourable conditions the time required

- HO =



to recognise the increased requirement, to
arrange for sub contracting, and to actually
receive the benefit, is probably of the order of
four months. On the other hand, under condi-
tions of increased activity (when sub-contrac-
ting is most necessary) the lead times quoted
often extend to four months and greater, in
addition to the reaction time of two to three
months. However,'for many cbmponents requiring
special operations, or those components from
outside suppliers, the capacity is often

limited and fixed, in which case the shortest
reaction time‘possible would be the time re-
quired to acquire and commission new plant -

a course of action not always economically prac-
tical. Even when practical, the total time
taken from identifying the need for a piece of
plant, through the justification and approval
stages to actual commissioning could well exceed
two years if it coincided with the height of

the activity cycle. For those cases where the
need is never actually recognised, the capacity
of course remains fixed and the delay is
effectively infinite. From these considera-
tions, the delay for the provisioning sources

as a whole was tentatively set at fifty weeks.

6.4}4. Model Input

Facilities in the model programme were provided

for changing the value of any of the parameters



described prior to a run. Since the model equa-

tions are deterministic and linear, the effects

of these changes under steady state conditions

could easily be calculated without running the
model. Since the objective of building the model
was to study the dynamic behaviour of the system,
it was necessary to superimpose dynamic variations
on the model input in order to stimulate any re-
action. The model input was the order receipt
rate at the distributors, and this was normally
hset at 100 under steady state conditions, for con-
venience. 1In addition, the following dynamic in-
puts could be superimposed:=-

i. A step. Two parameters, controlling the size
(expressed as a percentage of the starting
conditions) and the timing of a step change
to the input value were required.

ii. A ramp. Three parameters, controlling the
total height (as a percentage of the initial
conditions) the timing of the start and the
timing of the finish of the ramp change were

required.

iii.A sine wave This also required three para-

meters to control the start, the amplitude
(as a percentage of the steady stage) and the
period of the sine wave.

iv. Noise. Random normal deviations could be

superimposed on the input. The control para-



meter was the standard deviation of the
"noise" (expressed as a percentage of the

"un-corrupted" input value).

CIf required, all four patterns could be used,

6.4.5.

thus a "transient”" change in input could be cb-
tained by following a step input with a negative

ramp of the same amplitude and very short duration.

Model Output

The program could, if required, list the value of
every variable at predetermined intervals. The
intervals were controlled by an input parameter
which for most runs was set at four weeks, to
correspond with the data available at CompAir. 1In
addition, fifteen key variables had their means
and standard deviations calculated at the end of

each run.

A further option was to present the value of
selected variables on a graph, expressed as a
percentage of their respective initial conditions.
Examples of typical graphical outputs are given

in Figs. 28 &31 to 36.

6.5, Validation of the Model

6- 5.1.

Comments on Validation

In spite of its importance, relatively little has



been written on the subject of model validation.
Even the Ph.D. thesis which was devoted to the
topic (69) concehtrated on the verification of
the computer code rather than testing the realism
of the basic model. It was noted in a previous
section that many of the Industrial Dynamics
applications relied on comments by experts from
the modelled system on how well the model emu-

lated the real system.

As most authors point out, there is no definitive
test of validity, it is a question of building up
confidence in the ability of the model to simulate
the relevant system behaviour., This being the
case, it is not unreasonable that if informed and
impartial comment indicates that the model is
mimicking the system closely, then confidence is
reinforced. Van Horn (120) develops this approach
further and suggests the application of "Turing"
tests, so that the "informed opinion" can be

statistically tested for consistency.

Most wvalidity tests are concerned with the statis-
tical comparison of model output with the real
system variables. Hermann (62) suggests five
"validity criteria" and statistical analysis play
an important part in all but one of them. They

are:-



ii.

iii.

iv,

Internal Validity, or the sensitivity of

the model to extraneous factors. This com-
pares the inherent "randomness" of the model
with that of the system under study when
running under identical conditions.

Face Validity or a subjective impression of
the model's realism. He does not clarify
whether this applies to the structure or be~
haviour of the model, or a general overall
impression.

Variable Parameter validity in which parallels
are drawn between corresponding parameters in
the real and modelled systems and their in-

fluence on system behaviour.

‘Event Validity which compares the behaviour

of internal model variables with the corres-
ponding variable of the system under étudy.
Hypothesis Validity which tests the consis-
tency of internal relationships between

different variables.

Although Hermann developed these criteria for

testing polical models and games, they are also

relevant to industrial systems.

Fishman and Kiviat (42) divide the process of de~

veloping confidence into two stages, verification

and validation. The verification stage consists



of ensuring that the model structure is correct
and that all the internal processes are as the
model builder intended, while the validation
process compares model behaviour with system
behaviour. Mihram describes techniques for use in
these two stages (78). He also comments that the
required level of confidence 1is a subjective
matter, where critics will require more "proof"
than adherents. This emphasises the need to meet
Hermann's "face validity" criterion, especially if

the model results are to be used to affect subse-

quent policy.

A more mathematically orientated approach is
suggested by Wigan (121) in which the desired
objective seems to be to match the input and out-
put of the model and real system as closely as
possible, ignoring (or at least placing less
emphasis) on structural and parametric similari-
ties. He suggests four stages of validation
(quote)

"l. Postulates. The selection of basic assump-
tions of form and interaction on
which the remaining stages are
based.

2. Fitting. Having selected a set of para-
meterised functions based on pos-

tulates, fit "best" values to



these functions according to
defined criteria of "best fit".

3. Calibration. Given a set of fitted functions

(or sub-models) calibrate their
inter-relationship with direct
reference to the overall be-
haviour of the model and the data
which the model aims to produce.

4. Identification. Ensure that the detail of the

calibrated model is justified by

the available data (and find the

best reduced form if requifed).“
(unquote)
This approach seems dangerous, since in theory
there could be many transfer functions of very
different forms, each capable of producing similar
output from a given input for a limited period.
Not attempting to limit the range by specifying
similarity of parameters and structure would
appear to be risky. Indeed, much of the confi-
dence of a model synthesised from its individual
elements is gained from obtaining realistic out-

put without recoursé to "fitting® or “ecalibration”.

Wwith the exception of Wigan, all the authors make
the point that the validation process cannot be
divorced from the purpose of the model, or as Van

Horn puts it "Validation is problem dependent".



In many cases, part of the problem is to convince
the policy makers that the model results are re=-
liable. Since such people are often unversed in
statistical techniques, this places a high pre-
mium on "face ﬁalidity" and will often require
minor élterations to the model which are, to the

model builders, irrelevant.

Requirements of the Spares Model

Most of the problems with model verification and
validation arise due to the stochastic nature of

the processes being modelled. However, the In-

‘dustrial Dynamics technique in its basic form

uses deterministic processes, although there is
provision for introducing "noise" at decision
points. This approach is justified on the princi-
ple that by modelling "gross" behaviour, a very
large sample is being taken in which the sample

variance is negligibly small.

To adopt Fishman and Kiviat's approach, the

"verification" of the spares model could be

carried out with ease, as the equations were all

deterministic. Two methods were used:- .

i. To calculate the value of all the variables,
starting from a given set of values. This
confirmed that the model program was using the

correct equations in the correct sequence.



ii. To run the model under steady state
conditions, when all the variables should
assume a fixed value which can be easily
confirmed by referring to the relevant equa-

tion and control parameters.

These checks were carried out as part of the

normal "program debugging" process.

The actual validation process has to confirm that
the model represents reality sufficiently well for
the purpose in hand. In this instance, that pur-
pose was to examine the dynamic behaviour of the
system. Consequently, while conventional vali-
dation concentrates on the mean value of variables,
and their variation about the mean, with industrial
dynamics the emphasis is on the time related
response of variables, examining their periodicity,
the duration of "lags" and "leads", and noting the
presence and gain of any amplification in the

system.

6.5.3. Sensitivity Tests

A complete model consists of two kinds of mathe-
matical statement - the equations (which define
the model structure) and the control parameters
(which quantify the relationship between the sys-

tem variables). The validation process has to




establish user confidence in the correctness of

each of these two aspects. The model structure

is validated to an extent while in the course of
construction, since the frequent interviews with
the participants in the real system confirm the

relationships being modelled, and the factors

being considered at_each point. This is not

always true of the control variables, as it is
often difficult to assign a weighting to a factor
in an equation, although recognising that the
factor is certainly significant. 1In order to
reduce the uncertﬁinty in this area, it was decided
to run a series of sensitivity tests, which would
fulfil the dual purpose of constituting a valdity
test in its own right, while also dividiné those
parameters which had a significant effect on the

total system behaviour from those which were rela-

tively robust.

The sensitivity tests were performed by completing
a series 6f runs, in each of which one parameter
was sequentially assigned two values equal to one
half and double the normal value. For many key
parameters (such as lead time or stock objective)
an extreme value was also assigned. The effects
of this variation were assessed by examining the
mean and standard deviation of fifteen principal

variables selected from the three sections of the



model.

To assist with the interpretation of the results,

a program was written which took this output and
printed two "sensitivity" tables. The first table
listed on each line the identity number of the
parameter being varied, its value and its normal

or standard value, and the value of the mean and
standard deviation of each of the fifteen variables.
The first run in any series always used the model
with "standard" parameters, i.e. with the values as
assessed in the preceeding section. Thus compari-
son with the first line of the table indicated
what the effects of the parameter change were. To
facilitate this comparison, the program printed a
second table but instead of using the absolute
values as in the first, the program calculated the
ratio of the value to the standard value. Thus any
variable totally unaffected by a particular para-
meter change would show 1.0 in the relevant places

in the matrix. (Appendix 4).

The sensitivity tests were performed with two
types of input. The first was a step input of 10%
and the run was for a period equivalent to one
-year. Although never encountered in reality, the
step inéut was chosen to stimulate any tendency to

self excitation or resonance, and to reveal any
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natural frequencies of the model. A short run, as
well as being economical, was necessary since a
long run would dilute the effects of the step in-
put on the variable's means and standard deviations.
On the other hand, a period of some thirty weeks
was required before any significant effects could
be detected in the provisioning section of the

model.

In the second series of runs, the input was made
to approximiate to the real system input (after
smoothing) by superimposing "noise" with a stan-
dard deviation of 3% onto a 4% year (220 week)
sine wave with an amplitude of + 10%. Figure 28
shows a graphical output from the standard model
using this input and the similarity between the
resulting order receipt rate at the warehouse (RRF)
and the actual six month smoothed order receipt
rate (Fig. 10) can be seen. Consideration was
given to the feasibility of simulating the un-
smoothed order data, but this was decided against

for several reasons:-—

i. That the very high "noise" would make de-
tection of underlying patterns very difficult.

ii. That such input was unlikely to provide any
more information about the system.,

iii, That smoothed input, and the resulting output

would be in a form more familiar to observers,
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6.5.4.

thus assisting in the "face validation" of

the model. :

This reasoning, plus the additional computer
storage requirements, also justified the decision
not to expend any effort in trying to input real

data on distributors' sales.

For this series of runs, the run length was fixed
at one complete cycle of input, and the results

analysed as before.

Sensitivity Test Results

Appendix 4. shows copies of the two complete sen-
sitivity tables. Reference to the second part of
each set (headed "Ratio Values") shows how the
table could be used to assess the size and extent
of changes in the pattern of model behaviour
caused by altering each parameter. Summaries from
these tables are shown in Figs. 29 and 30. It demon-
strates how certain parameters, such as the cleri-
cal delay in processing factory orders (DCF) have
very little effect at all, while others, such as
the production process time (DPF) have a signifi-
cant effect in a limited area, while yet others,
such as the stock objectives, have a significant
effect throughout the model. The three areas

which emerge as being highly critical are the
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6.5.5.

stock control and re-ordering decision at the
distributors, the stock control and re-ordering
decision at the warehouse, and the response of the

factory or supply source.

Discussion of Sensitivity Test Results

The most encouraging point to emerge from these
tests was that, considering the scale of the para-
meter changes, (which was always by a factor of at
least two) the model seemed to be acceptably
robust. Consequently, reservations about many of
the parameter values - some of which were un-
certain - could be discounted, although they could

marginally affect relative phasing.

A more disturbing feéture concerned the interp-
retation of certain parameter changes. 1In the
real system, some pairs of parameters are mutually
dependent. For example, it was estimated that
distributors typically hold 16 weeks stock, and at
this stock level, are able to achieve a 90%
service level. The model sensitivity tests implied
that if distributors decided to reduce their
stocks by half (i.e. setting AIR to eight weeks)
while leaving other parameters unchanged there
would be few drawbacks and many benefits - ig-
noring the fact that in practice such a change

would certainly bring a corresponding deteriora-

= o3 =



tion in the service level. This emphasised that
the approximations inherent in the Industrial
Dynamics approach are only valid when the model is
operating with parameter values close to those
observed in the real system. It also means that
the extrapolation of parameter changes into the
real system must be carefully considered before

implementation.

In general, the sensitivity tests confirmed that
the model represented a sufficiently close emu-
lation of the real system for the purpose, viz.
to examine the inter-relation of the various
parts of the system to assess where the cyclic
pattern was originating and what its effects
were. All the reactions implied in the results
as a consequence of the various parameter changes
appeared to represent a reasonable estimate of
what the real system response would have been, had
the parameter changes been put into practice.
(Thus meeting Hermann's third criterion, the

"Variable Parameter" Test).

The sensitivity tables also highlighted a number
of parameters which were particularly significant
in their effects on model behaviour, e.g. the two
stock objectives (at the distributor and at the

warehouse) and the manufacturing parameters. As a
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6‘5.6.

result, these parameters and the equations in the
model, where they exerted their influence, were
critically re-appraised prior to subjecting the

model to further validation tests.

Other Validation Tests

One of the major problems concerning the valida-
tion of the total model was the scarcity of infor-
mation regarding either the performance of the
factory or supply sources, or of the distributors,
over a sufficiently long periocd. In both cases
the reasons were similar. Firstly, while both
areas generated a lot of useful data, it was
usually destroyed after use. Secondly, where long
term records did exist, they referred to overall
figures in which the CompAir spares information
was a relatively insignificant proportion. Vali-
dation of these areas was thus only possible at a
general level, since information on the corres-

ponding real variables was not available.

6.5.6.1. Distributors

The only figures available from the distribu-
tors at all relevant to the validation exer-
cise were those used for comparing distribu-
tor's sales with CompAir sales (see Fig. Zé).
Even though these figures are highly processed

and only represent a sample (albeit a signifi-
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6.5.6.2.

cant one) they do demonstrate how a cyclic
variation of 7% about the mean in distribu-
tor's sales is amplified to a 12% variation
about the mean in CompAir's sales. It was
considered that, with their normally high
service levels, the distributors' sales

would closely follow their orders, and that
the High Wycombe sales would not be signifi-
cantly different from the orders. Thus, a
close correspondence between the behaviour of
these figures and the model variables SSF and
SSR would confirm that the distributors's
stock control and purchasing decisions were
being adequately represented by the model.
Fig. 31 shows the model output, and comparison
with Fig 22, supports the claim, both display-

ing a small degree of amplification.

The factory and other suppliers

While the operating data generated for the
factory management was extremely comprehen-
sive, it was universally discarded on release
of the updated issues the following month.
Even the lead time data referred to in the
last section was available only by chance.
Consequently, the validation of this area had
to be based on figures generated within the

spares division. Although no figures are
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available of the orders generated on the
spares suppliers, there were records of the
goods received. It was reasoned that compari-
son between the modelled warehouse order
receipts and goods received (RRF and SRF) and
the actual order receipt rate and goods
received rate would assess the transfer func=-
tions of both the warehouse stock control and
the factory. Since the warehouse stock control
and re-order decision rules were clearly de-
fined and accurately followed by computer,
correspondence between these variables would
establish confidence in the suppliers' ﬁodel

equations.

The illustration in Fig. 32 shows how the
actual goods receipt rate lagged the actual
order receipt rate over the period 1970 to
1975. The upward trend discernable in both
cases 1is due to inflation, since the figures
are in cash terms. An exercise was conducted
by creating an input (RRR) which would cause
RRF (the model order receipt rate) to follow a
pattern similar to the actual order receipt
rate. Observations of how closely the response
of SRF (the model goods receipt rate) matched
the behaviour of the actual goods received

rate would indicate how accurate the model was
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in representing the sources of supply. The
input signal consisted of a 4% year sine wave
with noise superimposed. At the relevant
point, a ramp signal was also added, to repre-
sent inflation. The resulting graphical out~-
put is shown in Fig. 33 and confirms the simi-
larity between the model behaviour and that of

the real system.

6.5.6.3. The Warehouse

A considerable amount of data was available
concerning the warehouse performance, and most
of the variables were a result of the inter-
action between the factory and the distributors,
Correspondence between model and system be-
haviour in these variables would encourage con-
fidence in the model as a whole. For example,
under cyclical conditions, the shortage level
varies as a result of the factory (or
suppliers) response lagging the order receipt
rate. Thus the behaviour of this variable is
particularly sensitive to inaccuracies in the
model, and correspondence between such varia-
bles greatly increases the probability that

the model is "“correct".

The graphical output from a series of runs

with a realistic input (i.e. a 4% year sine
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6.6.

wave with superimposed noise) is shown in
Figs. 34,35, and 36. This may be compared
with the illustrationé of real system per-
formance in Figs. 12,13, and 16. When the
results were discussed with management of the
CompAir spares division, they confirmed the
close resemblance of the model output to

reality.

Discussion of Model Test Results

There i1s no doubt that the Industrial Dynamics tech-
nique is a coarser approximation than most simulations.
However, the validation tests showed that the behaviour
of the spares model closely resembled the system be-
haviour and gave confidence in the belief that the
structure was substantially correct, when combined with
the correct control parameters. However, the sensi-
tivity tests showed that because the structure ignores
the implicit interdependence of certain parameters,
their manipulation could give misleading results.
Nevertheless, the model demonstrated its adequacy to
fulfil its original purpose, namely to explain the

origin of the cyclical behaviour and its effect on the

system.

In the event, this objective was met in the course of
the validity tests. The sensitivity tests demonstrated

that, although altering the factory parameters had a
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marked effect on the behaviour of the warehouse, the
effects on the distributor were negligible. On the
other hand, the effects of a cyclical demand pattern
were amplified by the system, which is confirmed by
experience. It thus appears highly unlikely that the
cyclical pattern is generated by variations in supply
capacity, but tends to confirm that the variations
occur in the actual customer demand. (Subsequent
experiments by Mr. D. Love added further weight to

this argument - see ref. 72).

The sensitivity tests also showed that the amplifi-

cation of the cyclical pattern was principally due to

three causes:-

i. The effects of the distributors' stock control
system.

ii. The effects of the warehouse stock control system.

iii. The response of the suppliers to a change in load.

Because of the reservations which were held concerning
the structure of the model in these areas, it was
deemed unwise to draw more specific conclusions on how
the amplification, or gain factor, could be adjusted,

although reduction in this was thought to be highly

desirable.

A point of general interest to the company management

was the robustness of the distributors' service level
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(as measured by UOR) to changes in the warehouse
service level. This suggested that throughout the
trade cycle, the end customer remained largely un-
affected by the problems of supply experienced at

the warehouse., Nevertheless, it was still in the
company's interest to maintain a high level of service
to the distributors, since any deterioration generated

a compensating tendency 1in the distributors' order

rate.

It was not only the sensitive areas which were of
interest. The relative insensitivity of the model to
changes in the order picking delay and the order pro-
cessing delay (DHF) suggested that the company's in-
tention to revise the warehouse order processing sys-
tem and to introduce more mechanical handling, although
bringing benefits of higher productivity,would do
little to stabilise the overall performance of the

system in the long term.

Proposed Action

These findings were submitted to the company in
December, 1976 (ref. 73) when it was proposed that

the performance of the spares division was limited by
the extent to which it could contain and respond to
the cyclic demand pattern. To achieve any improve-
ment it would be necessary to concentrate attention on

the three areas identified by the sensitivity tests.
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The company accepted these proposals, and the follow-

ing courses of action were agreed.

6.7.1. Action Concerning the Distributors' Stock Control

Since the distributors were all independent com=
panies, change would have to be achieved by dip-
lomacy rather than directive. The question of
company-owned outlets was raised, but despite the
attractions, the scale of organisational effort
and investment made the proposal impractical. It
was decided that the adoption of a stock holding
policy by the distributors giving a more consis-
tent ordering pattern more closely related to real
customer demand would be the most cost effective
action for both the company and the distributors.
The company therefore decided to appoint a con-
sultant to investigate this area, to assess the
likely reaction from the distributors and gauge

the potential benefits to the company.

Since the variations in customer demand are so
central to the spares problem, the provision of an
efficient service by the company would be greatly
facilitated by timely and accurate information on
the level of customer demand - information which
only the distributors can provide. An important
aspect of the consultant's task was therefore to

assess whether the distributors were prepared to
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6.7.2.

6.7-3.

provide for CompAir regular information on their

spares sales, stocks, and service.

Action Concerning the Spares Warehouse

An improved level of service at the spares ware-
house could easily be achieved in the short term

by increasing the objective stock holding figures

used in the re-order rules. However, it was

suggested that the level of stock already seemed
excessive for the service level provided, and that
such a policy would also increase the amplifica-
tion factor, thus aggravating the problem for the
suppliers. The company tﬁerefore agreed that the
author should concentrate on investigating the"
warehouse stock contrecl and re-ordering systems
with the objective of designing a more responsivé
system capable of offering a more consistent

level of service from a lower level of stock. It
was also agreed that the author should assess
whether the benefits of the more comprehensive
information which could be ‘'made available by the
distributors would repay the effort and expense of

its collection and preparation.

Action Concerning the Provisioning System

The majority of spare parts were obtained from
outside suppliers - either directly or through

the factory =~ while the remainder were manufactured
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within the factory, which was strongly orientated
towards the manufacture of original equipmeht. In
neither case did the spares division exercise any
direct control over the provisioning process. It
was proposed that placing more control over the
sourcing of parts within the spares division

would allow the adoption of more flexible policies
which could be closely matched to the requirements
of the spares market. In addition, there appeared
to be a strong case for establishing an independent
spares manufacturing unit which would be designed
to provide a fast response rather than minimum unit
costs. This case was supported by the impending
withdrawal from production of a number of models,
which would subsequently require a new source for
spares. Mr.D. Love,who had worked with the author
on the investigations to date, was assigned to the
task of investigating the provisioning system of
the spares division, with emphasis on the potential
benefits of an independent spares manufacturing
unit. This work, and his conclusions, are des-

cribed in his Thesis (ref. 72).
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CHAPTER 7

STOCK CONTROL CONSIDERATIONS

The sensitivity tests described in the last chapter in-
dicated that the system behaviour was influenced by the
inter-actions between stock and service. In the industrial’
dynamics model, this relationship is approximated by a
series of equations which consider such factors as demand
level, unfilled orders, absolute stock level and "desired"
stock level. 1In particular, the technique sets the
"desired" stock level as a function of the average demand
level, and postulates that the service is a function of the

ratio between actual and "desired" stock.

Although many stock control policies do set their stock
objectives in terms of average demand, the ratio of actual
to objective stock does not uniquely determine the service
level. Consideration of elementary stock control theory
emphasises that a vital factor in the equation must be the
variability of demand at piece-part level. It is this
factor which dictates what a stock level should be to
achieve a given service level for a given set of supply con=-
ditions. Unfortunately, because the industrial dynamics
technique operates in terms of gross demand, it cannot be
used to ;nvestigate this aspect of stock control. On the

other hand, because it is the variability of demand which
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controls the stock/service relationship, the intro-
duction of a stock control system which recognises
this would also remove one of the principal amplifi-

cation factors in the system.

The other factor to be considered is the supply
pattern. Although the industrial dynamics technique
does recognise this factor at a gross level, again it
cannot operate at a piece-part level. Consequently,
it was impossible to assess what effect the ability of
the CompAir system to reschedule urgent parts was

having on system behaviour.

The above considerations led to the following approach

to the problem:-

i. To investigate the variability of demand of the
CompAir spares range at a piece-part level in
order to assess its significance.

ii. To select a number of alternative stock control
rules, and assess their intrinsic merits compared
with each other and the existing CompAir rules
when operating on the CompAir spares range.

iii. To determine how the most attractive stock control
rules would react with the CompAir production
control system, and to evaluate the effects on
total system behaviour compared with the existing

rules.

iv. To assess whether making available at the ware-
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house information on true customer demand {(thus
theoretically by-passing one stage of amplifi-
cation) would be of any benefit to the company

in maintaining its service objectives.
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CHAPTER 8

DEMAND PATTERN OF THE COMPAIR SPARE PARTS RANGE

8.1. Demand Variability

The data for the analysis of the pattern of spares
demand was obtained from a copy of the "Spares Demand
History File". This was a computer generated mag-
netic tape file which held the monthly demand figures
for each spare part for the period May 1969 to March
1976. Because of the voluﬁe of data (the file con-
tained information on over 15,000 part numbers), it
was necessary to write a computer program to perform

the necessary analysis.

Due to operating constraints, it was-only practical
to process the first 12,000 or so part numbers, and

these were analysed in groups of 1,000 at a time.

In the first analysis, the program calculated the mean
and standard deviation of demand for each part number
for a period covering the available history of the
part., For stock control purposes, a most important
parameter is the coefficient of variation, or the
ratio of the standard deviation to the mean demand,
and this figure was also calculated. A preliminary

examination of some parts had indicated that the maxi-

- 118 -



mum mean demand was likely to be less than 5,000, but
ﬁhe coefficient of variation could exceed ten for
items with very erratic demand. These figures were
used to set the upper limits of logarithmic scales |

divided into twenty classifications.

As the analysis program calculated the mean demand,
the standard deviation and the coefficient of varia-
tion, it classified the results, using the same scale
for the mean demand and standard deviation. The
length of the available history for each part number
was classified on a twenty division arithmetic scale,
from O to 120 months. After examining 1,000 part
numbers, the program printed a table showing the
class boundaries of each of the four scales and the
distribution of the 1,000 components within the
classes. Items with zero mean demand were counted
separately. Figure 37 shows a summary of the eleven
tables it was possible to obtain from this analysis.

The layout of this table is similar to the computer

output.

This first analysis demonstrated that the variability
of demand, as measured by the coefficient of variation,
is highly significant for the CompAir spare parts
range. The average coefficient of variation for these
11,000 parts was 3.48. This implies a range of demand

much greater than the mean level of demand.
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Intuitively, one would expect that'higher demand
levels would be relatively more stable, and some
authors have suggested that there is an empirical law
relating the mean and standard deviation of demand in
many cases (see for example Burgin and Wilde (20), or

Van Hees and Monhemius (119, Page 156).

The first analysis could not reveal if such a relation-
ship existed at CompAir, and to do so, it was necessary
to examine the pattern of demand variability within

specific ranges of mean demand.

Five ranges of demand were defined, as follows:-

i. Average demand between 1l and 5 per month
ii. Average demand between 5 and 25 per month
iii. Average demand between 25 and 125 per month
iv. Average demand between 125 and 625 per month

v. Average demand between 625 and 5,000 per month

The second analysis consisted of five runs, each per-
formed precisely as in the first analysis, with the
exception that those items with a mean demand outside
the specific range being considered were excluded
from the output table. Copies of the five resulting
tables are given at Appendix 5. Fig. 38 shows a
summary of the results, and the curve of mean coeffi-
clent of variation against mean demand (on a logarith=-

mic scale). Performing a linear regression on the
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8.2.

logs of these figures gives a correlation coefficient

of 0.969 against the law

c, = 2.46526 x (D) (=0.1971)
where D = mean demand
and C = coefficient of variation

v

This demonstrates that a general relationship does

exist between the mean demand and the standard devia-

tion of demand for the CompAir spare parts range.

However, examination of the distribution of coeffi-
cients of variations within each of the five

classes (see Appendix 5, Figs. 1 to 5) shows that
although such a law may apply for a class of parts,
it can only be applied to individual piece=-parts with

a severely limited degree of confidence.

Tests on a small sample of components (see Appendix 6)
indicated that Ehe demand standard deviation fluc-
tuates in an unpredictable manner from component to
component, and no clear time based pattern emerges,

but further work is necessary to confirm this.

Individual Piece~Part Demand Patterns

With over 12,000 part numbers to consider, it was

impractical to examine the demand distribution of

even a significant proportion. However, the demand
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patterns for some thirty components were plotted, and

a dozen of these were selected for detailed analysis.

The sample contained distributions which,on inspection,
appeared to conform to the shape of either normal,
Poisson, or negative exponential distributions, as well

as one or two cases which showed no péttern at all.

When subjected to the Kolmogorov - Smirnoff goodness of
fit tests, the best fit was obtained in nearly every

case with a normal distribution.

Certain of the demand patterns were also subjected to
the "chi squared" test against the same distributions,
and again the normal curve usually provided the best
fit, although in very few cases did this test suggest
a very close fit. An example of a distribution which
appears exponential, and the calculations which
suggest otherwise is given at Appendix 7, together

with other examples of typical demand patterns.

Demand within Value Categories

As explained in Chapter 2, the company classifies all
parts according to the value of their mean monthly

demand, and sets the stock control parameters accord-
ing to these categories. Therefore, the distribution

and variability of demand figures within these cate-

gories is of interest.
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An analysis of the top category (VCl), containing over
60% of the turnover, for both bought-out and produc-
tion-sourced items, gave the distributions shown in
Fig. ;O. It should be noted that a significant pro-
portion in each case have demands both higher and
lower than the mean, implying that the safety stocks
for these items are far from optimal under the exis-
ting system, if their variability of demand follows

the observed rule. Fig. 39 shows the mean demand for

each value category for each of the supply options.

Value Category Mean Monthly Demand Per Item

Production Sourced Bought=-Out

VCl (monthly usage value

£150 +) 167.2 X33.2
VC2 (monthly usage value

£35=£150) 55.4 49.5
VC3 (monthly usage value

£10~£35) 56.4 43.8
VC4 (monthly usage value

£3-£10Q) 36.8 39.8
VC5 (monthly usage value

.£3 and under) 1l.8 9.6

FIG. 39

SOURCE COMPAIR HVC 14.6.77
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CHAPTER 9

THE REQUIRED ATTRIBUTES OF A SOLUTION

The range of variability of demand of individual spare
parts revealed by the analysis just described suggested
that the simple stock control rules which CompAir operated
for its spares inventory were inadequate to meet their
service objectives. The industrial dynamics model had
indicated that increasing the stock objectives would
increase the amplification at this point in the system, as
well as committing more capital to inventory. An approach
suggested by Stevens (11l) to classify each part by its
mean demand, and hence estimate its demand variability,
using either the exponential rule already used, or Burgin
and Wild's quadratic rule (20) could possibly have pro-
vided some improvement, but the range of variability within

each class indicated otherwise.

There was thus a need to seek an alternative set of rules
which would meet the following objectives:-
i. To improve the stock/service balance of the spares

inventory.

1%, To reduce or eliminate any demand trend amplifi-

catiocn.
iii. To interface with the company's existing productiop

control and original equipment stock control systems.
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iv.

To require computing capacity not significantly
greater than the existing rules. As the company ICL
19025 was nearing the limits of its capacity, the
marginal cost of increased requirements would have
been substantial.

To be acceptable to company management and the opera-
ting personnel alike. This implied rules whose logic

was clear and assumptions self-evident.

9.1. Possible Solutions

The field of inventory control is one which has
attracted a considerable amount of attention for many

years, and there have been innumerable papers written

on many aspects. Some of the more recent have been

reviewed by Aggarwal (6) and Fortuin (50). Aggarwal
is principally concerned with the mathematical models
used and proposed a system for classifying the eleven
principal types which he identified. Fortuin con-
centrates on those aspects relevant to production in-
ventories and divides the field into thecory based cn
"Materials Requirements Planning” and "Statistical
Inventory Control", the latter being more relevant to
spares., Some idea of the number and variety of models
possible can be obtained from the complexity of the
code proposed by Hollier and Vrat (63) for classifying

inventory models. This code can include up to 14

terms.
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The problem of inventory control cannot be divorced
from production control, since the one either con-
strainsbor is constrained by the other, and a whole
body of work has been devoted to the question of pro-
duction scheduling, in which inventories serve prin-
cipally to smooth the production load (see for example,
ref 65 chapters 7 and 8). This approach is usually

at the gross level and does not consider the impli-
cations of maintaining a specific level of service on
every member of a whole range of components. On the
other hand, in general, inventory control theory does
not consider the interaction between production and
inventory control rules, except by recognising order
costs, although some authors are concerned with the
short term interactions between the inventory system
and the production system. This is often represented
by a single server queuing system, as in the case of
Fairhurst and Livingston (41l) and Dzielinski and

Manne (37). 1In both cases, simulation is used, but
only extremely limited parts ranges are considered.
Consequently, the overall conditions are extremely
artificial and the results not directly applicable to
CompAir. Chestnut, Kavanagh and Mulligan (23) describe
a model capable of simulating the total production pro-
cess and inventory control system, which they use to
test various forecasting methods for demand and lead
time. Because of the comprehensive machine shop model,

this technigque would he highly expensive to use for

- 126 -



large ranges of parts over extended simulation runs.

The major concern of most investigations is how much
to order and when. Much of the literature is con-
cerned with the joint calculation of both the re-
order level and the ofder guantity for continuous
review systems or the lower and upper stock levels

for periodic review systems, thus recognising the
effect of the order quantity on the frequency of
opportunity for stock-outs to occur., Due to the

large number of assumptions and their variety, the
range of models of either Basic sort 1s extensive (see
for example 58, chapters 4,5 and 6). The approach in
both cases is generally consistent, in that an expres-
sion is derived for the total cost of operating the
system for the part concerned. This expression con-
tains terms for the expected demand and expected lead
times (and hence the likelihood of a stock-out)
usually as cumulative probability distribution func-
tions. Terms are also included representing the cost
of holding stock, the cost of a stock-out, and the
cost of raising an order. The resulting expression is
then usually dealt with in one or two ways. Some
approaches apply a computer search routine, and using
various combinations of re-order point (S) and re-
order quantity (Q), determine which combination gives
a minimum value for the total cost expression. Prob-

lems occasionally arise in ensuring that a true global
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minimum is found. The second approach is to partially
differentiate the cost expression twice, once with
respect to S and once with respect to Q. Equating

the resulting expressions to zero determines the

point of minimum cost, but the resulting expressions
are not explicit for either Q or S. Consequently an
iterative approach 1s necessary, using an initial esti-
mate of Q to evaluate S, and using the result to re-
evaluate Q, continuing until successive terms con-
verge to a sufficient degree of accuracy. Unfortu-

nately, under certain circumstances, they don't.

The factors which. create such a wide variety of such

models are:-

i. The optimising function used, e.g. a similar
proceduré could be adopted for rate of return
rather than total cost.

ii. The existence of tangible lead times.

iii. The distribution function of lead times.

iv. The distribution function of demands.

V. The permissibility of back ordering.

vi. Since the total cost expression contains terms
with cumulative distribution functions, their
evaluation can often require some degree of
approximation. The nature and degree of approxi-

mation introduces a further source of variation.

Because of the complexity of the calculations, many
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authors suggest or imply that the exercise is carried
out once for a range of conditions which are relevant
to the particular parts concerned, and that a set of
tables is produced. By referring to the lead time and
average demand for a given component, and taking into
account other significant features, the relevant stock
control parameters (i.e. re-order point and quantity)
may be determined. This approach is followed by
Burgin and Wild (20) and Boothroyd and Tomlinson (16).
This is only effective for a stationary demand pattern
and as Barrington+Taylor and Oke (12) point out,
raises problems of compromising between comprehensive-
ness and utility. To overcome these problems, Eilon
and Elmaleh (38) investigated the effects and problems
of re-calculating the re-order point and quantity on a
regular basis, using updated demand information, a
procedure which was also adopted by Gross, Harris and
Robers (54) in what must be one of the few practical

applications of the approach.

The whole question of an economic crder quantity is
disputed by certain writers, notably Burbidge, who
points out that however it is formulated, it dis-
regards the interactions between factory efficiency,
production scheduling and order quantities (see 18

and 19, chapters 21-23). In spite of these objections,
the basic formula is still widely employed in industry

and continues to receive attention in both determinis-
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tic and probabilistic forms (see Snyder 106).

Its most usual variation is where it has to operate
within a constraint of one kind or another, when a
summing equation for the total range of components is
formed and solved using a Lagrangian Multiplier and
adopting an iterative routine. Examples of this tech-
nique are given by Parsons (89), Page and Paul (88),
Wiersma (124) and Garmann (51). This technique was

also employed by Burgin and Wild (20).

Most spare parts ranges contain some items with low
intermittent demands, and Croston (32 and 33) suggests
that a better service/stock holding balance can be
achieved for these items by separately estimating the
demand interval and size of demand, only updating the
latter when demands occur. Mitchell (80) also con-
siders the problem of slow moving spares, but uses a
graphical method to solve the total cost equation he
constructs, assuming a Poisson demand in the lead time,
non captive demand, and unit order size. However,
Mitchell's definition of "slow moving" is extremely

stringent, referring to usages of less than one per

annum,
In view of CompAir's changing product range, and the

subsequent decline in sales of certain spare parts, it

is possible that excessive stocks of certain items may
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occur.

Simpson (104) proposes a formula which determines the
period for which the retention of stock subject to a
known rate of deterioration is balanced by the overall
cost of immediate disposal with subsequent procure-
ment, thus identifying the optimum amount of stock to
retain. Hart (6l) adopts a procedure whereby the
total cost of retention and subsequent procurement
(according to a given schedule) is calculated for the
planning horizon considered and is evaluated for a
number of different retention quantities, using a
search procedure to select the optimum. Either of
these procedures could only be applied on an "ad hoc"
basis within CompAir, but would add an element of ob-
jectivity to the decision in spite of the approxi-

mations necessary in evaluating some of the parameters.

The CompAir spares distribution system may also be
considered as an example of a multi echelon system, in
which case the problems are complicated by the ques-
tion of optimal disposition of stock within the system.
A significant proportion of the studies in this field
have a military basis, as this is one of the few areas
where more than two echelons are under the control of
one central authority., Clark (26) examines some of
the work done in this area, but mentions only one

reference which concerns itself with the dyvnamic inter-
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actions within such a system. Because of the com-
plexities of the problem, simulation is frequently
used, although Roseman (96) offers an analytic
approach to what he admits is a simplified problem, in
which he examines the effect of differing lead times
and stock disposition policies. Even so, his approach
requires a large number of calculations since, for
each different set of lead times, he considers the
cost of holding various quantities in stock at all
possible dispositions, and calculates the total cost.
Examples of the simulation approach are given by Haber
(56 and 57) and Clark (25). Both authors deal with
the problem 6f maintaining submarines in a state of
operational readiness, but, whereas Clark is concerned
with only one part (with rather specialised manufac-
turing and provisioning constraints), Haber deals with
a more general case of a multi-item inventory con-
taining 35,000 different parts. Even after sampling
from the range, the computer caéacity requirements
were extremely large. The study by Eilon and Elmaleh
(38) is an example of a commercial problem concerning
three echelons:- finished goods, work-in-progress,
and raw material. Aggarwal and Dhavale (8) examined
the inter relationships between lead time, demand
patterns and costs in two levels of a four echelon
system, and assessed the effects of varying these para-
meters on some of the standard management criteria

(e.g. average stock holding).
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In applying these techniques to the CompAir system,
the problem arises of modelling the different stocking
policies at each of the various distributors. Conners
et al (29) have developed a suitable program generator
which is capable of creating simulation programs for
multi-echelon provisioning systems, which also examine
the effect of transport policies as well as inventory
control. However, it suffers from the disadvantage

| that its treatment of the manufacturing source 1is ﬁot
appropriate, regarding it as an infinite source with

instantaneous response (see Aggarwal 7).

Stock control is an obvious application for simulation
which is widely used. Not only is it a fundamental
feature of some of the techniques for jointly cal-
culating re-order points and quantities (34), but is
frequently used to confirm results obtained by analy-
tical methods (e.g. Chern 22). As a technique, simu-
lation is better suited to assessing the performance
of a given set of rules under closely specified con-
ditions rather than actually formulating those rules,
and many examples of its use in this way can be found
(86, 102 and 126)., However, few of the examples deal
with more than one item at a time, so it is impossible
to assess the gross effect of implementing any given
set of rules.  Exceptions to‘this are given by Packer
(87), Haber (56) and Connors (29). K.J. Cohen (28)

describes the most relevant application for CompAir in
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which simulation is used to set stock control para-
meters in an automotive spares distribution system,
However, some of the assumpticns are so inadequate for
the CompAir parts range that the technique would have
to be applied to each part in turn to achieve maximum

benefit,

A significant point is that none of the studies men-
tioned consider the long term dynamic effects as des-
cribed by Forrester (see 47, chapter 6.2) that any

given stock control policy may cause.

Any stock control policy depends upon certain assump-
tions about future demand patterns. In the very
simplest systems, these assumptions are implicit, but
a whole range of techniques has been developed on the
explicit assumption that the best guide to future de-
mand patterns is the demand history. At its simplest
level, a forecast is obtained by taking an arithmetic
average of recent demands, and this technique is
widely used throughout the industrial and commercial
world. The use of exponential smoothing is not} in
the author's experience nearly so widespread, but does
offer distinct advantages:-
i, It is more econcmical of compﬁter capacity, re-
quiring less data to be carried over from one
review to the next, and fewer calculations.

ii. More weight is given to recent data than older
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data,

However, the question arises of determining the opti-
mum rate for discounting older data. A number of
authors have considered this problem (e.g. 14, 112 and
117) but the techniques they describe are best suited
to single forecasting exercises, requiring excessive
time and computation for most commercial applications,
where frequent updating across large ranges of com-
ponents is required. This highlights the wide variety
of uses to which forecasting may be put, On the one
hand, there are major exercises such as long range
strategic planning which perhaps justify the more so-
phisticated techniques. This category would include
the Box-Jenkins method (see 17). Successful applica-
tions in this type of exercise have been reported by
Uri (118) and Tomasek (114) although Chatfield and
Prothero (21) indicate that even in this field simpler
methods may sometimes be as effective. One of the
features of the Box Jenkins approach is the discretion
it leaves to the forecaster in determining the nature
of the forecasting model. In contrast, the approach
by Eilon and Elmaleh (38) is almost automatic once the
computer has been programmed. These programs determine
the smoothing parameters which would minimise the
forecasting error for the data available, and then
uses these parameters to make the next forecast.

Although the authors propose the technique for use in
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a routine stock control system,it requires the cal-
culation of the forecast error for every combination
of values of three parameters, each adopting values
between zero and one, at 0.l intervals. This reqﬁires
0.8 minutes of computer time per component, which

makes it impractical for many routine applications.

The same charge can be made against the technique of
adaptive filtering (123) which uses an iterative al-
gorithm to modify the individual weights allocated to
each item of historical data, such that the mean
squéred error is minimised. Here again it seems that
a high level of expertise is necessary to judge how
many previous data points to include and the rate at
which the iterations converge on a solution. The

effectiveness of the technique has been questioned

elsewhere (40).

The other category of forecasting techniques includes
those suitable for applying on a regular and frequent
basis to large ranges of parts. Most of these tech-
niques are variations of simple exponential smoothing.
Winters (124) describes versions which include factors

for allowing for trend and seasonal variations, and

suggests how these factors can be computed.

A problem with automatic systems is to monitor the

accuracy of individual forecasts. Harrison and Davies
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(60) describe how this can be done using the cumula-
tive sum of previous and current forecast errors, and
comparing the figures with pre-set control limits.
However, the amount of data to be carried forward for
each component can be prohibitive. Trigg (11l5) de-
veloped a method based on a "tracking signal" which is
the ratio of the smoothed error to the smoothed ab-
solute error, and showed that confidence limits could
be assigned to various values of the tracking signal,
In a later paper (116),he and Leach describe how the
modulus of this tracking signal can be smoothed and
used as the forecast smoothing constant. This has the
effect of changing the rate at which the forecast res-
ponds to changes in demand pattern, i.e. increasing
the discounting factor when required. Shone (103)
suggested a method by which the sensitivity of the

model to random extreme values could be improved.

A further improvement on the technique is claimed by
Smith (105), who suggests that adaptively modifying
the rate at which the smoothing constant changes im-

proves the accuracy of the forecasts.

An alternative method of modifying the smoothing rate
is described by Chow (24). In this method, the fore-
cast is made in the usual way, using a selected value
for the smoothing constant. However, two additional

forecasts are made, using constants greater and smaller
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than the selected value sy a given amount. If either
of these "alternative" forecasts generates a smaller
forecast error by the next review, then that value is
used to make the "proper" forecast, and two new alter-

native forecasts are generated.

D'amico (35) also suggests multiple forecasts, but in
this instance two alternative values of the smoothing
constant are computed from the smoothed absolute devia-
tion of the forecast, and which of these values to be
used is determined by referring to its associated

smoothed absolute deviation.

A number of comparison tests have been made between
some of the forecasting methods available. Gross and
Craig (53) performed a series of simulations on a
period review "order up to" inventory system, and
concluded that for the circumstances they studied,
exponential smoothing offered better all round per-
formance than either maximum likelihood or two Bayesian
methods. Markland (76) tested single, double and
triple exponential smoothing against more intuitive
techniques in a military context, and found that for
the parts in question (helicopter spares) the triple
smoothing provided the most accurate forecasts. How-
ever, the demand pattern showed a significant and
increasing trend which from theoretical considerations

is best monitored by triple smoothing, so that the
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result is not universally applicable.

Although most authors assess the efficacy of any
forecasting method by its accuracy, from a commercial
viewpoint a better criterion is its cost of operation,
and this aspect was considered by Roberts and Whybark
(95). They assessed the performance of four different
methods by simulating a single item inventory system,
in which a uniformly distributed demand pattern was
subjected to two step changes, one positive, and
another smaller and negative. Under these conditions,
the Trigg Leach method proved most effective, but the

total difference in cost between the best and worst was

only 3k%.

The question which concerned Newbold and Granger (84)
was whether simple automatic procedures were signifi-
cantly inferior to the Box-Jenkins method, or to an
autoregressive method they had developed. 1In a series
of tests on a wide range of time series, they found
that the Box-Jenkins method did produce significantly
more accurate forecasts, particularly for more than
one period ahead. A surprising further conclusion
was that, contrary to their expectations, combined
forecasts often performed better still. 1In another
paper (83), Newbold discussed how a forecast could be
produced from both historical data and a leading

indicator. A similar theme was developed by G.D.
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Cohen (27), who suggests combining forecasts and

weighting them according to theilr expected error.

The relationship between many of the models discussed
was investigated by wWard (122) who demonstrated that
the Box Jenkins model is a general form of Winter's
seasonal model, which in turn is a more general form

of the basic exponential smoothing formula.

Practical Considerations

With a parts range containing over 12,000 part numbers
the more computationally cumbersome methods of con-

trolling stocks were not acceptable to CompAir. This

‘applied not only to methods of deciding on re-order

levels and order quantities, but also to methods of
forecasting future demand. In this respect, the

comments of Stern (110) are especially pertinent.

This consideration eliminated from the range of prac-
tical possibilities the joint calculation of re-order
level and order quantity, but in any case, the ques-
tion of an economical order quantity is most complex
in the context of the CompAir spares operation. For
the relatively small proportion (approximately 25%)

of parts bought directly by the spares division, it is
questionable how sensitive the company's total pur-
chasing costs were to order quantities, and the task

of identifying specific attributable costs was compli-
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cated by the fact that many of the processes were
carried out by cost centres attached to the Original
Equipment factory. Nevertheless, for bought-out
components, the structure of the basic inventory

cost equation suggests that the order quantity shoula
be a function of the square root of the demand, even
if the exact relationship cannot be precisely quanti-
fied, and in any event, the shape of the cost/batch
quantity curve is relatively flat near the optimum.
Consequently, it was considered that estimates of the
various cost parameters would at least ensure con-
sistency of the batch sizes within the parts range and
that although the total costs may not be minimised,
they would be expended among the individual items to

the best effect.

For those items sourced from the original equipment
factory, which constituted the majority of the range,
the spares requirements programme was carried across
and merged with the original equipment programme be-
fore deciding on batch quantities to be purchased or
loaded on the factory. Consequently, the spares
order quantity for these itemé is merely a transfer
quantity, based as much on original equipment pro-
visioning considerations as the spares system require-
ments. Any proposal to alter these guantities would
have to recognise the consequences for the Original

Equipment factory, and such an investigation was be-
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yond the scope of the project. For this reason, it
was decided that for spare parts sourced from the
factory, the existihg transfer quantities should

stand.

The rules for setting the re-order level in a system
such as CompAir's can be simply derived from statis-
tical considerations. The objective is to hold suffi-
cient stock to last until the next replenishment
delivery, i.e. the re-order point should be a func-
tion of the expected demand within the expected lead
time. Because both the lead time and the demand are
random variables, it is impossible to predict the lead
time demand precisely, so that to maintain a specified
level of service, it is necessary_to hold safety stock,
the level of which is a function of the variability of
the demand and lead ﬁime. If the lead time varia-
bility is not significant, it can be ignored, and
assuming a normal distribution, the maximum likely de-
mand in a given lead time can be calculated, with a

known risk that this demand will be exceeded, i.e.

E =DL + K&y _/f

where E = Maximum expected demand
3 = Most likely demand rate
i = Most likely lead time
%b = Most likely demand population

standard deviation
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K = Safety factor, obtained from reference
to tables of cumulative normal dis-
tribution function, for a given level

of service.

These considerations ignore the effect of batch size,
in as much as smaller batches increase the number of
occasions on which a stock=-out could occur. However,
there are many other approximations in the technique,
such as the normality of the demand distribution, so
that an imprecise result is inevitable. In operation,
it would be within the discretion of the system
managers to adjust the operation controls to achieve
the desired result. For example, a system which con-
sistently provided a higher level of service than the
company objective could achieve savings in stock by

progressively reducing the value of "K".

Where the lead time also varies significantly in a
random fashion, the lead time demand is even less
predictable, and additional safety stocks are re-
quired for a given degree of risk. If both the demand
and the lead time are normally distributed, then it

can be shown that the lead time demand is also normally

distributed with a standard deviation given by:-

/02 L +x12 B2 N

Thus, using the previous line of argument, the maximum
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likely demand can be derived

AN
= A N S NL

This equation requires forecasts to be made of four

parameters.

i. The most likely demand rate.

ii. The probable lead time

iii. The standard deviation of the population of
possible demand rates.

iv. The standard deviation of the population of

possible lead times.

Strictly speaking, items iii. and iv. are no less a
forecasting exercise than items i. and ii. but be-
cause they are more stable, it is considered suffi-
cient to estimate their future values from an exponen-
tially smoothed average of historical values of the

mean absolute deviation of the relevant variable.

It is usual to treat the lead time in a similar manner.
Although there is no real justification for assuming
that lead times are less susceptible to time dependent
disturbances than demand patterns, it is not usual to
incorporate seasonal or trend terms in a lead time
forecast. Certainly under the cyclic circumstances
observed at CompAir, it is possible that the inclusion
of a trend term could be more accurate. However, it

was felt that such investigations would lead to un=-
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acceptably complex re-order rules, whereas the con-

ventional approach of using a simple single exponen-

tially smoothed average would still achieve the

primary objective of reducing the effects of the

trade cycle.

In the previous section (9.1) many methods of deriving

a demand forecast were examined, and a high proportion

eliminated from further consideration for application

at CompAir for one or more of the following reasons:-

i.

ii.

iid.

A high degree of skill and personal intervention
required to develop the forecasting model, making
the technique impractical at a piece part level.
Excessively demanding of computing facilities.
This includes those techniques based on a simple
model such as exponential smoothing, but where
updating of the smoothing constants is expensive,
e.g. the approach described by Eilon and Elmalah
(38).

Inflexibility of the method to adapt to changing

circumstances.

What was required at CompAir was a relatively simple

system which could be applied to a whole range of

parts and produce "automatic" forecasts, yet be easily

adjusted by the system managers to suit changing cir-

cumstances or objectives.
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This restricted the selection to either simple expo-
nential smoothing (with and without seasonal and trend
terms), higher orders of exponential smoothing, or one
of the various adaptive forecésting techniques. Of
the latter, the Trigg-Leach method, and Shone's modi-
fied version appeared to be both simple and effective
(95). 1Its sensitivity to changes in the underlying
demand pattern should theoretically make separate con=-
sideration of trend and seasonél variations super-
fluous, while avoiding the additional data and calcu-
lating capacity such techniques require. Consequently,
only two forecasting systems were selected for further
considerations:~
i. Simple exponential smoothing, without any trend or
seasonal terms, representing the most basic alter-
native to the existing twelve month average.
1i. Modified Trigg-Leach, representing the most

complex which could be considered for CompAir.

The' two re-order level rules discussed earlier both
represented a theoretical advance over the existing

CompAir rules, but it was necessary to establish

whether the financial benefits justified the costs of
implementation, and whether there was any significant

material difference between these alternatives.

These arguments were put to the company in September

1977 (ref. 73) and it was agreed that tests should
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proceed on the two alternative re-order level rules,
and on the two alternative methods of forecasting

demand.

Three complete sets of stock control rules were con-
structed for comparison with the existing set:-
Option 1. In which the re-order level is based upon
consideration of the forecast demand and its

variability and the forecast lead time only:-

A A
+ Kﬁb(T) /(1)

ROL = D(T)L(T)

(T)
The forecast demand is a simple exponentially smoothed

average of historical demand, updated every period.

A A
D =e<x D + (1 =o&) x D

(T) (T=1)

(T)
=4 = Smoothing constant

' Dp= Actual demand in period

A
= Forecast made one period previously.

Dir-1)

The standard deviation of demand is estimated from the
mean absolute deviation of demand, and is updated each

period:-

SD(T) = 1.25x(MAD) (g = 1.25 [P x |o (T_l)-nml+ (1-P) (D) 7y

B = Smoothing constant

The lead time forecast is calculated in a similar
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manner to the demand forecast, but is updated only

when an incoming delivery is reéeived:-

A A
Loq) = 8% (Ligy) + (1 =%) (Tg )
¥ = Smoothing constant

Option 2. These rules were precisely as for Option 1.
with the sole exception that the re-order level also
recognised the additional uncertainty of a varying

lead time:~-

A A 2 4 242
ROL(py = DyqyL (p) + K &7 Lowa D%

As with the demand, the likely value of the lead time

standard deviation is estimated from the mean absolute
deviation of the lead time, but is updated with each

delivery:-

TL() =1.25 (BD) o = L.29% ¥ Loy - Lplt (-6 eoop) o]

S = Smcocothing constant

Option 3. As for Option 2, except for the demand fore-

cast.

A A
Dy = /7 Dy + (1 /) Dgy,
where/“= | (SMERR}) (r-1) * (MADp) 1y,

SMERR (D) being the smoothed error of demand, calcu-
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lated precisely as the mean absolute deviation (MAD)

except that the sign of the error is recognised:~

SMERR (D), = B(Dy = By 1)) + (1 = PB) (SMERRy) (p_1,

It can be seen that comparison of Option 1 with the
existing rules would indicate the benefits of moni-
toring the demand varability and also afford the
opportunity of assessing the effects of different
smoothing constants. Comparison between the first and
second Options would indicate what advantages would
accrue from monitoring the variability of the lead
time. Finally, comparison between the third option
and the second would demonstrate the difference in the
effects of adaptive smoothing and simple exponential

smoothing.
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CHAPTER 10

THE SELECTION OF ALTERNATIVE CONTROL RULES

10.1. Methods of Comparison

As mentioned in Chapter 8, simulation can be a most

effectivé tool for assessing the performance of any

given policy under operating conditions, and many

examples of such applications were cited. However,

none of the studies described met the essential

criteria for the purpose in hand:-

i. To consider several levels of a multi-echelon
system, with independent policies at each level.

ii. To deal with the dynamic interactions of the
various levels, including the effects of and
upon the manufacturing lead time.

iii. To examine specific stock control policies
applied to a range of components.

iv. To examine specific production control policies

as applied to a range of components.

V. To run for an appreciable period of simulated
time (eight years minimum) without using

excessive computer capacity.
The need to include the production control system

arose from the philosophical differences between the

existing system and the proposed alternatives. 1In
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the existing system, the stock level parameters (re-
order levels and quantities) were fixed without
reference to demand variability. This sytem operated
by constantly monitoring component stock levels, and
passing on the effects of demand variations to the
production facilities, in the form of revised priori-
ties. Thus an item which had experienced a period of
higher-than-average demand would cause the"due date"
on the next delivery of components to be brought

forward.

On the other hand, all the proposed alternatives

were designed to monitor demand variability and
accommodate it within their safety stocks, using the
rescheduling ability of the production control system

only as an added precaution.

Apart from practical questions concerning the ability
of the production sources to respond to changing
priorities, and the effects such changes have on
factory efficiency, there was a need to test whether
such a system could respond better to a volatile

and cyclical demand pattern under idealised condi-

tions.

The industrial dynamics model had already shown it-
self capable of meeting criteria i. ii. and v, the

program requiring less than 12K words of memory and
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less than 36 seconds of processor time on an ICL

1904s to simulate eight years of operation. However,
the method did not meet the other two requirements,
being incapable of operating at the detailed part
level. Since this degree of detail was only required
at one level (the factory warehouse) it was decided
to construct a composite model, in which a detailed
simulation of a stock and production control system
would be substituted for the usual industrial dynamics

equations at this one level.

Although the program would be bigger (to accommodate
individual component attributes for each member of
the parts rénge) and would undoubtedly take longer to
execute, it still promised to be a highly efficient

method of simulating the necessary conditions.

The exercise was divided into four stages:-

i. To select or cﬁnstruct a suitable parts range. °
ii. To construct a detailed inventory system model,‘
to be used to test various control policies.

This model would be used on its own to perform

a preliminary assessment of the options selected

thus reducing the variety to be tested on the

composite model.

iii. To coﬁbine the industrial dynamics model and the

detailed inventory system model.

iv. To test the effects of various control policies
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and compare them with the existing system. The
composite model could also be used to test the
effect of different system structures e.g.direct
feed back to the factory warehouse on the level

of distributors' sales.

10.2. The Simulation Parts Range

In the interests of program efficiency, it was desi-
rable that the parts range should be as small as
possible while representing the CompAir range with
respect to demand, supply and value characteristics.
These characteristics were functions of five compo-
nent characteristics:-

Mean demahd

Variability of demand

Mean lead time

Variability of lead time

Unit cost of each component
The inclusion of the cost parameter was necessary to
enable comparisons with the existing system to be
made, since it controlled component stocks according
to the value of their average monthly demand. It was
thought desirable to include at least three values of
each of these variables (a typical or mean value, and
a high and low value). This set the range at 243
(=35) components. However, the inclusion of the cost
factor had introduced a further degree of complica=-

tion. To achieve correspondence with the effects of
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the existing system on the real parts range, it was
necessary to ensure that each value category should
contain similar proportions of the range, both by
value and by volume in the simulation and the real
world. Furthermore, since the alternative rules
reacted to demand variability, it was also necessary
to ensure that the simulated range and the real

parts range were similar in this respect.

Reconciling all these requirements within a limited
sample of actual components seemed impossible, so it
was decided to construct a pseudo or artificial parts
range, using hypotheticdl but representative values
for the demand and lead time parameters. By utili-
sing the relationship between the mean demand and
demand variablity, (see Chapter 8.1) it would be
possible to eliminate one of the variables, yet
ensure compatability with the real parts range. The
cost parameter values would not be representative,
since it was this variable which would be manipulated
to ensure that the correct proportion of the range
fell into the wvarious value categories, while ensu-
ring that the mean demand of ea?h categorf (especially

value category 1) was of the right order.
Details of the constitution of this first artificial

parts range are given at Appendix 8, but Fig. 41

shows how the distribution of this range differed
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from the CompAir parts range.

. s % of Range % of Turnover
ompAlr Value Category (V.C.) Dummy (CompAir| Dummy | CompAir
Range [Range Range| Range

V.C.1l. (Monthly usage £150 +) 10 5 63.4 65.6
V.C.2. (Monthly usage between

£35 and £150) 10 10.4 25.4 22.4
V.C.3. (Monthly usage between

£10 and £35) 15 14.2 7.4 8.1
V.C.4. (Monthly usage between )

£3 and £10) 15 16:.5 2.6 2.8
V.C.5. (Monthly usage less

than £3) 50 53.9 1.2 1:1

Fig. 41

Comparison between Compair & Dummy Parts Range

The correspondence is in general very good, the ex-

ception being the number of lines in Value Category

1,

the dummy range containing twice the pronortion found

in the real range.However,the proportions of value

agree very closely, and the mean demand of the two

. ranges agree very closely (150 units per month for

the artificial range and 167 for the real range).

Thus the parts range consisted of the members of a

four dimensional matrix, with the following dimen-

sions:~

Three values of mean lead time

Three values of lead time co-efficient of

variation
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10.3.

Three values of mean demand

Four values of unit cost

In order to achieve the parts range characteristics

described, certain combinations of values could not

be used, reducing the size of the parts range to 90

items.

The Purpose of the Basic Inventory Control Model

It was decided that the basic simulation models
should be as simple as possible, representing a

crude approximation to the real world, and designed
only to reduce the range of options to one or two
alternatives to the existing system. A more realis-
tic comparison would subsequently be made using the
composite model. The major deficiencies of these
basic models were recognised as their failure to
incorporate the interaction of the stock control sys-
tem with 'the distributors and with the supply sources.
However, in the case of bought=-out parts, this latter
problem could be overcome. Firstly, the variations
in lead time were less significant than with produc-
tion sourced items, aﬁd were at least partly due to
the general effects of the trade cycle rather than
the specific increase in demand for CompAir parts.
Secondly, although the production control system re-
scheduled parts according to the latest priorities

(as with production sourced parts), it was believed
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10.4.

that the scope for achieving any change in delivery
was more restricted when dealing with outside supp-
liers. By artificially inducing the lead times to
vary cyclically in sympathy with the demand cycle,
the basic model.could provide an approximation to
the system as applied to bought=-out parts. Thus the
basic model would not only be used to preselect sys-
tems for subsequent assessment using the composite
model, but could also be used to provide some direct

results for application to the bought-out system.

Model Structure

The time increment of the model was set at one month,
as this represented the effective review period of
the existing system, and all the operating data and

statistics referred to this period.

The basic logic for each of the several models is
shown in Fig. 42. The models were written in ICL
Extended Fortran, and an example is given of a typi-

cal source program at Appendix 9.

10.4.1. Demands and Lead Times

For each component these were generated by the
Monte Carlo technique. Demands with a mean of
less than five units per month follow a Poisson
distribution, whereas all other demands and the

lead times follow a normal distribution, accor-

- 157 -



D gEINGTY AT INTHd %) FIVINDIYD

g 914

I8 W AHOINJANI OISVEl 4O WVHMOVIA OIIVWEHOS

ANYWED OL E0TYA MD0LS J0 OILVY
SINO MD0LS .J0 dagHNN

*d*I'M TVIOL J0 INTVA

MD0LS TYIOL J0 ENTYA

aNVWED S,HINOW TYIOL 40 JNTVA

oudzZ OL Aii’iﬂ?ﬂﬁ‘}ib’.ﬁ?g’%gg

HWo¥d. ALIINYNG HOIvE IONAZd
MO0LS OL ALIINYNG HOLVE dd¥Y

HIGWON F}_!EG_&O AIYOOTTIY-Ed

‘b prOT 03 1939 v
T€°p0T 03 1939y i
"Z°prOT 03 1339y g
*I°p*OT 03 1939 b . _
WALT ISVI SIHL =
:sajoN SI E
|aiwwaa s,Wall d0 InTvA AININOTIVO|
) ) : e
[~ 1-m s.waz1 do anTva azvinOTd|
L
{
et [oozs s.warr do anva arvinomwo |
INAOD LNO-JI0LS LNIWIHONT :
SEOVINOHS TVIOL
OlL_FOVINOHS ILVINWNOOY
TS
HINOW SIHL dnd ¥aQEO B} l
ONIANVLSLNO NV FUIHL S3X

-~

E—l‘

TAAYT HAAHO MAN ALVINYIVO ]

Fd*I*M OL ALTINVNO HOLVH aav

1SVD
=qU0d JWIL aval JLVINIIVD
HLVA 3Na HOLVY JIVINDIVD

- ALTINVAD 1DIVH ALVINDTVD

HIUWAN YEQUO ALVDOTTIV

” JHIL aQviIT ALVHINGD

]

iVIOL SHINOW OL QNVWIQ dLVINWNDOV

A20LS S WALT Hodd anvWig Liuvaa
Ald SLSVOIHO4d ONVWIQ ALVINDTVO

HILT HO4 QHVANA LIVHAINID

[

e

HIDIHNN LYY LEBEHONT |

oAV L HDMKON IHVa L

OH 4% Ol JNIKL) JO0 Ao0d:s L
OHAL QL ANIVA QNVHIIO & LNOW L
OHAL OL IVIVA NS "IVLOL L

OHE OL ANIVA_ Td' 1M TVLOL L

I L AT LNITHON] I

QasSdv1a ddIL

ani
AUTIVA
QHVH.HD O HIVTYA Al OLLYH
HARNOW MOl slao=aond:t 0 Honikioy

SAITIVA AT M AN BNk
SHITIVA URVIIC A THANOL
SHITIVA NOOLE UNSG HLNOW

=130 NOLLVIAUQ UHVUNV.L:

ANV HVIDD INTHG QNY ALV,

S

NO¥ SVH

SHX




ding to the specified demand parameters.

In the demand and lead time generator, only ten
possible values were allowed from each normal
distribution, and the distribution was truncated
at 1.65 standard deviations either side of the
mean. Any values less than zero were equated to
zero. (Surprisingly, this closely resembled the
distributions of demand observed on a significant
number of CompAir components. When subjecting
these distributions to a "chi squared" test, a
better fit was obtained if the sub zero figures
of the theoretical normal distribution were aggre-

gated with the zero figures than if they were ig-

nored).

The fortran code for the subroutine ('Rand') inclu-
ding the pseudo random numbér‘gene;ator is also
given at Appendix 9. Because a new demand was
required each month by each component, one seed
would uniquely define a series of demands which
could be repeated consistently. However, the
precaution was taken of separately generating a
series of seeds for each part number (using a
similar generator) and then identifying each part
number with its own series of random numbers, but
the effect of generating a repeatable sequence of

random demands was the same. Because the demands
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10.4.2.

thus generated were independent the total demand
value each month was also a random variable, con-
strained only by the means and standard devia-
tions of its constituents. 1In order to emulate
the conditions at CompAir the facility for super-
imposing a cyclical pattern was provided. (The.
effect of the cyclical pattern was superimposed
on the randomised demand figure, so that the

variability of the demand also varied in sympathy

with the cycle).

The lead time generator operated in a precisely

similar fashion, only in this case, the provision

of a repeatable sequence of random numbers for
S TR TR REETT el ettt -
each part was essential. Since the requirement

for a lead time is itself a more random event,

this technique ensured that the same part number
experienced the same sequence and values of lead
times when the system is operating under different
rules, even though the lead times would not

necessarily apply at precisely the same times.

Calculation of Forecasts (see Fig 42)

This refers to those activities which require the
latest demand information, and varied from model
to model. At its simplest, the model used the
information to calculate a new forecast, whereas

more sophisticated versions would also monitor
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10.4.3.

10.4.4.

the forecast error, and in the case of the ver-
sion using Trigg-Leach forecasting, calculate

the new smoothing coefficient.

Order Level Calculation

The batch sizes selected by the CompAir system
were such that in most cases there was more than
one batch outstanding for any given part number,
so that the re-order level had to recognise the
total outstanding work-in-progress. Where the
batch size is as low as one month, it is possible
that in some cases increasing the work-in-progress
level by one month's demand would be insufficient.
It was therefore necessary to recheck after

raising one order; and raise another if required.

Batch Quantities

The model of the existing system applied the
value classification technique to each item and

is directly comparable with the existing system.

As mentioned in the previous chapter, it was im-
practical to identify the cost of placing a pur-
chasing order. However, it was considered that
for bought=-out parts, some attempt should be made
to relate the order quantity to the stock holding
and marginal purchasing cost. After considera-

tion of some of the costs involved (stationery,
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postage, telephones, transport and certain in-
spection costs) the marginal cost of each order
was estimated to be approximately £6 and this
figure was used in the basic economic order quan-
tity calculation, used by all the alternative
stock control systems being considered. The
other assumption in this formula was that the

cost of holding stock was 20% p.a. The batch

guantity was calculated thus:-

OR = 2 X Co X 12

- Mx 1=x Cu
QR = Batch size (in terms of months of demand
Co = Marginal cost of raising and procuring an

order (£6)
M = Average Monthly demand
C.. = Unit cost of item

i = Stock holding cost rate (20%)

10.4.5. Additional Activities

For the sake of clarity, the logic diagram does
not show the activities required to monitor per-
formance and obtain the means and standard devia-
tions of the various measures. This monitoring
only commenced after an initial period of stabi-

lisation, which after trials was set at 50

months.
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10.4.6. Output

10.4.7.

As shown on the diagram, the simulation could
produce monthly figures for the principal mea-
sures of effectiveness, but these figures were
mainly for use in verifying the models, and
could be suppressed. Another option available,
solely for use in verifying the models, was to
produce a table of the stock level, work-in-
progress, and number of stock-outs to date for
each part number. However, once the models

were satisfactorily verified, most agtention con-
centrated on the summaries produced at the end of
the run, and in particular, the stock level and
the two measures of service. These are described

in detail in the section on experimental design.

Input
In addition to the three sets of data required to

specify the parts range characteristics, data was
also required to set the stock control parameters,
the random number generator seeds, the run length,
etc. This data was read in from a data file
prior to setting the initial conditions. To
ensure consistency of input, one data file was
used for all models in any given experiment. This
file also specified the demand pattern, i.e.
steady state (or stationary), or cyclical and, if

the latter, the amplitude and period of the

- 162 =~



disturbances.

10.5. Initial Conditions '

Conway (30) puts forward a most convincing argument
for ensuring that in simulation experiments of com-
parison, the starting conditions should be identical
for each simulation for the comparison to be valid.
He also points out that the common practice of star-
ting with the system "empty and idle" can be most
inefficient. This is very true of stock control
models, where the sﬁoothing effect of the various
forecasting systems exacerbate the problem. Conway
suggests using a set of initial conditions which are
a compromise between the expected "steady states" of
the system under examination. 1In this instance how-
ever, whatever option was to be implemented, it
would have to take over from the existing system. It
would thus not be unreasonable to establish the ini-
tial conditions for all experiments as an idealised

version of the expected steady state of the existing

system.

Each component was assumed to have a stock level
with an evenly distributed probability of being
between the minimum stock objective and one batch
size greater, and zero probability of taking any
other value. The actual value was determined by a

pseudo random number generator, similar in principal
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10. 6.

to that used in the demand generator. This stock
level, when compared with the average demand, in-
dicated the timing of the next replenishment. The
size of this replenishment, and the relevant lead
time then dictated the number and timing of subse-
quent replenishments. The initial conditions thus
established a stock level, a work-in-progress level,
and an order list with due dates for each component.
The value of the stock and work-in-progress levels,
together with the distribution of parts in the value
categories were displayed as part of the standard

print out (see Fig. 43). .  __ . . -

Verification of the Model

The purpose of the basic inventory control model was
to provide an environment which would distinguish
which of the options available (including the exis-
ting rules) intrinsically performed more effectively.
The rules were explicit and clearly defined, while
the correspondence between the real and simulated
parts range and demand patterns was ensured by the
selection of suitable input data (as discussed in
10.2). The verification exercise could therefore
concentrate on ensuring that the model was behaving
precisely according to the intended logic. A number

of tests were applied which confirmed that this was

SO.
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Since the pseudo random number generators were all
based on a simple mathematical expression, using
specified seeds, it was easy to calculate manually
the initial conditions and the results of the first
and second months simulation. The time consumed
made manual verification impractical over longer

periads.

A second test was made to ensure that the re-ordering
and stock balancing routines were operating correctly.
Two runs were performed, identical except for their
durations, which differed by one month. The optional
print of individual terminal stock and work=in-
progress figures was obtained for each run, and com=-
parison of two corresponding sets of figures for each

part confirmed that the correct rules were being

applied.

In the case of the model of the existing system,
further confirmation was provided by observing the

distribution df the component range in the value cate-

gories and also by comparing the average stock
holding predicted by the model (with a stationary

demand) with the theoretical stock holding (see

Appendix 3).

The lack of any bias in the pseudo random number

generators was confirmed by monitoring the monthly
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demand figures, but the comparative nature of the
experiments, with exact correspondence of demands
from model to model were thought sufficient to eli=-
minate any chance of the random numbers affecting

the result.

10.7. Experimental Design

In order to provide a common basis for comparison,
it was considered that the performance of each set
of stock control rules could be described by a plot
of the service level against the stock level. To
obtain one curve, it was necessary to perform a
series of runs, in which the objective stock level
was altered, and to observe the resulting service
level. In the case of the model of the existing
rules, this effect was achieved by altering the
"minimum stock" objective figure by a constant ratio
for each component for the duration of each run.
For the other options the safety stock factor (K)

was altered in the re-order level calculations.

In view of the limited objectives set for the basic
model, only three sets of experiments were necessary:-
i. To assess the effects of different "seeds" for
the random number generators, and to establish
the minimum duration for these effects to

disappear.

ii. To compare the performance of the different stock
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control rules under stationary demand and lead
time conditions.
iii. To compare the performance of the options with

cyclically varying demands and lead times.

For these experiments, the exponential smoothing
constant was set at a value of 0.2'in line with
common practice, whereas the smoothing constants
used in the adaptive smoothing model were set at
0.02, as recommended in the original artical by

Trigg and Leach.

The first series of experiments was necessary to
ensure consistency of results, and reduce the proba-
bility that any given result was the effect of chance.
The standard tests of significance were of dubious
value, since they assume a population with a normal
distribution. With the serial correlation which
exlsted in the monthly stock figures, and the effects
of the cyclically varying demands and lead times,
such assumptions were not valid. It was considered
to be more satisfactory to determine empirically the
minimum run length necessary to establish the stock

levels consistent within 0.1 month's demand for

various seeds.

In the subsequent experiments, the performance of the

system was assessed using two measures of service.
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10.8-

The first registered the number of stock=-outs which
occured each month, expressed as a percentage of the
parts range. Thus a stock-out on four items out of
the range of 90 items gives a service level of 95.56%.
This measure monitors what proportion of the parts
range is being adequately controlled, but ignores
the size of the stock~out and its duration. These
two factors are most significant from the customers'
point of view, especially when relating to spare
parts. The second measure of service monitors these
variables, and expresses the result as a percentage
of the total potential shortage duration for the
simulation run (i.e. the total accumulated demand
each month multiplied by the period to the end of
the run). This figure is shown as "SERVICE (2)" in

the computer prints.

Appendix 10 shows the tabulated results for the two
comparison experiments, from which the performance
curves shown in Figs. 44 to 46 were plotted. In the
final experiment, with cyclical variation of both
demand and lead time, the sequence of runs was
repeated with different seeds for the random number

generators, to create further confidence in the

results.

Results from the Basic Inventory Model

Figs. 44 and 45 show the operating characteristic
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curves for the existing rules and the three potential
alternatives under steady state (stationary means for
the lead time and monthly demand figures). The most
significant point is the clearly inferior performance
of the existing rules, which consistently provide a
lower level of service for any given level of stock.
Between the different options, the difference in per-
formance is smaller, and the results suggest that
there is no benefit in monitoring the lead time vari-
ability, and adjusting the safety stocks to suit, as
the curves for options 1 and 2 appear to be co-inci-
dent whereas the further refinement of using adaptive
forecasting does effect some improvement. The rela-
tive merits of the systems are supported by both
measures of effectiveness, and comparison between

the two sets of curves shows that the more effective
rules not only reduce the number of stock-outs under
any given circumstances (Fig. 44) but the stock-outs

are less severe (Fig. 45).

Fig. 46 shows the standard deviation of the stock
level (expressed as a percentage of the monthly de-
mand), plotted against the stock holding, and indi-
cates the stability of the stock holding under each
of the options. Once again, the existing rules are
the least satisfactory, but of the alternatives,

the simplest set of rules give the most stable

stocks.
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When operating under cyclical conditions, all the
options provide a lower level of performance, but
the relative positions are maintained. Once again
there is no apparent benefit in monitoring the
variability of the lead time, since the characteris-
tic performance curves for options 1 and 2 are nearly
identical whichever measure of service is used. The
measure which recognises the size and duration of
stock-outs (Fig. 48) again proves the more discrimina-
ting and emphasises the differences in performance
measured by counting the number of stock-outs (Fig.

47).

Unfortunately, because of the simple nature of the
model, it was impossible to draw any direct parallels
between the historical performance of the existing
rules, and the performance predicted by the simula-
tion runs. Furthermore, it was understood that, in
practice, the rules were not being followed exactly
(see Chapter 6. paragraph 4.2.3.) and that there was
a wide discrepancy between the theoretical stock
holding and the actual. Nevertheless, there was
evidence that adoption of any of the propoggd alter-
natives would enable the company to maintain a 95%
service level (as measured by the number of stock-
outs) with approximately one month's stock less than
that necessary using the existing rules, assuming

that the cyclical variation in demand and lead times

- 170 -



Stock

Holding

Existing Rules X
Option1 ®
Option2 5
Option 3 v

2

i
70% 0% 90 % 100%

Service

BASIC MODEL PERFORMANCE — CYCLICAL CONDITIONS — SERVICE LEVEL 1

(NUMBER OF STOCK=0UTS)

Fig. 47



Stock

Holding

{ rEu?:ths)

1

4
Existing Rules X
Option 1 O
Option 2 0o
Option 3 \"4

3

2

b1

70% 20% . 890% 133%

Service

BASIC MODEL PERFORMANCE — CYCLICAL CONDITIONS ~ SERVICE LEVEL?.

Fig. 48



Stock

Holding
{ Months)
5
4
Existing Rules X
Option (o)
Option2 o
Option 3 v
3
b 2
1
(o Stock Value / Mean Demand Value)

12 10 08 06

BASIC MODEL PERFORMANCE = CYCLICAL CONDITIONS =STOCK STABILITY

Fig. 49



Observed in the past continue to follow similar

patterns,

In selecting which of the options to implement, the
criteria were:-

1. Efficiency
ii. Simplicity, so that the rules could be under-

stood and accepted by the operating personnel.
iii.stability, so that fluctuations in stock were
kept to a minimum. By selecting a set of rules
which give stable stocks under cyclical condi-
tions, it would be easier for management to
exercise its discretion to alter stock and
service objectives to suit changing financial

and operating conditions.

Examination of the various curves shows that,
although Option 3 is the most efficient of the rules,
(i.e. it provides the best service for any given
stock holding), it is also the least stable of the
alternatives. Furthermore, the complexities of the
adaptive forecasting technique would not only require
greater computer time than Option 1. but would also
be difficult to explain to the spares personnel.
Consequently, an interim report was submitted to
CompAir management, recommending that the rules des-
cribed as "Option 1" should be used to control the

stocks of parts sourced from outside suppliers (ref.
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74). It was also decided that these rules should
be subject to further tests to assess their suita-

bility for controlling made-in parts.
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CHAPTER 11

THE COMPOSITE MODEL

11.1. Model Structure

Fig.50 shows the general model structure, and it can
be seen that both the.factory and the distributor
network are represented exactly as in the original
industrial dynamics model. However, to accommodate
the detailed inventory model, some additional equa-
tions of the industrial dynamics type have been
added, while others which formerly dealt with

aspects of inventory, are now redundant,

The input to the inventory model is RRF (Requisitions
Received at the Factory) and is unaltered. The level
UOF (Unfilled Orders at the Factory warehouse) 1s re-
tained to provide an input to the variable LAR,

which monitors the distributors' actual level of out-

standing work-in-progress.

The input to the factory is again MWF (Manufacturing
rate Wanted at the Factory) but it 1is dependent
solely upon one input (OIC) which in turn is cal-
culated from OPC. As in the real system, the inven-
tory model reviews stock at each transaction (or

every time increment) and raises an order when re-
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quired. These are accumulated in a level, Orders to
be Processed by Computer (OPC) and these orders are
released, as a batch once every month, to another
level, Orders to be Issued from Computer (OIC).
This level is decayed exponentially with a time con-
stant of one week, thus representing the flurry of
ordering activity at the beginning of each month.
The equations are:-
(a) Once every month

OIC;, = OIC,_, + OPC
(b) and every time increment

MWF = OICT / DIC

(DIC = Delay in_Issuing from Computer)

OIC = OICT - (MWF x DT)

T+1
Because the fluctuating value of MWF was difficult
to interpret it was necessary to calculate an average

value each month (AMWF) for monitoring purposes only.

The warehouse receipts are controlled by the level
OESK (Original Equipment StocK level). The factory
is geared to the manufacture of original equipment,
and although provision is made in the factory pro-
duction control for the spares requirements, these
requirements are only satisfied if the factory re-
quirements have already been met. Thus the ability
to satisfy spares requirements is a function of the

ratio of the ideal original equipment stock level
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(CEISK) to the actual (OESK). The ideal rate of
receipt is calculated within the inventory control
model from the register of outstanding orders which
are due for imminent delivery (Shipping Rate Due at
the Factory warehouse: SDF), and the actual rate of
receipt (Delivery rate To Stores: DTS) is calculated
from these three factors:

OESK, = OESKj_, + DT(SRF - DTS)

T
and either:

DTS OESK/OEISK x SDF

or

DTS OESK/DT when OESK is too low to support the

former value.

When dealing with the warehouse despatch rate, the
total throughput delay is split into two, as in the
original industrial dynamics model. The delay due to
unfilled orders (DUF) is calculated in the inventory
modél directly from the value of the shortages, ex-
pressed in terms of the current level of demand. The
handling delay (DHF) is meant to represent all the
handling, including order processing, picking and
packing, but for convenience is applied at one stage,
represented by the despatch process. Thus all orders
received in any time increment which the inventory
can satisfy are issued during that time increment to
the Despatch Department (SIW = Shipments Issued by

Warehouse) . Here they are subject to the tatal
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11,2,

handling delay which operates on the-level SDW (Ship-
ments for Despatch from the Warehouse), and after the
delay, are sent to the distributor as SSF, as in the
original model. The relevant equations are:-

SDWIII = SDWT_l + DT (SIW=SSF)

SSFIIl

SDWT / DHF

Reservations concerning the structure

The general structure of the Industrial Dynamics
model where it interfaced with the detailed model

was thought tolbe a reascnably good representation of
the real system, except where the factory output pro-
vided the supply source to the inventory model. For
the situation where a factory is devoting its entire
effort to satisfying the requirements generated by
the inventory system, the model is satisfactory, and
could operate without the level OESK. However, at
CompAir, the factory in total had many times the
capacity required to satisfy the spares demand, and
could under favourable conditions, devote a large
proportion of this capacity to supplying spares.

Conversely, when the level of activity was high, it
was clear that spares requirements were allocated a
low priority. These remarks apply even more at the
detailed component level, where there is the addi-
tional complication that the ratio of original equip-
ment to spares requirements varies from component to

component. Where the spares requirement is rela-
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tively low, then the factory can satisfy large fluc-
tuations in spares requirements easily, as the fluc-
tuations are insignificant compared with the total.
However, where the spares requirement approaches the
original equipment requirement (as with valves) or
exceeds it (as with non-current components) then the

factory response is correspondingly worse.

The introduction of the original equipment stock

level (OESK) provided a means by ﬁhich the inventory
model could exceed its average rate of drawing
supplies in the short term, thus representing the
ability of the factory to satisfy high short term
spares requirements. It was also necessary to accom-
modate excess factory production. In the usual situ-
ation in which a production facility is dedicated to
given inventory system, a decrease in demand normally
results in over production until the factory produc-
tion rate can be adjusted. However at CompAir, any
excess production is absorbed by original equipment
demand and the stock control system only permits
delivery to the spares system of outstanding orders a
maximum of one month in advance of their current re-
quirement date. In order to maintain a correspondence
between the model and the real system, this constraint
had to be simulated, but it was necessary to hold the
resulting excess factory output in the level OESK

(original equipment stock) in order to maintain
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internal validity.

The whole operation of the interaction of the spares
and original equipment stock and the production con-
trol systems is very complex and is certainly the
least satisfactory section of the model. However,
any improvement would have required modelling the
original equipment forecasting and production control
systems in the same amount of detaill as the spares

systems, and this was not possible with the available

resources.

Seen against its original objective, this modelldid

fulfil the following requirements:-

i. It included the distributor network, which inter-
acted with the inventory control system, and
medified its requirements not only to respond to
its own "customer demand”, but also in response
to the service it received, in a manner similar
to that believed to apply in the real system.

1i. It included a factory system which responded to
the demands placed on it after a period of delay,
and this delay varied according to the demand in
a manner which emulated the real system.

The model thus included those elements neglected by

conventional stock control theory, and was thought to

provide a sufficiently realistic environment in which

to assess the relative merits of the stock control
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11.3.

rules being considered.

Parameters used in the Industrial Dynamics Section .

There are only two new parameters in the industrial
dynamics section,plus one, DUF (the "service" delay)’
which is calculated in a different manner from the

original, and is explained in the next section.

The first new parameter is DIC, (Delay in Issuing
orders from the Computer) ,and setting this parameter
at one week allowed the majority of orders to be
issued by the end of the second week in the month,
thus approx;mating to the situation observed in the

factory production control offices.

The other parameter represents the Original Equip-
ment Ideal StocK level (OEISK) and is used to control

the rate of input to the inventory control section.

Analysis of the factory parts range, and the relevant

production control rules showed a theoretical stock

" holding of 1.25 weeks. The ratio of spares demand to

original equipment demand is approximately 1:7, so
that 1.25 weeks of total factory throughput represen-

ted 10 weeks of spares demand.

Since the original equipment demand pattern tends to

vary in a cyclical fashion and with even greater
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amplitude than the spares market, this stock holding
should increase when activity is high, and decrease
when activity is low. In fact, experience indicates
that it remains more or less static, and therefore

the value of OEISK is calculated on the basis of |
steady state conditions, and held constant through-

out the simulation. As with the development of the \
original Industrial Dynamics model, the decision to f
verify this value was held over until model results )

were avallable to indicate its importance.

In the original Industrial Dynamics model, the para-
meters controlling the supply sources had been selec-
ted to represent an overall general supply. It was
the intention that the composite model should
initially represent the CompAir factory, and it was
necessary to adjust the parameters to suit. The
ones affected were those controlling the lead time,
i.e. the manufacturiﬁg process time (DPF), the mini-
mum queuing time (DOMF), and the variable queuihg M’ “d?
time. Of these, the manufacturing process time was
left at four weeks, as this was within 20% of the
measured value (see 6.4.3.3.) and not thought to be
a critical difference. However, the total lead time
for the factory was longer than the average for the
spares division suppliers as a whole, and this was
attributed Eo the additional queuing delay, scme of

which was imposed by the production control system.
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11.4.

This allows an inter-operational delay of three days
per operation on average, so that even under low
throughput conditions, the system carries a signifi-
cant level of work-in-progress; and this was thought
to raise the minimum possible queuing delay (DIMF) to
some two weeks. With a mean lead time of 20 weeks,

this made the variable queuing delay (DOIF) 14 weeks.

The Inventory Model Section

Although the inventory control section of the model
was closely based on the model described in Chapter
10, it differed in two important respects, which
necessitated extensive modification. However, the

operating principles remained the same.

The first difference concerned the time scale.
Whereas the original inventory model had operated
on a one month time increment, in order to integrate
with the Industrial Dynamics sections, it was
necessary to operate on the same time interval,
which was usually 0.2 weeks. However, certain rou-
tines were still performed on a monthly basis, in

order to retain a close resemblence to the real

system.

The other difference concerned the inputs and out-
puts. The original model dealt with abstract but

real variables, such as numbers of components and
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and their value, and had generated a demand con-
strained only by the demand pattern of the constituent
components. On the other hand, the Industrial Dyna-
mics operated at an even higher level of abstraction,
operating on such variables as "gross demand" or
"gross output" without specifying in what dimensions

these variables should be measured.

In combining the two models, it was necessary to be
more specific. For the purposes of this experiment,
it was decided that all such measures should refer

to value (at constant prices, and with no mark-ups,

e ———
discounts, etc.).

Wherever the inventory model interfaced with the In-
dustrial Dynamics model, it was necessary to trans-
late the incoming variable (a rate) to cash terms,

and then to actual parts.

The first stage was performed by calculating the
average steady state throughput value of the inven=
tory section from the input parameters of the parts
range (i.e. the average demand per month and the
unit value). If the Industrial Dynamics variable is
also expressed in terms of its percentage of steady
state value, all that remains is to correct for the
time scale, so that, using a time increment of 0.2

weeks, the value of orders received in that time
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increment is:-
Actual demand value = 1/20 x steady state demand

value x RRF/RRI (where RRI is the steady state

Industrial Dynamics input)

A similar formula is applied to translate the goods
received (DTS) into value, and the converse to
translate the inventory model outputs into Industrial

Dynamics terms.

In generating the outputs (the factory orders and the
shipments to distributors) it is merely a question of
aggregating the value of the contribution each item
in the parts range makes to that output. For example,
as the stock is reviewed each time increment, the
stock balances are adjusted, and the total value of
the despatches is calculated. This is then trans-
lated into Industrial Dynamics terms and released as
SIW (Shipments Issued from Warehouse). For factory
orders, as and when an order is raised, so its value.
is added to the level OPC (Orders pending Processing

by Computer) which is released once per month.

The third output required, DUF (Delay due to Unfilled
orders at the Factory warehouse) 1is calculated from
the value of the total backorders, expressed in terms
of the order receipt rate. The resulting delay (in

weeks) can then be used in calculating LAR (the
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distributor's outstanding orders).

In the case of the inputs, even after translation,
the problem arises of distributing the total values

among the various inventory items.

For the orders received, a random demand for each
item could be generated which would conform to the
known characteristics, as in the original inventory
model, and the total value of this demand could be
calculated from the unit costs. It would then be
possible to adjust each individual demand to ensure
that the total demand value agreed with the incoming
order value. However, this adjustment would have

the effect of distorting the demand characteristics
of the individual components, which would no longer
be representative of the CompAir parts range. This
problem was overcome by making a slight modification
to the artificial parts range which was described in
Chapter 10. The number of different coefficients of
lead time variation was reduced from three to two,
giving a parts range of 60 items, which was then dup-
licated, so that the total range consisted of two
sub-ranges, each member of which had a "matched pair".
It was then possible to ensure that while any given
component demand varied about the mean in the required
manner, there was always a corresponding component of

the same unit cost varying in a complementary manner,
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so that under steady state conditions, the sum of
their demands was constant from one month to the
next. (The random demand factors, being based on
monthly statistics, were recalculated monthly and
held constant throughout the month). The only con=
straint remaining was to ensure that the demand of
those components with a high coefficient of demand
variation did not generate an excessive level of
"customer returns". This was achieved by limiting
the maximum value of any demand factor to a value

of 2.1 times the mean. Since the sum of the demands
of any given part and its "antithetic partner" would
always equal twice the mean demand of each, this
constraint limited the "negative demand" (i.e. stock
return or rejection) .to 10% of the mean for any given
component - a situation which would arise in the

real system. The apportionment of the factory out-
put as items received is dependant upon the operation
of the inventory section "production control system”.
As explained in the preceding chapter, when the

stock on hand of any item falls below the calculated
re-order level, an order is raised. (Following the
argument put forward in Chapter 9.2., the size of the
order quantity was always calculated on the basis of
the CompAir system "value categories”", for all the
stock control rules tested). When the order is
raised, it is allocated a nominal due date, calcu-

lated from the relevant lead time parameters and the
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randomising mechanism as before. On completion of a
batch of deliveries, the list of outstanding orders
is surveyed, and all those orders with the earliest
due date were aggregated to form the next batch for
delivery. The total value of this batch is calcu-
lated, and the optimum delivery rate is determined
such that these orders would be satisfied in four
weeks. This optimum rate (SDF, Shipping rate Desired
from Factory) is then modified according to ratio of
the ideal original equipment stock level to the
actual. Thus, if demand from the inventory control
section consistent;y exceeds the factory supply (as
in periods of rising‘demand), then the ratio of
actual to ideal original equipment stock is less
than one (OESK/OEISK 1) and the outstanding batch of
orders takes longer than the one month to be de-
livered. A gradual and increasing extension of lead

times then occurs, emulating the real system.

The actual apportionment of the incoming goods (DTS,
Deliveries to Stores) is performed each time incre=-
ment, with each item being credited with a stock
receipt in proportion to that item's share of the
total batch outstanding. The amount of this batch
outstanding is decreased by the relevant amount until
the final increment, when there may be a mismatch
between the total balance outstanding and the quan-

tity the factory is able to supply. Under these
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circumstances, only the amount outstanding is used,

the balance being returned to the factory stock.

It was explained in Chapter 2 how the CompAir inven-
tory control system interacts with the production
control system, so that outstanding orders are re-
scheduled where necessary to anticipate and prevent
possible shortages. This is an essential feature of
the CompAir system, and one of the objectives of the
model was to test the relative effectiveness of the
existing system, so inclusion of this feature in the
model was imperative. It was achieved in the follow-
ing manner. When performing the stock review routine
each time increment, the stock level was checked
against a "minimum stock" level, set according to the
CompAir_rules (Chapter 2, 6). If the stock was below
this level, then at the next stock delivery review
(i.e. on completion of the existing batch of delive-
ries), the outstanding order for that item with the
earliest due date was identified. Provided the ad-
justment did not exceed half the average lead time
(this representing the approximate maximum practical
improvement), this due date was amended to allow the

order to be delivered in the following period.
In Chapter 6.4.2.3. it was pointed out that the

CompAir system allows delivery a maximum of one

month in advance of requirements. This refers to the
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practice of raising the transfer documents one month
in advance, in order to allow time for the physical
transaction to take place. 1In fact, the factory pro-
duction controllers naturally release as many of the
items as soon as possible. Consequently, if the
factory supply is meeting demand, deliveries can
occur up to one month early, but no sooner. This
constraint was simulated in the model by checking the
due date of the current batch of deliveries against
the actual date and suspending deliveries if they

became too advanced.

Another major feature distinguishing the inventory
section of the composite model from the original de-
tailed inventory control model was the stock accoun=-
ting routine. The dynamic interactions between the
inventory system and the distributor and factory
sections concerning such variables as the backorder
level and the warehouse supply rate meant that the

" stock accounting had to be more detailed than in the
original model. The logic of the routine is shown

diagramatically in Fig.51.

It can be seen that the total composite model em-
bodies the essential features of the system under
study. In spite of the reservations expressed in
11.2. it was believed that the model as constructed

would provide a sufficiently realistic environment to
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11.5.

enable valid judgements to be made on the relative
merits of different control rules operating under
cyclical conditions. A copy of the source code used
for simulating the existing system, is given at

Appendix 11.

Model Output

In constructing the model, the question arose con-
cerning‘the most suitable data to be output, and in
what form. 1In addition to monitoring the commercial
aspects of the stock control rules it was also
necessary to examine their effectiveness in damping
down the cyclical variations in the system. Conse-
quently, it was decided to retain the outputs which
had been found appropriate to each of the different
types of model when they had been operating separa-
tely. Thus, for the Industrial Dynamics sections,
the facility of tabulating the value of each of the
variables at selected intervals was included in the
model, together with the option of being able to plot
selected variables on a time base. It was antici-
pated that this would be helpful in examining the

counter-cyclical or damping effect of any proposals.

The Industrial Dynamics section of themselves could
not provide an overall picture of the operation, as

several key variables such as IAF, RSF, etc. had

been supplanted by the detailed inventory section.
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In order to complete the output tables, and in order
to utilise the plotting facility, these variables
were translated from the detailed inventory section
equivalents., Thus, IAF (Inventory Actual at Factory
warehouse) was calculated by expressing the total
stock value in terms of the steady state weekly

average demand, and RSF was translated from the total

value of the smoothed demand rate.

To assist in a general appraisal of the results of a
particular run, the facility to calculate the mean
and standard deviation of the key system variables
was retained, and these data were tabulated at the
end of each model run, irrespective of which (if

either) of the other outputs had been selected.

With the warehouse section of the model emulating

the real system more closely than either the original
models, it was possible to monitor its operation more
closely. Since the operating data from the real sys-
tem was all based on monthly intervals, (usually
derived from month end figures) corresponding data,
referring to every important aspect of the section's
operation, were available for output. A full list is
given in Fig.52 together with the symbols used in the
program. As with the Industrial Dynamics output data,
the model run concluded by calculating the means and

standard deviations of these figures. 1In this case,
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however, the analysis ignored the early figures, to
allow the transient effects of the start-up to
diminish. A copy of the output from one run is given

at Appendix 12.

Variable Symbol
Total Month-End Back Order Value BKV
Number of Stock-outs in month NSO
Number of Factory Orders Raised in month NWORD
Value of Orders Received in month DMV
Value of Goods Received in month GIV
Valuz of Goods Despatched in month MSV
Value of Stock at month-end ‘ SKV

Value of Factory Orders Outstanding at

month-end (Wv
Stock~holding (in months) STKHLD
Month Number MONTH
Due Date of Current Delivery Batches EDD
Fig.52. Table of Warehouse Section Outputs Data

11.6. validation

The original validation exercise on the Industrial
Dynamics model indicated that the general structure

of that model provided a reasonable approximiation

to the real system.

Since the general information loops and networks in

.
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the composite model were closely based on the origi-
nal Industrial Dynamics model, it was not thought .
necessary to repeat the exercise. However, with the
relatively small number of equations which formerly
represented the warehouse activities now being sup-
pPlanted by a highly complex inventory control model,
the question of validating this area was crucial. At
a first level of abstraction, this inventory model
was designed to have overall transfer functions
essentially similar to the relevant groups of Indus-
trial Dynamics equations, the only differences aris-
ing frﬁm more detailed consideration of individual
item demand characteristics. Since the inventory
model was largely deterministic, the problem resolved
to one of verification, of ensuring that the model

equations agreed with the design concept.

Only the demand and lead time generators included
random elements, and the lack of bias in these
aspects of the model can be seen in Fig.53, which
shows the output from the pseudo-random number gene=-

rator operating with three different seeds.

- 192 -



0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1 9]
gé 0.0l to to to to to to to to to to > 0.99
E z 0.10 0-2 0.3 0-4 0.5 0.6 007 0.8 Olg 0199
'E. -
o §mlo 100 100 87 102 94 107 111 99 96 84 11
o B

L%}

aqﬂ
éﬁg 5 88 103 109 74 88 96 112 116 113 86 10
Iug'ﬂ)

, 0

¥p]

7y . o
I-E-1p8! 78 97 87 111 109 111 102 86 113 83 12
Hg‘ﬂ
j ' L%}

Fig. 53

Random Number Generator (1000 Trials)

At a gross level, the functioning of the model could
be monitored running under steady state conditions.
The effects of the random aspects of the detailed
inventory section was to introduce "noise" into the
system at two points, the issue of factory orders,
and the supply of parts at the warehouse, so that
precise correspondence between the composite model

~and theoretical figures could not be achieved in the

short term. However, the long term average values

for the Industrial Dynamics variables could be
obtained by referring to results obtained from the
original model, while the theoretical operating
levels of some of the inventory section variables
could be calculated from the input parameters. For

example, considering the unit cost, the mean demand
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and mean lead time of each item,it was possible to
predict what the average monthly demand, goods
received, goods despatched and work-in-progress fi-
gures should be. By also considering the stock
control rules, the steady state mean stock level

could also be predicted, and compared with the model

results.

The dperation of the inventory section was checked
for consistency at a gross level by ensuring that .the
total stock levels in successive mon;hs agreed with
the stock receipts and despatches for the relevant
months. Similarly, the change in back order level
from one month to the next should represent the

difference between the demand value and the despatches.

Assurances that the inventory model was operating
correctly at a detailed level could only be obtained
by monitoring the behaviour of specific items. With

ab
a parts range of 120 items, it was impractical to

check that each equation or conditional test was be=-
ing applied correctly to every component. However,
some confidence that this was the case could be
gained by duplicated or circular calculation of cer-
tain totals. For example, it has been explained how
the incoming goods were allocated to each item in the

range. By totalling these incremental additions

throughout the delivery period, and then calculating
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the grand total for the range, the figure arrived at
should be identical to the original amount to be
allocated. In a similar manner, having calculated
the individual item demand for each time increment
from the random factors and the total demand value,
it was possible at the end of.the month to check
that the sum of the item demands was the same as the
sum of the total demand in each time increment. A
further check on the correct operation of the 1o§ic
was possible by monitoring the status of each item,
and signalling a probable error if certain key
variables deviated too far from expected values.

For example, if the internally calculated average
demand or lead time deviated by more than a factor of
two from the input value of that parameter average,
the program printed a statement showing the stock
level, the average demand and average lead time, and
the level of backorders and work-in-progress for the

item in question.

The two last mentioned approaches required additional
output statements, which were removed from the pro-
gram on completion of the validation exercise in
order to improve the efficiency. The effective opera-
tion of the rescheduling ability was tested by con-

structing models with and without this facility, and

comparing the results.
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A serles of trials had also shown that wide varia-
tions in the value of OESK had no significant effect
on the overall gross behaviour of the model,as measu-
red by the means and standard deviations of the key
variables. The effects of this variation at a

detailed level were not explored.

In the course of its development, the model eventually
satisfied all the necessary conditions, establishing
a high level of confidence that it provided a suffi-
clently realistic simulation of the CompAir spares
system to provide useful results. Nevertheless, in
spite of the increased level of detail at the inven=-
tory stage, the model was totally unsuitable for use
as a predictive tool. 1In the first place, all the
reservations mentioned in Chapter 6 concerning the
Industrial Dynamics section still applied, and
secondly, the inventory model represented a highly
idealised situation in which every rule was applied

and obeyed with total discipline.

11.7. Initial Conditions

For the inventory section the initial conditions

were established in a siﬁilar manner to those of the
detailed inventory model, as described in Chapter
10.5. In this instance, it was necessary to ensure
that the average lead times generated by this section

agreed with the total average manufacturing delay of
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the Industrial Dynamics model of the factory. This
was achieved by totalling the delays which make up
the manufacturing delay, (i.e. DIC, DCF, DOMF, DOIF
and DPF, See Fig.50) and setting the inventory sec-
tion lead time averages to 70%, 100% and 130% of
this value. These figures were subsequently used to

generate random lead times in the course of the

model run.

Having established the inventory system's initial
status, the Industrial Dynamics sections were ini-
tialised as before, deriving the value of each level
from the relevant delay and the nominal steady state
throughput. 1Initialising the inventory sysfem first
enabled the correct delay figures to be used where
relevant - such as DUF. The only exception to this
procedure was the calculation of OIC (Orders to be
Issued from Computer). Although the delay which is
applied here (DIC) is one week, the incoming orders
are accumulated for the month before issuing. 1In
this case the model was presumed to begln operation
at the beginning of the month, so that the delay used

to calculate the initial conditions only was four

weeks.

Experimental Design

In Chapter 6.7.2. (i) it was suggested that a more

effective stock control system would not only enable
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the company to achieve a higher level of service from
a given stock investment, but would also reduce the
system "gain factor", that is, it would tend to stabi-
lise the system and reduce the fluctuations in load
which the suppliers experience, thus enabling them to
maintain a higher level of service to the warehouse.
It was further suggested that by monitoring directly
the level of real demand in the field, the warehouse
control system could anticipate changes in the level
of distributor demand, thus enabling a more consis-
tent level of service to be provided under cyclical

(or trend) demand conditions.

The composite model provided a framework for testing
these propositions, and would enable a comparison to
be made not only between the stock/service balance
achieved by each of the sets of stock control rules,
but also between their effects on the total system
behaviour. Minor changes to the model structure
would enable the effect of feeding forward true cus-
tomer demand information from the distributor
directly to the warehouse to be simulated. Exami-
nation of the resulting output would indicate whether

such timely and uncorrupted information would be of

any benefit.

The stock control rules to be compared were those of

the existing system, and that set of rules which
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performed best in the tests described in the previous
chapter, i.e. "option 1". It has been mentioned how
the existing rules depend upon the rescheduling
ability of the production control system to absorb
the demand fluctuations for individual piece parts.
Since this feature is part of the total production
control system, it would be retained ;ven if the
spares warehouse stock re-ordering and forecasting
rules were changed. Consequently, two models were
constructed, with identical Industrial Dynamics rep-
resentations of the distributors and the factory,
and both with the rescheduling facility, but with

different warehouse stock control rules.

Before performing any comparison experiments, it was

necessary to ensure that the random elements in the

models did not introduce any bias. Three potential

sources were identified:-

i. The random warehouse stock levels of the in-
dividual plece parts at start up.

ii. The lead time generator.

iii. The demand generator.

It was a requirement to ensure that in any comparison,
the two models started from identical conditions, but
it was still possible that these conditions might

favour one of the sets of rules. Similarly, although

the demands generated would be absolutely identical,
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month for month and piece part for piece part, it
was still possible that these figures could create a
set of circumstances which would bias the results.
The problem is greater with the lead time generator,
as, although the same random number generator and
seed would be used, it would be impossible to ensure
equality, since the different rules would generate

orders for different parts at different times.

It was thus necessary to establish how sensitive the
variables were to these three sources of noise, and
~to establish what run length was necessary to reduce

any bias to an acceptable level.

The total experiment could thus be considered in

three parts:-

i. To establish the sensitivity of the model to
random factors, and to establish the minimum
run time necessary for a given level of con-
fidence in the results. This experiment would
also provide the first comparison between the
two different sets of rules operating in a total
system environment albeit under steady state
(and therefore artificial) conditions.

ii. To compare the performance of the two different
stock control rules, and their effects on the
system as a whole, when the system 1is squect to

a 4% yvear (220 week) cyclical demand pattern.
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iii. Having selected the more suitable stock control
system, to establish whether any improvements in
performance or total system behaviour could be
effected by providing up to date information on

market conditions to the warehouse.

11.9. Random Factor Sensitivity Tests

The experiment was performed initially using the
model with the proposed new stock control rules. The
model was run with four different sets of random
number generator seed, and a constant level of demand
at the distributors. The mean values and standard
deviations of the variables were recorded after five
different lengths of run. The results for some of

the key variables are shown in Fig. 54.

The most striking feature is the unrealistically

high level of performance that the simulation achieves
showing a mean level of unfilled orders of some two
weeks for a stock level of approximately nine weeks.
This reflects the perfect functioning of the factory
rescheduling system, and the total and perfect disci-
pline with which the rules are applied. It also
emphasises the unsuitability of the model in its pre-

sent form for use as a predictive, as opposed to com-

parative, tool.

Since the experiment was concerned with the intrinsic
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merits of the two systems, on the assumption that the
proposed alternative would not be subject to any
greater degree of maladministration than the existing
system, then this artifically high performance does
not invalidate any conclusions about the relative
merits of the two schemes. Estimating the scale of
any predicted difference in actual application is

much more difficult.

Concerning the effect of the starting conditions, it
can be seen that the mean levels of the five selected
variables reach a close degree of agreement relative-
ly quickly. In faét, the 95% confidence limits for
the warehouse stock level (IAF) are + 4%% after the
shortest run (336 weeks). The standard deviations

of these variables however, which are a measure of
the dynamic behaviour of the system, show a much
greater degree of divergence, and the spread of
values is still high for the warehouse stock and un-
filled order levels even after runs of 1,236 weeks
(nearly 25 years). However, Loth of these variables

are influenced almost directly by the random demands

and the random lead times.

To assess the effect of the starting conditions, a
better indicator is provided by the factory order
rate (MWF or AMWF), one of the Industrial Dynamics

variables most directly affected by the warehouse
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activity. From Fig.54 it can be seen that the 95%
confidence limit for the mean value decreases with
increasing run length, but that this rate of decrease
diminishes at higher run lengths. The confidence
limits of the mean value of the standard deviations
of the factory order rate shows no such trend, but
seems to reach a stable value at about 786 weeks,
the point at which the rate of decrease in scatter
of the mean values begins to fall off. Referring
to the other variables shown, the means of the stan-
dard deviations generally show a closer degree of
agreement for run lengths of over 786 weeks than
below. These considerations indicated that a run
length of approximately 17 years and above (say 900
weeks) would be more than sufficient to ensure that
the initial conditions did not influence thg results,
and that the various random number generators had
produced a sufficiently large "population" to be
free of bias. Nevertheless, to obtain some indica-
tion of the remaining variability, it was decided
that each comparison experiment should be performed
twice, using a second set of seeds to initialise the

random number generators for the second run.

These results and conclusions had been based on the
model of the proposed system, and it was necessary to

confirm them for the existing system. The two lon-

gest runs were repeated using the model of the
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existing system, with the results shown in Fig. 55,
which indicate that there is little purpose in ex-

tending the run length already decided upon.

A detailed comparison between the results obtained
from the two different sets of control rules shows
that the level of stock necessary to maintain a
similar level of unfilled warehouse orders (UOF) is
significantly higher for the existing rules than for
the proposed alternatives. It should also be noted
that the different operating principles of the rules
is reflected in the results. The existing rules,
which attempt to maintain a specific stock to turn-
over ratio for each piece part, show a much more
stable level of stock, the mean standard deviation
being only half the value of that obtained with the
proposed rules. The consequences of this are reflec-
ted in the resulting factory ordeg rate, which tends
to be more stable for the existing rules. The final
point to note is that these differences in perfor-

mance do not have any significant effect on the dis-

tibutors service (SSR).

11.10.Comparative Performance Under Cyclic Conditions

To compare the performance of the two models, the
approach used for the basic inventory control model

described in Chapter 10.7. was adapted. As before,

a series of runs were made in which the warehouse
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stock objective was set at a different level for each
run, and from the results a characteristic curve of
stock against service plotted. In this case, the
enhanced output, with greater detail about the ware-
house, enabled the service to be measured in terms
comparable with those used within the real system,
i.e. shortages, in terms of value and in terms of
demand value. However, it was also necessary to
assess the effects of the two warehouse stock control
systems on the total system, and various measures
were possible. One of these, the stability of the
factory order rate, has already been mentioned, but
equally valid measures could be the stability of
the:-

level of work-in-progress

warehouse stock level

shortage level

supply lead time

supply rate to the distributors

demand rate from the distributors
The last mentioned is particularly important, as it
reflects the degree of re-generation, or positive
feed back which exists in the system. It is impossi-
" ble to identify any one of the listed variables as
being of greater or lesser relevance than any other,
so that to provide a general picture of the system
behaviour, plots were made of the following figures:-

1. Shortages, measured by the average back-order
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value divided by the average monthly demand
value (Eﬁg/%ﬂV)

ii. Supply lead time variability, measured by the
standard deviation of the lead time &ﬁL).

iii. Work=in-Progress Variability, measured by the
standard deviation of the total orders out-
standing on the suppliers (ahv).

iv. Variability of the Warehouse Output rate,
measured by the standard deviation of the ware-
house monthly despatch rate (UHSV)'

V. Stock Variability, measured by the co-efficient
of variation of the warehouse stock value
&53K3/§EV).

vi. Demand Variability, measured by the coefficient
of variation of the monthly warehouse demand
value kaMV/%ﬁV).

vii. Variation in Factory Order Generation Rate,

measured by the standard deviation in AMWF.

For the experiment, the run length was set at 936
weeks, and a demand rate of 100%, with a superimposed
sine wave of + 10% amplitude and a period of 220
weeks, was applied to the distributors, after an
initial period of 96 weeks,to allow the transient
effects of the starting conditions to diminish. Moni-
toring of the warehouse variables did not begin for a
further 100 weeks, to allow time for the effects of

the cyclic changes to work their way through the
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system. With the composite model, there was no need

to superimpose noise on this input signal, as this

was introduced by the warehouse section of the model,

which was the first point at which it had any signi-

ficance.

1ll.11.Results from the Standard Model

The results of the four runs (two with each model)

are shown in Fig. 56, but a clearer picture can be

obtained by studying the various plots of these

data (Figs. 57 to 63).

11.11.1;

11.11.2.

Shortages against Stock Holding (Fig. 57)

As with the steady state case, the service is
again unrealistically high. Nevertheless, the
curve shows that even with rescheduling of out-
standing orders, the existing rules cannot pro-
vide as high a level of service for a given
level of stock as the proposed rules. Note the
close agreement obtained from the two different

sets of seeds.

Lead Time Stability (Fig. 58)

The lead time variability has been plotted
against the stock holding, as this is the most
direct reflection of the safety stock factor,

the variable which is being manipulated. It

shows, contrary to expectations (from considera-
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For key to abbreviations see Fig. 52.
Fig. 56

Results of the Comparison Tests with the Standard
Models
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11.11.3.

11.11.4.

11.11.5.

tion of the effects of the factory order rate in
the initial experiment), that the lead time
varies less with the proposed rules than with
the existing. Also of interest is the sugges-

tion that a minimum may exist.

Stability of Factory Work=in-Progress (Fig. 59)

This curve is again plotted against the stock-
holding, for the reason given above. It con-
firms the existence of a point for which the
work-in-progress variability (and hence the lead
time variability) is a minimum. It is interes-
ting to note that the difference between the two‘
systems is more marked at the lower stock levels,
and that the minimum is more emphatic with the

proposed rules. -Once again the existing rules

are inferior.

Variability of Warehouse Monthly Output (Fig. 60)

These curves are much less conclusive than the
preceding ones, and there appears to be little

to choose between the two systems in this

respect.

Variability of the Factory Order Rate (Fig. 61)

The small advantage that the existing system
offers in this respect under steady state con-

ditions does not appear to be sustained under
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cyclical demands. There is no advantage with

elther system.

11.11.6. Stock Stability (Fig. 62)

From its operating principals, the existing sys-
tem would be expected to maintain more stable
stocks. However, at lower stock levels, this
advantage disappears, possibly as a result of

the distributors response to the poor service.

11.11.7. Demand Stability (Fig. 63)

This graph confirms the original hypothesis
that the improved stock control system not only
offers a better service to the distributors, but

also stablises the demand at the warehouse.

11.12.The Exaggerated Lead Time Response Model

One?the problems throughout the project was the lack
of firm information on the response of the factory to
the changing workload. Although attempts were made
to derive reasonable estimates of the relevant para-
meters from analysis of the real system, these esti-
mates were inevitably open to doubt. 1In Chapter
3.2.2. it was deduced that the gross average lead
time for the production system varied from‘approxi—
mately 28 weeks, in quiet periods, to 37 weeks in
times of high activity. If these figures are repre-

senative of the majority of cases, say 95%, then this
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range represents four standard deviations, i.e. the
standard deviation of the actual gross lead time

variation is some two weeks.

Although this figure agrees with the results from the
model of the existing system running under standard
control parameters, the foregoing hardly represents

a validation of the parameters. 1In any case, it is
certain that the factory lead time response varies

from component to component.

It was thus necessary to confirm that the results
obtained from the previous experiment were valid for

at least one different level of factory lead time

response.

A factory system which showed even larger variations
in lead time would provide a more severe test on the
stock and production control systems, and this con-
dition was simulated by adjusting two sets of para-
meters in the Industrial Dynamics section of the
model representing the factory. The first change was
to slow down the rate at which the factory capacity
adjusted to the changing demand pattern (by increa-
sing DIMF). 1In a cyclical demand pattern, this would
have the effect of increasing the discrepancy between
the required and actual capacity, creating a greater

excess of capacity when demand was falling and a more
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acute shortage when demand was rising. By increasing
the variation in queue length, this would increase the

lead time fluctuations.

The second adjustment concerned the queuing delays
themselves. In Chapter 6.4.3.1. it was explained that
total manufacturing queuing time was aggregated in
the model into two components, representing the mini-
mum queue and the variable queue, the latter varying
with the outstanding work load. For the composite
model, these parameters were set at two weeks and 14
weeks respectively. The equations for the total |
queuing delay determine that the larger the variable
delay factor, the greater the yariation will be.

In order to obtain a greater variation in lead time,
it was thus necessary to increase the variable delay
parameter (DOIF) while reducing the minimum delay
factor (DOMF) to maintain the same mean queue length.
For the purposes of this experiment, this minimum
delay was reduced to the minimum the model would
allow, i.e. the time increment, and the variable

factor was increased to 15.8 weeks.

The resulting models were not meant to represent any
real or potential factory structure, but merely to
demonstrate that the differences in performance ob-
served in the previous section held true under more

testing conditions, and to note whether such condi-
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tions increased or decreased these differences.

To obtain the results, the procedure described pre-
viously was repeated exactly, except that results

were not obtained for the highest stock safety fac-

tor.

11.13.Results from the Exaggerated Lead Time Response Model

The results shown in Fig. 64 and Fig. 56 correspond
with each other as do the associated graphs. It is
thus possible to compare the results with the pre-

vious set, as well as the results from the two

different control systems.

11.13.1. Shortages (Fig. 65)
While maintaining their relative positions, the

performance of the control rules is slightly
worse when the lead time is subject to greater

fluctuation. This effect is much more marked at

low stock levels.

11.13.2. Lead Time Variation (Fig. 66)

Since the models were deliberately adjusted to
give a more fluctuating lead time, comparison of
the absolute performance with the standard model
is pointless. However, it is significant that
the increased fluctuation in lead time has a

much more severe effect on the existing system
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Results of tests with exagerated lead time responsa.
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11.13.3.

11.13.4.

than on the proposed. The sharp deterioration

at low stock levels is again most marked.

Work-in-Progress Variation (Fig. 67)

These curves again show an increased margin be-
tween the existing and proposed systems compared
with their performance with the standard models.
Like the previous curves from this experiment,
they also show a more rapid falling off in per-
formance with lower stocks. However, it is
interesting to note that the point of minimum
variation for the proposed system occurs at the
same stock level as previously, suggesting that
this minimum is not dependent upon the supply
system characteristics. The other feature
worthy of note is that this minimum is slightly
lower than the value obtained from the standard
model. Unfortunately, the model was not tested
over a sufficiently wide range to confirm the
existence of a minimum value of variation for

the existing control system.

Warehouse Output Stability (Fig. 68)

As with the standard models the difference in
performance between the two control systems is
too small to be significant, although the pro-
posed system does appear to be slightly

superior. The tendency for the performance to
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11.13.:5.

11.13.6.

11.13.7.

deteriorate more rapidly with lower stocks than
with the standard supply system can again be

observed.

Factory Order Generation Rate (Fig. 69)

Unlike the results from the standard models,
this graph indicates that the proposed system
does offer some advantage in maintaining a
stable rate of generating factory orders. It is
again interesting to note the suggestion of a

minimum, which occurs at different stock levels

for the two systems.

Stock Stability (Fig. 70)

The pattern is similar here to that obseréed
with the standard models, with the proposed sys=
tem only performing better at the lower stock
levels. 1In fact, comparison with Fig. 62 shows
that the curves for the propocsed system are very
similar but a marked change in the curve for the
existing system has accentuated the difference

between the two systems.

Demand Stability (Fig. 71)

This graph confirms the pattefn observed in all
the other results, i.e. that the wider fluctua-
tions in lead time tend to increase the diffe-

rence in performance between the two systems,
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especially when the stock safety factor is set

relatively low.

1l1.14.The Feed Forward Loop

The final experiment in the series sought to deter-
mine whether there was likely to be any real benefit
in feeding forward to the warehouse uncorrupted infor-

mation on the level of distributors sales.

Fig. 50 illustrates the information links believed to
exist in the spares system, and it can be seen that
the only information link from the distributors to
the warehouse is the one representing the ordering
system. Obviously other links, temporary and perma-
nent, exist but such links are likely to be highly
informal and intermittent, and the information
carried unreliable. It can further be seen that this
one formal link is subject to delay, and its prime
purpose 1is to convey information on the distributors
perceived requirements, which includes true demand as
only one factor, and then only after much processing,
such as smoothing. In.the real system, this informa-
tion can also be highly subjective, and a great deal
of "noise" is added by the inconsistent application

of the decision rules operating at the distributors.

It was surmised that if the demand information

available to the distributor were also available to
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the central warehouse, it would be possible to obtain
more accurate and earlier knowledge of the true mar-
ket conditions, thus removing one of the amplifica-
tion stages in the system, and also possibly enabling

the warehouse to anticipate future changes in trend.

Feeding this informatioﬁ forward from the distributor
to the warehouse could not be simulated at a piece
part level, but the link could easily be established
to deal with gross demand information. Before making
the necessary alterations to the model, it was
necessary to decide precisely what information was to
be fed forward, and also how it was to be used at the
warehouse. Concerning Ehe former question, it was
considered that in reality the variability of demand
at the distributors would be such that a degree of
smoothing would be essential. The distributor sec-
tion already includes such a process, in which the
mean age of the information is five weeks, so that this
smoothed demand was the.information selected.
Although the smoothing introduced a delay in response,
the link would still bypass the delays and corruption
associated with the normal information path, and a
degree of délay was thought desirable to reduce any
hypersensitivity. The question of how to use the in-
formation can again be resolved to one of balancing
sensitivity and responsiveness against stability.

The obvious course would be to use the information
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directly to affect the warehouse replenishment
decision.
e.g. MIWF = RSR/RSF x MWF
where MWF is the normal desired manufacturing
rate.
MMWF is the modified desired manufacturing
rate.
RSF 1s the smoothed demand at the ware-
house.
RSR 1is the smoothed demand fed forward

from distributors.

This adjustment was thought to be too

coarse, and was likely to lead to instability. How-
ever, if the same factor (RSF/RSR) were to be used to
modify the re-order level of all the individual pilece
parts, then the effect would be more subtle and less

likely to promote a "nervous" factory response.

The model was modified in this manner, and a diagram

is shown in Fig. 72.

Since the earlier experiments had already shown the
existing system to be inferior in most important res-
- pects to the proposed system, it was decided that any
further experiment with the model of the existing
system would be pointless, and that the only compari-

son required at this stage was between the proposed
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system performance with and without the feed forward

loop.

The experimental procedure used previously was
followed, using only the feed forward model. However,
to facilitate comparison, the graphs are shown along-
side the graphs already obtained for the proposed

system.

11.15.Results Obtained from the Model with the Feed Forward
Link

Fig. 73 gives a tabulation of the selected results,
presented in an identical manner to those from pre-
vious experiments. The following graphs (Figs. 74 to
80)are in the same sequence as used before, together
with the corresponding curves for the proposed system
without the feed-forward loop, as shown in Figs. 57

to 63.

11.15.1. shortages (Fig. 74)
This curve demonstrates that the feed-forward
link not only causes the shortages commensurate
with any given stock level to increase, but that
the performance in this respect is less consis-

tent and more susceptible to variation from ran-

dom influences.
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Fig. 73

Tabulated Results Obtained from the Model with the Feed
Forward Loop
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11.15.2,

11.15.3.

11.15.4.

11.15.5.

Lead Time Variability (Fig. 75)

It can be seen that even at best, the lead time
varies more with the feed forward loop than
without. The minimum in variability which was
first suggested by the standard model is much
more clearly defined with the feed forward

loop.

Work=-in-Progress Stability (Fig. 76)

The minimum which had been observed previously
also occurred with this version of the model,
and at this point, the curves for the two ver-
sions are coincident. However, the performance

of the feed forward model deteriorates more ra-

pidly either side of this point.

Stability of the Monthly Despatch Value (Fig. 77)

This graph repeats the pattern observed in the

previous experiments, in which the monthly des-
patch value variability decreases approximately
linearly as the mean stockholding increases, and

this relationship seems to hold for all versions

of the model.

Stability of the Monthly Factory Order Value
(Fig. 78)

The feed forward link has a marked adverse effect

on this variable, which is more pronounced at
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lower stock levels. It would seem that the
induction of a "nervous" response has not been

avoided.

11.15.6. Stock Stability (Fig. 79)

Again the feed forward loop has accentuated the
minimum, which was also observed in the other
experiments with the proposed system. However,
with the feed forward lobp the minimum occurs at
a lower stock level than with the standard ver-
sion, but at approximately the same stock level

as with the exaggerated lead time response ver-

sion.

11.15.7. Demand Stability (Fig. 80)

As with the shortages, the deterioration caused
by the feed forward loop is greater at the lower
levels of stock, but is still significant even

at the normal operating levels.

11.16.Discussion of Results

The interpretation of the results is complicated by
the unrealistically high levels of performance that
the models predicted for the stock levels achieved.
Reasons for the stock holding being lower than those
achieved in practice have already been discussed
(Chapter 6.4.2.3.) but the low level of shortages at

these stock levels is attributable to the simulation
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of the production system and the scheduling rules. In
particular, the latter are applied with perfect dis-
cipline in the model, which is far from true in the
real world. Another factor is the attenuated parts
range, with its limited range of demand and supply

characteristics.

All of these deficiencies could have been rectified
so that the model gave a more realistic output, but
this would have required much more investigation of
the actual operating and supply conditions in the
factory as well as a more complex and expensive
model. In addition, the problems of validation
would have been far more complicated and in view of
the susceptibility of specific output values to vary
with different random factors, there would still have
been unacceptably high risks in using the results for

any other than comparative purposes.

One of the prime purposes in constructing the model
was to determine whether the production rescheduling
system employed by CompAir could fully compensate for
the apparent deficiencies of thelr stock control
system in allowing for demand variability, and if so,
whether the parameters could be adjusted to give a
more economical level of stock. The first experiment
demonstrated that the alternative stock control rules

not only reduced the stock holding necessary for a
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given shortage level quite considerably, but that in
general the flow of work through the system was more

stable.

The second experiment indicated that these advantages
increased as the lead time/load response of the
supply factories became more sensitive, suggesting
that the inability to achieve stable lead times can
be offset by selection of suitable stock holding
rules and that such rules need not require a prohibi-

tive investment in inventory.

Reference has already been made to the difficulty of
estimating the significance of this predicted advan-
tage in the real system, but Fig. 57 shows that, for
a given level of stock, the proposed rules operate
with a shortage level of approximately one-third of
that for the existing rules. Assuming that the pro-
posed rules would, if introduced, be subject to a
similar degree of maladministration, there is no
reason to suppose that this relationship would not
hold in practice, i.e. that the current four year
mean shortage level would be reduced from 2.8 weeks
to one week. Equally important, the results suggest
that this level of performance would be maintained
much more consistently than hitherto. Of secondary
importance would be the more stable workloads passed

on by the spares system to the supply departments.

- 222 -



The results show that although the standard devia-
tion of the factory order generation rate is higher
for the proposed rules, other, more stable indicators
of load such as work-in-progress and lead time, are
less variable. This suggests that the factory order
generation fluctuations are of a low amplitude high

frequency nature, which are no real problem to

accommodate.

One of the most encouraging results was the demon-
stration that the standard deviation of gross demand
at the warehouse would be greatly reduced by adoption
of the proposed rules, thus achieving one of the

prime objectives of the whole exercise which was to
damp down the effects of the trade cycle (see Fig. 63).
This is important not only in terms of the service .
offered to the distributors, but the more stable

stock holding (Fig. 62) implies that the storage faci-
lities can be more effectively utilised, with less

spare capacity required for peak loads.

Although the monthly despatch value seems to vary
equally for a given stock level, which ever rules
are used, the ability of the proposed rules to offer
a specified level of service at a lower level of
stock implies that here also economies can be made

with the physical facilities required.
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The final experiment, with the feed forward loop
proved most disappointing, as the establishment of
such a loop appeared positively detrimental in

every respect. It may be that the fault lay with the
way the information was applied, and that using the
knowledge to adjust factory capacity, for example,
would be more beneficial. This area requires further
investigation as it still seems a reasonable proposi-
tion that reliable, up-to-date information on market

conditions would be useful in warehouse control.

As far as the computer is concerned, adopticn of the
proposed rules can be achieved with only minor adjust-
ments to the existing suite of programs. The ques-
tion of monitoring lead time performance and updating
the lead time data may be more complex, as this is
currently performed manually. As a consequence, this
task is not generally performed as frequently or at
the detailed level that the variability of lead times
would indicate is necessary. In the model, the lead
time was updated in two stages, firstly upon the cal-
culation of the due date (analagous to the "quoted
delivery" from a supplier) and secondly on its late-
ness (or earliness) against the original "promise".
Ideally, this situation should be duplicated in prac-
tice, as the system receives earlier notification of

extending (or contracting) lead times as a

consequence.
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It is difficult to compare the actual processing
times required for the two sets of calculations, but
from the simulation experiments, the proposed rules
are marginally faster. In terms of the other aspect
of computer efficiency, the quantity of data to be
transcribed and carried over from one run to. the
next will be less, since the proposed rules carry
over only the demand average, instead of twelve
months data. However,this advantage is partially

offset by the need to carry other vital data across

on demand variability.

The implementation of the proposed rules will pose
particular problems, as in achieving a correct stock
balance, they will attempt to increase the stock of
items which are understocked (which can be achieved
quickly), whereas the reduction of excess stock

could take longer. Thus the introduction will need
careful management if a sudden but transient increase
in stocks is to be avoided. In view of the general
benefit to be obtained, this should represent no

deterrent to their adoption.
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CHAPTER 12

CONCLUSIONS AND RECOMMENDATIONS

12.1. Conclusions

. o

ii.

. 1 1 9

Of all the influences which affect the CompAir
spares operation, historically one of the most
important has been the so-called "trade cycle".
The data show that the three-month average
gross demand for spare parts varies by up to
15% either side of the long term mean, and
that this variation has a cyclical characteris-
tic with a period of approximately 4% years.
This cyclical demand pattern coincides with

the pattern observed in the demand for origi-
nal equipment, and also correlates closely
with the Department of Industry "Index of
Business Activity".

There is a strong connection between the level
of spares demand and its trend, and the per-
formance of the spares system. An increase in
demand has previously been accompanied by a
decrease in stock holding, an increase in shor-
tages, and a decrease in the service offered

to the CompAir spares distributors, while the

converse 1s also true.

There 1is evidence that the effects of the
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iv.

vi.

trade cycle become progressively more marked
as the variation in demand feeds through the
system, being less significant at the dis-
tributors, and more marked at the suppliers.
Experiments with the Industrial Dynamics
model of the spares system indicated that the
behaviour observed in the real system was
entirely consistent with the structure postu-
lated in the model, and that the parameters
were also of the right order of magnitude.
These experiments further suggested that
while marginal improvements in system beha-
viour could result from reducing the delay in
order turnround and clerical processing and
similar operations, the most significant bene-
fits were likely to result from attention to:-
(a) The response of the various supply

systems.

(b) The characteristics of the warehouse
stock control rules.

(c) The characteristics of the distributors
stock control rules.

(d) The relationship between the above.

The demand characteristics of the CompAir

spare parts range form a typical pareto

curve, in which 10% of the total range gene-

rates 90% of the turnover. Analysis of

individual piece part demand over a seven
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vii.

viii.

ix.

year period showed that for classes of com-
ponents within a given range of mean demands,
there was a relationship between the mean
demand of the class and the mean coefficient
of variation.

In spite of the above relationship, within
each of the classes, the range of coefficients
of variation for each plece part was extremely
wide.

It follows from vi. and vii. that the existing
stock control rules, based as they are on '
setting stock objectives according to the
monthly usage value of each piece part, do not
balance the total stock according to the re-
quirements of the demand pattern.

Although the Industrial Dynamics technique
provides a useful tool for analysing the

gross behaviour of existing systems, it cannot
be used to compare the effect of different
demand patterns (especially with respect to
variability) and different stock control rules,
since it operates at a gross level, in which
individual piece part characteristics are
lost.

The composite model developed by the author
overcomes the above problem by operating at a
semi detailed level only in those areas rele-

vant to the case being studied. Although
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xi.

x1i.

slightly more expensive in programming aﬁd
execution requirements than a pure Industrial
Dynamics model, the technique is considerably
more economical than the more detailed simu-
lation techniques which would otherwise be
required.

In the case of CompAir, it was demonstrated
that the ability to rearrange priorities
within a provisioning system does not fully
compensate for the inability of the stock con=-
trol system to respond to the variability of
demand at component level. It follows that
the introduction of more appropriate stock
control rules would bring either an improve-

ment in performance or a reduction in stock,

or a combination of the two.

Prediction of what degree of improvement would
result is difficult, but the models suggest
that for any normal level of stock, the pro-
posed rules for both "made in" and 'bought out"
items would halve the"inefficiency factor" of
the present system, i.e. 1f the existing sys-
tem offers a "First Pick" of 88%, that is a
shortfall of 12%, the proposed rules, for the
same stock level, should provide 94% - a

shortfall of 6%.

The introduction of the recommended stock
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xiii.

xiv.

xv.

control rules would have the further effect of
reducing the "gain factor" of the system as a
whole, thus reducing the effects of the cycli-

cal demand pattern.

The experiments with the composite model
suggest that by careful matching of the
characteristics of the supply system and the
stock control system, variations in lead time
may be reduced to a minimum. Whether such
conditions are consistent with meeting speci-
fied stock and/or service levels has yet to be
established, and requires further investi-
gation.

Although techniques of demand forecasting
based on reliability theory, known population
figures, or the correlation of historical pro-
duction and failure rates have been used with
some success 1in other industries, notably the
automotive, the scarcity of relevant data, and
the complexity of its analysis, precludes the
application of such techniques at CompAir.

The composite model technique offers a unique
method of exploring the dynamic effects of
stock control and provisioning rules on system
behaviour. Although this particular model was
specifically constructed for CompAir, the

technique is not specialised in its approach,

- 230 -



12.2,

and the model could easily be adapted to simu-
late any stock control and provisioning system.
The value of such a technique ligs in the com-
parative economy with which such systems may
be investigated, as each run of the model over
a simulated 20 year period required only 22K
of store in an ICL 1906S cémputer, and took

only five minutes of actual processing time.

Recommendations to the Company

In the course of the project, a number of points
have arisen relating to the organisation structure
and other aspects incidental to the work described
in the proceding chapters. These points are dis=-
cussed in the two reports prepared by Mr. D. Love
and the author (Refs. 73 and 74). The recommenda-
tions put forward here relate solely to the control
aspects of the spares division and follow logically
from the experimental results and conclusions.
1s That the alternative‘rules for controlling
the stock of both "made in" and "bought out"
spares compconents should be implemented as
soon as possible. As described, the rules
perform a number of distinct operations:-
Demand forecasting
Lead time forecasting
Demand variability forecasting

Re-order level calculation
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Re-order quantity calculation.
The effort involved in implementing all of
these is likely to be insignificant, with the
exception of the lead time forecasting. The
existing system updates the lead time data on
bought out items as nominally three months
intervals, and then not at the detailed level
that accurate control requires. The data for
made in items is not updated at all, oﬁ the
premise that the rescheduling routine makes
such information superfluous. In the model,
the data for each piece part was updated in
two stages for each separate order. Firstly,
the lead time was updated with the new lead
time calculated when the order was first
raised (representing either the suppliers
"promise date" or the factory production con-
trol systems" calculated lead time) and
secondly the information was corrected for
the lateness (or earliness) of the order when
it eventually arrived. It is recommended that
a similar system should be implemented in prac-
tice. However, in view of the scale of the
work necessary, there is no reason why the
other aspects of the alternative rules should
not be introduced in advance, as they will
generate considerable benefit on their own.

Prior to making the program alterations
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iv.

necessary to change the control rules, a
programme of educating all the spares' per-
sonnel involved with the control of stock
should be undertaken. If they have an appre-
ciation of the basic stock control principles
being exploited, and can accept the benefits
to be gained, much will have been done to

ensure a smooth transition from the existing

system.

The present system of transferring stock from
the factory to the spares warehouse should be
reviewed, with the objective of giving the
spares division more effective control on the
timing and nature of such transfers. The
practice of raising I.S. (Issue to Spares)
notes one month early, frequently means that
items which are not in short supply are cre-
dited into stock one month early, i.e. the
spares division 1s carrying excess stock.

A line by line analysis of the existing

stock holding should be carried out to identi~
fy the reason for the discrepancy between the
theoretical and actual stock holding. It is
assumed that this discrepancy will remain at
its present size under the alternative rules,
but it is possible that the better balanced

stock will reduce it, by allowing management
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greater time to investigate exceptions, and
by removing many of the contingencies which
create the crisis situations which generate
excess stock.

Although the experiments were conducted with
the rules operating fully automatically, there
will always be occasions when manual inter-
vention is necessary, e.g. in the case of new
items with no demand history, or the case of
non current items being withdrawn from produc-
tion, or any other instances where the manage-
ment has specific information which could
affect demand. Control of such items can
remain at office supervision level. However,
the rules can also be easily manipulated to
affect the system as a whole, either to
reflect changes in policy, or possibly as a
means of adjusting the response of the system
to changing demand or supply conditions. 1In
both cases, a deeper understanding of the
system and the control rules 1s required than
merely an appreciation. It is recommended
that the spares stock controller and the
spares manager should have the opportunity of
understanding and manipulating the model, to

gain some "experience" of how to exert control

under the new rules.
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CHAPTER 13

FURTHER WORK

It is commonly accepted that the provision of a good after=-
sales service is essential to support a flourishing market
for original equipment, as well as usually being a profi-

table exercise in its own right.

However, although a relationship between the quality of
the spares service and the future original equipment mar-
ket is supposed to exist, the nature of this relationship,

particularly in an industrial environment, has never been

investigated.

It seems reasonable to suppose that as the level of ser-
vice deteriorates, so would the number of repeat orders
from existing customers, after some delay which would de-
pend on many factors. This is the very type of problem
which Forrester and his colleagues claim is amenable to
analysis using the Industrial Dynamics technique, but
whatever technique is used, any results obtained from an
investigation would be profoundly significant in formu-

lating marketing strategies, both for spare parts and

original equipment.

The remaining questions raised by this project tend to fall

- 235 -



into two categories:- those relating to specific aspects of
predicting demand for spare parts at CompAir, and those of
@ more general nature concerning the interaction between
demand patterns and supply system characteristics, and the

interface at the warehouse, the stock control system.

Dealing with the former category first, the problem arises
that having accepted that the demand is unpredictable, an
assessment must be made of how unpredictable. A very
superficial study of the historical demand of some dozen
components suggested that the variability of demand for a
given part was independent of the trade cycle (See Chapter
8). 1In order not to overstate any potential benefits of
the alternative rules, this slim evidence was ignored in
the simulation experiments, and the standard deviation of
the generated demands was also allowed to vary with the
mean, but in view of the importance of this feature, a
more detailed study should be made. Such a study should
also seek to find whether the variability of demand of a
given component is dependent upon any other features, such

as type of component, price, duty, etc. This information

would be invaluable in setting realistic stock-holding

parameters for new components which have no previous

demand history.

At the other end of the product life cycle, the proposed
rules should provide a greater insurance against excess

stock, since they react more sensitively to changing demand

- 236 =



trends. However, the rules only react to the trend as it
occurs, and cannot anticipate the decline in demand of an
obsolescent component. Attempts to investigate the pro-
duct life cycle patterns of various types of component
were thwarted by the lack of sufficient data, particularly
demand data. This suggests that the historical demand
data should be retained (in sufficiently compact form) for
longer periods’than the seven to eight years which is
current practice, but it would be some years before the
benefits could be assessed. An alternative approach would
be to investigate the life cycle patterns in similar

industries, drawing parallels where possible.

The demand for a spare part obviously depends upon a popu-
lation of machines using that part, and the prediction of
future demands for spares would be facilitated if esti-
mates could be made on probable future populations. This
requires knowledge not only of historical supply data for
the machines, which is easily obtained, but also informa=-
tion on the life distribution of the various models. Such

information would also be valuable to the marketing depart=

ment.

The final aspect of the demand problem concerns the failure
rates of individual piece parts in terms of elapsed time.
Limited information is available about the design life of
certain key components or assemblies, but this is in-

variably expressed in terms of running hours, and there is
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insufficient data on the general operating conditions to

enable this data to be translated to elapsed time.

From the Company point of view, the overriding considera-
tion must be whether the cost of such information would be
justified by its value, and this in turn depends on ans-
wering the first question, and establishing the overall

significance of the spares market.

The second class of questions, concerning the interaétion
of demand and supply patterns at the spares warehouse, all
arose from the work with the composite model of the sys-
tem, and clearly there is a need to investigate the reasons
for the discrepancy between the predicted performance and
that actually achieved by the system. Possible causes of
this discrepancy have already been mentioned, but since

the model was not intended originally to be more than a
means of comparing the operating characteristics of various
stock control rules, and since the results obtained have
been sufficient for the original objective, these specu-
lations have never been tested. However, the ability to

use the model as a predictive tool would certainly enhance

its value.

Having answered the question as to which set of rules per-
form better under a given set of conditions, the results

ralse still further questions of interest concerning the

CompAir system. For example, the existence of a minimum in
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the variability of lead times is a feature which warrants
further exploration, to establish on what parameters this
minimum depends, and how sensitive it is to variations in
their values. In a system containing so many parameters,
it would be impractical to establish an optimum combina-

tion, but certainly the more significant should be inves-
tigated, such as the demand smoothing coefficient and the

coefficient used to calculate the mean absolute deviation.

So far, the results obtained from the model have only been
expressed in general parametric form, as time did not per-
mit a detailed analysis of the time series of individual
variables, but a closer study of the graphical output which

the model can provide could well prove fruitful.

Although the potential of the existing model is far from
exhausted, it must be conceded that in its present form it
suffers from several limitations. The most severe of these
is the way it combines the spares requirements and original
equipment requirements when loading the manufacturing faci-
lity, and the way these requirements are subsequently
segregated. At CompAir, the interactions of these two
seperate requirements is particularly complex, and difficult
to simulate in a\"single stream" model. A more realistic
result could probably be obtained by applying the composite
technique to the "multi source" Industrial Dynamics model

developed by Mr. D. Love (ref. 72), and taking full cogni-

sance of the interaction between the value category para-
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meters of the spares system and those used in the factory.
The "multi-source" model consists of three separate supply
systems, and two independent demand generators. The
supply systems represent the bought out suppliers, the
factory, and sub-contractors, while the two demand streams
represent the original equipment and spares markets re-
Iépectively. Although much more investigation is required
to set the parameters at their correct values, and to
establish a reasonable "dummy parts range" for the original
equipment market, the basic structure is believed to be
correct, and the resulting model would be of immense value
in assessing the impact of the spares requirements on the
performance of the original equipment supply departments.
Such a model would obviously be more expensive of compuper
time and storage capacity than the existing one, but would

reflect the unusual complexity of the situation at CompAir.

A much more common situation is where the warehouse and
manufacturing facility are mutually dedicated. Here the
problem is frequently met by optimising on production
schedules and stock levels in order to meet certain opera-
ting criteria. A model of the type developed by the
author would handle such a problem most economically, and
could also provide information on the effects of such
policies at distribution outlets. If this problem should
prove to be as widespread as the author believes, then it
would be sensible to consider writing a program which would

construct the program automatically, using an interactive
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question and answer technique to define the type of struc-
ture, the size and type of the various delays, the number
of hierarchies, and at what points the model structure
should change from Industrial Dynamics to the detailed
type. A major step in making the model easier to construct
- would be achieved by writing a program to construct the
dummy parts range from certain input information. It may
well prove impossible to make this aspect fully automatic,
as the final range depends on a compromise between accuracy
and economy of "components" but there is no doubt that the
manual iterative method used in this project could be im-

proved upon.

With the rapid advances being made in computer technology,
there is no doubt that simulation will be used to an in-
Creasing degree to solve industrial problems. The author
believes that the modelling technique which has been ex-
plained in this project will have a contribution to make,
particularly since it can be easily understood by the non-

academic practitioners operating in the field.
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APPENDTIUIX 1

OTHER SPARES OPERATIONS

In the course of the project, short visits were made by
various mémbers of the project team to the following
establishments:-

Ford Parts Centre, Daventry

Leyland Cars Parts Division, Cowley

J.C.B. Service, Uttoxeter

Aveling Barford Parts Department, Grantham

CompAir C & M
The findings from these visits were summarised in a series

of tables, which are reproduced here from an earlier

report to the company (ref 73).

Since the visits were brief, the examination was both
general and superficial, and it was impossible to pursue
the question of stock control and provisioning to any

depth. However, some significant points emerged.

i. The emphasis was generally on providing a fast turn-
round for customers' orders, especially emergency
orders, This latter is important as none of the
companies had any influence on their distributors’
stock policy at the time, so that emergency orders

were frequent. To achieve the fast turnround, much
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ii.

111.

iv.

attention was paid to mechanical handling and fast

~data processing. For instance, Aveling Barford can

- produce order picking documents within five minutes

of receiving an order.

None of the companies appeared to devote the same
resources or attention to maintaining economical
and effective stock levels, or to monitoring and
forecasting requirements. From the brief descrip-
tions given, the control policies appeared to be

extremely simple.

All of the companies sourced their made-in components
from the original equipment factories. In cases of
conflicting priorities, two companies (Ford and
J.C.B.) allocate top priority to emergency spares

orders.

All of the companies maintained an autonomous spares
purchasing staff to concentrate on provisioning and

expediting bought-out components.

Attitudes varied with respect to non=-current spares.
The range of cover given also varied (see Table B).
Fords tended to favour the manufacture of an "all

time requirement" before withdrawing a machine, but

this policy was actively avoided by Leyland.
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Commeht
The emphasis in achieving a fast turnround seemed to be
disproportionate compared with the effort spent in ensuring

that components were available ex-stock.

Ail the companies commented on the poor stock control of
their distributors, but none of them had investigated the
full effects of this on their own operation or attempted
to-do anything about it*. The literature has mentioned two
companies which have taken this approach, Mercedes Benz and
Vauxhall (71 & 2) It has not been possible to investigate
the Vauxhall system, but when Mercedes Benz was visted,
their scheme had been -abandoned during a recent reorgani-

sation.

* The table suggests that spares management advice is
available. Unfortunately, this is usually restricted

to advice on stocks of new parts and does not extend

to inventory management.
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APPENDTIZX 2

ANALYSIS OF DISTRIBUTORS' SPARES TURNOVER

The following pages show the data available and the method
of Processing in order to compare the total spares demand

at High Wycombe with the demand for spares in the field.

Pages 248 - 251 show the following for the four distri-

butors concerned:-

Column 1 Date

Column 2 The revenue generated in that month
by CompAir spares. For distributors

A and B this is indexed (Jan 1973 =

100)
Column 3 Three month average of Column 2.
Column 4 The correction factor, to remove the

effect of price rises.

Column 5 The revenue generated in the month by
CompAir spares, corrected to January
1973 prices.

Columns 6 & 7 Three and Six month averages of

Column 5.

In arriving at a total (page 252), it was necessary

to arrive at the correct weighting for each distributor.
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This was easy where actual cash figures were available, but
for distributors A & B another method was\required.
Figures were available for the value of orders each dis-
tributor placed with CompAir each financial year. The
weighting was apportioned to each distributor so that the
weighted indexed figures for the financial year 1974/75

when totalled were in the same proportion as their orders

on CompAir, for the same period.

To ease computation, the figures for distributors C & D

were added and indexed before applying the same technigue.

The layout of Page 252

Columns 2 to 4 gives the 3 month average of
the weighted corrected turn-
over indices for distributors
A, B and C & D respectively.

Columns 6 and 7 give the six and twelve
month averages.

Columns 8 and 9 give the percentage of the mean

of columns 5 and 4 respectively.

Page number 253 shows the following figures for the U.K.

spares invoicing for CompAir:-

Column 1 Date

Column 2 Actual Invoicing

Column 3 Three month average of
invoicing
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Column 4 Correction factor for price

increases
. Column 5 Corrected actual invoicing
Columns 6 to 8 Three, six and twelve months

average corrected invoicing
Columns 9 and 10 Percentage of mean figures for

columns 8 and 7 respectively.
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3 Monthg | 6 Months

e |V dverege | Corseceion | SSTECTRE| Arenime | Avemagy

Turnover| Factor Purnover Turnover
Jan 73| 100 100.0
Fab 100 lo00.0
March | 104 101.3 104.0 101.3
April gs 96.3 85.0 96.3
May 96 95.0 96.0 95.0
June lo4 895.0 104.0 95.0 98.2
July 108 102.7 108.0 102.7 99.5
Aug 75 95.7 75.0 95.7 95.4
Sept 104 96.0 104.0 96.0 95.5
oct 116 98.3 116.0 98.3 | 100.5
Nov 89 103.0 89.0 103.0 99.4
Dec 87 97.3 g7.0 97,3 96.7
Jan 74 84 86.7 1.09 77.1 84.4 91.4
Feb 83 84.7 76.1 8.1 91.6
March 117 4.7 107.3 86.9 2.1
April 105 101.7 96.3 93.3 88.8
May 111 111.0 1.06 96.1 99.9 90.0
June 141 119.0 122.0 104.8 95.8
July 149 133.7 129.0 115.7 | 104.5
Aug 97 129.0 1.10 76.3 109.1 | 104.5
Sept 113 119.7 88.9 98.1 | 101.4
oct 160 123.3 125.9 97.0 | 106.4
Nov 126 133.0 99.1 104.6 | 106.9
Dec 118 134.7 92.8 106.0 | 1.02.1
Jan 75 | 156 133.3 122.7 104.9 | 10L.0
Feb 126 133.3 98.1 104.9 | 104.8
Maren | 112 131.3 1.1 76.6 99.5 | 102.8
April 165 134.3 112.9 96.2 | 100.6
May 128 135.0 87.6 92.4 98.7
June 166 153.0 113.6 104.7 | 102.1.
July 207 167.0 141.6 114.3 105.3
Aug 114 1l62.3 l.1l0 70.9 108.7 100.6
Sept 139 153.3 86.5 99.7 | 102.2
oct 228 160.3 141.8 99.7 | 107.0
Nov 169 178.7 105.1 111.1 | 109.9
Dec 126 174.3 78.4 108.4 | 104.1
Jan 76 | 180 158.3 1.10 101.8 95.1 97.4
Feb 182 162.7 102.9 94.4 | 102.8
March | 204 188.7 ’ 115.4 106.7 107.6
April | 203 196.3 114.8 1.0 | 1o3.1
vay 176 194.3 99.5 109.9 | 102.2
June 191 120.0 108.0 107.4 107.1
July 256 207.7 144.8 117.4 | 114.2
Aug 187 211.3 1.10 96.1 116.3 113.1
Sept 202 215.0 103.8 114.9 112.2
Oct 210 129.7 107.9 l02.6 110.0
Nov 244 218.7 125.4 112.4 114.4
Dec 203 219.0 104.4 112.6 113.8

ANALYSIS OF DISTRIBUTOR 'A' SPARES TURNOVER

"
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3 Months

Dae | TTOYSr| Sverage. | corvection | COTISCted | Average

Turnover | Factor rarover
Jan 73 100
Feb 106
March B3 96.33 g83.00 96.33
April 75 88.00 75.00 88.00
May 146 101.33 146.00 101.33
June 93 104.67 893.00 104.67
July 159 132,67 159.00 132.67
Aug 77 109.67 77.00 109,67
Sept 113 116.33 113.00 116.33
oct 169 119.67 169.00 | 119.67
Nov 109 130.33 109.00 130.33
Dec 104 127.33 lo4.00- | 127.33
Jan 74 159 124.00 1.09 145.87 119.62
Feb 123 128.67 112.84 120.91
March 153 145.00 140,37 133.03
April 124 133.33 113.76 122.32
May 180 152.33 1.06 155.79 136.64
June 221 175.00 191.28 153.61
July 179 193.33 154,92 167.33
Aug 37 145.67 1.10 29.11 125,10
Sept 281 165.67 221.10 135.04
Qct 188 le8.67 147,92 132.71
Nov 181 216.67 142.41 170.48
Dec 199 189.33 156.58 148.37
Jan 75 127 169.00 $9,93 132.97
Feb 130 152.00 102.29 119.60
March 102 119.67 1.15 69.79 90.67
April 140 124.00 95.79 89.29
May 182 141.33 124.82 86.70
June 174 165.33 119.05 113.12
July 223 193.00 152.57 132.05
Aug 147 181,33 1.10 91.43 121.02
Sept 248 206.00 154.25 132.75
Oct 205 200.00 127,51 124.40
Nov 171 208.00 106.36 129.37
Dec 236 204.00 146.79 126.89
Jan 76 207 204.67 1.10 117.08 123.40
Feb 104 182.33 $8.81 107.55
March 236 182.33 133.45 lo03.10
April 338 226.33 191.69 127.98
May 430 335.00 243.14 | 189.42
June 356 375,00 201.30 212.04
July 313 366.33 176.98 207.14
Aug 243 304.00 1.10 124,91 167.73
Sept 314 290.00 161.41 154.44
Oct 307 288.00 157.81 148.04
Nov 331 317.33 170.158 163,12
Dec I 194 277.33 99.72 142.56
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Date "I‘ur;:xove.r ivl:?::;:s Egi::ction C;rrectedl gvg?:éﬂs
Turnover| Factor urnover | Corrected

Turnover

Jan 73{ 12,259 12,259

Feb " 13,034 13,034
March 17,738 | 14,344 17,738 14,344
April 7,675 | 12,816 7,675 12,816
May . 13,249 | 12,887 13,249 12,887
June 13,772 | 11,565 13,772 11,565
July 11,801 { 12,941 11,801 12,941
Aug 12,381 | 12,651 12,381 12,651
Sept 1g,318 14,167 18,318 14,167
Oct 14,436 | 15,045 14,436 15,045
Nov 13,780 | 15,511 13,780 15,511
Dec 11,754 | 13,323 11,754 13,323
Jan 74 5,476 | 10,337 1.09 5,024 10,186
" Feb 6,933 8,054 6,361 7,713
March 29,921 | 14,110 27,450 12,945
April 10,946 | 15,933 10,042 14,618
May 18,061 | 19,643 1.06 15,632 17,708
June 18,628 | 15,878 16,122 13,932
July 13,158 | 16,616 11,388 14,381
Aug 16,093 | 15,960 1.10 12,662 13,391
Sept 22,052 | 17,101 17,351 13,800
Oct 18,687 | 18,944 14,703 14,906
Nov 21,633 | 20,791 17,021 16,358
Dec 14,586 | 18,302 11,477 14,400
Jan 75| 15,466 | 17,228 12,169 13,556
Feb 19,545 | 16,532 15,378 13,008
March 16,621 | 17,211 1.15 11,372 12,973
April 28,051 | 21,406 19,192 15,314
May 19,180 | 21,284 13,123 14,562
June 19,578 | 22,270 13,395 15,237
July 21,359 | 20,039 14,614 13,710
Aug 20,862 | 20,600 1.10 12,976 13,662
Sept 27,786 | 23,336 17,283 14,957
Oct 27,148 | 25,265 16,886 15,715
Nov 18,906 | 24,613 | . 11,759 15,309
Dec 19,658 | 21,904 12,227 13,624
Jan 76 | 13,884 | 17,483 1.10 7,851 10,612
Feb 27,922 | 20,488 15,788 11,955
March 24,643 | 22,150 13,834 12,524
April 26,795 | 26,453 15,151 14,958
May 32,662 | 28,033 18,469 15,851
June 26,306 | 28.588 14,875 16,165
July 25,445 | 28,138 14,388 15,910
Aug 23,395 | 25,049 1.10 12,026 13,763
Sept 32,901 | 27,247 16,913 14,442
oct 31,998 | 29,431 16,448 15,129
Nov 39,635 | 34,845 20,374 17,912
Dec 14,897 | 28,843 7,658 14,827
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Dec ‘ 49,405 ) 56,254
i H

b
' |

3 Months
bate | TaEIOVEr | 1, T | e rraceion | CoTTected| Average
| Turnover | Factor nover gs:;;:::d
Jan 73 | 29,232 29,232
Feb 31,479
March | 34,530 {31,747 34,530 | 31,747
April | 28,916 | 31,642 28,916 | 31,642
May 40, 359 34,602 40,357 34,602
June 31,458 | 33,578 31,458 33,578
July | 41,707 | 37,841 41,707 37,841
Aug 34,435 35,867 34,435 35,867
Sept | 29,260 | 35,134 . 29,260 | 35,134
Oct 39,058 | 34,251 39,058 34,251
Nov 37,505 | 35,274 37,505 35,274
Dec 28,261 | 34,941 28,261 34,941
Jan 74 | 32,193 | 32,653 1.09 29,535 31,767
Feb 42,383 | 34,279 28,883 32,226
March | 38,527 37,701 35,346 | 34,588
April | 34,648 38,519 31,787 35,339
May 37,693 | 36,956 1.06 32,623 33,252
June 35,514 | 35,952 30,737 31,716
July |54,392 |42,533 47,076 36,812
Aug 39,983 43,298 1.10 31,459 36,424
Sept | 50,651 | 48,342 39,853 39,463
oct 54,943 | 48,526 43,230 | 38,181 |
Nov 46,609 50,734 36,673 39,919
Dec 39,041 | 46,864 30,718 | 36,874
Jan 75 | 49,497 | 45,049 38,945 | 25,445
Feb 40,436 | 42,991 31,816 33,826
March | 38,747 | 42,893 1.15 26,510 | 32,424
April | 57,699 | 45,627 39,477 | 32,601
May 44,973 | 47,140 . 30,770 | 32,253
June 42,229 48, 300 28,893 33,047
July | 64,833 50,678 : 44,358 34,674
Aug 51,667 | 52,910 1.10 32,136 | 35,129
Sept | 49,236 55,245 30,624 | 35,706
Oct 47,402 | 49,435 29,484 30,748
Nov 42,581 | 46,406 26,485 | 28,864
Dec 44,393 44,792 27,612 | 27,860
Jan 76 | 48,803 | 45,259 1.10 27,595 | 27,231
Feb 45,967 | 46,388 25,992 | 27,066
March | 50,132 43,301 28,247 | 27,311
April |s2,509 | 49,536 29,691 | 28,010
May 52,639 51,760 29,765 29,268
June | 55,553 | 53,567 31,412 30,289
July 64,298 | 57,497 36,1357 32,511
Aug | 66,197 | 62,016 | 1.10 1 34,028 33,932
sept | 61,602 j 64,032 | | 31,666 | 34,017
oct | 61,780 j 63,193 j 31,758 | 32,484
iNov  |59,8677 l!e1,020 | 30,677 | 31,367
E ! | 25,396 | 29,277 |
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4 DISTRIBUTORS TOTAL INDEXED TURNOVER

A B C&D TOTAL ' »

Date | 3 Months| 3 Montns | 3 Months| 3 Months | ° WORERS| 12 MonEhs | 1) yoneny | 6 monens

Average Average Average Average Averace Average
Jan 73
Feb
March 83.00 232.69 912.76 | 1228.45
April 75.00 221.20 880,42 1176.62
May 146.00 218.22 $40.44 | 1304.66
June 93.00 218.22 893.88 | 1205.20 1217 93.6
July 153.00 235.90 | 1lo05.76 | 1400.68 1288 99.1
Aug 77.00 219.82 960.82 | 1257.64 1281 98.5
Sept 113.00 220.51 876.35 | 1309.86 1257 %6.7
Oct 169.00 225.80 976.23 | 1371.03 1386 106.6
Nov 109.00 236.59 | 1005.79 | 1351.38 1304 100.3
Dec 104,00 223.50 955.79 | 1283.29 1296 1256 96.84 99,7
Jan 74| 145.87 193.87 830.51 | 1170.25 1271 1280 98.69 97.7
Feb 112.84 183.99 790.23 | 1087,.06 1219 1250 96.38 83.8
March 140.37 199.61 938.98 | 1278.96 1281 1269 97.84 98.5
April 113.76 210.18 986.68 | 1310.62 1240 1313 101.23 95.4
May 155,79 225.34 | lo05.99 | 1387.12 1237 1271 $8.00 gs8.1
June 191.28 | "236.39 901.49 | 1329.36 1204 1300 100.23 100.3
July 154.92 | 265.76 |1lo1l.20 | 1431.88 1371 1321 101.85 105.4
Aug 29.11 250.60 984.09 | 1263.80 1325 1272 98.07 101.9
Sept 221.10 225.34 | 1052.31 | 1488.75 1414 1348 103,93 108.7
oct 147.92 222.81 | lo048.61 | 1415.34 1425 1333 102.78 109.6
Nov 142,41 240.20 | 1111.54 | 1494.15 1379 1308 100,85 106.1
Dec 156.58 243,48 [1012.80 | 1412.66 1455 1380 106.40 111.9
Jan 75 29.93 240.96 967.93 | 13c8.82 1364 136