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Neuroimaging literature has identified several regions involved in encoding and
recognition processes. A review of the literature illustrated considerable variations in
the precise location and mechanisms of these processes, and it was these variations that
were investigated in the studies in this thesis. Magnetoencephalography (MEG) was
used as the neuroimaging tool and a preliminary study identified Synthetic Aperture
Magnetometry (SAM) and not a traditional dipole fitting technique, as an appropriate
tool for identifying the multiple cortical regions involved in recognition memory.

It has been suggested that there is hemispheric asymmetry in encoding and
recognition processes. There are two main hypotheses: the first suggesting that there is
task-specificity, the second that this specificity is determined by stimulus modality. A
series of experiments was completed with two main aims: first to produce consistent
and complementary recognition memory data with MEG, and second to determine
whether there exists any hemispheric asymmetry in recognition memory.

The results obtained from five experiments demonstrated activation of prefrontal
and middle temporal structures, which were consistent with those reported in previous
neuroimaging studies. It was suggested that this diverse activation may be explained by
the involvement of a semantic network during recognition memory processes. In
support of this, a subsequent study involving a semantic encoding task demonstrated
that category-specific differences in cortical activation also existed in the recognition
memory phase.

Controlling for the involvement of such semantic processes produced
predominantly bilateral activation. It was suggested that the apparent hemispheric
asymmetry findings reported in the literature may be due to the ‘coarse’ temporal
analysis available with earlier imaging techniques, which over-simplified the networks
reported by being unable to recognise the early complex processes associated with
semantic processing which these MEG studies were able to identify. The importance of
frequency-specific  activations, specifically theta synchronisation and alpha
desynchronisation, in memory processes was also investigated.

Synthetic Aperture Magnetometry; Encoding; Retrieval; Frequency Specific Activation;
Semantic Network
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1 INTRODUCTION

1.1 Overview

Memory is a dynamic process involving primarily, three distinct stages; encoding,
storage and retrieval. Within the literature, a distinction is highlighted between the
processes involved in episodic memory (the capacity to recollect individual events) and
those involved in semantic memory (information relating to knowledge and meaning).
Although these are no longer believed to involve completely separate mechanisms, this
thesis focuses on those involved in episodic memory. Furthermore, whilst episodic
retrieval mechanisms have been explored using both tests of recognition and recall, it is the
neural correlates of episodic recognition memory which are primarily investigated in this

thesis.

This introductory chapter first provides an overview of some of the main
psychological models that underpin research in recognition memory. This includes the
traditional stage theories which form the basis for many of the more recent single and dual
process models. The main findings from the lesion and neuroimaging literature are then

presented and discussed.

Areas within the prefrontal cortex (PFC) and medial temporal lobes (MTL) have
been a particular focus of investigation, with many studies suggesting roles for these
regions in both encoding and recognition processes. One of the theories within the
recognition memory literature that is discussed is the idea that there is hemispheric
asymmetry, some authors suggesting an encoding / retrieval asymmetry, others a modality-
specific asymmetry. Evidence is also provided that demonstrates that functional speciality
may be frequency-specific, with particular focus placed on alpha and theta-frequency

activations.

1.2 Models of Recognition Memory

Memory involves three distinct stages; encoding, storage and retrieval. These stages
encompass the processes occurring during the initial presentation of the material, the

storage of some information as a result of this encoding and finally the recovery or
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extraction of stored information from within the memory system. Both the organisation
(structure) of the memory system and the processes (activities) operating within are
important considerations for theories of recognition memory. Although the various

theoretical models may differ in their emphasis of these two aspects,

“One cannot have structure without process, or retrieval without previous encoding

and storage” (Eysenck & Keane, 1995, p123).
Furthermore,

“Only that can be retrieved that has been stored, and... how it can be retrieved

depends on how it was stored.” (Tulving & Thomson, 1973, p359).

To perform successfully on tasks of recognition memory, an individual must ensure
that the to-be-remembered item has been successfully encoded and stored in memory. It is
the common train of thought that recognition memory can occur in two different ways;
either through familiarity or through the remembering of relevant contextual information
(Gardiner & Java, 1993). This distinction between knowing and simply remembering has
been addressed in a number of studies. The fact that you need to access memory stores
when performing object recognition tasks, so that you are able to match what you see in
front of you with stored representations, suggests that there should indeed be similarly

activated regions in both encoding and recognition memory tasks.

Over the past twenty to thirty years, there has been a great debate within the episodic
memory literature over the existence of single or dual processes in recognition memory.
The idea that there are several separate components involved in episodic memory has been
around for centuries (Yonelinas, 2001) and consequently, there has been much interest in

developing models to account for these processes.

1.2.1 Early Memory Models

1.2.1.1 Traditional Stage Theories

Traditional models of memory can be described as being ‘stage theories’ as their
fundamental structure is the existence of several memory storage systems (Gleitman,

1995), each of these accounting for different functions, depending on the specific model.
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These models all promote a sequential pattern of information processing (Eysenck &
Keane, 1995), a concept initially developed by Broadbent (1958) and his theory of
attention, which is now incorporated into the majority of cognitive processing models. The
existence of multiple storage systems is used in the majority of models to account for both
recently encountered information, as well as for knowledge gathered previously (probably
years before). To accommodate these two different types of memories, the early ‘multi-
store’ memory models (e.g. Waugh & Norman, 1965; Atkinson & Shiffrin, 1968)
introduced two memory stores, the short-term system (responsible for recently encountered
material) and the long-term system (for material being stored for a long time, up to a
lifetime) with experimental evidence indicating that a distinction between the two stores

existed (Brown, 1958; Peterson & Peterson, 1959).

Further evidence for this distinction was provided through neuropsychological
studies of patients with anterograde amnesia, such as the case of HM (Scoville & Milner,
1957). HM underwent a bilateral hippocampectomy to treat severe epilepsy. Following
surgery, although his performance on tests of short-term memory function, such as digit
span, was normal, his long-term memory was severely disrupted. This and similar evidence
from other brain damaged individuals with anterograde amnesia provided substantial
evidence for the system of memory processing described by the multi-store memory
models. These studies of brain-damaged individuals and also of animals with cortical
lesions generated the first information about the neural correlates of memory functioning
and principally guided the research undertaken in the field of neuroimaging today, and as

such are discussed further in section 1.2.3.

One of the most influential stage theories of memory was that of Atkinson & Shiffrin
(1968), and is commonly used as the generic ‘multi-store’ model of memory (Figure 1.1).
It incorporates an additional sensory store, which precedes the short- and long-term
memory systems. The multi-store model describes the process of memory as information
sequentially passing through each of these stores, it being processed along the way.
Initially, material from the environment is received by one of the sensory stores, their
existing different sensory stores for each of the modalities (i.e. visual, auditory etc.).
Material is only maintained here for a very brief period of time, the exact length of time
being dependent upon the specific sensory store involved. For example, there is evidence
to suggest that visual information will decay from the visual (or iconic) store after only 0.5
seconds (Sperling, 1960), and from the auditory (echoic) store after 2 seconds (Treisman,
1964). However, through attentional processes, much information (before it decays) can be
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transferred into the short-term memory store (STM). This éfore has been show to have a
very limited capacity, Miller (1956) detailing it as having a span of “seven plus or minus
two”. Consequently, information is constantly displaced by new material and the store is
very susceptible to distracting influences which can cause this displacement. The process
of rehearsal is then used to transfer knowledge from STM to the long-term memory store
(LTM). Whilst there is no accurate indication of the capacity of the long-term store, the

fact that we are able to remember information from our childhood and that we continue to

Short-Term Long-Term
Memo Memo
Attention N Rehearsal v
(STM) (LTM)

Figure 1.1 The Multi-Store Model of Memory (adapted from Atkinson & Shiffrin, 1968)

acquire new information throughout our lives, does suggest that it may have an infinite
capacity. However, there are processes such as interference, which can lead to information

being lost from this store.

The multi-store model is considered to be one of the most important models in the
memory literature as it provided the initial structure from which many models are now
derived. However, its inability to account for a number of psychological findings has
necessitated that other models need to be developed. For example, the sequential structure
of the multi-store model suggests that impairment of the STM (through brain damage, for
example) would result in impaired LTM too. There is some evidence that this indeed may
be the case, for example, Korsakoff amnesiac’s can perform at normal levels on tasks
associated with STM, but experience problems with LTM tasks. However, there is also
conflicting evidence from the neuropsychological literature which demonstrates that
performance on LTM tasks is good, despite poor results on tasks of STM (see for example,

the case of patient KF, Shallice & Warrington, 1970).
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1.2.1.2 Working Memory Model

Evidence such as that reported above, lead to heavy critique of the sequential multi-
store models and as a consequence Baddeley and Hitch (1974) developed a model which
adopted the concept of a working memory system as a replacement to a STM system.
Essentially, it comprises three systems, the phonological loop, visuo-spatial sketch pad and
the central executive. Information from the environment is handled by the two ‘slave’
systems, auditory and verbal information monitored by the phonological loop, and the
visuo-spatial sketch pad concerned with visual input. The central executive is considered to

be the attentional component, responsible for the entire system.

Central Executive

Visuo-Spatial Phonological
Sketch Pad Loop

f
¥
\ 4

Figure 1.2 Working Memory Model (adapted from Baddeley & Hitch, 1974)

The phonological or articulatory loop loosely resembles the short-term memory store
from the original multi-store memory models and it comprises two sub-components.
Initially, there is a store that holds the memory trace. This has a time limit of about two
seconds, which is only surpassed through the use of the second sub-component, a process
of sub-vocal articulatory rehearsal. Evidence for the existence of the phonological loop and
its sub-components are diverse. The necessity for a phonological component within a
memory model, has been demonstrated numerous times, experiments such as those
utilising acoustic and semantic paradigms (e.g. Baddeley, 1966; Kintsch & Buschke, 1969)
just a small part of the literature showing this. Similarly, the word length effect (e.g.
Baddeley, Thompson & Buchanan, 1975) in which fewer long-length words, compared to
short-length words, can be remembered in any given time span, has been used as evidence

for the sub-vocal rehearsal component of the phonological loop. Although the specific, and
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recently evolutionary, function of the phonological /loop’/is constaritly altering in light of

increased research, its existence as a necessary component of memory is still maintained.

The visuo-spatial sketch pad is responsible for the storage of visual information. It is
reported to involve visual (Logie, 1986) and spatial coding (Baddeley, Grant, Wight &
Thomson, 1973) processes, these findings refuting the role of verbal coding strategies
within this process. Furthermore, the visual and spatial components of memory are
believed to utilise separate processes, numerous neuropsychological studies providing
evidence to support this (see for example, Della Sala, Baddeley, Papagno, & Spinnler,
1995).

The central executive is proposed to be the attentional component of the working
memory model, responsible for all executive processes. However, the diversity and
complexity of these executive processes has failed to produce a sufficient description of
the central executive. Whilst anatomically, it is believed to utilise the frontal lobes
(Baddeley, 1986), neuropsychological assessments of patients with damaged frontal lobe
regions are needed to distinguish between these numerous executive functions.
Furthermore, the structure and distribution of all executive functions is still unclear.
Baddeley (2000) highlights this, suggesting that whilst there may exist a hierarchical
structure dominated by a specific function, it may also be that all executive functions are
equally distributed. Perhaps, this is where functional neuroimaging can be of use,

providing some answers to the many unanswered questions.

1.2.1.3 Levels of Processing Model

One of the simple assumptions of the Atkinson-Shiffrin multi-store model was that
an item was more likely to be transferred to the long-term memory store if it was
maintained within the short-term memory for a long period of time. This approach
however, is too simplified and Craik and Lockhart (1972) provided substantial evidence
that an important factor in long-term memory was the nature of the encoded material and

as such developed their Levels of Processing model of memory.

This approach suggests that memory cannot be defined by three or indeed any
specific number of stores, but instead varies along a potentially infinite number of levels
depending on the depth of encoding of the information. The strength of a memory trace

does not depend on the type of store within which it is located (STM or LTM) but on how
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much attention is paid to the information at the time of :ehc,odingv. Specifically, deep,
meaningful kinds of information processing, such as semantic encoding, leads to more
permanent retention than shallow, sensory kinds of processing, such as visual or

phonological encoding.

The theory however does not attempt to explain why deep processing is more
effective than shallow processing. It is also difficult to tell which level of processing is
being used by a person as there is no independent measure of processing depth.
Nevertheless, Gabrieli, Brewer, Desmond and Glover, (1997) indicated through functional
magnetic resonance imaging (fMRI) that different brain regions may be involved in
different kinds of processing. They reported greater activation in the left inferior prefrontal

cortex for semantic rather than perceptual processing.

1.2.2 Theoretical Models of Recognition and Recall

Both the multi-store model of memory and the working memory model provided
qualitative and theoretical reasoning for the existence of separate memory components.
Many of the more recent memory models have used these earlier models as a basis,
developing them in order to comprehensively account for a range of tasks and data. Many
of these theoretical models of recognition memory highlight a distinction between

recognition and recall.

Theoretical models of recognition memory can basically be separated into two
categories, single-process and dual-process models. The basic assumption maintained in
the majority of single-process models is that there is one single element, that of familiarity,
upon which recognition judgements are made. Similarly, the dual process models of
recognition memory also include this concept of familiarity, but promote, in addition, a

second process that utilises extra material encoded at the time of initial exposure.

1.2.2.1 Single Process Models

The simplicity of the single process models, in which there is only one single
memory component, is still very appealing and as such many single process models of
recognition memory have been developed, incorporating assumptions about storage and

representation of memories. Within the division that is single process models, the most
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popular are a number of global memory models. These include Search of Associative
Memory Model, composite vector models such as the Composite Holographic Associative
Recall Model (CHARM) and the Theory of Distributed Associative Memory (TODAM)
and finally MINERVA. There are also some new generation global memory models which
have been developed to account for the some of the data that the older models could not
sufficiently explain. It is necessary to discuss some of these popular single process models,
before considering the now favoured dual process models. The term ‘global memory
models’ is used when referring to these models, primarily because of their general
assumption that a test item will interact with most, if not all, of the relevant stored
memories (Ratcliff & McKoon, 2000), and also because of their ability in being used to
explain a large amount of experimental data generated from diverse tasks and changeable

paradigms.

1.2.2.1.1 Search of Associative Memory Model

The Search of Associative Memory (SAM) model is a mathematical model
developed using the principle of encoding specificity. It is an associative network model of
memory where nodes connect according to their relatedness. It was originally developed to
account for many of the results from free recall experiments (Raajimakers & Shiffrin,
1981) and was later modified by Gillund and Shiffrin (1984) to also accommodate data
from studies of recognition memory. The basic principle within this model is that the
information which is stored in memory is the strength of associations between encoded
cues to memory, i.e. test items, and items already stored within memory, assumed to be
images (Ratcliff & McKoon, 2000). The strengths of these associations are increased
during the encoding process during the time a to-be-remembered item is in a buffer.
During retrieval, this model assumes that the test item matches an image within memory
and that a familiarity score is produced, enabling a decision to be made about whether

indeed the item was part of the encoded material.

The appeal of this cue-dependent model is that its basis mirrors the accepted
assumption that retrieval processes during memory tasks are cue-dependent (Tulving,
1974). Consequently, the important component of this model is how well the study and test
cues match and thus the production of a familiarity value used in subsequent yes / no

recognition tasks.
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Although one of the basic assumptions of SAM is that an individual should be able
to, if required, perform some sort of memory search task during the recognition process,
for the purpose of developing the model, it is assumed that no individual actually performs
this search. For a simple ‘yes’ / ‘no’ recognition test SAM assumes that the participant
searches their memory with two cues, the test item and a context cue. The LTM store is
assumed to contain permanent interconnected ‘images’ that contain information. These
include contextual and temporal detail associated with the encoding of an item, specific
information about a particular item which may help in identifying it, and also information
which is used in creating links between items. In SAM, therefore, the result of probing
memory with the contextual cue and test item is that images and interconnections within
the LTM store will be activated. The amount of activation that occurs produces the value
of familiarity, which is used in the decision process. The activation of more than just the
stored image of the test item is why this model and others are referred to as global models.
The generated familiarity value is compared to a criterion value set by the individual. If the
familiarity is greater than the criterion value then the participant believes that the item is a
previously encountered stimulus and responds ‘yes’. Conversely, if it is lower the

participant responds ‘no’.

As demonstrated by the numerous simulation experiments performed by Gillund and
Shiffrin (1984), as a model for recognition memory SAM works. It is simple and can be
applied to a number of different episodic memory paradigms and data. It does not,
however, incorporate a component to account for the memory search process, which the
authors themselves acknowledge is assumed to play a significant role in the recognition
memory process. It may, therefore, not be the most appropriate model of recognition
memory, but it is acknowledged to be the most successful model in accounting for free-

recall data (Ratcliff & McKoon, 2000).

1.2.2.1.2 Composite Vector Models

CHARM

The Composite Holographic Associative Recall Model (CHARM) (Metcalfe, 1985)
is a model of cued recall. CHARM is based around the level of processing framework
(Craik & Lockhart, 1972) with items being characterised as patterns of features. Each
feature within an item has either a unique positive or negative value (i.e. no two features
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will have the same value), with the sum of all the item’s features being zero. It has been
suggested that these could be considered as neural units (Estes, 1979) and as the numerical
values of the features are represented in vector format (as for TODAM), they could be
assumed to represent neural firing frequency, zero being a background / baseline firing
rate. Similarly, in cognitive terms, the representation of an item will be a unique

configuration, or vector, of its features, all items having different patterns.

This idea means that the independent features values within unrelated items will be
statistically independent. For related items, however, there will be some overlap of some
(but not all) feature values. If items are unrelated no feature has the same value whilst if

items are related the amount of similarity between them is calculated.

When an association is made between two items, the end convolution or product
matrix produces a new matrix, which is unique to the association but does not correspond
to either of the items. Therefore a new memory trace has been created and for purposes of
retrieval processes this memory trace needs to be deconvolved to get back to the original
items. Each convolution is added together so that a composite memory trace incorporating
all encoded items is created. At retrieval, the cue / test item is correlated with the
composite trace created during encoding. Due to the nature of the composite trace, the
retrieved item is not 100% identical to that encoded; rather it is retrieved containing some
noise from the convolution process and from the other encoded items. For recognition,
however there is also an element of auto-association in which not only are two items
associated with each other but that each item is also associated with itself. These auto-
associations are therefore also included in the composite trace. At recognition, the cue is
correlated with the trace and if it retrieves itself (the auto-association) then positive

recognition occurs, if not the participant responds ‘no’ or ‘new’.

TODAM

The Theory of Distributed Associative Memory (TODAM) (Murdock, 1983) is a
“theory for the storage and retrieval of item and associative information” (Murdock, 1982,
p609). Its basic principle is that items or events are stored as vectors in a common memory
vector. Information about a particular item is obtained by adding the vector of the item to
that of the memory vector. Associative information can also be accounted for in the

TODAM model; the vectors of two items are first combined, the result then added to the
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memory vector. The vectors for the separate items and for fhe associative information are
also multiplied by forgetting and weighting paraméters, which can have values between 0
and 1. The outcome of this model is that following the presentation of an encoded list of
items, there is no single vector for each list item, but rather a composite memory vector, or

trace, which enables an individual to accurately respond in the recognition process.

Unlike encoding which is a combining (convolution) process, recognition is a
correlation process. The vector for each test item is compared with the composite memory
vector created during encoding using a method in which corresponding attributes are
multiplied together and then the sum of these attributes obtained. As with the other global
memory models, the outcome of this is a value that can be compared to a criterion value

and a recognition judgement made.

The original TODAM model, however, was unable to account for the observed
experimental dissociation that increasing retention intervals decreases the accuracy of item
recognition, but does not affect associative recognition. Consequently, in the revised
TODAM?2 model (Murdock, 1997) additional parameters for context and for the probable
use of mediators to aid remembering of associative information, (e.g., word pair ring —
Jadder presented and have mediator of rung because it thymes with ring and there are rungs

on ladders) were also incorporated.

1.2.2.1.3 MINERVA2

MINERVA?2 was developed as a model for memory after SAM and TODAM had
already been proposed for a few years. Like TODAM it incorporates the idea that items are
vectors, but differs in the assumption that these vectors have elements +1, 0 or —1.
Consequently, during encoding, each stored item is assumed to have its own unique vector.
The model’s assumptions for recognition are the same as that for the other global memory
models; a value of familiarity is generated by comparing the test item with information
stored in memory and this value is then used in the recognition decision process.
Specifically, the vector of the test item is compared to each vector in the memory store, the
product of which generates an ‘activation’ value, referring to the degree of match between
test and stored items. As with SAM, if this value is greater than a criterion value, then the

participant produces a ‘yes’ or ‘old” response, if it less then the response is ‘no’ or ‘new’.
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1.2.2.1.4 Evaluation of Global Memory Models

At the time of their development it was presumed that what all these global memory
models have in common is the fact that their parameters and assumptions can be slightly
modified to accommodate a number of different scenario and data (Slamecka, 1991).
Further investigation, however, suggested that these models were more rigid than first
believed and consequently a number of situations arose which the global memory models
could not accommodate. Specifically, two examples, the mirror effect and the list strength
effect, arose which could be not be accommodated by the models despite modifying

attempts.

The mirror effect is concerned with the assumption made by the global memory
models that the output or ‘familiarity’ value increases as the strength of the stored items
increases. Consequently, increasing this strength should increase the probability that the
item will be recognised as ‘old’ or familiar (i.e. been in the encoded material), irrespective
of whether it was actually an encoded item. If we consider low-frequency items, however,
this is not the case. It has been demonstrated that if a low-frequency item was present in
the encoded material, it is more likely to be recognised as old (than average or high
frequency items). Also, if it was absent it more likely to be identified as ‘new’ (Glanzer &
Adams, 1985; Glanzer, Adams, Iverson & Kim, 1993). The possible solution of
incorporating a frequency decision judgement at the start of the recognition / retrieval
process, which would alter the subsequent criterion value for ‘old’ versus ‘new’
judgements, has been disregarded as unsatisfactory (Ratcliff & McKoon, 2000). Data is
available which demonstrates that irrespective of whether high and low frequency words
are presented in separate lists or combined together, there is no difference in response time.
Furthermore, participants appear to find it difficult to actually determine those words that
are high frequency and those that are low. Also, if this were the solution to the problem,
task difficulty would inevitably increase with increasing numbers of items with different

frequencies.

In a similar way, the list strength effect is also a phenomenon that cannot be
satisfactorily explained by the global memory models. This effect describes the way in
which as the strength of an item increase, so does the variability in the strength values.
Take for example an experiment where performance on a list when different items are
studied for different lengths of time, is compared to performance on a list in which all
items are studied for the same length of time. All of the global memory models would
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predict that there would be lower accuracy for short studied items in the mixed list
compared to when they were in the pure list. This is bécause of the change in familiarity
value. In reality, however, for recognition memory experiments, this effect is never seen
(Murnane & Shiffrin, 1991; Ratcliff, Clark & Shiffrin, 1990; Shiffrin, Ratcliff & Clark,
1990).

1.2.2.1.5 New Generation Global Memory Models

Evidently, the global memory models cannot fully account for data observed in real
recognition memory experiments, despite attempts at manipulating and adapting them.
Consequently, new models were developed to overcome the phenomena described above,
but which still accounted for the data in which the older models were successful. Shiffrin
and Steyvers (1997) REM model and McClelland and Chappell’s (1998) model were
termed the new generation global memory models. Fundamentally they are similar to each
other and to their predecessors; items are represented as vectors and the old / new decision
is made at recognition by comparing the similarity value between studied and tested items

to a criterion value.

The successfulness of these new generation global memory models lies with the
assumptions they make. Firstly, they can accommodate errors in storage (and thus the fact
that mismatch errors do occur) and secondly, the use of vectors enables the probability of a
match to be calculated between the test item and another item in memory, whether the
same or different to the test item. However, whilst they account for the problems which the
carlier global memory models could not accommodate, the literature is still awaiting more

critical tests on these new models.

1.2.2.2 Dual Process Models of Recognition Memory

These global memory models, however, did fail to account for data presented in
many studies in which novel items were rejected on the basis of their similarity to
previously presented stimuli. Consequently, this promoted the suggestion that there may
also be some form of a recall process occurring during these recognition memory tasks,

and dual-process models of recognition memory were developed.
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In experimental design there is an obvious difference between tasks involving
recognition and those requiring recall processes. Usually a free recall task involves
participants firstly being presented with a list of words, for example, and then later being
asked to remember as many of those words in any order. It can therefore be assumed that
this recall process must involve some form of active searching of the memory stores.
Recognition, on the other hand, involves a similar encoding process but for recognition,
participants are re-presented with the stimuli, along with novel ones and asked to
determine whether each is something they have seen before. It therefore involves a sense

of familiarity for an item, without the need for active memory searching.

Many studies have demonstrated the advantage of recognition over recall, and one
such theory is the two-stage / two-process theory (e.g. Mandler, 1980). Within the various
versions of this theory, there is a consistent assumptions made by the model. Whilst recall
involves a search or retrieval process, which is followed by a decision or recognition
process based on the apparent appropriateness of the retrieval information, recognition
involves only the second of these processes. Consequently, there is only point during
recognition at which an error could occur, whilst for recall there are two occasions at
which it could happen. Further evidence that there exist two-processes, a retrieval process
followed by a decision-making recognition process, was shown by Rabinowitz, Mandler
and Patterson (1977) in which their participants performed better under a generation-

recognition strategy than under standard instructions.

Jones and Jacoby (2001) presented a series of experiments in which they investigated
feature and conjunction errors within the realms of recognition memory. A dual-process
theory was necessitated to account for their findings. They did acknowledge, however, that
while other approaches on their own could not accommodate the findings, a combination

of dual-process and item-associative distinction frameworks might be the way forward.

The two-process theory, however, although quite successful does have a number of
questions that it cannot accommodate. Firstly, evidence exists (Muter, 1978) which
demonstrates recall performance being superior to recognition performance, a phenomenon
which according to the dual process model could not occur. Secondly, it has been
demonstrated that following failure to recognise items from an encoded list, some of those

unrecognised items are recalled in a subsequent recall test (Tulving & Thomson, 1973).

Recognition has been demonstrated to be easier than recall for many years

(McDougall, 1904), but why is this so? It would seem logical that if psychologically a
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clear superiority of recognition over recall can be demonstrated, thus highlighting a
difference between these two processes, then the neural bases of these should also differ. Is
it the case, therefore, that (1) they involve the same processes, but that recall occurs when
these processes are stronger; (2) that all the processes involved in recognition are utilised
during recall and that recall requires some extra processes; or is it (3) that there are some of
the same components involved in both processes, and that there are also some unique to

recognition and some unique to recall?

1.2.3 Tulving’s Encoding Specificity Principle

Tulving assumed that there were basic similarities between recall and recognition
and assumed that contextual factors played an important role in these processes. He
claimed that an item is remembered well when information in memory is similar to
information available at retrieval. Therefore, any changes that are made to the context
between storage and testing can reduce the memory performance. Tulving claimed that this
was true for both recall and recognition and this idea has much experimental support (see
Bouton, Nelson & Rosas, 1999; Thomson & Tulving, 1970; Tulving & Thomson, 1973;
Godden & Baddeley, 1975;1980).

According to Tulving’s Specificity Principle, the superiority of recognition over
recall can be explained in two main ways. Firstly, it is suggested that there is a greater
overlap between information in the memory test and the memory trace on recognition
memory tasks, than on recall tests. Secondly, more informational overlap is required for
recall than for recognition because recall involves for example naming a previous event or
recalling a previous list whereas recognition is only a judgement of familiarity. Tulving
can also account for items being recalled but not recognised (see Tulving & Thomson,
1973). Evidence suggests that recall performance depends less on recognition performance
than might be predicted by other dual-process models of recognition memory discussed

later.

Tulving’s theory emphasises the importance of contextual factors in recognition and
recall. However, although there is evidence to suggest that the similarity of context at the
encoding and retrieval stages plays an important role in recognition and recall, Tulving
assumes that both recall and recognition are affected in the same way by contextual

information. Baddeley (1982) however, presents research which suggests this may not be
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the case, and makes a distinction between intrinsic (important  factors such semantic
characteristics) and extrinsic context (irrelevant characteristics such as the size of the
experimental room). Baddeley claims that recall memory is affected by both intrinsic and
extrinsic context but that recognition memory is affected only by the intrinsic context. This
is demonstrated in two convincing studies by Godden and Baddeley (1975, 1980) who

show that extrinsic context has very different effects on recall and recognition.

1.3 Cortical Regions Involved in Recognition Memory

Studies of brain-damaged individuals and also of animals with cortical lesions
generated the first information about the neural correlates of memory functioning. They
have been used in the development of these models of recognition memory and have

principally guided the research undertaken within the field of neuroimaging today.

The case of HM (Scoville & Milner, 1957) is important in recognition memory
research. It was used as evidence in support of the Multi-Store Model of Recognition
Memory. The model suggests that if short term and long term memory stores are indeed
distinct, then there should exist brain damage that disrupts one but not the other. HM’s
anterograde amnesia provides such evidence (Milner, Corkin, & Teuber, 1968).
Furthermore, it provided one of the earliest indications that the hippocampus is involved in
recognition memory (Scoville & Milner, 1957). HM experienced severe epilepsy and in
1955 underwent surgery to remove his hippocampi. Although this greatly reduced the
number of epileptic episodes he later suffered, it left him with complete of episodic
memory. This severe anterograde amnesia meant he had a profound failure to create new
memories and thus had no memories following the surgery. Impairments were also seen to
his semantic memory, with his language essentially frozen to the 1950s. Later studies
indicated that his working memory was intact, HM performing within normal levels on
digit span tasks, having a normal rate of forgetting (Wickelgren, 1968). He was also able to
learn new motor tasks (Milner, 1962, 1965; Corkin, 1968) indicating that his procedural
memory was also preserved. This ability to learn new motor tasks has also been
demonstrated in studies of anterograde amnesiacs who are able to learn to play new pieces
of music (Starr & Phillips, 1970). It is believed that these procedural tasks are associated
with implicit memory processes, For HM studies involving the Gollin incomplete picture
task (Milner et al, 1968) and the Tower of Hanoi (Cohen & Corkin, 1981) have indicated

that these implicit processes remain intact, therefore suggesting that the impairments
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observed are associated with explicit memory processing: HM also experienced temporally
graded retrograde amnesia in which his child hood memories were preserved but he lost

memories immediately preceding his lesions.

Animal studies which have investigated the robe of the hippocampus suggest that
episodic memory is dependent upon a network of structures, including the hippocampus
and adjacent medial temporal structures (Fletcher, Frith & Rugg, 1997). Bilateral lesions to
the medial temporal lobes resulted in severe generalised impairment in acquiring new
memories, and in the retrieval of events prior to the lesion (Squire, Knowlton & Musen,
1993). Mishkin (1978) also identified the importance of additional medial temporal
structures in recognition memory, reporting that in monkeys, only removal of the amygdala
as well as the hippocampus, produced recognition memory deficits. Several further animal
lesion studies have confirmed the critical importance of the adjacent perirhinal cortex in
test of recognition memory (Murray & Mishkin, 1986; Zola-Morgan et al, 1989; Murray,
1996).

As detailed previously, recall and to a lesser extent recognition, processes involve an
active search for a specific target memory and a familiarity judgement made. These active
search processes are believed to involve the regions of the frontal neocortex which are
involved in top-down executive control processes. The specific location within the frontal
lobes where these processes occur are not yet fully identified, with many different sites,
such as dorsolateral, ventrolateral and orbito-frontal regions all being reported to be

activated in retrieval tasks.

The executive role of the prefrontal cortex has been demonstrated in several lesion
studies. Gershberg and Shimamura (1995) reported patients with frontal lobe lesions who
were unable to select appropriate encoding strategies. Similarly, Stuss et al (1994)
demonstrated that recognition memory can remain intact, despite frontal lobe lesions,

unless a task requiring complex encoding or retrieval strategies is undertaken.

1.4 Neuroimaging Studies of Recognition Memory

Memory is a dynamic process involving primarily three distinct stages: encoding,
storage and retrieval. With the development of neuroimaging techniques, much of the

focus of memory research is on the identification of the cortical regions involved in these
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stages and the specific roles that these regions have in mediating the memory process.
Using these methodologies, it is now possible to evaluate the functional specialisation of
these brain regions in two complementary ways: first by identifying the segregation of
regions, in which anatomical areas are associated with specific cognitive processes; and
second, by investigating the functional integration of these regions in which the interaction

between cortical areas is assessed.

Before the development of Positron Emission Tomography (PET) and functional
Magnetic Resonance Imaging (fMRI), neuroimaging studies utilising Computerised
Tomography (CT) had proposed that medial temporal structures, especially those around
the hippocampus, were involved in episodic memory. This was supported from many
neuropsychological investigations of patients with medial temporal lesions. Early PET
studies in which regional Cerebral Blood Flow (rCBF) measurements indicated that the
most active structures were more anterior in location (Foster, 1999a,b,c), specifically
regions within the PFC. A role for the medial temporal structures in recognition memory,
however, is also still reported and it may be that the differences is brain activations

reported are due to paradigm or task effects.

1.4.1 Encoding and Storage

Numerous PET and fMRI studies have demonstrated that regions within both the
frontal and posterior neocortex play a significant role in the encoding of episodic
memories. The specific regions which are activated during episodic encoding are
dependent on the nature of the task itself and on the specific properties of the encoded
material (Mayes & Montaldi, 1999). For example, different regions have been reported to
be activated (for example passive viewing versus semantic discrimination) and on the
specific properties of the encoded material (such as whether the to-be encoded items are

for example words, complex objects, line drawings or faces) (Mayes & Montaldi, 1999).

The PFC has been shown to be involved in episodic encoding (Kapur, Craik,
Tulving, Wilson, Houle, & Brown, 1994; Fletcher, Frith, Grasby, Shallice, Frackowiak, &
Dolan, 1995; McDermott, Buckner, Peterson, Kelley & Sanders, 1999). Different regions
of the frontal cortex are seen to be activated depending on whether the task is verbal or
visual and it has further been suggested that there may be left / right hemispheric

asymmetry associated with verbal and visual encoding. Specifically it is regions within the
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left hemisphere which have been reported to be activated during verbal encoding and in
tasks involving intentional learning (as opposed to the incidental learning which occurs in
everyday life) (Fletcher et al, 1995) and conversely, it appears that in tasks of visual

memory, it is the right frontal regions that show the greater activation (McDermott et al,

1999).

The specific role of the PFC is thought to be one which integrates with other cortical
regions and controls executive functions, such as how attention is directed (Mayes and
Roberts, 2001). These executive functions then influence and co-ordinate, through ‘top-
down’ processes, which parts of the material are encoded by other brain regions, in
particular the associations between contextual and sensory information (Squire & Kandel,
1999). If the PFC does play such an integral role in the encoding of information, disruption
to this area or reduction in its activation, may offer an explanation for ineffective memory
functioning, or suggest how inaccuracies sometimes occur during subsequent retrieval
stages. Furthermore, if the PFC acts to co-ordinate memory, it should be active early in the

memory process.

A role for medial temporal structures during encoding processes has also been
reported (Montaldi, Mayes, Barnes, Pirie, Hadley, Patterson & Wyper, 1998; Montaldi,
Mayes, Pirie, Barnes, Hadley, Patterson & Wyper, 1998). It is unclear whether the MTL
are involved in the initial representation processes, or whether they have a role in the
transfer of the information into long term memory (LTM). Murray and Bussey (1999)
believe that its role is associated with the initial representation of the encoded material,
enabling perception and identification of the stimuli, and suggest that without the MTL
generating these visual representations, subsequent memory retrieval will be unsuccessful.
Buckner, Kelley and Peterson (1999), however, propose that during the encoding stage of a
recognition memory task, information is transferred to the MTL, including the
hippocampus and structures adjacent to it. Evidence for this idea has been obtained through
the study of patients with amnesia. Patient PS, reported by Buckner and Koustaal (1998),
had a lesion within the MTL as identified through a MRI scan. FMRI scans during a word
judgement and subsequent recollection task showed that although the PFC was
significantly activated during the encoding part of the experiment, PS was unable to
remember any of the stimuli. It was suggested that the lesion within the MTL did not

enable PS to sufficiently form or store the memories during the encoding task. .
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It has been postulated that the MTL and the ‘hippocampus are involved in the
consolidation and storage of encoded material (Mayes and Roberts, 2001). Gray (1982)
suggests that these regions are activated by the novelty of the stimulus, probably through
an orienting mechanism. This produces an increase in arousal which is necessary for the

consolidation processes within long-term recognition memory to occur.

A number of studies have investigated the performance of amnesiacs with
hippocampal or MTL damage on episodic memory tasks. It is often the case that they not
only perform poorly on episodic memory tasks for items learned after the injury, but also
for material encoded before it. Consequently, these lesion studies do not provide sufficient
evidence for the exact role that these structures play in either encoding or storage (Riedel,

Micheau, Lam, Roloff, Martin, Bridge, de Hoz, Poeschel, McCulloch & Morris, 1999).

The storage of encoded material is still believed to involve MTL and hippocampal
structures (Mayes & Roberts, 2001; Morris & Frey, 1997). Storage is not restricted to this
region though, with many studies offering support for areas within the posterior neocortex

also having a role in this process (Squire & Alvarez, 1995; Nadel & Moscovitch, 1997).

Additional cortical regions have also been associated with episodic encoding.
Krause, Taylor, Schmidt, Hautzel, Mottaghy, and Muller-Gartner (2000) discussed PET,
fMRI and Magnetoencephalography (MEG) studies of episodic memory and observed that
a number of regions were similarly activated during both encoding and recognition. These
included the secondary visual cortex, parahippocampal cortex, left medial parietal
structures and cingulate cortex. The medial parietal activation reported by Krause et al
(2000) is of particular importance as the precuneus is also believed to be involved in
episodic encoding (Fletcher, Frith, Baker, Shallice, Frackowiak & Dolan, 1995). Although
the specific role of the precuneus is still yet to be fully identified, its activation has been
linked with the subsequent success of retrieval processes (Montaldi, Mayes, Pirie et al,
1998). Mayes and Roberts (2001) also suggest that this region may be involved in the

association between encoded stimuli and their semantic representations.

Interestingly, Krause et al (2000) observed differences between the two memory
stages, using systems level modelling analyses and functional imaging, particularly with
respect to the neural interactions between different cortical regions. Stronger links were
reported between the posterior and prefrontal areas during encoding and between the left
parahippocampal and posterior cingulate cortex during retrieval. Also during retrieval,

interactions between the extrastriate cortex and posterior cingulate cortex were observed.
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Another region within the limbic system that is believed to play an integral role in
the encoding and storage of information is the amygdala (Gloor, Olivier, Quesney,
Andermann & Horowitz, 1982). Specifically, it is associated with a change in emotional
arousal during encoding, perhaps again through stimulus novelty, and is thought to have
strong modulating connections with the hippocampus during this process, which facilitates
subsequent episodic retrieval (Cahill, Haier, Alkire, Tang, Keator, Wu & McGaugh, 1996;
Hamann, Ely, Grafton & Kilts, 1999).

1.4.2 Retrieval

Data from PET studies have consistently shown the activation of two main cortical
areas during episodic retrieval: the anterior prefrontal cortex, of which activation is greater
within the right hemisphere (Cabeza & Nyberg, 1997), and bilateral posterior medial
parietal cortex (Fletcher, Frith & Rugg, 1997; Rugg, Fletcher, Frith, Frackowiak & Dolan,
1996; Fletcher, Frith, Grasby, Shallice, Frackowiak & Dolan, 1995; Markowitsch, 1997).
Furthermore, it appears that it is only a small area of the right anterior prefrontal cortex,
specifically a small region of anterior Brodmann Area (BA) 10, which is activated in

episodic recognition memory tasks (Buckner, 1996).

The majority of recognition memory tasks detailed in this chapter involve item
memory whereby participants are simply remembering what has happened previously.
However, it must be noted that there are some PET studies that use source information
tasks that involve remembering contextual information. McIntosh, Bookstein, Haxby and
Grady (1996) compared these two forms of recognition memory. Although similar
activations within the right prefrontal and midbrain regions could be seen, item and source
retrieval differentially activated various frontal regions. For example, different source tasks
evoked activation either in the left frontal lobe or in BA 24 and 32, the anterior cingulate
gyrus. In contrast, BA 47 and 21 (the right inferior prefrontal region and anterior temporal

region respectively) were differentially activated during item retrieval.

Other studies using different source and item measures have shown similar variation
in brain activation (Cabeza, Mangels, Nyberg, Habib, Houle, McIntosh & Tulving, 1997).
Together, these studies all suggest selective activation of temporal lobe and dorsal
prefrontal regions for item and source memory tasks. Subsequent fMRI studies (Nolde,

Johnson, & D’Esposito, 1998) have demonstrated that in line with the source / item
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distinction, the level of prefrontal activation is correlated to the amount of episodic detail

required for successful recognition.

Evidence from a study performed by Mcintosh (1999) suggests that the right
prefrontal cortex during episodic memory retrieval is functionally linked to other brain
regions. This activation indicates that the role of the right prefrontal cortex in episodic
memory retrieval may be one associated with the control of executive function, similar to
that suggested for encoding processes. The data also further suggests that the other areas to
which it is linked are the determining factors in distinguishing between retrieval mode and

success, suggesting an interactive network for recognition memory processing.

PET studies have also demonstrated that episodic retrieval tasks also result in
activation of the MTL (Fletcher et al, 1997; Buckner, Koustaal, Schacter, Wagner &
Rosen, 1998). Other areas of the brain, such as regions within the left PFC, anterior
cingulate and right lateral cerebellum (Buckner, 1996; Buckner et al, 1998), are also
sometimes activated in episodic retrieval. The lack of consistency in the regions identified
as being involved in recognition memory tasks between may be explained through
differences in the studies themselves, such as the use of different tasks, stimuli, procedures,
analysis techniques or variations in thresholding of data (Petrides, Alvisatos, & Evans,

1995; Buckner et al, 1998; and see Table 1.1).

Numerous EEG studies of recognition memory have demonstrated that event-related
potentials (ERPs) for old words are more positive than for new words (Sanquist,
Rohrbaugh, Syndulko & Lindsley, 1980; Neville, Snyder, Woods & Galambos, 1982;
Neville, Kutas, Chesney & Schmidt, 1986; Rugg & Doyle, 1992; Smith, 1993; Ranganah,
& Paller, 1999 and for reviews see Rugg, 1995; Johnson, 1995). This ‘old / new’ effect is
largest over the temporo-parietal regions and 1is more predominant over the left
hemisphere. This is thought to be indicative of episodic memory retrieval (Allan, Wilding,
& Rugg, 1998; Paller & Kutas, 1992) and with respect to the dual process theory described
previously, it appears that this old/new ERP effect is closely associated with recognition
based on recollection rather than familiarity (Smith, 1993; Paller & Kutas, 1992). Evidence
from PET studies also provides support for this. It is still unclear whether the hemispheric
asymmetry of ERPs 1s specific to memory retrieval processes. Allan, Doyle and Rugg
(1996) identified a cued-recall ERP effect which did not show this hemispheric asymmetry

and suggested that the neural correlates of explicit retrieval processes are task-dependent.
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However, it is also possible that it is differences in study procedures which are responsible

(Allan & Rugg, 1997), such as the use of language stimuli activating the left hemisphere.

Recognition memory studies using MEG have replicated the ERP findings
demonstrating a Magnetic Evoked Field (MEF) old / new effect (Tendolkar, Rugg, Fell,
Vogt, Scholz, Hinrichs & Heinze, 2000). Tendolkar et al (2000) used a methodology in
which words were visually presented on a screen. In the learning phase the words were to
be incorporated into a sentence when they appeared. Between 400 and 1000 ms after
stimulus onset, a significant difference between the correctly recognised old and new
words was observed. As with the ERPs, the MEFs were larger to the old words over the
left hemisphere and with time were more parietal in location. Similarly stronger fields were
generated by dipole fitting over the scalp for old words, the strongest being in the region of
the MTL. This supports earlier findings (Gabrieli, Brewer, Desmond, & Glover, 1997) that
the MTL, whilst associated with both encoding and retrieval, responds more strongly to
previously encoded stimuli. The importance of this area in recognition memory has been
further demonstrated through studies of patients in which the MTL is damaged. In these
cases the old / new effect is significantly reduced (Rugg, Roberts, Potter, Pickels, & Nagy,
1991; Allan et al, 1998).

In Tendolkar et al’s (2000) experiment two other dipoles were identified. One was
located to the left inferior parietal cortex, consistent with PET studies (Rugg, Fletcher,
Frith, Frackowiak & Dolan, 1997; Tulving, Kapur, Markowitsch, Craig, Habib & Houle,
1994). The other was located to the right inferior frontal cortices, consistent with other
neuroimaging studies which have shown that activation of this area is enhanced during
successful retrieval (Fletcher et al, 1997). This study was the first to study recognition
memory using MEG and elegantly shows the complementary data that can be generated

from EEG, ERP, MEG and other functional imaging techniques such as PET and fMRI

Episodic retrieval processes are believed to involve a feeling of familiarity for the
previously encoded material (Mayes & Roberts, 2001). Moscovitch (2000) and Milner
(1999) both suggest that two types of information are retrieved, during retrieval; the
specific detail about the encoded material, and the components that generate the feeling of
familiarity. The existence of this familiarity component, in addition to specific stimulus-
related information, forms the basis for the dual-process theories of recognition memory
(Mandler, 1980). It is has been suggested that these familiarity feelings are generated by
the hippocampus and other MTL regions (Milner, 1999), although others suggest that these
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regions may be more involved in remembering the detailed knowledge and that the
familiarity component occurs in other neocortical regions such as the PFC (Aggleton &

Brown, 1999; Eldridge, Knowlton, Furmanski, Bookheimer & Engel, 2000).

Within the large proportion of the studies associated with recognition memory, the
strength of activation of cortical regions varies. It has been suggested that this may be the
result of different retrieval processes, both related to individual participant and also to task
variation, with particular emphasis placed on differences between retrieval effort and
retrieval success (Rugg et al, 1996). Through neuroimaging, it should therefore be possible
to identify the specific brain regions associated with these different retrieval processes.
Some studies failed to show activation differences between retrieval effort and retrieval
success within the right anterior prefrontal region (Kapur, Craik, Jones, Brown, Houle, &
Tulving, 1995; Schacter, Alpert, Savage, Rauch, & Albert, 1996). Therefore, although
obviously involved in recognition memory, there appears to be no substantial evidence to
suggest “a differential role for anterior prefrontal cortex in either retrieval effort or

retrieval success” (Buckner et al, 1998, p152).

One study, however, has managed to demonstrate this differential activation. Rugg et
al (1996) manipulated a relatively standard PET recognition memory experiment (by
varying the number of previously seen items across tasks) to obtain a gradient of retrieval
success. There was an increase in anterior prefrontal cortical activation that positively
correlated with an increase in level of retrieval success and since then fMRI studies have

attempted to replicate these findings.

Buckner et al (1998), adopting a similar procedure to that used by Rugg et al (1996),
incorporated shallow and deep encoding tasks as a method of producing different retrieval
offort and success conditions. The results replicated earlier PET studies by clearly
demonstrating activation of the left and right PFC during all recognition conditions.
Furthermore, the condition requiring greater retrieval effort produced more activation in
the left dorsal prefrontal region and in bilateral anterior insular regions. During successful

retrieval, the right anterior PFC was most active.

PET studies comparing memory performance with levels of rCBF have reported that
individuals who correctly recognised more words showed increased activation near the
hippocampus, specifically the MTL. It has consequently been concluded that the MTL is
primarily involved in successful retrieval, as opposed to in the process of retrieval effort

(Schacter et al, 1996; Nyberg, 1999).
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In addition to activation of specific cortical regions, numerous neuroimaging studies
have reported that some brain structures show a decrease in activity (Buckner & Tulving,
1995) during recognition memory tasks. The brain structures involved in the recognition
memory task require an increase in blood flow (as indicated through the PET rCBF
recordings). Consequently, this blood may be ‘drawn’ from other cortical areas that are not
involved in the memory task. Several studies have thus proposed that there is ‘inhibition of
irrelevant processes’ (Nyberg, 1999; Fletcher, Frith, Grasby et al, 1995) during recognition
memory. Subtraction analyses of PET data have been used to identify deactivation within
regions; voxels showing less activity in the experimental condition compared to the
baseline or control condition. Specifically, de-activation has been observed in the bilateral
temporal regions (Nyberg, Tulving, Habib, Nilsson, Kapur, Houle & MclIntosh, 1995).
Support for this inhibition hypothesis can be obtained from observations of activation
decreases during the recall stages of recognition memory (Nyberg, MclIntosh, Cabeza,

Nilsson, Houle, Habib & Tulving, 1996).

1.4.3 Explicit versus Implicit Memory

There is a substantial body of literature that demonstrates a dissociation between
performance on explicit and implicit memory tasks. Recognition memory tasks are explicit
in nature, as they require conscious recall of prior events or experiences. Identification
tasks form a large proportion of the implicit tasks, priming manipulations often being
incorporated. Variations in experimental paradigms can affect explicit and implicit
memory measures differently. Specifically with respect to recognition memory, semantic
encoding of words has been used to increase recall performance when compared to words
encoded at a more shallow level (Hyde & Jenkins, 1973). There is, however, no obvious
effect of this procedure on priming measures (Jacoby & Dallas, 1981). These differences
are similarly observed in experiments manipulating focused and divided attention (Jacoby

& Dallas, 1981).

Is it, therefore, that these memory tasks are governed by independent mechanisms, or
is it the case that the same processes are involved, but with varying additional cognitive
processes (not associated to memory)? There is some evidence from amnesic patients to
suggest that it is the former. It has been reported that word priming 1s unaffected despite
damage to the structures thought to be involved in explicit memory, primarily those in the

limbic system (Schacter, Chiu & Ochsner, 1993). However, there is also other reliable
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evidence from amnesic patients in which priming is significantly correlated with explicit
memory performance, particularly when the priming tasks utilise less ‘perceptual
information (Ostergaard, 1998). Neuroimaging studies have attempted to identify the
cortical areas involved in both implicit and explicit memory by manipulating the
perceptual information of the stimuli to generate different levels of priming. Jernigan,
Ostergaard, Law, Svarer, Gerlach and Paulson (1998) report such a study in which PET
was used to measure changes in rTCBF during word identification and recognition tasks. In-
line with previous studies (such as that by Ostergaard, 1998) the word recognition task
produced significantly more activation within the anterior PFC. It could also be seen that
the effects of priming could be manipulated through changing the level of difficulty of the
task (in this case, increasing the level of degradation). Unlike results from verbal
recognition memory tasks (Petrides et al, 1995), the demands of this visual recognition
memory task may not be sufficient to produce activation within the ventrolateral prefrontal
regions. Consequently it is suggested that activation will occur only with a very ‘active’
recognition task and may relate to the verbal / visual hemispheric asymmetry reported in

many neuroimaging studies.

1.4.4 Encoding and Recognition: Hemispheric Asymmetry?

Many neuroimaging studies have demonstrated similarly activated cortical regions
during recognition and encoding (Krause et al, 2000). In particular, these include bilateral
anterior cingulate, insular regions and also regions within the PFC (Nyberg et al, 1996). In
Jernigan et al’s (1998) study, there was evidence that some activation was hemispheric
dependent. Activation within the left hemisphere was limited to a much smaller region than
the activation seen across the entire posterior surface of the right hemisphere. These large
right hemispheric, prefrontal activations substantiate earlier suggestions (Nyberg et al,

1996) of hemispheric asymmetry in recognition memory tasks.

The activation of prefrontal regions in both encoding and retrieval studies is
consistently reported in PET studies. In a review of a number of these, Tulving, Kapur,
Craik, Moscovitch, and Houle (1994) observed that many of these studies reported
activation of the left prefrontal structures during encoding stages and activation of
structures of the right prefrontal cortex during the subsequent retrieval stage. They
proposed that these results provided evidence for a hemispheric encoding / retrieval

asymmetry (HERA) model of PFC activation in episodic memory.
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According to this model, the left and right PFC are part of an extensive neuronal
network for episodic memory, but are differentially involved in the processes. It proposes
that left (compared to right) PFC regions are more involved in retrieval of information
from semantic memory and in encoding information from novel stimuli into episodic
memory. It must be noted that the authors only suggest these left PFC roles for on verbal
stimuli and make no assumptions about the involvement of the left PFC in processing
visual information. Right (compared to left) PFC regions, are more involved in episodic
memory retrieval, compared to retrieval of semantic information. No verbal or visual

distinction is made in the role of the right PFC regions.

The proposal of this model has generated a significant amount of discussion within
the recognition memory literature. A number of studies have offered support for this idea
(Dolan & Fletcher, 1997; Fletcher et al, 1997; Nyberg, Cabeza & Tulving, 1996; Fletcher,
Shallice & Dolan, 1998; Fletcher, Shallice, Frith, Frackowiak & Dolan, 1998; Blanchet,
Desgranges, Denise, Lechevalier, Fustache & Faure, 2001), which is also sometimes
referred to as the ‘task-specific’ hypothesis. Others have suggested that there may be a
different kind of hemispheric asymmetry; one that is associated not with task, but with the
type of stimulus used. This ‘modality-specific’ hypothesis proposes that the left and right
hemispheres are specialised for verbal and visual material, respectively (McDermott,

Buckner, Peterson, Kelley & Sanders, 1999: Lee, Robbins, Pickard & Owen, 2000).

Recently, the original HERA model has been updated to account for some of the
criticisms generated by opposing studies (Habib, Nyberg & Tulving, 2003). Others still
believe, however, that even with its revisions, the HERA model cannot fully account for

the nature of hemispheric asymmetries reported (Owen, 2003).

On the following pages, Table 1.1 summarises a number of the studies which have
been involved in the hemispheric asymmetry debate and outlines the location of any

activation within the PFC that was reported by the authors.

It can be seen that in addition to the utilisation of different neuroimaging techniques
there is also variation in the stimuli, encoding conditions / tasks and the analysis methods
used. These differences may account for the variation in cortical regions reported to be

involved in recognition memory.
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1.5 Frequency-Specific Activations in Recognition Memory

The significance of frequency-specific activation is a topical issue in EEG research
and there has been some evidence reported in the literature that suggests that activation
during a memory task maybe be frequency-specific. Previous EEG studies (see for
example; Burgess & Gruzelier, 1997, 2000; Klimesch, Vogt, & Doppelmayr, 1994;
Klimesch, Doppelmayr, Pachinger & Russegger, 1997, Klimesch, Doppelmayr, Russegger
& Pachinger, 1996; Klimesch, Doppelmayr, Schimke & Ripper, 1997; Klimesch, Schimke
& Schwaiger, 1994); have focused on the alpha and theta bands in particular.

The most dominant EEG rhythm is the alpha wave, oscillating at 8-12Hz. It 1s seen
under conditions of relative mental inactivity, such as during sleep, and has been shown to
be disrupted by attention or increased mental activity. This disruption is observed as
desynchronisation of the alpha rhythms, whereby the neurons which are usually active
within the alpha band no longer oscillate at the same frequency or are no longer phase
locked together. This is referred to as type 1 desynchronisation and synchronisation where

the presence or absence of alpha rhythms indicates an inactive versus an active system.

The theta frequency band is between 4 and 7Hz and is often seen as synchronisation
following response to cognitive demands. Primarily, it has been associated with mental
inactivity and the encoding of simple episodic information. In awake humans, it is a weak
rhythm induced by hippocampal-cortical pathways, which synchronises in response to
cognitive demands.

The hippocampus has been shown to be involved in memory processes, as previously
discussed, and EEG studies have demonstrated that it generates oscillations within the
theta frequency range (Green & Arduini, 1954). Consequently, these hippocampal theta
rhythms are thought to be important in memory processes (Burgess & Gruzelier, 2000),

particularly encoding strategies.

Studies using ERPs have shown greater positivity of early P1 components for old
words compared to new words, but do not offer accurate measurement of theta activity.
Using a measure of Event-Related Desynchronisation (ERD), Burgess and Gruzelier
(1997) supported previous ERP findings and demonstrated that power within the theta
band was greater for old words compared to new words. This suggested that theta
synchronisation may be involved in recognition processes. Importantly, they were also able

to provide additional information about the temporal dynamics of this activity showing
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power changes at 125-150ms and again at 500-750ms. Although the spatial location of this
activation could not be explicitly determined, the authors postulated that the observed
activation over the fronto-central electrodes may have been generated by the anterior
cingulate. This work has been supported by a number of other studies which have
demonstrated that during memory tasks, cortical synchronisation is evident in the narrow
theta frequency band (4-7 Hz) (Klimesch, Doppelmayr, Schimke & Ripper, 1997).
Furthermore, this activity is believed to correspond not only to working memory
(Klimesch, Schimke & Schwaiger, 1994), but also to the encoding of new information
(Burgess & Gruzelier, 1997; Klimesch et al, 1996; Klimesch, Doppelmayr, Schimke &
Ripper, 1997).

The theta range is not the only frequency band believed to demonstrate memory-
related changes. Desynchronisation within the alpha (8-12 Hz) range has been reported
(Klimesch, Doppelmayr, Pachinger & Russegger, 1997) and EEG alpha oscillations are
positively correlated with memory performance, higher alpha frequencies correlated to
good memory performances (Klimesch et al, 1990, 1993, 1994). Similarly upper alpha
desynchronisation (10-12 Hz) has been reported as being specific to semantic memory
processes, whilst lower alpha (8-10Hz) changes have been linked with attentional
processes (Klimesch, Doppelmayr, Pachinger & Russegger, 1997; Klimesch et al, 1994;
1996). This upper-lower alpha function dichotomy has not been replicated by all studies.
Burgess and Gruzelier (2000), for example, showed a word repetition effect across both the
upper and lower alpha frequency bands. There was also some evidence of hemispheric
asymmetry for stimulus modality, although this was only present in the upper alpha
frequency range. Nevertheless, the general bilateral nature of the alpha desynchronisation
was consistent with previous non-EEG neuroimaging studies (for example, the PET study
of Grasby et al, 1994), which is an important factor for neuroimaging studies of
recognition memory. There is evidence that EEG alpha is related to thalamocortical
oscillations, which thus suggests a role for a thalamocortical network in memory processes.
Activation within the alpha band therefore, would indicate activity of some of these
pathways. Frequency-specific activation would therefore appear to be an important
consideration for neuroimaging studies. It might be that the frequency-specific memory
activations reported previously (Klimesch, Vogt & Doppelmayr, 1999) may change during
the task, or may be functionally specific and linked to particular components of memory

tasks.
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1.6 Concluding Remarks

Through the use of neuroimaging techniques it is possible to identify some of the
regions associated with recognition memory, such as the PFC and the MTL regions. The
extent to which each of these is activated either bilaterally or with an asymmetric response
may be dependent upon the task or procedure involved. Differences in activated regions,
particularly within frontal and medial temporal lobes, have been recorded between
encoding and retrieval procedures, and also with the accuracy of recall; greater activation
is shown for correctly recalled items. Furthermore, there is evidence to suggest the

importance of frequency-specific activations, particularly those within the alpha and theta

bands.

1.7 Research Aims and Hypotheses

This thesis aims to investigate the processes and mechanisms involved in recognition
memory. Using a modern neuroimaging technique, MEG, the aim is to extend the current
research and facilitate the identification of the neural correlates of recognition memory.
Previous research has shown that prefrontal and medial temporal structures are
significantly activated during the encoding and recognition phases and many have also
reported that additional cortical areas are involved in memory processing. Table 1.1
highlighted the widespread activation reported in the literature and it is suggested that this
variability may be due to factors such as differences in the neuroimaging technique,

analysis procedures, the specific tasks and stimuli used.

The first aim of this thesis is therefore to perform several studies using the same
neuroimaging technique, analysis parameters and experimental paradigms, thus producing
reliable and replicated data about recognition memory. This is important for MEG research
as to date there are only two studies which have used this neuroimaging technique to

investigate recognition memory processes.

Secondly, these studies will use MEG to investigate the concept of hemispheric
asymmetry in prefrontal regions, which has been reported in many of the previous
neuroimaging studies. Specifically, conducting studies which involve encoding and
recognition of objects and words will enable assessment of the ‘task-specific’ and

‘modality-specific’ hypotheses of hemispheric specialisation in prefrontal regions during
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recognition memory tasks. It is predicted that if the ‘task-specific’ hypothesis is true,
objects and words would both activate the left and the right PFC during encoding and
recognition, respectively. In contrast, if the ‘modality-specific’ hypothesis is accurate
words would activate the left PFC during both encoding and recognition, whereas objects

would produce activation within the right hemisphere for both tasks.

Finally, the importance of frequency bands and temporal resolution in memory
processes is well documented in EEG studies (see Klimesch et al). This thesis will
therefore use MEG as a tool to investigate the temporal dynamics and frequency-specific
activation. It is believed that this will provide further important information about the

neural correlates of recognition memory processes.
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2 NEUROIMAGING AND MEG

2.1 Overview

Neuroimaging techniques provide an excellent means of investi
correlates of cognitive brain processes, providing both spatial and tem;
This chapter provides a brief summary of a number of structure
neuroimaging methods used to obtain information about brain function
account of the most popular methods is provided in the Technical Appe:
In a comparison of the relative advantages and disadvantages of the
suggested that MEG, with its comparable spatial localisation to PE
temporal information to EEG, may be the most appropriate tool in th
order, complex cognitive tasks such as memory. As such, a detailed ov
provided, which includes information about the theory of MEG r
physiological source of the signals measured and the analysis technique
source location. Finally, a short comparison of MEG with other imagin

as EEG and fMRI is provided.

2.2 Summary of Neuroimaging Techniques

As reported in the previous chapter, neuroimaging techniques pre
means of investigating where and when specific cognitive processes, i
functioning, occur in the brain. Each of the techniques available vari
physiological processes they measure. The common element is that
measurement is correlated with task-performance, and they can all be us
task, whether sensory, motor or cognitive in nature. This means it is becc
possible to distinguish between different component processes, such

retrieval, in the brain and task-specific regions within the brain can thus t

The standard imaging techniques of Computerised Tomography (!
Resonance Imaging (MRI) have been at the forefront of neurological
years. They are very useful in providing anatomical information abo
images produced are static so assessment of brain function is not possi

this, brain scans have been developed which enable neurologists to do jus
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Positron Emission Tomography (PET) is a useful tool in assessing cognitive
function. It records information about the metabolic activity of specific brain regions, and
by correlating this with task-performance, it is possible to investigate the specific function
of many brain regions. The concept behind PET is that when part of the brain is being
utilised, for example during a task, the tissue’s in that region will require more energy and
the blood flow to that region will increase. Therefore, a method through which it is
possible to track the movement of the metabolic activity was developed. A radioactive
isotope is injected into the patient and is tracked through the brain. By continuously
providing three-dimensional images it is possible to identify the specific brain regions that

are involved in a particular task.

The temporal resolution of PET scanning is determined by the decay. This therefore
means that the temporal resolution is rarely less than about 1 minute. Furthermore, the
anatomical and spatial resolution is quite limited, usually about 1cm. While the short half-
lives of the isotopes is advantageous as it means the patients only receive low dosage
radiation, the fact that radiation is involved is itself a disadvantage, time between repeat
scans having to be quite long to account of this. There are also cost and timing issues, one

scan taking anywhere from a couple of minutes to a couple of hours (Sawle, 1995).

Functional Magnetic Resonance Imaging (fMRI) is a comparatively newer technique
for studying the brain, (compared to PET), involving the basic methodology of MRI scans
and is primarily used to look specifically at brain function. It enables regional metabolism
to be measured and it has proved to be a very useful tool in the study of various
components of the brain, much attention being centred on the hippocampus and its’ sub-

regions (Gabrieli et al, 1997).

The principle of fMRI is that a series of images are taken in quick succession,
enabling the visualisation of changes in the chemical composition of brain areas or the
flow of fluid, such as blood, over time. Unfortunately, one of the disadvantages of fMRI 1s
that this time-span is rarely less than about two seconds and so can provide little

information about the temporal sequence of events.

Probably the most common fMRI technique is the blood oxygen dependent (BOLD)
method (Ogawa, Tank, Menon, Ellermann, Kim, Merkle & Ugurbil, 1992), in which
changes in oxygen levels within the brain are measured. As oxygen is one of the main
components found within the blood, measuring the oxygen level can be used as indicator

of blood flow. Furthermore, as it is assumed that an activated brain region will require
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more oxygen, the blood flow to this region will increase and thus cortical activity can be

inferred.

FMRI does provide excellent spatial resolution. However, in addition to its poor
temporal resolution, it is also expensive and not widely available. Care must also be taken
to ensure that the patient’s head remains still as any movement can often produce spurious
results. PET studies are also disadvantageous as they have poor repeatability. This is not
only due to cost but also because of the use of radiation. Furthermore, unlike MRI scans,

PET scans are invasive due to the injection of chemicals into the body.

In contrast electroencephalography (EEG) is a non-invasive technique which records
volume currents produced by the activation of a large number of neurones within the brain.
The electrical activity of the brain is measured by a number of electrodes placed on the
scalp. The electrical activity is generated by the neurones in the brain as a signal is
transmitted. The electrodes placed on the surface of the scalp detect this activity and the
information is amplified onto either a computer or onto a moving paper. The spatial
location of brain activity is determined by the position of the electrodes, for example, those
at the front could be used for detecting electrical activity in the frontal lobe, those at the
back for measuring occipital or visual activity. The changes in the electrical activity
detected by any one electrode over time results in the generation of a brain wave.
Therefore, whilst it has excellent temporal resolution, only topographical images are

generated, which have relatively poor structural resolution (compared to fMRI).

Ideally then, what is required for investigations of memory is a technique that is non-
invasive, does not require radiation and which provides functional, as well as anatomical
information. Furthermore, for studies of cognitive functioning, it needs to obtain spatial
resolution of the order provided by fMRI and the temporal resolution obtained during
EEG. A number of researchers believe the solution is a technique called
Magnetoencephalography (MEG). 1t is similar to EEG in that it records information about
the electrical signals generated during neuronal transmission. Whilst these electrical
signals themselves can be recorded (as in EEG), it is the magnetic field that the signals
produce which is recorded in MEG. Consequently, the temporal resolution mirrors that of
EEG and with the development of new analysis techniques, such as Synthetic Aperture
Magnetometry (SAM) (Robinson & Vrba, 1998; described in detail in section 3.7), this
resolution can be recorded on a millisecond (ms) by millisecond scale. The data recorded,

however, do not initially provide any structural information. This potential problem can be
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overcome through incorporating a procedure of coregistration, in which the functional
MEG data is mapped onto a structural MR image. This produces a structural image upon
which functional data is shown, the coregistration being accurate to within 5Smm (Singh,
Holliday, Furlong & Harding, 1997, Adjamian, Barnes, Hillebrand, Holliday, Singh,
Furlong, Harrington, Barclay & Route, 2004).

In terms of temporal resolution, therefore, MEG is believed to be better than other
brain scanning techniques and is comparable in terms of spatial resolution. Although not as
easy to perform as EEG, it surpasses PET, SPECT and MRI in terms of the ease of use
(Papanicolaou, Rogers & Baumann, 1991). It would therefore seem that MEG might be a
useful tool in the study of complex tasks, when multiple brain regions are involved and
when activity occurs within just a few hundred milliseconds, such as during higher order
cognitive processes. Due to its necessity in everyday life, memory is one such cognitive
function that has been extensively studied using functional neuroimaging, particularly PET
and fMRI. Its complexity is due to the diverse number of brain regions involved and the
small temporal latencies within which they interact. Through the use of MEG it may
therefore be possible to build on the work previously reported using PET and fMRI to aid
our understanding of memory and to ultimately identify a cortical network of memory

functioning and the time scale within which the component processes interact.

MEG is therefore the chosen instrument for investigating recognition memory in the
series of experiments presented in this thesis. As it is still relatively new, in comparison to

the aforementioned methods, it will be useful to look at the technical aspects of MEG.

2.3 Magnetoencephalography (MEG)

2.3.1 What does MEG Measure?

As established in the previous section, “magnetoencephalography (MEG) is a non-
invasive technique for investigating neuronal activity in the living human brain”
(Hamalainen, Hari, Ilmoniemi, Knuutila & Lounasmaa, 1993, p413). It records the
magnetic information associated with the electrical activity produced during neuronal
transmission. Before discussing how the MEG records these signals, it may first be useful

to understand how this electrical and magnetic activity occurs.
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consequently it is suggested that only about 10% of the information from radial sourcesis
detected by MEG (Liitkenhdner, Menninghaus, Steinstréter, Wienbruch; Giiler & Elbert,
1995; Eulitz, Eulitz & Elbert, 1997). A recent study by Hillebrand and Barnes (2002),
however, has suggested that is the depth of the source and not the orientation which is the
determining factor. They suggest that it is only the activity occurring at the crests of the
gyri which are insensitive to MEG recording. As these only constitute a small proportion
of the cortex it would therefore seem that MEG might be a more detailed neuroimaging

tool than first reported.

2.3.3 Instrumentation

2.3.3.1 Dewars and Super Conducting Quantum Interference Device

Due to the small size of the magnetic signals produced, and recorded (Figure 2.2 A)
(50-500 femo Tesla (fT), about 108 to 10 of the earth’s magnetic field), it is necessary for
a Super Conducting Quantum Interference Device (SQUID) to be used (Vrba & Robinson,
2001) to measure the extremely small variations in magnetic flux. The SQUID acts as a
low-noise, high-gain current-to-voltage converter. The SQUIDs are submersed in liquid
helium at —269°C. This temperature is critical in order for the superconducting sensor to
function. The liquid helium is contained within a dewar (Figure 2.2 B). The material used
to make the dewar is also essential. The use of a metallic element must not be implemented
due to its interruption with the detection of the brain’s magnetic field. Fibreglass therefore
is a popular choice. Often there is more than one dewar within an MEG system, each
comprising a relatively large number of SQUIDS, as the larger the number of SQUIDS, the

better the spatial resolution of the magnetic field generated.

The SQUID itself is not usually the magnetic sensor and the set-up usually involves
the coupling of a coil to the base of the SQUID. The coils can either comprise one loop,
often used when magnetic shielding is exceptionally good (i.e. magnetometers), or two or
more loops, gradiometers, which are useful in ascertaining local brain sources. The
superconducting ring, i.e. the sensing component of the SQUID, generally comprises one
or two Josephson junctions (Josephson, 1962) which are weak links in the ring responsible
for limiting current flow. Most MEG systems either use radio frequency (rf) SQUIDs or
direct current (dc) SQUIDs, the former having only one Josephson junction, the latter

having two. The resulting difference in this relates to the direction of the limitation of the
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2.3.3.2 Current Dipoles

MEG produces topographic images of activation, compared to the  internal
tomographic images produced by PET and fMRI. Therefore, once the magnetic field has
been measured, it is necessary to then locate the specific region of the cortex that has been
activated. In the literature this is sometimes referred to as the inverse problem: we must use
this external information to trace the source location back through the skull to a specific

brain region.

By mathematical modelling of the magnetic field, it is possible to infer the spatial
location, orientation and strength of neuronal currents that generate the recorded data. The
most popular and successful model used for source localisation is the current dipole model.
The dipole is characterised by position and location and its popularity is partially related to
the use of an averaging technique for a large number of stimulus responses and also to the
millisecond time resolution. The MEG literature suggests that a single current dipole
produces a relatively accurate source location (Darvas et al, 2005); statistical analyses are
often used to determine this. The procedure for dipole modelling is reported in detail in
section 3.5. Problems arise with dipole modelling, however, when activity is distributed
over the different hemispheres. Multiple dipole models are being developed but these are
often significantly affected by noise in the data (Jerbi et al, 2004). Current MEG research
is investigating new ways to solve this inverse location problem and one successful method
to date is Synthetic Aperture Magnetometry (SAM; Robinson & Vrba, 1998). This uses a
beamformer technique and enables superior millisecond time resolution. This procedure is

described in more detail in section 3.7.

2.3.3.3 Noise Reduction

Magnetic fields are also produced by other environmental sources; those produced
by the brain are relatively weak in comparison. Consequently, efforts must be made to
reduce the amount of external magnetic noise present. One such way concerns the specific
construction of the SQUID sensors. Ideally, there will be two detecting coils attached to
the MEG sensor in series, referred to as a gradiometer coil. Although they are identical in
size, they differ in the orientation in which they are wound around the sensor. The first,
lower coil is responsible for detecting the brain’s signal, while the second, upper, coil
compensates for the other noise in the environment.
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Further noise reduction methods involve the placing of the MEG system within a
magnetically shielded room in order to limit any confounding noise from the data sets
collected. Standard shielding rooms combine aluminium, which produces currents to
cancel out those generated by the environment, surrounded (either externally or internally,
or sometimes both) by high permeability iron which directs the noise away from the
interior of the room. Standard magnetic shielding equipment used for EEG is not good
enough to omit all the noise involved in MEG recordings. However, there are a number of
systems (including the scanner at Aston University, Birmingham, UK, which was produced
by CTF systems, Vancouver, BC, Canada) which incorporate a set of sensing coils to

monitor the magnetic noise and employ analysis software to annul them.

2.4 Comparison of MEG with Other Neuroimaging
Techniques

2.4.1 Comparison to EEG

The large number of similarities between MEG and EEG often provokes a
comparison of the two methods. Possibly the most significant difference between the two
corresponds to the cell orientation from which optimum signal detection is obtained. As
stated previously, MEG is primarily sensitive to intracellular currents that flow in parallel
(tangential) to the scalp surface (Ueno, 1999). Extra-neuronal currents also exist but these
magnetic fields produced can not be identified as well and thus with MEG activity of cells
of radial orientation is virtually undetectable. In contrast, because EEG measures electrical
activity, which moves in a different direction to magnetic currents, the EEG electrodes are
perfectly placed to detect any activity within these radial cells (Reite et al, 1999).
Tangentially oriented cells, however, are undetectable by EEG because of this difference in
current direction. This orthogonal nature demonstrates the compatibility of MEG and EEG
data, and furthermore, the necessity for both. MEG does surpass EEG with respect to the
spatial resolution of the activation recorded; the resolution of MEG being ~5mm,

compared to 1-2cm for EEG (Lewine & Orrison, 1995).

The recording of magnetic, in comparison to electrical, activity is less affected or
disrupted by the brain components they pass through, such as tissues, fluids and primarily

the skull. The fact that EEG recordings are obtained from surface electrodes on the skull
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puts it at an immediate disadvantage to MEG. Furthermore, the absence
in recording magnetic signals enables very high frequencies to be recor
something which is not possible using EEG. Indeed, the examination
frequencies has proven to be very useful for studies of auditory proces
patient studies (see for example, Ribary, Ioannides, Singh, Hasson, Bolton
& Llinas, 1991).

2.4.2 Coregistration of MEG with MRI

MEG and MRI appear to complement each other with MEG provi
temporal resolution not seen in fMRI, which itself can provide very high :
Activity produced by a large number of neurones can be recorded by
time, accounting for its good temporal resolution, fMRI being affec
haemodynamic response. Looking at the possibility of combining thes
been the focus of much investigation (George, Aine, Mosher, Schmidt
Beisteiner, Gomiscek, Erdler, Teichmeister, Moser & Deecke 1995; Mor
Mizushima, Tombimatsu, Shigeto, Hasuo, Nishio, Fujii & Fukui, 1995;
Lewine, Caprihan & Aine, 1995; Sanders, Lewine & Orrison, 199¢
Hillebrand, Forde & Williams, 2002). In simple investigations
somatosensory cortex using the evoked response, the accuracy of the loc:
differed only slightly between the two techniques. Again the differ
information yielded by the two methods was demonstrated, fMRI showin
location but providing information over a relatively long period of activat
Recently Singh et al (2002) have shown that there is good consistency |
areas identified by SAM and fMRI in both visual (biological motion)
fluency) tasks, and they also highlighted the potential of MEG, co-re;
images, as a cognitive neuroimaging technique. Furthermore, successi
procedures in which a structural MR image is mapped onto the functic
from the MEG have been detailed, with localisation accuracy shown to w

et al, 1997; Adjamian et al, 2004).
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2.5 Concluding Remarks

In comparison to other well-established functional imaging techniques, MEG seems
to be able to provide a relatively detailed account of the working brain in terms of
generating information about both temporal and spatial resolution. Its similarities to EEG
enable earlier findings to be replicated and studies have indicated that comparable data can
be generated from MEG and fMRI studies. The compatibility of MEG and EEG and co-
registration between MEG and MRI data suggests that combining methodologies is
extremely beneficial. Furthermore, with the continuing development of more sophisticated
analysis techniques, the accuracy and comprehensiveness of research and understanding
into neuropsychology will benefit from the development of these neuroimaging

procedures.
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3 ANALYSIS TECHNIQUES

3.1 Overview

This chapter provides details of the experimental recording and analysis techniques
used in the subsequent studies. It provides information about the general recording process
and basic data analysis performed on the raw MEG data. Using the raw data it is possible
to perform event-related potential analysis similar to that used in many EEG studies. To
generate information about the spatial location of sources, the MEG data is first co-
registered with previously acquired anatomical MR scans. Many MEG studies use dipole
fitting as a way of analysing the data, although a beamformer technique, Synthetic
Aperture Magnetometry, has recently been developed as an effective analysis tool.
Detailed analysis of the SAM activations can be achieved by generating group images in
which individual images are normalised and the information from all participants averaged.
Recently, statistical procedures have been applied to determine the significance of these
group activations. One of the advantages of SAM is that it provides detailed temporal
information and, through the use of Virtual Electrodes (VEs) and Spectrograms, this can be

illustrated on a millisecond-by-millisecond time scale.

3.2 MEG Recording and Data Analysis

For all studies, participants were seated in a magnetically shielded room and viewed
the stimuli, presented on an Eizo T662 computer monitor, through a mirror. Viewing was
at a distance of two metres and the stimuli subtended approximately 2° x 2° of visual angle.
Neural activity was recorded using a 151-channel CTF Omega MEG System (CTF

Systems Inc, Vancouver, Canada) at a sampling rate of 312Hz.

After each recording, a DC correction was first performed on the unaveraged raw
data, which was then filtered. The low and high band-pass filters were 2Hz and 100Hz
respectively. 2Hz was selected as the low-pass filter to remove as many eye-blink artefacts
from the data as possible. Any trials containing eye-blinks following this filtering
procedure were removed manually. A 50Hz mains power-line filter (width 3.5Hz) was also

applied to remove any effects that this might have had on the data.
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3.3 Event-Related Potentials (ERPs)

Event-Related Potentials (ERPs) are peaks of activation that occur at a certain tim
following exposure to a stimulus (see Figure 3.1). For cognitive paradigms, evoked
potential type responses are less obvious than in visual or somatosensory stimulatio
studies, but through averaging across trials signal to noise ratio 1s increased and ERPs ca

be recorded.

o _ Figure 3.1 An Event-
Activation Related Potential (ERP).
(nA) The activation recorded
by one of the 151 MEG
sensors for each trial was
averaged together to
produce this ERP

Time (ms)

The 151 channels of the MEG Scanner are positioned so that frontal, tempor:
parietal, occipital and central cortical activity can be recorded from both the left and rig
hemispheres. The raw data obtained during scanning (after the filtering procedu
described in Section 3.2 above) displays traces of neural activity recorded by each of tl
151 sensors for each trial. Averaging across trials increases the signal to noise ratio ar
enables peaks in cortical activity to be observed. It is also then possible to average acro

several, or all, of the sensors.

For the ERP data presented in this thesis, the neural activity recorded by each grot
of sensors within each hemisphere was averaged together for each trial. This provided EF
traces for left and right, frontal, temporal, occipital, parietal and central channels. T

activity for each of these from each trial was then averaged.

The peak activation value (nanoAmps, nA) was then obtained for each 100ms tir
period across the trial; that is 0-100ms, 100-200ms and then every 100ms until 9C
1000ms post stimulus-onset. These values could then be compared across stimulus a
task conditions depending on the study: objects versus words; encoding versus recognitic
living versus non-living; old versus new. The peak activation values were in the region
1% to 1% nA, so for graphical illustration purposes, the peak activation values were €a

multiplied by 10" so that small positive values greater than zero could be displayed.
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3.4 Co-Registration of MEG Data with an Anatomical MRI

During MEG scanning participants wear a small set of three localization coils
(electrodes) around the head, which are fixed in position through use of Velcro bands.
These coils act as fiducial markers which enable the position of the participant’s head to be
determined with respect to the 151 MEG sensors (Ahlfors & Ilmoniemi, 1990). The head
position is taken as the average of pre- and post-scanning locations, and a maximum of
Smm movement throughout the scan is permitted. Runs in which there were deviances
greater than 5Smm between the two head localisations were rejected as this movement

would create artefacts in the subsequent analysis of the spatial localisations of sources.

Outside the scan room, a dental impression is provided by each participant and fixed
to a “bite-bar’. The ‘bite-bar’ is mounted on a static platform and the participant required to
be seated with their dental impression part of the ‘bite-bar’ in their mouth. This provides a

consistently stable environment which is necessary for accurate co-registration.

Four markers along this ‘bite-bar’ are used to reference a co-ordinate system in 3-D
space. This is done using a 3-D digitiser pen (Polhemus Isotrak system, Kaiser Aerospace
Inc., Colchester, Vermont, USA). The location of the three fiducial points surrounding the
participant’s head are then located within this co-ordinate system using the 3-D digitiser.
Finally, the digitiser pen is moved across the scalp surface of the individual in a systematic
manner, creating a 3-D head shape for that individual (Pelizzari, Chen, Spelbring,

Weichselbaum & Chen, 1989).

Using Align (www,ece.drexel.edu/ICVC/Align.align11.html) this digitised head
shape is then matched to a head shape extracted previously from the participant’s MRI
(Pelizzari et al, 1989; Schwartz, Lemoine, Poiseau & Barillot, 1996; Huppertz, Otte,
Grimm, Kristeva-Feige, Mergner & Luking, 1998) and thus the MEG data is co-registered
with the participant’s anatomical MRI. Investigations have demonstrated that the co-

registration is accurate to within 5mm (Singh et al, 1997; Adjamian et al, 2004).

3.5 Dipole Fitting

The magnetic field pattern evoked in a specific region of interest (ROI) following

stimulus presentation is known to be dipolar (Brenner, Lipton, Kaufman & Williamson,
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1978). A method of non-linear least squares searching, or moving dipole, (Tuomisto, Hari,
Katila, Poutanen & Varpula, 1983) has been established as a tool for estimating the source
location of the dipole. An equivalent current dipole is generated and fitted to the data for
specific time windows. Comparing these current dipoles to the magnetic field patterns
obtained during MEG scanning produces a cortical map of residual field variance: the
difference between the theoretical dipole and the measured field pattern. It is assumed that
some differences between the expected and recorded data will be due to noise artefacts.
Therefore, once this residual pattern can be satisfactorily explained through noise in the

data, it can be concluded that the source location has been identified.

Several analyses are performed on the dipole solution to assess stability. The
mathematical error of the dipole location is calculated and displayed as a y* value, which
for stable solutions should be less than or equal to 1. The robustness of the dipole is then
further assessed through Monte-Carlo (MC) analysis, a statistical procedure during which
variable levels of noise are repeatedly added to the data (usually about 1000 different
permutations) and the dipole refitted multiple times. This produces an error volume (cm3)
which provides a measure of the volume within which the stable solution can be found; a

volume of less than 1cm”® being ideal but less than 3cm’ generally acceptable.

Dipole fitting has been successfully used in identifying regions involved in sensory
processing (Brenner et al, 1978; Hari, Reinikainen, Kaukoranta, Hamalainen, Ilmoniemi,
Pettinen, Salminen & Teszner, 1984) when it is expected that only a few areas will be
activated and any multiple sources are located far away from each other (Hamalainen et al,
1993). As the complexity of the task increases however, and multiple brain regions are
involved, the reliability of current dipole modelling techniques decreases. The active cells
to which a dipole is fitted must not exceed more than a few square centimetres (Hari &
Lounasmaa, 1989) so any task producing widespread non-discrete neural activation cannot
reliably be analysed using this technique. Furthermore, the experimenter requires a priori

knowledge of the location of neuronal sources before dipole fitting can be completed.

3.6 Synthetic Aperture Magnetometry (SAM)

SAM is a nonlinear adaptive beamforming analysis technique (Van Veen, Van
Drongelen, Yuchtman, & Suzuki, 1997; Sekihara, Nagarajan, Poeppel, Marantz, &
Miyashita, 2002; Robinson & Vrba, 1999; Vrba & Robinson, 2001; Barnes & Hillebrand,
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2003) in which an optimum spatial filter is constructed for each location in the brain. Each
of these brain voxels are thus linked to MEG sensors. This optimum spatial filter is
determined from a set of weights, which are calculated from the covariance matrix of the
data. This weighting procedure ensures that at each voxel there is maximum sensitivity to

the source and minimal output power from the filter.

Once the spatial filter parameters for a given voxel in the bran have been determined,
the MEG signals can be projected through this filter to give an estimated measure of
electrical activity at that cortical location. This in essence produces a narrow beamformer,
or virtual electrode (VE), for each voxel, which has been placed at the location of the
neuronal source (Barnes & Hillebrand, 2003; Barnes, Hillebrand, Singh, Furlong &
Cheyne, 2001). The output of this virtual electrode has the same millisecond time-
resolution as the MEG recordings. By applying SAM to each voxel over the whole brain, a
three-dimensional image of activity can be produced (Taniguchi, Kato, Fujita, Hirata,
Tanaka, Kihara, Ninomiya, Hirabuki, Nakamura, Robinson, Cheyne & Yoshimine, 2000;
Singh, Barnes, Hillebrand, Forde & Williams, 2002). The resolution of the image is
determined by the voxel size of Smm, creating a 5x5x5mm grid of activation across the

entire brain.

Evoked electrical activity is that which occurs following sensory input and is phase-
and time-locked to the stimulus. Such activations produced obvious peaks which when
averaged, for example, can be easily identified from the background neural activity.
Induced activation is time-locked to the onset of the sensory stimulus but is not phase-
locked and therefore requires more in depth analysis than the evoked activations. SAM has
proved to be most powerful in localising task induced changes in cortical oscillatory power
within specific frequency ranges. There is increasing evidence that these power increases
and decreases, termed event-related synchronisation (ERS) and event-related
desynchronisation (ERD) respectively (Pfurtscheller & Lopes da Silva, 1999), are
important correlates of both sensory and cognitive processing within the brain. ERS and

ERD are discussed in more detail in section 3.7.

In the simplest form of SAM analysis, the output of each voxel for one state or
condition (active) can be compared with another (passive) and the difference in power
(amount of ERS and ERD) can be quantified. A voxelwise t-statistic is used to indicate
differences in frequency-specific oscillatory power between these two states. Positive and

negative t-statistics reflect ERS and ERD, respectively. SAM also incorporates a method of
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noise-normalisation to overcome the increase in intensity which is seen with increasing
depth when non-uniform beamformers are used (Singh, Barnes & Hillebrand, 2003; Vrba
& Robinson, 2001; Van Veen et al, 1997). It is these noise-normalised t-images which are
displayed. It must be noted that the t-images themselves do not provide true t-statistical
values. They do not accommodate any measure of signal variance, so perhaps a true
description is that they are pseudo-t statistics, or the values of a neural activation index

(NAI; Van Veen et al, 1997).

3.7 Event Related Synchronisation and Desychronisation

At baseline (i.e. during a passive epoch), neurones within a cortical region fire
synchronously at a resting frequency. This synchronous activation may or may not occur as
oscillations as this is dependent upon the state of the system and the frequency of
activations (Lopes da Silva & Pfurtscheller, 1999). When these neurones process
information about a task (i.e. in an active epoch), the frequency at which they fire changes
causing a reduction in resting activity (phase coherence). This is termed event-related
desynchronisation (ERD; Pfurtscheller & Araniber, 1977) and is believed to indicate an
activated cortical network (Pfurtscheller & Lobes Da Silva, 1999), or one which 1s
maximally ready to receive and process information (Thatcher, McAlaster, Lester, Horst &

Cantor, 1983).

ERD and ERS can occur in two ways; evoked or induced. As stated in the previous
section, evoked electrical activity is that which occurs following sensory input and 1s
phase- and time-locked to the stimulus. Such activations produced obvious peaks which
when averaged, for example, can be easily identified from the background neural activity.
Induced activation is time-locked to the onset of the sensory stimulus but is not phase-
locked and therefore requires more in depth analysis than the evoked activations. Analysis
tools such as SAM are ideal for such induced activation (see section 3.6). Furthermore,
because the effects can be determined (using SAM) without assuming that the cortical
response is tightly time- and phase-locked to a brief stimulus presentation, ERS and ERD
can be studied in the context of any given cognitive paradigm, even if the cortical

activation changes associated with the task of interest are poorly time-locked.

Lopes da Silva & Pfurtscheller (1999) highlight the difficulties in interpreting
cortical activations from MEG and EEG as ERD or ERS. Consequently, for the purpose of
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this research, in the succeeding studies, increases in cortical activation will be referred to
as ERD, decreases as ERS (and therefore should not be confused with increases or
decreases in the power of the system). It is expected that ERD will be observed in the later
studies as the cortical networks begin processing the cognitive task, previous EEG studies
of recognition memory showing that desynchronisation occurs during the recognition of

old words, indicating activated memory processes (Burgess & Gruzelier, 1999, 2000).

3.8 Normalisation and Group Averages

SAM produces similar 3-D cortical activation maps for each individual so it is
possible to generate group images of activation. This is achieved by re-slicing the
participant’s anatomical MRI in the same plane as the SAM volume. SPM99 (Friston,
Worsley, Poline, Frith & Frackowiak, 1995) is then used to spatially normalise the SAM
image into a standard 3-D template space. Once the SAM images are in the same template
space, they can be viewed using mri3dX (www.aston.ac.uk/lhs/staff/singhkd/mri3dX), or a

voxelwise analysis of group effects can be performed.

Two different group averages can be calculated. The first simply calculates the
average activation across all participants for each voxel in the brain and generates a
‘simple effects’ image. With this method, however, there are problems with variability
across participants. To overcome this, a second group average can be calculated which
uses a t-test calculation to determine the reliability of any activation. This is a very
stringent measure and necessitates a large participant population to produce reliable and
valid results. Furthermore, its assumption that the noise in the data is normally distributed
increases the difficulty in this method of producing significant activations. Nevertheless,
studies have shown the effectiveness of these group activations in illustrating task-related
cortical activations and the results have been comparable to previously reported fMRI data

(Singh et al, 2002).

3.9 Statistical Non-Parametric Mapping — Group Studies

In order to statistically threshold group activation maps, a method of non-parametric
permutation testing (SnPM) has been specifically developed for volumetric neuroimaging
data (Nichols & Holmes, 2002). This has been successfully used on group SAM data
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(Singh et al, 2003). Unlike classical parametric methods, which require an assumption to
be made about the form of the probability distribution for the null-hypothesis, SnPM
estimates the distribution for the Null-Hypothesis from the data itself using a
randomisation approa