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Thesis summary

Auditory grouping has been extensively studied in normal-hearing listeners,
encompassing the perceptual organisation of both sequences of sounds and
mixtures of concurrent sounds. These processes have been studied little in
cochlear implant listeners. They experience particular difficulties listening in
the presence of competing sounds; poor or absent sound segregation may
contribute to this problem. This thesis describes a series of experiments
investigating both sequential and concurrent auditory grouping in implant
listeners. Some grouping cues used by normal-hearing listeners should also
be available to implant listeners, while others (e.g. fundamental frequency)
are unlikely to be useful. As poor spectral resolution may also limit implant
listeners’ performance, the spread of excitation in the cochlea was assessed
using Neural Response Telemetry (NRT) and the results were related to those
of the perceptual tasks. Experiment 1 evaluated sequential segregation of
alternating tone sequences; no effect of rate or evidence of perceptual
ambiguity was found, suggesting that automatic stream segregation had not
occurred. Experiment 2 was an electrode pitch-ranking task; some
relationship was found between pitch-ranking judgements (especially
confidence scores) and reported segregation. Experiment 3 used a temporal
discrimination task; this also failed to provide evidence of automatic stream
segregation, because no interaction was found between the effects of
sequence length and electrode separation. Experiment 4 explored schema-
based grouping using interleaved melody discrimination; listeners were not
able to segregate targets and distractors based on pitch differences, unless
accompanied by substantial level differences. Experiment 5 evaluated
concurrent segregation in a task requiring the detection of level changes in
individual components of a complex tone. Generally, large changes were
needed and abrupt changes were no easier to detect than gradual ones. In
experiment 6, NRT testing confirmed substantially overlapping stimulation by
intracochlear electrodes. Overall, little or no evidence of auditory grouping by
implant listeners was found.

KEY WORDS: Cochlear Implant; Auditory streaming; Auditory grouping



Acknowledgements

With grateful thanks to:

Brian Roberts, for his endless support, patience, wealth of knowledge and
many helpful comments on this thesis;

David Landsberger for indispensible help with programming of the ‘Impress’
software;

Mike Harris and Liz Moores for advice on statistics;

Louise Craddock for her help in collection of ECAP data;

My wife Gwyn, for her patience, support and understanding over six years;

The Hear and Now Trust for financial support.

The first three years of the research described in this thesis were carried out
in the School of Psychology, University of Birmingham. All data were
collected during the period 2001-2007.

All research was carried out with appropriate ethical approval (Aston

University Ethics Committee project number 05/19).

Data reported in this thesis were presented at the British Society of Audiology
short papers meetings on experimental studies of hearing and deafness in
2003, 2004, and 2007; also at the Conference on Implantable Auditory
Prostheses, Asilomar, 2005, the British Academy of Audiology annual
conference, 2006, the British Cochlear Implant Group meeting, April 2007

and in Hearing Research, 2007 (see references for full details)



Contents

Thesis summary
Acknowledgements

List of tables and figures

Chapter 1: Introduction to Auditory Scene Analysis

1.1 Auditory Scene Analysis: History and Background
1.2 The cocktail party problem

1.3 Basic concepts of auditory scene analysis

1.4 Sequential vs. Simultaneous grouping

1.5 Auditory streaming is cumulative

1.6 Automatic versus schema based processes

in auditory stream segregation

1.7 Theories for the underlying basis of auditory grouping
1.8 The role of attention in auditory stream segregation

1.9 Auditory stream segregation in hearing impaired listeners

Chapter 2: Cochlear implant listening

2.1 Cochlear implants: general principles and speech processing
2.2 Pitch and music perception with cochlear implants

2.2.1 Pitch

2.2.2 Music

2.3 Speech recognition in quiet and noise with

cochlear implants

2.4 Auditory stream segregation in cochlear implant listeners

13

16

19

25

26

30

31
38

43

48

50

50

53

54

61



2.5 Objective measures of stream segregation in cochlear

implant listeners

2.6 Measures of channel interaction in cochlear implants

2.6.1 Psychophysical approaches

2.6.2 Electrophysiological approaches

2.7 Overview of thesis aims and methodology and key findings

Chapter 3: Experiment 1

3.1 Introduction
3.2 Overview of experiment 1
3.3 Method
3.3.1 Stimuli
3.3.2 Loudness balancing
3.3.3 Listeners
3.3.4 Procedure
3.3.5 Task and responses
3.4 Results
3.4.1 Overall results
3.4.2 Individual results

3.5 Discussion

Chapter 4 : Experiment 2

4.1 Introduction
4.2 Method
4.2 .1 Stimuli, task, and procedure

422 Listeners

66

68

68

71

75

81

81

83

83

85

87

88

88

89

89

91

95

97

97

97

98



4.3 Results
4.4 Comparison of segregation and pitch ranking judgments
4.5 Discussion

Chapter 5: Experiment 3

5.1 Introduction
5.1.1 Judgments of order and relative timing
as stream segregation measures
5.1.2 Temporal discrimination as a measure
of streaming in implant listeners
5.2 Overview of Experiment 3
5.3 Method
5.3.1 Stimuli and tasks
5.3.2 Listeners
5.3.3 Procedure
5.4 Results
5.4.1 Mean data
5.4.2 Individual data
5.5 Discussion

Chapter 6: Experiment 4

6.1 Introduction

6.2 Method
6.2.1 Stimuli
6.2.2 Listeners
6.2.3 Procedure

6.2.4 Task and responses

99

101

106

108

108

114

116

117

L5

121

121

123

123

126

129

133

141

143

145

145

147



6.3 Results 147
6.4 Discussion 152

Chapter 7: Experiment 5

7.1 Introduction 156
7.1.1 Concurrent sound segregation in normally hearing listeners 156

7.1.2 Concurrent sound segregation in cochlear implant listeners 162

7.2 Overview of experiment 5 165
7.3 Method 166
7.3.1 Stimuli 169
7.3.2 Listeners 174
7.3.3 Procedure 175
7.3.4 Task and responses 176
7.4 Results 176
7.4.1. Mean results: Increments 176
7.4.2 Individual results: Increments 179
7.4.3 Mean results: Decrements 181
7.4 .4 Individual results: Decrements 182
7.4.5 Further testing of the exceptional listener (L13) 183
7.5. Discussion 186

Chapter 8: Experiment 6

8.1 Introduction 189
8.2 Method 197
8.2.1 Overview 197
8.2.2 Stimuli 197
8.2.3 Procedure 199



8.2.4 Listeners 200

8.3 Results 202
8.3.1 Group results 202
8.3.2 Individual results 203
8.3.3 Calculation of ECAP profile widths 207
8.4 Correlations between NRT/ECAP data and perceptual results 208
8.4.1. Comparison with speech recognition performance 209
8.4.2 Comparison with results from experiment 1 210
8.4.3 Comparison with results of experiment 2 215
8.5 Discussion 222
8.6 Conclusion and future directions 228

Chapter 9: Discussion

9.1. Introduction 230
9.2 Review and discussion of results 233
9.3 Conclusions and future directions 240
References 243
Appendices 253

APPENDIX 1: EXPERIMENT 1: INSTRUCTIONS

APPENDIX 2: EXPERIMENT 2: INSTRUCTIONS

APPENDIX 3: EXPERIMENT 3: INSTRUCTIONS

APPENDIX 4: EXPERIMENT 4: INSTRUCTIONS

APPENDIX 5: EXPERIMENT 5: INSTRUCTIONS



Tables and figures

Tables:
Table 3.1. Temporal characteristics of the stimuli.

Table 3.2. Frequency characteristics of the stimuli and their relation to the

implant channels.

Table 3.3. Demographic and clinical details of the listeners.

Table 4.1. Correlations between reported segregation scores and (a)

transformed pitch scores and (b) transformed confidence scores.

Table 5.1. Frequency characteristics of the tones used and their relation to

the implant channels.

Table 5.2. Characteristics of stimuli for task 2 (triplets).

Table 5.3. Demographic and other details for implant listeners.

Table 6.1. Details of electrode ranges in each distractor set.

Table 6.2. Demographic and clinical details of the 6 cochlear implant
listeners.

Table 6.3. Pairwise comparisons between means for distractor levels
(averaged across distractor sets).

Table 7.1. Properties of increments and decrements.

Table 7.2. Example of calculation of increment and decrement sizes.

Table 7.3. Demographic and clinical details of listeners.

Table 8.1. Demographic and clinical details of implant users tested.

Table 8.2. Correlations between normalised ECAP amplitudes and reported

integration scores.



Table 8.3. Correlations between normalised ECAP amplitudes and

transformed pitch ranking and confidence scores.

FIGURES:

Figure 1.1. lllustration of the influence of TRT (Tone Repetition Time) on a)
Temporal coherence boundary (upper line) and b) Fission boundary (lower
line).

Figure 1.2. Hierarchical decomposition model.

Figure 2.1. Open-set (sound alone) speech recognition scores for a series of
125 adult cochlear implant users with the Nucleus Cl24 device.

Figure 3.1. An example “electrodogram” displaying the output of the
experimental speech processor and transmitter coil for a time window of
approximately 2.2 seconds.

Figure 3.2. Results for experiment 1 showing reported segregation in percent
(mean data) for all eight listeners.

Figure 3.3. Reported segregation results for individual listeners.

Figure 3.4. Key press results for individual listeners.

Figure 4.1. Pitch ranking results for individual listeners.

Figure 4.2. Reported confidence ratings for individual listeners.

Figure 4.3. Comparison of individual results for reported segregation,

transformed pitch rankings, and transformed confidence ratings.
Figure 5.1. Schematic representation of stimulus sequences used in task 1.

Figure 5.2. Geometric mean threshold delays for 6 implant listeners who

participated in both task 1 (full-length sequence) and task 2 (triplets).

10



Figure 5.3. Individual listeners’ results: 6 listeners who completed both task 1
(full length sequences) and task 2 (triplets).

Figure 5.4. Individual results for the 2 listeners who completed task 1 (full
length sequences) but who were unavailable to complete task 2.

Figure 6.1. ‘Electrodograms’ showing two examples of interleaved
sequences.

Figure 6.2. Mean results for all 6 cochlear implant listeners.

Figure 6.3. Individual results for the 6 Cl listeners.

Figure 6.4. Individual results for the 3 normal-hearing listeners.

Figure 7.1. Schematic representations of increments and decrements applied
to individual electrodes (not drawn to scale).

Figure 7.2. ‘Electrodograms’ showing examples of different complex stimuli.
Figure 7.3. Mean data for all 8 listeners: Increments.

Figure 7.4. Individual results for all 8 listeners: Increments.

Figure 7.5: Mean data for all 8 listeners: Decrements.

Figure 7.6. Individual results for all 8 listeners: Decrements.

Figure 7.7. Further results for listener L13.

Figure 8.1. Schematic representation of the subtraction method for recording
the ECAP response.

Figure 8.2. Example of a typical ECAP response showing measurement of
response amplitude.

Figure 8.3. Schematic representation of the fixed probe, variable masker
position method for recording spread of excitation.

Figure 8.4. Mean ECAP peak-to-peak amplitudes averaged across all

listeners.

11



Figures 8.5 and 8.6. Individual results for all 24 implant users.

Figure 8.7. Method used for estimation of ECAP profile width.

Figure 8.8. Scatter plot showing relationship between ECAP profile width and
open-set speech recognition scores.

Figure 8.9. Normalised ECAP amplitudes and transformed reported
segregation scores for four listeners.

Figure 8.10. Scatter plots between normalised ECAP amplitudes and
transformed reported integration scores.

Figure 8.11. Normalised ECAP amplitudes and transformed channel
discrimination data: individual results for 8 listeners.

Figure 8.12. Normalised ECAP amplitudes and transformed confidence
scores: individual results for 8 listeners.

Figure 8.13. Scatter plots between transformed channel discrimination,
transformed confidence scores and normalised ECAP amplitudes for

individual listeners.

12



Chapter 1: Introduction to Auditory Scene Analysis

1.1 Auditory Scene Analysis: History and Background

This thesis reports a series of experiments that investigate auditory grouping
in cochlear implant listeners. Before the experiments and their results are
described in more detail, this chapter provides an introduction to the history
and background of auditory grouping and scene analysis in normal-hearing

and hearing-impaired listeners.

The short paper by Miller and Heise (1950) on the perception of sequences of
tones ends with the sentence: ‘If one is willing to postpone the question, “Are
these patterns melodies?” there is here a large field for worth-while research’.
These words have since turned out to be quite prophetic in their anticipation
of a fascinating area of research into what Bregman (1990) has termed
Auditory Scene Analysis. Miller and Heise discovered, almost by accident,
that when the frequency difference between two rapidly alternating tones was
sufficiently large, the pattern heard broke up into two melodies instead of a
‘tril’. They coined the term 'Trill threshold’ to describe the frequency
separation between the alternating tones that leads to this effect. Their
listeners adjusted the frequency of one of the tones while the other was fixed
in frequency, and then reported the point at which they heard the change from
a ‘trill’ into two distinct and unrelated tone sequences. Miller and Heise also
suggested the results they found with auditory stimuli were analogous to what
one might expect with corresponding visual figures, and that the principles of
Gestalt psychology (see Butler and McManus, 2000, page 18 for a review) are

applicable to the auditory situation- a theme that has been returned to on
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many occasions since by Bregman and others, and which will be discussed in

more detail below.

Although research on the topic had been published previously, Auditory
Scene Analysis was defined and explained in comprehensive detail by
Bregman (1990). He began by elaborating the concept that the purpose of
perception and its evolution is to make use of sensory inputs to create a
mental representation of the world around us. Auditory Scene Analysis is the
process by which the auditory system takes the complex mixture of sounds
that is delivered to our ears from the environment around us and sorts it into
‘packages’ of acoustic evidence, in which each package has arisen from a
distinct source of sound. The auditory system must group the acoustic
components it receives so as to recover the original individual sources. The
complexity of this task is great, as illustrated by the example Bregman (1990,
page 5) provided: ‘Imagine you are on the edge of a lake and a friend
challenges you to a game. The game is this: your friend digs two narrow
channels up from the side of the lake. Each is a few feet long and a few
inches wide and they are spaced a few feet apart. Halfway up each one, your
friend stretches a handkerchief and fastens it to the sides of the channel. As
waves reach the side of the lake they travel up the channels and cause the
two handkerchiefs to go into motion. You are allowed to look only at the
handkerchiefs and from their motions to answer a series of questions: How
many boats are there on the lake and where are they? Which is the most
powerful one? Which one is closer? Is the wind blowing? Has any large object

been dropped suddenly into the lake?’
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This example may sound impossibly difficult but in fact illustrates the task
constantly performed by our auditory system; although we are generally
unaware of the complex processing that underlies our mental image of the
acoustic world around us. In everyday situations much of the auditory
environment is unconsciously and automatically organised perceptually so
that we are able to attend to those sounds that are immediately important. For
example, when walking down a busy street our ears are bombarded with a
rich mixture of sounds that could include various forms of traffic noise, voices,
music, footsteps etc. Our auditory system analyses this complex soundscape
and assigns different sounds to different sources, much of which is ignored
and merges into the background. The extent to which unattended
‘background’ sounds are processed has been the topic of much debate and

will be discussed in more detail below.

Distinct from vision, which is concerned mainly with the creation of mental
images of objects, hearing is concerned with acoustic ‘happenings’, and the
perceptual unit that represents a single happening is referred to as an
auditory stream. An acoustic happening may be made up of more than one
sound- for example, a series of footsteps, although containing a series of
distinct sounds, is perceptually represented as a single auditory stream.
Analysis of the acoustic properties of the footsteps i.e., loudness, timbre,
reverberation, pitch etc allows us to perceptually allocate them to a single
walker. A general principle of auditory scene analysis is that sounds or
sequences of sounds that have common characteristics are grouped together

perceptually, related to the fact that they are likely to have emanated from a
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common source. The principles of Gestalt psychology have an application in
this regard. For example, the ‘Law of similarity’ states that we tend to group
similar elements together to form an entity; The ‘Law of proximity’ says that
spatial or temporal closeness of elements leads to them being grouped
together and perceived as belonging together; and the ‘Law of common fate’
states that when elements move in the same direction, we tend to perceive

them as a unit.

1.2 The ‘Cocktail party’ problem

In one of the most difficult but important auditory situations, that of listening to
one speaker’'s voice in the presence of competing voices, the auditory system
is able to perceptually segregate the voice to which we are attending from the
interfering speakers’ voices by making use of a range of perceptual properties
of that voice i.e. timbre, pitch, location etc. This ability to focus one's attention
on a single talker among a mixture of conversations and background noises,
ignoring other conversations, has been termed ‘The cocktail party effect’ and
was originally described by Cherry (1953). He performed a series of simple
experiments in which listeners were presented with a mixture of two spoken
messages via headphones, and were required to listen to and repeat one of
the messages while ignoring the other. He showed that listeners were able to
separate out messages, although with great difficulty, if the same talker was
used for both and no spatial cues were available. If the different speech
recordings were presented to separate ears (dichotic listening) each could be
identified easily and attention switched from one ear to the other at will. He

also showed that listeners showed very little awareness of properties of the
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speech presented to the unattended ear; for example, they were able to report
the gender of the speaker but were unaware if a different language (e.g.
German instead of English) was presented, or if the speech was played
backwards. This implied that very little processing of unattended auditory
streams occurs. However, the ‘cocktail party effect’ in which attention can be
momentarily switched to an unattended speaker as a result of hearing a
‘primed’ word such as the listener's name suggests that at least some
processing occurs. Since Cherry’'s paper, the perceptual basis of this
phenomenon has been widely investigated. For example, Brokx and
Nooteboom (1982) demonstrated, using resynthesised speech, that constant
differences in fundamental frequency (FO) between interfering and target
speech messages, presented simultaneously, could be used to improve the
intelligibility of the target message. They also showed that differences in
intonation (e.g. between a monotonous intonation and a normal intonation
pattern) between target and interfering speech provided an additional cue that
enhanced the beneficial effects of an intensity difference. This finding was
confirmed by Bird and Darwin (1998), who reported two experiments modelled
on those of Brokx and Nooteboom (1982) but using stimuli that were entirely
voiced and with few stop consonants, with the intention of maximising the

effects of FO differences on intelligibility.

Hawley et al. (2004) summarised four of the cues that contribute to the
solution of the cocktail-party problem, namely: i) spatial separation of the
target speech from interfering speech (the ‘head shadow’ effect); ii)

differences in the temporal properties of the target speech from the
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interferers; iii) differences in FO and iv) differences in linguistic content
between target and interfering speech. Each of these cues contributes to
varying degrees. For example, the study reported by Kidd et al. (2005)
emphasised the role of focused attention along the spatial dimension in multi-
talker listening situations; they demonstrated the very large advantage of
knowing where to listen when listening to a target speech message in the

presence of simultaneous but spatially separated messages.

Although reception of speech is clearly one of the most important situations in
which the auditory system has to group auditory stimuli according to their
sources, the concept and principles of auditory streaming are also familiar in
the field of music. Examples of where a single instrument playing alternating
high and low tones gives the effect of two instruments playing are well known.
In the Baroque period, when a great deal of music was written for a single
instrument but with more than one simultaneous melody, this so-called
‘melodic fission’ was frequently used by composers. Indeed, the ability to
listen to an entire symphony orchestra and follow a melody played on one
instrument demonstrates the remarkable ability of the human ear to attend to
an auditory stream against a background of complex competing sounds. It is
therefore perhaps not surprising that much of the early research into the
concepts of auditory scene analysis was based on musical notes (e.g. Miller

and Heise, 1950).
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1.3 Basic concepts of auditory scene analysis

Bregman and Campbell (1971, page 244) described the concept of the
‘auditory stream’, defined as ‘a sequence of auditory events whose elements
are related perceptually to one another, the stream being segregated
perceptually from other co-occurring auditory events’. They had observed the
same phenomenon that Miller and Heise (1950) had previously reported and
called the perceptual splitting of alternating high and low tones ‘auditory
stream segregation’. They went on to demonstrate the effect of this property
of auditory perception on listeners’ judgements of the order of non-speech
sounds. Warren et al. (1969) had shown that listeners were unable to
accurately report the order of sequences of four sounds (a hiss, a tone, a
buzz and the speech sound / i /) presented in a continuous loop, unless the
duration of each sound was lengthened to at least 700 ms. The hypothesis
proposed by Bregman and Campbell was that this inability was caused by
rapid sequences of differing sounds splitting into separate auditory streams;
each of the sounds was perceptually grouped with its own prior and
subsequent repetitions, rather than with the other three sounds. Their
experiment demonstrated this, in a task using sequences of six pure tones at
three high and three low frequencies. Listeners reported the order of the
tones, which were rapidly presented in various different orders. The three high
frequency tones and three low frequency tones were considered by the
authors to be ‘within streams’. They found that within-stream judgements were
highly accurate, while across-stream judgements were at chance level;
listeners were unable to switch their attention from stream to stream fast

enough to make accurate order judgements. Based on this, they proposed
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that the purpose of the organisational process that creates auditory streams is

to ‘pre organise’ sounds and extract higher order perceptual attributes.

The concept that the perceptual properties of sounds are computed within and
not across auditory streams is one that has since been studied and utilised to
great effect. This makes sense in terms of our perceptual analysis of the
acoustic environment: if sounds within an auditory stream are assumed to
emanate from one source, and sounds in a different stream from another,
then their individual properties are assumed to arise from accidental co-
occurrence. For example, Massaro (1977) showed in a task that required
listeners to count sequences of tones that were either at the same frequency
or which alternated in frequency, that counting performance was severely
disrupted if the frequency separation was over an octave, compared with a
two-semitone separation. Recently, Gaudrain et al. (2007) described a task in
which listeners had to report the order of vowels in a sequence. They found
that spectral ‘smearing’ of the vowels increased accurate identification of their
order, which they hypothesised was related to a reduced tendency to form
separate auditory streams. In this case, stream segregation was detrimental
to performance- a principle which can be usefully employed in the study of
streaming phenomena and which will be returned to later. They also
suggested that for hearing-impaired or cochlear implant listeners, reduced
spectral resolution may result in a reduced ability to form separate auditory
streams, which would increase the difficulties encountered in multi-talker or

challenging ‘cocktail party’ listening situations.
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In an example of a task in which stream segregation is helpful to performance,
Dowling (1973) showed that the successful identification of interleaved pairs
of melodies is possible while their pitch ranges do not overlap, but very
difficult or impossible otherwise, unless another cue such as a difference in
timbre is available. This finding is consistent with the principle that sufficient
separation of pitch ranges allowed splitting of the two melodies into two
distinct auditory streams; the listeners in that experiment reported that they
could attend to either one of the melodies, with the other in the background,
but not both simultaneously. The importance of the ability to perceptually
segregate overlapping melodies in real-life situations was recently highlighted
by Lacherez et al. (2007); they reported that concurrent, overlapping alarm
melodies used on medical equipment were very difficult or impossible to
discriminate by nurses, a finding that the authors attributed to a failure in

auditory stream segregation.

Some of the basic principles of auditory stream segregation were investigated
by van Noorden (1975). His study began with the concepts of music and the
connections between tones in a sequence forming a melody. He elaborated
the concept of temporal coherence, in which all the tones in a sequence are
perceived as being connected into a ‘string’. (For consistency with the rest of
this thesis, this term will be replaced with the word ‘stream’). In contrast, if a
sequence of tones splits perceptually into two sub-sequences, temporal
coherence has been lost and fission has occurred instead. This fission is the
same as the ‘melodic fission’ mentioned above in the musical context and the

‘trill threshold’ of Miller and Heise, described above, and corresponds to
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auditory stream segregation. He employed a tone sequence in which pure
tones at two different frequencies, A and B, were put together in an
ABA...ABA...ABA... sequence. The advantage of this type of sequence is a
salient change in rhythm that occurs when perception ‘flips’ from one to two
streams. In this case, temporal coherence is heard as a distinctive ‘galloping’
rhythm which disappears with fission, and so the occurrence of either one or
the other perceptual state is highly salient. van Noorden pointed out that
fission is always heard with large tone intervals (large frequency differences
between tones) and temporal coherence always occurs with small intervals;
there is also an intermediate range where the listener in effect has a choice to
listen either to the stream ABA...ABA or to either the A..A stream or B..B
stream. In practice, if listeners are not instructed to listen for one or the other,
their perception is likely to ‘flip’ spontaneously and randomly between one
percept and the other, just as it does in vision with the vase/face illusion or
with the Necker cube (see Butler and McManus, 2000, page 14 for a review).
This is an ambiguous line drawing of a cube first described by Louis Necker in
1832, in which the viewer can see one corner of the cube either as being at
the front or the back. The perception flips’ randomly between one and the
other, and it is only possible to perceive the cube in one orientation or the
other at any one time (i.e., it is not possible to see both at simultaneously).
This example of multi-stable perception has been studied extensively in visual
perception, particularly to explore the understanding of attentional processes

and ‘top-down’ and ‘bottom-up’ processing.
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van Noorden described two possible attentional sets that would influence
perception in this situation: i) ‘selective listening’ where the listener tries to
hear either the A..A or B..B stream or ii) ‘comprehensive listening’ where he
tries to hear all the tones in the sequence together as ABA..ABA. The former
will favour fission, while the latter will favour temporal coherence. This led
firstly to his definition of the ‘temporal coherence boundary’ (TCB), which is
the boundary between temporal coherence and fission, when the listener is
trying to hear temporal coherence (i.e., one stream). This boundary is
measured in terms of the frequency difference between tones A and B.
Secondly, he defined the ‘fission boundary’ (FB) as the boundary when the
listener is trying to hear fission (i.e., two streams). At frequency separations
above the TCB, there is inevitable fission- it is impossible to hear the
sequence as a single ABA..ABA stream. In contrast, at frequency separations
lower than the FB, there is inevitable temporal coherence- i.e. it is impossible

to hear the sequence as two distinct A..A and B..B streams.

van Noorden measured the TCB and FB in three listeners while varying both
the frequency separation between tones A and B and also the speed of
presentation of the tones expressed as Tone Repetition Time or TRT, i.e. the
time in ms between the onset of one tone and the onset of the next. The TRT
used ranged between 60 and 150 ms. The frequency of tone A was swept
above and below the frequency of tone B (held constant at 1000 Hz) and the
listeners indicated whether they heard the ‘gallop’ rhythm or fission. At first
they were instructed to hold onto the gallop rhythm as long as they could, i.e.

their attention was set on comprehensive listening: this provided a measure of
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the TCB. Secondly, they were instructed to try to follow the A..A string of
tones as long as possible, i.e. their attention was set to selective listening: this
gave a measure of the FB. A summary of the results is shown in Figure 1.1,
below. The main finding was that the FB is relatively constant and
independent of TRT, while the TCB is clearly very dependent on TRT: it
increases as TRT is increased, or put another way, as the rate of tone
presentation is reduced. As can be seen in the figure, the consequence of this
is that at lower TRTs (faster presentation rates) there is a greater tendency to
hear two separate streams; the TCB converges towards the FB, and the
ambiguous region between them in which either percept may be heard is
narrow in terms of frequency separation. In contrast, at higher TRTs (slower
presentation rate) a much greater frequency separation is required to produce
inevitable separation into two streams and there is a much larger ambiguous
region. van Noorden went on to measure the TCB and FB using a method of
adjustment, in which the listener was given control over the frequency of tone

A:; this method provided broadly similar results.

In summary, he showed that a) if a listener is trying to listen to one or other of
two distinct streams of tones (selective listening), the frequency separation
below which this is impossible depends little on the rate at which the tones are
heard; and b) when trying to hear a single ABA..ABA stream, the frequency
separation above which this becomes impossible is very dependent on the
repetition rate. One can conclude from van Noorden’s results that when
employing a similar listening task: a) across the range of TRTs that he used,

there will be a range of frequency separations in which the perceptual
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experience is ambiguous and it should spontaneously flip’ between hearing
one and two streams; and b) the tendency to hear two streams will be strongly
influenced by the tone repetition rate. Although van Noorden demonstrated
the effect of the attentional set given to listeners on their perception, these
predictions should hold even when listeners are given no instructions either
way and simply report their spontaneous experience (e.g., Anstis and Saida,

1985).

Aston University

lustration removed for copyright restrictions

Figure 1.1. llustration of the influence of TRT (Tone Repetition Time) on a)
Temporal coherence boundary (upper line) and b) Fission boundary (lower
line). From: Temporal Coherence in the Perception of Tone Sequences, by

van Noorden (1975). Adapted with the permission of the author.

1.4 Sequential vs. Simultaneous grouping

So far, this discussion has focused on stream segregation in sequences of
sounds, i.e. sequential grouping; as mentioned above, Bregman and
Campbell (1971) described the concept of the ‘auditory stream’, defined as ‘a
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sequence of auditory events whose elements are related perceptually to one
another’. Many of the experimental studies investigating this area of
perception have concentrated on this type of listening situation. In real life,
many of the mixtures of sounds that the process of auditory scene analysis
must deal with include sounds that are temporally overlapping. This requires
a process of simultaneous grouping, where simultaneously occurring sounds
are grouped according to their sources. For example, in the ‘cocktail party’
situation of listening to concurrent speakers’ voices, individual voices overlap
in time with each other so the problem to be solved is partly one of
simultaneous grouping. As Bregman (1990, page 221) pointed out, ‘in
ordinary listening we have to group acoustic components both sequentially
and simultaneously in order to allocate them appropriately to streams that
represent individual sources of sound’. Although much of the further
discussion below refers to sequential grouping, some studies are concerned
with simultaneous sounds and illustrate features of the underlying processes

that are relevant to this thesis.

1.5 Auditory streaming is cumulative

Another of the key properties of the process of auditory streaming was
described by Bregman (1978): the auditory system appears to begin listening
to an input with a bias towards hearing it as a single stream, but it gradually
accumulates evidence over a period of seconds that may lead to the input
being split into sub streams: i.e. auditory stream segregation is cumulative. He
stated that: ‘Human perceptual systems seem to be biased toward simple

perceptions; therefore, evidence may need to be built up before the auditory
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system is willing to interpret an input as a product of two sources rather than
one’ (page 381). In his elegant experiment, listeners adjusted the speed of
presentation of sequences of pure tones alternating in pitch (two high
frequencies, fixed at 784 and 831 Hz and one low, 330 Hz) until they reached
a point at which the sequence appeared to split into two distinct streams; this
made use of the fact reported by Van Noorden (1975), mentioned above, that
increased rate of presentation in alternating tones leads to greater perceptual
‘splitting’. Four conditions were created by varying the number of tones
packaged between 4 second silences; there were 4, 8 or 16 tones in each
‘package’ or no silences at all. Bregman showed that as the number of tones
presented in each ‘package’ increased from 4 to 16, the rate required for
segregation to be perceived decreased- i.e. more streaming had occurred. In
a second experiment, he showed that the duration of the silent period
between sequences of tones was also important; the bias towards hearing
two distinct streams fell as the length of the silence was increased up to at
least four seconds. Similarly, Beauvois and Meddis (1997) reported the time
decay of auditory stream biasing, using a task in which an ABAB test
sequence of alternating tones (8 repetitions of each AB cycle) was preceded
by a 10-second induction sequence of repeated A tones followed by a silent
interval of up to 8 seconds. They showed that the proportion of ‘segregated’
responses for the test sequence fell exponentially as the length of the silent
interval increased; on average most of the decay occurred in the first 4
seconds, in agreement with Bregman'’s (1978) study. Interestingly, they also
found a longer time constant for this decay (i.e. the time taken for 63% of the

total drop in the proportion of ‘segregated’ responses to occur) for musicians
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(7.8 sec) compared to non-musicians (1.4 sec), which they suggested might
have been due to superior auditory grouping abilities acquired through

musical experience.

This decay of the tendency for stream segregation is a property that has been
studied extensively since its discovery in order to explore the mechanisms of
auditory streaming. This length of time also roughly corresponds to the time
taken for streaming to build up to its maximum in Bregman'’s first experiment
(Bregman, 1978). This apparent ‘sluggishness’ in the auditory system
contrasts with many other auditory processes, which have timescales of
milliseconds or less. Bregman’s explanation was that a relatively slow biasing
and unbiasing of the streaming process is valuable, because it provides a
‘conservative evidence-accumulating process’. The process of auditory scene
analysis is tailored to the properties of real-world listening environments; a
constant, rapid allocation and re-allocation of sounds heard to different
sources would make a mental representation of the auditory environment
confusing and unstable; similarly, it would be inappropriate if auditory
streams, or the perceptual allocations of sounds to their sources, ceased to

exist if the sounds that they are derived from are momentarily inaudible.

Further evidence of the build-up of auditory stream segregation over time (or
the decreasing probability of hearing temporal coherence) was reported by
Anstis and Saida (1985). In their experiments, subjects listened to 30 second
tone sequences alternating in frequency (between 800 and 1200 Hz) and

reported continuously if they perceived coherence (i.e. integration) or
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segregation. Their first experiment showed that the probability of coherence
fell throughout the 30-second sequence, with the rate of decrease dependent
on the modulation frequency, more rapid frequency alternation (8 cycles per
second, cf. 4 or 2 cycles per second) led to a more rapid onset of a
segregated percept. A further experiment showed that the probability of
coherence decreased linearly with increases in log tonal interval (consistent
with van Noorden’s description of the relationship between the Temporal
Coherence Boundary and frequency separation already discussed). Their
second experiment also showed that the decay of coherence (i.e. build-up of
segregation) continued for up to 60 seconds, which was the longest period
over which they tested and much longer than the 4 second period described
by Bregman (1978). However, the most rapid fall in the probability of
coherence occurred in the first 10 seconds, with a shallower decrease
thereafter. Although their results were broadly consistent with Bregman’s
(1978), Anstis and Saida (1985) proposed a somewhat different interpretation.
Whereas Bregman had suggested a cognitive process of accumulation of
evidence to account for the build-up of segregation over time, they proposed a
more peripheral process of the adaptation of frequency-modulation detectors.
However, this account was ruled out by Rogers and Bregman (1993), who
showed that an induction sequence containing high tones only, presented
immediately before a test sequence of HLH-HLH alternating high (H) and low
(L) tones, produced a similar amount of segregation in the test sequence as
when it was preceded by a sequence of ‘galloping’ HLH-HLH tones; this resuilt

could not have arisen from adaptation of frequency-modulation detectors.



1.6 Automatic versus schema based processes in auditory stream
segregation

Bregman (1990) made an important distinction between primitive or automatic
stream segregation and schema-based segregation. The former process, he
suggested, is unlearned and innate- evolved to provide the auditory system
with important information about the acoustic environment automatically and
without any cognitive effort. It is also a ‘bottom up’, obligatory process driven
by acoustic inputs; in automatic stream segregation, if two sequences of
sounds are sufficiently different perceptually they will split into distinct auditory
streams automatically and cannot be heard as a single stream even if the
listener tries. The latter, schema-based analysis is learned and is also subject
to the effects of attention, whereas primitive stream segregation is often
assumed to operate pre-attentively (although this is the topic of some debate,
as discussed in section 1.8). An analogy would be to how knowledge of the
words and syntactical structure of a language are used to understand that
particular language when heard in adverse listening conditions. This can be
thought of as a ‘top-down’ process that requires effortful listening; it does not
replace primitive segregation, and Bregman suggested that the two
mechanisms complement each other in the overall process of auditory scene
analysis. One example cited as evidence of schema-driven selection by
Bregman (1990, page 396) is the study by Scheffers (1982), which reported
that listeners were able to separate a pair of synthetic vowels with the same
FO and temporal characteristics when presented simultaneously, presumably
by comparison with internal templates or schemas (see also Assmann and

Summerfield, 1989).
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1.7 Theories for the underlying basis of auditory grouping

The understanding of the perceptual mechanisms underlying the process of
auditory stream segregation and auditory grouping has evolved in the years
since it was first described. Hartmann and Johnson (1991) suggested that
peripheral channelling is of paramount importance, i.e. that stream
segregation is mediated largely by a peripheral mechanism, in which auditory
stimuli are processed through separate peripheral channels; this could be
based on either frequency (i.e., auditory filters) or on ear of presentation. They
investigated listeners’ abilities to identify pairs of interleaved melodies (taken
at random from a closed set of 12), while varying a number of characteristics
between the two melodies including: pitch, ear of presentation, timbre, level,
envelope, duration, interaural time difference, added noise, altered rhythm
and pure tones vs. ‘rough’ tones (the latter created by multiplying the pure
tones in the melody with a 12.5 Hz tone, resulting in two components
separated by 25 Hz and with a ‘roughness’ of tone). In each case, two
melodies A and B were interleaved; melody A was presented on the odd-
numbered tones, and melody B on the even-numbered tones. In a ‘null
condition, melody A and melody B tones were identical; in each of the others,
one of the differences listed above was introduced. The intention was to
explore which characteristics of the interleaved melodies could be utilised as
cues for stream segregation and so provide better performance than in their
‘null’ condition in which the tones in each melody had identical characteristics.
The key question which they posed was whether stream segregation is
possible in the absence of peripheral channelling. They found that those

conditions that led to the excitation of different peripheral channels, e.g.
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frequency (an octave shift between interleaved melodies) or ear of
presentation, led to enhanced performance (i.e. greater stream segregation),
compared with those that did not involve differences in peripheral excitation,
e.g. temporal envelope (slow vs. fast tone rise time) or ‘roughness’. They
concluded that ‘peripheral channelling is almost an adequate explanation of
the stream segregation effect’, but also admitted that their data did show
evidence of some enhancement in segregation when there was a difference in
tone duration between the two melodies, which does not fit with the
peripheral-channelling theory. They also demonstrated that separation of
sounds into distinct peripheral channels does not guarantee stream

segregation, but suggested that it is of paramount importance.

Some support for the peripheral channelling hypothesis was supplied by
Beauvois and Meddis (1996), who described their computer simulation of the
stream segregation of alternating pure-tone sequences. This model was
based on simple signal processing analogous to the physiological systems
present in the peripheral auditory system. This included subjecting the
acoustic signal to a peripheral frequency analysis and splitting it into
channels, each with a different band-pass frequency response. The signal
was then subject to a series of processes similar to those known to occur in
the auditory system (see e.g. Moore, 1995), culminating in a segregation /
coherence decision-making stage. They evaluated the performance of the
computer model compared with reports on similar ‘real life’ listening tasks, as
discussed above. For example, the interaction between TRT (Tone Repetition

Time), frequency separation and the probability of ‘coherent’ (integrated)



outputs was compared with van Noorden’s (1975) data. The resulting pattern
was consistent with his results, showing the same relationship between the
temporal coherence boundary and TRT, and the stability of the fission
boundary across a range of TRT’s. The model also reproduced the build-up of
segregation over time, as described by Bregman (1978) and Anstis and Saida
(1985); the auditory system begins with an assumption of coherence, and two
sequences of tones are judged to be segregated after about 4 or 5 seconds (a
similar timescale to that described by Bregman, 1978). In summary, a model
based entirely on peripheral channelling was able to reproduce many of the

properties of stream segregation that had been previously described.

However, since Hartmann and Johnson's study and the Beavouis and Meddis
(1996) model, there has been a steady accumulation of evidence that stream
segregation can occur without differences in peripheral excitation patterns.
For example, Singh and Bregman (1997) investigated the contribution of both
temporal properties (i.e. envelope: rise/fall times of either 5/95 ms or 95/5 ms)
and number of harmonics (2 or 4