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Abstract

High velocity oxyfuel (HVOF) thermal spraying is one of the most significant develop-
ments in the thermal spray industry since the development of the original plasma spray
technique. The aim of this thesis is to provide the thermal spray community, computa-
tional approaches and view points in an effort to improve the technology and advance
the quality and efficiency of the HVOF thermal spray systems. The first investigation in
this thesis deals with the combustion and discrete particle models within the general pur-
pose commercial CFD code FLUENT to solve the combustion of kerosene and couple the
motion of fuel droplets with the gas flow dynamics in a Lagrangian fashion. The effects
of liquid fuel droplets on the thermodynamics of the combusting gas flow are examined
thoroughly showing that combustion process of kerosene is dependent on the initial fuel
droplet sizes. The second analysis in this thesis cope with the full water cooling numerical
model, which can assist on thermal performance optimisation or to determine the best
method for heat removal without the cost of building physical prototypes. The numerical
results indicate that the water flow rate and direction has noticeable influence on the
cooling efficiency but no noticeable effect on the gas flow dynamics within the thermal
spraying gun. The third investigation in this thesis deals with the development and im-
plementation of discrete phase particle models. The improvement of the existing models,
including the detailed phase change methods and predictions of oxide layer growth on
the surface of metal particles, is presented allowing for better process optimization. The
results indicate that most powder particles are not melted upon hitting the substrate to
be coated. The oxidation model confirms that HVOF guns can produce metallic coat-
ing with low oxidation within the typical standing-off distance about 30 cm. Physical
properties such as porosity, microstructure, surface roughness and adhesion strength of
coatings produced by droplet deposition in a thermal spray process are determined to a
large extent by the dynamics of deformation and solidification of the particles impinging
on the substrate. Therefore, is one of the objectives of this study to present a complete
numerical model of droplet impact and solidification. The modelling results show that so-
lidification of droplets is significantly affected by the thermal contact resistance/substrate

surface roughness.
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Nomenclature

Section 4.1

textitGeneral symbols

A constant in eddy dissipation model = 4.0

Ay constant in realizable k — & model = 4.04

A Coefficient in realizable k — ¢ model

B constant in eddy dissipation model = 0.5

Ch constant for the linear pressure-strain model = 1.8

C, constant for the linear pressure-strain model = 0.6

C\e constant for the turbulent dissipation of energy = 1.44
Ce constant for the turbulent dissipation of energy = 1.92
C,. coefficient for turbulent viscosity

¢, specific heat capacity (J/KgK)

E enthalpy (J/Kg)

G generation of turbulence energy (Kg/ms)

K thermal conductivity (W/mK)

k kinetic energy (m?/s?)

M, ; molecular weight of species j

M, r molecular weight of species i

N number of chemical species in the system

p pressure (Pa)

R;, net rate of production of species i due to reaction r
S source term

T temperature (K)

U mean velocity (m/s)

u velocity (m/s)

vj» stoichiometric coefficient for product j in reaction r

v, stoichiometric coefficient for reactant i in reaction r

11




vp,r stoichiometric coefficient for a particular reactant R in reaction r
Yy contribution of the fluctuating dilatation to the overall dissipation rate (Kg/ms?)
Yp mass fraction of product P

Yr mass fraction of a particular reactant, R
Greek symbols

0 Kronecker symbol

¢ turbulence dissipation rate (mm?/s* )
p viscosity (Kg/ms)

p density ( Kg/m® )

o Prandtl number

7 deviatoric stress tensor
Subscripts

ef f effective value

h heat source for the conservation of heat
i, j, 1 co-ordinate indices

k kinetic energy

t turbulent context

€ turbulence dissipation rate

Section 4.2

General symbols

A constant in eddy dissipation model = 4.0

Ay constant in realizable k — € model = 4.04

A, surface area of the droplet (m?)

A, coefficient in realizable x — £ model

B constant in eddy dissipation model = 0.5

Cp drag coefficient

C, constant for the linear pressure-strain model = 1.8

Cy constant for the linear pressure-strain model = 0.6

Cy s vapor concentration at the droplet surface (K g/molm?)

C; .~ vapor concentration at the bulk gas (Kg/molm?)
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C4. constant for the turbulent dissipation of energy = 1.44
Cy. constant for the turbulent dissipation of energy = 1.92
C,, coefficient for turbulent viscosity

¢, specific heat capacity (J/KgK)

D; , diffusion coefficient of vapor in the bulk (m?/s)

d diameter (mn)

d,, particle diameter (m)

E enthalpy (J/Kg)

Fpp drag force per unit particle (N)

F, additional acceleration (V)

Gy generation of turbulence energy due to mean velocity gradients (Kg/ms?)
G, generation of turbulence energy due to buoyancy (K g/ms?)
g x component of gravitational acceleration (n?/s)

h convective heat transfer coefficient (W/m?K)

K thermal conductivity (W/mK)

K. mass transfer coefficient (m/s)

K thermal conductivity of the continous phase (W/mK)
k kinetic energy (m?/s?)

M, ; molecular weight of species i

M, ; molecular weight of reactant i

M., ; molecular weight of product ]

M, r molecular weight of reactant R

m, mass of particle (Kg)

N number of chemical species in the system

N; molar flux of vapour ( Kgmol/m?s )

Nu Nussel number

p pressure (Pa)

Pop Operating pressure (Pa)

psar Saturated pressure (Pa)

Pr Prandtl number

Re relative Reynolds number

Reg Reynolds number based on particle diameter
R, net rate of production of species i due to reaction r
S source term

S, Schmit number

s path of particle

T temperature (K)

13




77 Langrangian integral time

T« local temperature of the continous phase (K)

t time (s)

U mean velocity (m/s)

u velocity (m/s)

v, stoichiometric coefficient for product j in reaction r
v;,» stoichiometric coefficient for reactant i in reaction r
Vg, stoichiometric coefficient for reactant R in reaction r
Yy contribution of the fluctuating dilatation to the overall dissipation rate (K g/ms?)
Yp mass fraction of product P

Y mass fraction of a particular reactant, R

X, spatial co-ordinate
Greek symbols

0 Kronecker symbol

£ turbulence dissipation rate (m?/s?)
gp particle emissivity

Op radiation temperature

p viscosity ( Kg/ms )

p density ( Kg/m?)

o Prandtl number

7 deviatoric stress tensor

v molecular kinematic viscosity

¢ shape factor
Subscripts

ef f effective value in reference to the addition of turbulent and non-turbulent contri-
bution of a variable

i, j, 1 co-ordinate indices

k kinetic energy

p particle

¢t turbulent context

¢ turbulence dissipation rate

14




Section 4.3

General Symbols

C,, coefficient for turbulent viscosity

¢p specific heat capacity (J/KgK)

E enthalpy (J)

h sensible enthalpy (J)

k thermal conductivity ( W/mK)

kp turbulence kinetic energy at point (P)

ks thermal conductivity of the solid (( W/mK)
An distance between wall surface and the solid cell center (m)
P stress production term for the Reynolds stress model
Pr molecular Prandtl number

Pr; turbulent Prandtl number

¢ heat flux (W/m?)

T temperature (K)

T logarithmic mean temperature

Tp temperature at the cell adjacent to wall (K)
T, temperature at the wall (K)

¢t time (s)

U. mean velocity magnitude at y*= y7

Up mean velocity of the fluid near wall

y* non-dimensional viscous sublayer thickness
yr non-dimensional thermal sublayer thickness
yp distance to the wall

Greek symbols

1 dynamic viscosity of the fluid (Ns/m?)
p density (Kg/m?)

U velocity vector (m/s)

Section 5.3

General Symbols

A, particle area (m?)
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Bi Biot number

¢p specific heat capacity (J/KgK)

h heat transfer coefficient (W/m?K)

hse sensible enthalpy (J)

H total heat (J)

AH latent heat content

k thermal conductivity (W/mK)

k, particle thermal conductivity W/mK
L latent heat (J/Kg)

r radial distance (m)

ro particle radius (m)

Ste Stefan number

Sy enthalpy source term

t time (s)

Tliquid liquidius temperature (K)

Tioiiq freezing temperature (K)

Tourface Particle surface temperature (K)
T'.es reference ambient temperature (K)
T, ambient temperature (K)

T dimensionless temperature
Trtemperature (K)

u velocity (m?/s)

x radial phase front position within the particle ()
£ liquid fraction

p density (kg/m?)

p, particle density (kg/m®)

7 dimensionless time (s)

Section 5.4

General Symbols

A0 model constant (A/s)

CD drag coeflicient

Cp specific heat capacity (J/KgK)
E energy (J/Kg)

f solid fraction

16




g gravity acceleration (m/s?)

h convective heat transfer coefficient (W/m?K)
H total heat transfer coefficient (W/m?K)
H, f latent heat (J/Kg)

Hox heat of oxidation (J/Kg)

Nu non-dimensional Nusselt number

u fluid velocity (m/s)

p pressure (Pa)

Q model constant (eV)

KO model constant (eV/torr)

ks thermal conductivity of particle (W/mK)
kox thermal conductivity of oxide layer (W/mK)
ky Boltzman constant;

kg thermal conductivity of gas (W/mK)

K. [ [ effective thermal conductivity (W/mK)
Po2 Partial pressure of O2 (Torr)

Pr Prandtl number;

R particle radius (m)

Re Reynolds number;

T temperature (K)

T}, liquidus temperature (K)

T’ solidus temnperature (K)

T}, melting temperature of the primary element (K)
Greek symbols

« thermal diffusivity (m?/s)

p density ( Kg/m® )

T deviatoric stress tensor;

4 oxide layer thickness (A)

p coefficient of viscosity (N/sm?)
¥(T") Correction function;

At time step (s)

Az gird nodes distance ()

Subscripts
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p particle;
eff effective;
g gas;

ox oxide;

i,j cartesian directions;

Section 6.1

General Symbols

CD drag coefficient

C,, particle specific heat capacity (J/KgK)

D barrel diameter (m)

d, particle diameter ()

Fp drag force per unit particle (N)

g, x component of gravitational acceleration (m?/s)
H convective heat transfer coefficient (W/m?K)
H,f latent heat (J/Kg)

k4 gas thermal conductivity (W/mK)

ks particle thermal conductivity (W/mK)

k. partition coefficient

Pr Prandtl number

Re Reynolds number based on particle diameter
St Stokes number

R particle radius (mn)

T temperature (K)

T}, liquidius temperature (K)

Ts solidus temperature (K)

T}, primary element melting temperature (K)

t time (s)

up particle velocity (m/s)

ug gas velocity (m/s)

Greek symbols

A thermal diffusivity (m?/s)
Kg gas viscosity ( Kg/ms)
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pp particle density (Kg/m?)
pg gas density ( Kg/m?)

¢ shape factor

Section 7.1

General symbols

A porosity coefficient

¢, specific heat capacity

C porosity constant

E. Eckert number

F,o surface tension source term (V)
g gravity vector (m?/s)

h sensible heat (J)

H total heat (J)

AH latent heat (J/Kg)

k thermal conductivity (W/mK)
C, coefficient for turbulent viscosity
L latent heat of freezing (J/Kg)

i, unit vector normal to the wall

p Pressure (Pa)

q heat flux (W/m?)

R substrate surface roughness (m)
Sy, enthalpy source term

S, moment source term

¢ time (s)

t,, unit vector tangential to the wall
T temperature (K)

u velocity (m?/s)

t time (s)

Uy droplet impact velocity (rn?/s)
Greek symbols

« coeflicient in numerical scheme

G liquid fraction




n small constant to avoid division by zero
0., contact angle (6)

A porosity

1 dynamic viscosity (Kg/ms)

p density (Kg/m3)

o surface tension (V)

7 Marangoni stress

¢ volume fraction
Subscripts

i, j, 1 co-ordinate indices
liquid liquid material
ref reference point

solid solid material

w wall
Mathematical operators

O partial differential operator
V del operator
A difference between two quantities of a variable

— vector form of variable
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Chapter 1
Introduction

High velocity oxyfuel (HVOF) thermal spraying is one of the most significant develop-
ments in the thermal spray industry since the development of the original plasma spray
technique. From the fluid dynamics point of view, the process is very complex and in-
volves two-phase discrete particle flow coupled with turbulence, heat transfer, chemical
reaction and compressible supersonic transitions. The first HVOF method was introduced
in 1982, however there has been limited effort, compared to plasma spraying, on under-
standing the effects of process parameters on the coating quality. Several experimental
procedures and diagnostic tools have been developed to measure the main parameters
that influence the characteristics of coating deposition. These diagnostic tools are able
to measure direct thermal spray properties such as external jet temperature and particle
dynaimics; however, measurements and analysis of the gas and particle behaviour within
the system is not feasible.

Computational fluid dynamics (CFD) is a valuable tool that can provide informa-
tion on parts of the system or phenomena happening within the system that would not
otherwise be visible. Numerical modelling gives a mean of visualizing and enhanced un-
derstanding of the designs. Predictions under a given set of circumstances, can answer
many (what if?) questions very fast by giving the variables and receiving the outcomes.
In short time, the design performance can be predicted and thereafter can be improved by
testing many design variation. With numerical modelling, process and design optimiza-
tion can be done before physical prototyping and testing. The foresights gained can result
in better design and faster understanding of the process parameters involved in HVOF
thermal spraying technology. Difficult and expensive physical prototyping is bypassed
leading to shorter design cycles, products get to the market faster and consequently time
and money are saved. The aim of this thesis is to provide the thermal spray community,
new computational approaches and view points in an effort to improve the technology

and advance the quality and efficiency of the HVOF thermal spray systems.
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Thermal spray coatings are often applied for better corrosion and wear resistance.
Therefore, low porosity and good adhesion are desired properties of the coating. High
velocity processes, such as HVOF spraying, are the most potential methods for produc-
ing a good quality coating with low porosity. Over the decades, many HVOF numerical
models have been developed and are able to provide insight to the gas flow, in-flight
particle dynamics and even droplet impingement or coating formation. However, most of
the modelling work is based on the gas fuelled HVOF systems. The technology of high
velocity oxygen fuel (HVOF) thermal spraying has been transforming from gas fuelled
towards liquid fuelled systems. An apparent benefit from that development is to use low
cost fuels such as kerosene. The combustion of liquid fuels is a very challenging computa-
tional task and has rarely been documented in open literature. The first investigation in
this thesis deals with the combustion and discrete particle models within the general pur-
pose commercial CFD code FLUENT to solve the combustion of kerosene ' and propane
2 by coupling the motion of fuel droplets with the gas flow dynamics in a Lagrangian
fashion. The effects of liquid fuel droplets on the thermodynamics of the combusting gas
flow are examined thoroughly in section 4.2.

The combustion generates the heat and momentum input to powder particles during
the HVOF process in which gas temperature reaches over 3000 K within the spraying
gun. Active cooling is normally required to protect the spraying gun from overheating by
using water as heat transfer media. The cooling process needs to be carefully controlled
to protect the gun, retain sufficient heat for powder particles and achieve energy efficiency
during operation. A good understanding of the underlying heat transfer process is essen-
tial to design such multifunctional cooling mechanism. To date such detailed information
is not available and system operation is primarily based on trial and error methods. The
second analysis in this thesis (section 4.3) cope with the full water cooling numerical
model ®, which can assist on thermal performance optimisation or to determine the best
method for heat removal without the cost of building physical prototypes.

As a critical element of the process; combustion generates the required energy and
momentum for powder heating and acceleration. The quality of coating is directly related
to the particle parameters such as velocity, temperature, oxidation and state of melting or

solidification. In order to obtain this particle data, consistent mathematical models need

1pyblished: S. Kamnis and S. Gu. 3-D modelling of kerosene-fuelled HVOF thermal spray gun.
Chemical Engineering Science, Volume 61, Issue 16, August 2006, Pages 5427-5439

2pyblished: S. Kamnis and S. Gu. Numerical modelling of propane combustion in a high velocity
oxygen-fuel thermal spray gun Chemical Engineering and Processing, Volume 45, Issue 4, April 2006,
Pages 246-253

3pyublished: S. Kamnis and S. Gu. Computational fluid dynamic modelling of water-cooling mech-
anism during thermal spraying process. Int. J. Modelling, Identification and Control, Vol. 2, No. 3,
2007

22



to be developed to predict particle dynamic behaviour. Most of the already developed
models are based on several assumptions excluding from the predictions phenomena such
as oxidation and melting of the powder particles. A review of the existing models is
presented in section 2.4. The third analysis in this thesis deals with the development
and implementation of discrete phase particle models into FLUENT, which are able
to predict accurately the particle dynamics, by overcoming the limitations of previous
models. The improvement of the existing models, including the detailed phase change

* and predictions of oxide layer growth ® on the surface of metal particles,

methods
is presented in chapter 5 allowing better process optimization. The particle transport
equations are solved in a Lagrangian manner and coupled with the three-dimensional,
chemically reacting, turbulent gas flow and the in-flight results are presented in chapter
6.

The ultimate goal of research efforts in thermal spraying field is to establish predic-
tive correlations between the processing parameters and the properties (quality) of the
coatings. Physical properties such as porosity, microstructure, surface roughness and
adhesion strength of coatings produced by droplet deposition in a thermal spray process
are determined to a large extent by the dynamics of deformation and solidification of the
particles impinging on the substrate. A well developed model can provide insight into
the underlying physics of the process by overcoming the technical constrains imposed
by experiments. Therefore, is one of the objectives of this study to present a complete
numerical model of droplet impact and solidification ®. A review of the existing droplet
impingement models is provided in section 2.4 where several limitations are underlined
and possible improvements alongside with the results are provided in chapter 7.

In attempting to provide a comprehensive review of existing models and methods
chapter 2 contain summaries of others people work while chapter 3 present important
models, physical phenomena and definitions related to this work. In general the amount
of reworking is minimal on these summaries. However the evaluation of methods and
models has been worked out. Appendix A contains an overview of the basic fluid flow
and turbulence models which are implemented into FLUENT. The particular models
were not developed or modified by any means all the way through this study. This is an
applied thesis and in addition to presenting author’s work, it is hoped that this document
provides a useful summary and comprehensive critique of existing work giving enough

detall to serve as a useful reference.

4S. Kamnis, S. Gu, and N. Zeoli. Mathematical Modelling of Inconel 718 Particles in HVOF Thermal
Spraying. Surface and Coatings Technology

5N. Zeoli, S. Gu and S. Kamnis Numerical simulation of in-flight particle oxidation during thermal
spraying. Computers and Chemical Engineering, 19 August 2007

6Published: S Kamnis and S.Gu. Numerical modelling of droplet impingement. 2005 J. Phys. D:
Appl. Phys. 38 3664-3673
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Chapter 2

Literature Review

2.1 HVOF Thermal Spray Process

Thermal spraying is a general term to describe all methods in which the coating is formed
from melted or semi-melted droplets. In thermal spraying the material is in the form of
powder, wire or rod and is fed into the flame produced by a spray gun, where it is heated
and the particles are accelerated towards the substrate to be coated. The thermal and
kinetic energy of the flame can be produced either with burning mixtures of fuel gas and
oxygen, or by using an electrical power source. Based on the energy source, thermal
spray methods can be divided into a few main groups: plasma spray methods, flame
spray methods, high velocity oxy-fuel methods, electrical arc methods, and, as the latest
technology, cold gas methods [1, 2, 3]. In thermal spraying the coating is produced by
rapid solidification of the melted or semi-melted droplets attached to the substrate. A
typical structure for the coating is a pancake-like lamellar structure, where the flattening
degree and adhesion between the lamellas, together with the coating material itself, define
the main properties of the coating. The adhesion and porosity of the coating is mainly
defined by the particle melting behaviour and the velocity when attaching to the surface.
In addition, due to the fast cooling rate of the particles, some special features, such as
residual stresses and the metastable phases can be observed in the thermally sprayed
coatings [1, 2, 3].

When better corrosion and wear resistance are the desired properties, thermal spray
coatings are often applied and especially HVOF (High velocity oxy-fuel) spraying is the
most potential method for producing such a coating. The required thermal energy, for
heating powder particles, in HVOF is produced by the combustion of mixtures of oxygen
and fuels. Typical fuels mainly used are: hydrogen, kerosene, propane, propylene, natural
gas or acetylene. Due to convergent-divergent nozzle design a jet with supersonic speed

is produced. The main difference between HVOEF and other commonly used processes,
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such as (ASP), is the relationship between the kinetic and thermal energy of the process
described by the particle velocity and the flame temperature. In Atmospheric Plasma
Spray (APS), the energy is based on the plasma produced by ionizing an inert gas,
typically a mixture of argon and helium, between the anode and the cathode in the
spray gun. The resulting plasma flame temperature, is very high compared to this in
HVOF process. Due to the high process temperature, APS enables good melting of the
ceramic particles and is often used to produce ceramic coatings. However, HVOF has
also demonstrated the ability to deposit dense ceramic coatings [4, 5, 6, 7].

The main feature of HVOF process is the ability to produce dense coatings, preventing
excess phase transformations and oxidation due to short in-flight time of powder particles
in relatively cold flame. It is extensively used to produce metal coatings , while the use of
thermal spray coatings, has traditionally been based on extending the life of the sprayed
component. The aerospace industry was the first manufacturing section that recognized
the great value of the process and was largely responsible for driving the development and
its confidence. Applications include jet engine components such as compressor air seals,
compressor stators and fan duct segments and stiffeners. Despite the extensive industrial
utilization of thermal spraying, the process is a very complex and includes number of
variables. A better understanding of the relationship of these variables and their effect
on the coating properties must be obtained in order to apply thermal spray coating to

“prime reliant” applications.

2.2 HVOF Methods and Technology

In typical HVOF process fuel and oxygen are led to the combustion chamber together with
the spray powder (figure 2.1). The combustion of the gases produces a high temperature
and high pressure in the chamber, which causes the supersonic flow of the gases through
the nozzle and supersonic expansions outside the gun in the free jet region. The powder
particles are heated up through the thermal interaction with the combusting gases in the
combustion chamber and during the flight through the nozzle. The flame temperature
varies in the range of 3000K - 3500K, depending on the fuel, the fuel gas/oxygen ratio
and the gas pressure. In the HVOFE process the particles melt completely, partially or
even remain solid, depending on the overall system design, flame temperature, material’s
melting point and powder feeding method. These are adjustable process parameters and
they affect the properties of the coating [1].

Great attention has been given to produce coatings using a wider range of materials.
For those powder materials that are sensitive to phase transformations due to evaporation

or oxidation, HVOF spray is very potential coating method due to the process condition,
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growing interest in the development of computational fluid dynamics (CFD) tools for
process control and optimization.

2.3 HVOF Experimental Methods

Different experimental methods have been developed to measure direct thermal spray
Jet properties such as enthalpy, particle temperature, particle velocity, particle size and
total particle flux. These are the main parameters that influence the characteristics of
the deposited coating. On-line diagnostic tools can be used either for process optimiza-
tion of thermal spray coating with certain material and Spray processes or for process
control during deposition. The most sophisticated systems due to complexity are mainly
used for process optimization rather than process control. Therefore, a large number of
siiple, fast, and cost effective systems for the measurement of the Jet shape and direc-
tion, ignoring information on single particles, have been developed, such as Particle Flux
Imaging-PFI, DifRex M, Plume Spector and SDC [10]. Measurements in the jet can be
done by using probes specially developed for the measurement of temperature and veloc-
ity of gas. This technology gives overall information on the Jet properties, but, depending
on the spray material, no detailed information on the particle conditions or other spray
conditions, such as gas pressure [11].

For process optimization detailed information on single particle is required. More
sophisticated tools are based on the measurement of thermal emission of the particles.
In these systems fast CCD cameras are used to track the particle velocity, while two-
colour pyrometer is employed to determine the temperature [12]. For single particle
measurements, the method is limited to low particle load in the jet to observe the light
emitted without intrusion from surrounding particles. In real HVOF production work
this method is not very accurate due to high powder feeding rates (5-10 kg/h).

Only a few commercial equipment applications are suitable when detailed information
on particles is required for different spray conditions in order to optimize spray param-
cters. Temperature measurement is based on the optical system and on the fact that
objects emit electromagnetic radiation, in which the intensity and wavelength depend on
the temperature of the object; the radiation is shifted towards shorter wavelengths during
heating. Measurement is based on the two colour pyrometer measuring the radiance of
hot, incandescent particles. Two colour pyrometer is a method for optical temperature
measurement that is based on the measurements of the light emitted by the ob ject in two
separate wavelength ranges. The method eliminates the effect of particle size, emissivity
and non-ideal focusing, and is, therefore, usable with all materials without material speci-

fied calibration [13]. For lack of better information, the particles are generally assumed to
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behave as grey body emitters [16]. This will cause some inaccuracy in the measurements,
especially in the case of metal particles where the error can be up to 273K [13]. The
measurement of particle velocity is generally performed by laser Doppler velocimetry or
by transit timing techniques [14].

DPV-2000 is based on two-colour pyrometry at two different spectral ranges in the
near IR wavelength region around 790 nm and 990 nm,18 respectively. The particle
velocity is determined by the in-flight technique during the passage of particles in front
of a two-slit mask [15]. The mean and standard deviation of the particle temperature
distribution can be obtained from observations of sufficient numbers of individual particles
[16]. The measurement spot is small and the positioning must be performed carefully.
The measurement is also relatively insensitive to spatial movement of the spray pattern.
If information through the whole flame is required, the measurement must be performed
by scanning the probe, which increases the measurement time for several minutes per
condition. The benefit of the system is in its ability to measure dimensional information
on single particles.

SprayWatch is based on the CCD camera. The particles are imaged onto a CCD
camera sensor with the aid of spectrally resolving optics. Particle velocity is measured
using the time-of-flight method. The length of the particle traces on the CCD detector
is measured by the image processing algorithm, and is then converted to velocity by
dividing it by the known camera shutter time [17]. The temperature of the particles
is measured with two-color pyrometry. The benefit of this technique is the possibility
to obtain information through the whole jet. A disadvantage is that the information
is always an average, and, therefore, the temperature values are lower than the values
obtained by DPV-2000 when measured from the centre of the jet. It is shown that particle
velocity and temperature varies widely at different positions in the jet, and monitoring
of particle properties at one single position in the jet is not sufficient for describing the
complete particle jet [18].

PIV The principle of the PIV system is based on the fact that flying particles are illu-
minated by two laser flashes following each other in quick succession and the backscattered
light is detected by a camera. Hence, there are two possibilities to acquire the images:
either two images are taken (for each laser flash one) or one image is double exposed.
By analysis of PTV images, a particle appears as a particle image pair. From the spatial
distance of the partners of a pair, the known time difference of the laser pulses and the
flight direction of the particle the magnitude and the direction of a velocity vector can
be calculated. The so-called particle tracking is one methodology for PIV image analy-
sis. This methodology involves a wide range of techniques for determining which particle

images belong to the same particle. On the basis of these results, particle image pairs for
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calculation of particle velocities can be formed. However, particle tracking is normally
only applicable for low particle densities, since it requires a detection of the individual

pairs [19].

2.4 Research Development on Modelling

2.4.1 Gas Dynamics

The earliest quantitative analysis of the gas dynamics and particle dynamics of HVOF
spraying was conducted by [20]. They analyzed the internal and external flow of a newly
designed HP/HVOF torch from Hobart TAFA Technologies. They computed the energy
release from an equilibrium chemistry model of heptane and oxygen, assuming no influ-
ence from the gas motion. They used one-dimensional isentropic flow assumptions to
compute the flow through a converging/diverging section of the nozzle. One-dimensional
flow assumptions were then used to compute the effect of viscosity in the constant diam-
eter barrel of the torch. External to the torch they used simple linear shock-expansion
theory to calculate the under-expanded supersonic jet flow, ignoring mixing with the am-
bient air. Particle trajectories were also calculated, assuming no interaction with the gas
stream.

The first CFD simulations of the HVOF spraying process have been conducted by [21,
23]. They modelled both the internal and external flow of the Metco Diamond Jet torch.
Their CFD simulation included the standard k — ¢ turbulence model and combustion
chemistry. Their chemistry model included dissociation of the reaction products using an
approximate equilibrium model and seven gas species: CyHg, Oy, Ny, HyO, CO,, CO, and
Hy. The finite difference equations, using a density based formulation, were solved by an
explicit time iterative scheme. Particles of various sizes were injected inside the gas flow
but these particles did not interact in any way with the gas stream. They were tracking
particles responding to the local gas velocity and temperature but without being coupled
with the flow. Their analysis also did not account for any phase change of the particles.

More recent analyses have used modern computational fluid dynamic (CFD) methods
to simulate more complex physics in two dimensions. An analysis by [24] performed
where the internal and external computational domains were fully coupled by using the
finite volume method implemented in a commercial CFD code originally designed for
aerospace applications. An iterative, segregated solution method with a Semi-Implicit
Method for Pressure-Linked Equations was used. The combustion model used was a
one-dimensional approximate equilibrium chemistry model including the dissociation of

the gaseous products.
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Figure 2.2: Axial gas velocity and temperature along the centreline (a) and schematic of
HVOF torch used (b) [25]

The computational study [25] included more reactions and species in the combustion
model so as to predict a more accurate flow field regarding the flame temperature and
speed of the premixed methane. A schematic representation of the HVOF torch used is
shown in figure 2.2(b). The free jet outside the torch is not included in the simulation
assuming that most particle heating and acceleration occur in the barrel; however, decel-
eration and cooling of the particles at the free jet should not be ignored. The combustion
chamber also is not included for simplicity. The combustion chamber exit conditions are
determined by equilibrium conditions, assuming complete combustion of the fuel. This
assumption in conjunction with the absence of the free jet region is responsible for the
fact that the calculated gas and particle temperatures are slightly higher than the exper-
imental results. A complete simulation of spray combustion in the combustion chamber
1s necessary as well as three-dimensional studies for heavier particle loading rates or dif-
ferent torch geometries. The accuracy and numerical stability of the highly compressible
flow relies heavily on the discretization schemes used to resolve the conservation equa-
tions. In many studies the first order of accuracy upwind scheme is employed making
difficult the capture of the shock diamonds inside the nozzle and free jet. Figure 2.2(a)
clearly shows that the compressibility effects inside the torch are purely simulated, where
only one shock diamond is captured.

A second order of accuracy scheme employed by [26] to capture HVOF shock dia-
monds however only two diamonds were observed in their results. Only recent third-
order schemes such as the well-known QUICK [27] are able to successfully capture the
compressibility effects at the free jet region. Although QUICK scheme can increase the
accuracy of the solution still the solution may display unphysical oscillations and un-
acceptable unbounded values for turbulence quantities or species concentrations. More
accurate results for the gas flow were obtained by a number of researchers recently using

higher order discretization schemes [28, 34, 35].
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A comprehensive 2-D model that allows for an appropriate representation of com-
pressibility effects in the flow, combustion, and turbulence was published by [28] in 2001.
The improved renormalization group (RNG) s — ¢ turbulence model [29] was used to ac-
count for the effect of turbulence with standard semi-empirical wall functions in the cells
adjacent to walls to represent turbulent boundary conditions. High-order interpolation
schemes were employed to resolve compressibility effects in the supersonic jets. The ge-
ometry used is shown in figure 2.3. Since experimental measurements are rather limited
in HVOF, a comparison of results for a supersonic air jet, for which data are available in
the literature, was used to validate the model indirectly. This comparison showed a good
agreement. An approximate, single-step, equilibrium formula that takes into account the
effect of dissociation was used to treat the combustion process. Propylene and oxygen
assumed to react immediately upon entering the calculation domain. Propylene is a fast
burning fuel therefore the assumption of infinitely rapid reaction rate was reasonable
and become necessary in view of the fact that detailed multi-step reaction kinetics are
very complex and speed limitations of the computers make it very difficult to simulate
numerically. A list of studies with different assumptions regarding the reaction rate, are:
(1) infinitely fast reaction rate [24, 28, 30]; (2) finite reaction rate in Arrhenius form
31, 32, 40]; (3) finite reaction rate limited by turbulent mixing [34, 35].

The authors have shown that the most sensitive parameters affecting the process are
fuel flow rate, total flow rate of oxygen and fuel (oxyfuel flow rate), total inlet gas flow
rate, and barre] length. Increasing the total inlet gas flow rate has limited effect on the
gas velocity and temperature inside the nozzle however; increasing the total inlet gas flow
rate increases the total thermal inertia and momentum inertia. Increasing the oxyfuel
flow rate significantly increases flame velocity and temperature, particularly after exiting
the nozzle.

Despite the good results provided by the authors the model has several drawbacks.
A 2-D axisymetric domain can be implemented only in the case of symmetric torques.
This case is rather limited and imposes constrains on the torque design and powder
feeding methods. The prediction of 5 shock diamonds compared (figure 2.3) with the
approximately eight diamonds observed experimentally (figure 2.4) denotes that much
work have to be done to increase the accuracy. The standard wall functions implemented
by the authors are based on relatively simple empirical laws and in highly compressible
flows may not accurately predict the local flow quantities. An immediate defect is the
inaccurate prediction of the flame stretch and thickness inside the combustion chamber.
The model validation was based only on the supersonic jet expansion excluding any
validation of the combustion model through the free jet temperature.

A good comparison between the numerical and experimental results of gas temper-
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Figure 2.4: Images of shock diamonds of a Hobart-Tafa JP-5000 HVOF equipment oper-
ated at chamber pressures of 0.656MPa (top) and 0.91Mpa (bottom)
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Figure 2.5: Schematic of the high pressure HVOF gun and flow field (a) and experimental
versus numerical results for gas temperature (b) [26]

semi-coupled [24, 25, 31, 37] and decoupled [30]. Since the coupled method, Eulerian
approach, is not used in HVOF processes, only Lagrangian methods are discussed. In
most of the numerical model available in literature the temperature gradient inside the
particle is neglected and consequently propagation of the melting front towards the cen-
tre of the particle is not considered. A consistent semi-coupled Lagrangian numerical

simulations of HVOF spraying particles has been presented by [38]. The torch diagram
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and computational domain are shown in figure 2.6.
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Figure 2.6: Torch diagram and computational domain [38]

In this model it is assumed that the particles are heated with negligible internal
resistance and the internal particle temperature gradients can be ignored due to the
simall Biot number (ratio of heat transfer coefficient on the boundary to the internal
heat conductance) of good heat-conducting particles. Assuming no internal resistance
1s a reasonable assumption for temperatures lower than the melting pointing of powder
particles. When the particle temperature reaches the melting point the current model
assumes that the phase change occurs instantly (figure 2.7). In reality transition from
solid to liquid stage is not infinitely fast and the phase change time is a function of the
latent heat of fusion. During phase change (Stefan problem) a melting front develops
inside the particle that allows for a temperature gradient between the surface and the
centre of the particle.

In an other study of the same authors [35] the particle melting and solidification

is included in their model. The heating of the particle is described by the following

equations:

dT, hAL(Ty —Tp), (T, # Tn)

ffL[)(/Ip dt O‘, (tz;) _ ﬂn) ( )
AHym, M = ) 1A Ty = 1), (T = Tm) (2.2)
" dt 0, (T, # Tw) ‘

34




2000 . : - . ;

VBOO

spature (4

&

RPatwie lonyp

- { G058 G 015 0.2 025 0.3
Axal pogition omd

Figure 2.7: Profiles of temperature of different size particles injected at five different
locations as a function of axial position [38]

where 7T}, is the temperature of the particle, A, is the surface area of the particle, 7,
is the melting point of the particle, AH,, is the enthalpy of melting and f, is the ratio
of the melted mass to the total mass of the particle. The melting ratio of the particles

along the centreline is shown in figure 2.8.
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Figure 2.8: Profiles of melting ratio along the centreline (a) and temperature of particle
along the centreline (b)[38]

In this model the particle is assumed to have negligible internal thermal resistance
and the melting ratio is a result of the average particle temperature. During phase

change is assumed that the particle has constant temperature which is equal to liquidus
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temperature. In reality as the phase change front moves towards the centre, the surface
temperature of the particle is changing according to convective heat transfer from the sur-
rounding fluid. Consequently the model presented by the authors tends to under predict
the average particle temperature during melting and over predict it during solidification.
The most significant limitation of this model is that allows melting and solidification
at a single temperature. This assumption can not be valid when the powder particle
material is an alloy. In the case of alloys melting and solidification takes place within a
range of solidus and liquidus temperatures. Similar work including the same assumption
of uniform particle temperature on the thermal behaviour of the powder particles was
contacted by [25, 40].

The in-flight behaviour of powder particles has been examined extensively the last
two decades mainly for plasma spray applications. Soon after the developed plasma
spray models have been modified and applied to HVOF process. The dynamic behaviour
of the powder particles was modelled successfully by many research groups; however,
the thermal behaviour models either neglected or used simplified assumptions on the
particle heating and phase change. Those models are able to predict the temperature
and velocity history of in-flight particles by coupling the simulation of gas and particle
flows, however, the phenomena of oxidation on metal powders have hardly been addressed
in open literature. The improvement of the existing models, including the detailed phase
change methods and predictions of oxide layer growth on the surface of metal particles,

1s deemed necessary allowing for better process optimization.

2.4.3 Powder Particle Impingement, Flattening and Solidifica-
tion

The desired coating properties are dictated by the applications. High density coatings,
for example, are required to provide wear or corrosion resistance, whereas thermal barrier
coatings should have a relatively high percentage of porosity (close porosity) to ensure
thermal shock resistance. The ultimate goal of research efforts in thermal spraying field is
to establish predictive correlations between the processing parameters and the properties
(quality) of the coatings. Physical properties such as porosity, microstructure, surface
roughness and adhesion strength of coatings produced by droplet deposition in a thermal
spray process are determined to a large extent by the dynamics of deformation and
solidification of the particles impinging on the substrate, the cooling rate of the resulting
splats, and the interactions of these splats with the surface. Better control of the process
requires a fundamental understanding of the fluid flow and heat transfer that occurs

during the impact, spreading, and solidification of molten droplets. A well developed
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model can provide insight into the underlying physics of the process by overcoming the
technical constrains imposed by experiments.

Throughout years numerous efforts have been made to develop droplet impingement
models. The early work by [41] oversimplifies the impingement process, neglecting both
viscous and surface tension effects in their modelling. Later phase change is introduced
in the impingement models [42, 43, 44] by considering an order of magnitude balance
between inertial, viscous and surface tension. More recent numerical models [45, 46,
47, 48] incorporate both MAC and VOF methods [49] in order to closely represent the
detailed physics.

Despite the advance in developing numerical methods, the accuracy of existing droplet
impingement models is severely limited by many assumptions being made. For example,
the models developed by [50] and [51] assume that solidification starts only after droplet
spreading is finished. Simultaneous spreading and solidification are incorporated into the
splash models [52, 53], however, the thermal contact resistance at the liquid-solid interface
in those models is neglected and liquid-solid contact angle is given an arbitrary constant
value, which could bring in a certain degree of error into the model as the research by [54]
demonstrates that the value of contact angle could significantly influence the accuracy of
model predictions.

Finite element methods are used by [55] to solve droplet impingement, however the
capillary forces at the liquid-solid angle is not included in their model. More recently,
[56] presented a splash model with improvement on the governing equations with modi-
fied initial conditions, however this model is only applicable to fast solidification due to
the assumption that solidification occurs within a time during the beginning of impact
process. Latest research includes a 3-D model developed by [57] who use experiment-
based input parameters to simulate the impact of droplets on the tip of a pin projecting
from a flat surface. Nevertheless the accuracy of the 3-D model is affected by the follow-
ing factors: the shrinkage effect caused by the density discrepancy between liquid and
solid materials is not considered; no-slip wall is employed instead of using more realistic
boundary condition; and the possibility of air entrapment between splat and substrate is
ignored.

As stated in the last section, previous models of droplet impact either neglected or used
simplifying assumptions when dealing with: capillary effects during droplet impact; si-
multaneous solidification and its effects on arresting droplet spread; and droplet-substrate
thermal contact resistance, heat transfer to the substrate, and their effects on the tran-
sient deformation and solidification of the splat. It is, therefore, one of the objectives
of this study to develop a complete numerical model of droplet impact and solidification

that considers capillary effects at both liquid-substrate and liquid-solid interfaces, sim-
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ulates simultaneous solidification and heat transfer to the substrate during the impact
dynamics, and considers thermal contact resistance at the surface of the substrate. The
complete model can be used to analyze the formation of a coating layer made from one
droplet impact as a function of processing parameters in a thermal spray process. The
processing parameters include the shape, pressure, velocity, and temperature distribu-
tion within the droplet and substrate during the impact, which can be obtained only by

a complete solution of the continuity, momentum, and energy equations.
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Chapter 3

Concepts and Definitions

3.1 Turbulence Modelling

This chapter attempts to provide a better understanding of the HVOF process parame-
ters from both the physical and theory standpoint. This chapter shall discuss and define
the relevant terms and concepts and is not intended as a complete overview, but only
as a partial list of definitions and concepts, which shall be referred to throughout this
work. Background information about the turbulent-compressible flow is given in sections
3.1 with reference to appendix A for the mathematical presentation of the physical phe-
nomena. Section 3.2 provides the most important concepts of compressibility effects in
the nozzle and jet while definitions on premixed flames are given in section 3.3.

Based on the assumption of continuum the basic equations of fluid dynamics are

derived according to the Reynolds’s transport theorern:

[ra!e of change of J

rate af property property flowing | | property flowing
+ +
total propertyin V0

being createdin V| |inV surface cut of V' surface

which states the conservation of a flow quantity inside an arbitrary volume (Control
Volume Method). The dynamic behaviour of fluid flow is completely described by the
conservation of three quantities: mass, momentum and energy. An important feature of
the fluid flow is the turbulence. The borderline for laminar flow existence is delimited by
non-dimensional parameters such as Reynolds number, Taylor number, Grashof number
and Richardson number. The complex and chaotic flow that arise outside this range
is called turbulent. Even if much is known about turbulence this is still one of the
most difficult and challenging area for the scientific community. Brilliant monographs

are available in the open literature both for experimental [68, 69] and numerical analysis
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(70, 71, 72, 73]. The inherent features of turbulent flow can be summarized in:

1. Three dimensional random fluctuation in the values assumed by the flowfield vari-

ables (velocity, pressure, temperature)

2. Presence of eddies of different size, from a characteristic dimension (ex: in the

free shear flow 0 = shear layer thickness) to the Kolmogorov length scale L =
1
(u%9/p*%) "

3. The small eddies dissipated by viscosity are replaced are replaced by the production

of new ones, in a self sustaining mode.

An immediate effect of turbulence is the strong increase in the mixing behaviour (i.e.
transport of mass, momentum and energy) of the flow compared to the solely molecular
diffusion acting in laminar state. This means also that due to the higher rate of interaction
of molecules with the wall the heat transfer and skin friction (at the same conditions) are
increased. From a mathematical point of view, the mixing activity is directly related to
the presence of gradients in the time-averaged flow.

The set of equations given in appendix A is a complete description of the turbulent flow
but unfortunately does not have an analytical solution: the only way to obtain a complete
description of the flow field (velocity and pressure as functions of time and space) is to
solve numerically the Navier-Stokes equations. This approach is called direct numerical
simulation (DNS) and as indicated in [74] ‘is a research tool, and not a brute-force solution
to the Navier-Stokes equations for engineering problems’. The main concern about DNS
is related to the rapid increase in the instantaneous range of length and timescale with
the Reynolds number, so that for usual engineering application the range of scales to
solve directly is too wide. Considering the flow of air at 3.3 m/s passing a flat plate: the
smallest eddy has a diameter of about 0.04 mm, consequently to solve a shear layer of
10 cm over a 2.9 m? plate it is necessary to employ a grid with 5 trillion points (the size
of the biggest mesh realized is around 100 million nodes). For such reason, the common
approach for turbulent flow does not solve the instantaneous flow field but is based on
its statistical description (= approximate solution).

It is possible to subdivide the entire turbulence models in three main groups: the so
called first order closure (algebraic, one equation and multiple equations), second order
closure (Reynolds-stress model, RSM) and Large eddy sirnulation (LES). The closure is
the main drawback of statistical description: the equations derived for this method con-
tain some additional terms so they need to be modeled. The first order closure models
are based on the linear eddy viscosity hypothesis introduced by Boussinesq or the non

linear extension proposed by Lumley. Boussinesq hypothesis is not generally valid. It
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is not accurate in cases like sudden variation in the mean strain rate, secondary flows,
separated flow, rotating and stratified flows. The limit of this approach relies on the as-
sumptions of local equilibrium between turbulence and main strain and of system rotation
independence.

RSM models employ the exact equations for the Reynolds-stresses while the closure is
necessary for higher order correlation terms. Those two classes of model belong to a more
general approach, called RANS (Reynolds Averaged Navier Stokes equations). The most
used 2 equations model is the x — ¢ and a detailed description can be found in [77]. It
relies on the solution of two additional transport equations, one for the turbulent kinetic
energy x and the other for its dissipation rate e. Finally the Large Eddy Simulation
solves the large structure (vortex with high energy content) while model the influence
of small structure (based on the observation they have more homogeneous and universal

character).

3.2 HVOF Shock Patterns in Nozzle and Jet

3.2.1 Nozle Shock Paterns

During thermal spray process the combustion products are accelerated towards a Converging-
Diverging nozzle and after a short distance the gas flow is expanded forming a supersonic
jet at the barrel’s exit. In this section some of the important aspects of internal and

external supersonic-compressible flows are described based on the current HVOF design

(figure 3.1).
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Figure 3.1: HVOF de Laval nozzle
The most important type of duct is the de Laval nozzle, which consists of a converging

entry section and a diverging exhaust section. When the gas is under high pressure

inside the combustion chamber and escapes through such a nozzle two possibilities arise.

41




The first is that the flow, after being expanded in the entry section, is compressed in
the exhaust section and remains subsonic throughout. When the pressure inside the
combustion chamber exceeds the critical value, the other alternative occurs. The flow
becomes supersonic on passing the throat and continues to expand from this point. The
HVOF gun design examined in this work allows for high pressure development inside the
combustion chamber and thus supersonic expansion through the nozzle and at the barrels
exit.

To understand the adjustment of the flow in the jet it is better first to revert to the
shock patterns occurring within the nozzle. In the simplest description these shock fronts
would be curved discs across the nozzle perpendicular to the nozzle wall. The actual
shock front is, however different. The shock front is oblique and consequently changes
the direction of the flow abruptly, that is, the sock front leads to jet detachment (figure
3.2(a)). The shock front is cut-off by a Mach shock disc perpendicular to the axis. Be-
hind the incident and mach shock front a reflected shock front and a discontinuity surface
develop. The flow, velocity, density and temperature are discontinuous across this con-
tact surface. This slip discontinuity arises because the thermodynamic pathway through
the incident and reflected shocks does not equal the pathway through the Mach disc.
By Bernoulli’s principle the total specific energy remains constant along a streamline,
therefore when the two adjacent fluid elements arrive at the contact surface they must
still have the same total specific energy. They must also have the same pressure since
they are still adjacent. However their entropies and densities are different. Bernoulli’s
principle implies that the fluid element close to the triple point must have lower kinetic
energy and hence flow velocity, than the adjacent element. The slip discontinuity results
exactly from this difference in flow velocities.

When the chamber and exhaust pressure difference increase the place of detachment
moves towards the rim of the nozzle while the shock front leaving the rim becomes longer
(figure 3.2 (b)). For further increase of the pressure difference between the chamber and
exhaust the tips of the shock fronts approach each other and eventually the two shocks
intersect each other (figure 3.2 (c)). For similar wave pattern see Hartmann and Lazarus
[79, 78]. The jet boundary curves slightly inward up to the place where the intercepting
shock meets the boundary. At this point the shock front is reflected as a rarefaction wave
(sound wave) and the jet boundary diverges again. The whole process repeats itself. By

the action of viscosity at the jet boundary this periodic pattern dissipates eventually.

3.2.2 Jet Shock Patterns

The characteristic structure of a slightly underexpanded supersonic jet, that is, one for

which the pressure of the gas at the nozzle orifice is slightly greater than the ambient gas
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pressure (if the ambient pressure is higher than the gas pressure at the nozzle the jet is
reffered as overexpanded). Figure 3.3 shows the characteristic structure of an underex-
panded supersonic jet. This complicated axisymmetric structure has several remarkable
features. First, the jet boundary oscillates as the jet gas periodically overexpands and
econverges 11 its attempt to match the ambient pressure. The gas continually overshoots
the equilibrium position because the effects of the boundary arc communicated to the
interior of the jet by sound waves, which, by definition, travel more slowly than the bulk
supersonic flow. The characteristic paths of the sound waves converge to form the second
remarkable feature of the jet, the network of crisscrossed shock waves, or shock diamonds.
These standing shocks alternate with rarefaction fans. The gas in the Jjet interior expands
and cools as it flows through the rarefaction fans and is compressed and heats as it passes
through the shock diamonds. Figure 3.3 clearly illustrates that the Jet interior is always
out of step with the jet boundary. For example, the positions of greatest gas compression
do not coincide with the positions of minimum jet diameter. The streamlines in the figure
indicate the flow paths of the gas. The gas bends out towards the boundary as it is passes

through rarefaction fans and bends towards the axis as it passes through shock fronts.

Turbulent Mixing

Ambient Gas

' Rarefaction Fansg

Stream Line

I Jet Boundary
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Figure 3.3: Regular reflection and the pattern of crisscrossed shocks in an underexpanded
jet.

The shock structure can be understood in terms of characteristics. As the gas leaves

the nozzle, it expands and a rarefaction fan starts from the nozzle orifice. The gas
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overexpands, and the pressure of the ambient gas at the boundary pushes the jet back
towards the axis. These characteristics form a converging conical shock. When this
so-called incident shock reaches the jet axis it undergoes a regular reflection forming a
diverging shock. At the point where this reflected shock reaches the jet boundary it
knocks the boundary outward, creating a new rarefaction fan and the process begins all
over again. The angle between the incident shock and the jet axis determines the type
of reflection: small angles of incidence yield the regular reflections and large angles of
incidence yield Mach reflections. When gas passes through a shock its velocity component
normal to the shock is greatly reduced while its parallel component remains unchanged.
Thus shocks with large angles of incidence relative to the flow axis are more effective at
slowing down the flow than shocks with small angles of incident.

The jet structures shown in figure 3.3 in reality do not have sharp, stable boundaries
but turbulent boundaries where jet and ambient gases mix. Near the orifice, where the
pressure mismatch is large, Mach reflections occur but further downstream the reflections
are regular. The mixing layer which grows eats its way into the supersonic core of the jet.

When the mixing layer reaches the axis of the jet the flow is subsonic and fully turbulent.

3.3 Premixed Combustion

Being a critical element of the process, combustion not only generates the required energy
for powder heating but also affects the multiphase flow pattern. Subsequently, fuel is the
main driven force for the evolution of HVOF thermal spray systems. The gas fuel systerm
namely HVOGTF, is an early stage product and consumes gas fuel such as propylene or
hydrogen. Most recently, the liquid fuel system namely HVOLF has been given much
attention due to their advantages, such as, cheap fuels namely kerosene or propane, high
momentum output with the design of convergent-divergent nozzle, and high flow rate.
In combustion processes, fuel and oxidizer are mixed and burned. The combustion cat-
egories are based upon whether the fuel and oxidizer is mixed first and burned later (pre-
mixed) or combustion and mixing occur simultaneously (non-premixed). In the present
study oxygen and fuel are mixed prior entering the combustion chamber. The advantage
of premixed combustion is that much greater control of the combustion is possible. By
premixing flame temperature can be better controlled and under lean conditions soot
formation is restricted. Despite the advantages, premixed combustion must be used care-
fully because of the potential of accidental burn of the premixed reactants, which could
result in an uncontrolled explosion. Premixed flames can be adequately described with
the proper definition of the inner flame structure, the kinematics of flame and flow, the

stretching of flame and the flame thickness. This introduction is based on a number of
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excellent reviews of theoretical and numerical combustion . Poinsot and Veynante [80]
is an excellent introductory book and many topics discussed in this section are given a

fuller treatment in this book.

3.3.1 Inner Flame Structure

A schematic representation of the inner structure of the propane premixed flame is shown
in figure 3.4. A large amount of fuel and oxidizer is present at the unburnt side of the
flame, whereas this amount is significantly reduced at the burnt side. The opposite holds
for carbon dioxide. This flame region can be divided into three zones. Going through the
flame from the side of the unburnt gases to that of the burnt gases, one encounters the
preheat zone first, then the inner layer, and finally the oxidation layer. The preheat zone
can be considered as chemically inert. In this zone, the unburnt gases are heated up by
heat transport from the reaction layer. The reaction layer can be divided into the inner
and oxidation layer. In the inner layer, or fuel-consumption layer, the fuel is consumed
and converted into hydrogen and carbon monoxide, and the radicals are depleted by
chain-breaking reactions. The oxidation layer is located downstream of the reaction layer
in which the oxidation takes place of hydrogen and carbon monoxide to water and carbon
dioxide. The effect of the oxidation layer on the other two upstream layers is weak. The
thickness of the inner layer is small compared to the thickness of the preheat zone and
the oxidation layer.

As the flame front moves, combustion of the unburnt occurs, converting them to burnt
products. The turbulent combustion modelling is based on the work of (81, 82, 83, 84]
The flame front propagation is modelled by solving a density-mean reaction progress

variable, denoted by c.

0
PACORRY <5€‘—;v0> + pS, (3.1)

where:

¢ = mean reaction progress variable
Sct = turbulent Schmidt number
Sc = reaction progress source term

The reaction progress source term is modelled as follows:

pSc = pyuys |Vl (3.2)
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3.3.2 Flame Speed

A premixed flame is a region in space where the combustion variables vary. These combus-
tion variables are the temperature, density, and species mass fractions. A flame surface
inside this flame can be defined as an iso-surface of a certain combustion variable that
Increases or decreases continuously going from the unburnt to the burnt side of the flame.
The choice of the combustion variable is not crucial for the flame analysis, because the
iso-surfaces obtained from the different combustion variables have almost matching ori-
entations and they move with almost identical speed. In this description, the choice was
made to define the flame surfaces as iso-surfaces of the temperature. The propagation of
a flame surface in the normal direction and relative to the gases into the unburnt mixture
is due to the chemical reactions that occur and is called the local burning velocity s, .
The velocity at which the flame surfaces move is called the flame propagation velocity
uy. This flame propagation velocity uy can be obtained from the local balance between
the flow velocity u and the local burning velocity s, :

U =u+sns (3.4)

in which s is the unit vector normal to the flame surface pointing towards the unburnt
gases. Figure 3.5 shows these velocities at an iso-surface of the combustion variable Y
(temperature). The burning velocity, flow velocity, and flame propagation velocity can
vary between flame surfaces and along a flame surface. The structure of laminar flames
hardly changes while moving, which indicates that the flame propagation velocity field
1s almost uniform. However, due to turbulence, the flow velocity field and the burning
velocity field vary significantly through the flame.

The turbulent flame speed is mainly influenced by the fuel concentration, temperature,
molecular diffusion properties as well as stretching due to large eddies. In FLUENT the

turbulent flame speed is computed using a model by [81].

A\
up = Au' [ = (3.5)

Te
where
A= model constant
a= thermal diffusivity p%(m?/sec)
u'= flow velocity fluctuation (m/sec)
li= turbulence length scale (m)
U= laminar flame speed (m/sec)

T = 3: turbulence time scale (s)
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T, = %: chemical time scale (s)
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Figure 3.5: Schematic representation of the burning velocity s;.the flame propagation
velocity u; and the flow velocity u at an iso-surface of the combustion temperature.

3.3.3 Premixed Flame Thickness

Defining and estimating a flame thickness before computation is an obvious requirement
for many numerical combustion problems because this thickness controls the required
mesh resolution. In most combustion approaches the flame structure must be resolved
and enough points must be clustered within the flame thickness. Prior to simulation
some simple approximation scaling laws can be used. The classical definition of the flame
thickness d; is based on a geometrical approach. In this case, the flame thickness is
the interval of the steepest tangent to the temperature profile between the unburnt and

adiabatic temperature (figure 3.6).

Temperature

>y

Figure 3.6: Geometrical definition of the flame thickness

Tad - Tu

F= m (3.6)
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stretch factor G [84]. The stretch factor G is obtained by integrating normal distribution
of the turbulence dissipation rate €:
1 J 1 €er o
G=-erfcs —4)/ — [ln (—) + “] 3.8
2L / 1 20 € 2 (3.8)
where erfc the error function and €., and o are defined as (o is the standard deviation

of the distribution of €):

0 = lsiy N (— (3.9)

i

where g, is the stretch factor coefficient for digsipation, L is the turbulent integral
length scale, and n is the Kolmogorov length scale.

£qr 18 the turbulence dissipation rate at the critical rate of strain:

Further details and a good theory review on the flame stretch can be found in [80].

A well-known property of turbulent premixed flames is that their speed of propagation
correlates to the turbulent intensity in the unburned mixture [87, 88]. As a consequence,
premixed flames are inherently unstable when propagating against a turbulent flow whose
intensity increases upstream but decays downstream. To have a stable flame for either
laboratory analysis or for a practical combustor requires some type of flame stabilization
mechanism. A variety of approaches are used to stabilize premixed turbulent flames [89].

The two main mechanisms to stabilize a turbulent premixed flame are:

1. Low speed zone. Creating a low speed region in the flow field allows the flame
stabilization. In this case the turbulent flame speed is able to maintain the incoming
flow velocity leading to flame stabilization. This abjective is generally achieved hy

inducing a large recirculation zone anchored to the mixture injector lip (figure 3.8).

2. Continuous ignition. In this case, the reactants are continuously ignited through a

lieat source.

The formation of recirculation zones is a result of the boundary layer separation of
the free-shear flow and can be described according to the mixing-layer theory. Typieal
streamlines in the viscous mixing region and a representative velacity profile are shown
in figure 3.8. The uniform stream of velocity mixes with a dead-air region. The mixing
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layer thickness (dividing streamline) grows parabolically with distance.: In the formation
of recirculation zone the essential mechanism is considered to be a balance between air
mass scavenged from the dead-air region by the mixing layer and mass flow reversed back

into the dead-air region.
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Figure 3.8: Formation of recirculation zones inside the combustion chamber of propane
fuelled HVOF system.

3.3.6 Combustion of Liquid Fuels

The combustion of liquids is typically accomplished by injecting through an orifice into
a gas-phase combustion chamber. Turbulence inside of the liquid stream causes the
emerging liquid fuel to break up into a dense cloud of droplets that along with the
oxidizer pass through the combustion zone. Heat transfer to the droplet increases vapour
pressure, and thus full evaporation into the gas phase. A non-premixed flame surrounds
the droplet or droplet group where vapour and not the liquid itself is what ultimately
hurns. The three phases of droplet combustion are:

L. Heating Phase: Heat from the gas phase causes the droplet surface to heat up.

The heat is convected into the droplet until the entire droplet reaches the hoiling
tem perature.
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2. Fuel Evaporation Stage: Fuel evaporates into the gas phase and combustible mix-

ture is created.

3. Combustion Phase: The mixture ignites and burns as a spherically symmetric lam-

inar non-premixed flame.

Noting that the combustion of sprays is a complex interaction of many different pro-
cesses such as droplet heating, evaporation, combustion with turbulent flow field is evi-
dent that spray combustion is a challenging task. The overall model of liquid combustion
consists of a wide array of interacting submodels.

According to [90] four combustion modes of droplet cloud are identified. If the spray
cloud is very dense the inner core of the spray is saturated and the droplets do not evap-
orate. Close to the surrounding oxidizer evaporation takes place and cloud of fuel vapour

that is formed diffuses into the oxidizer, forming a non-premixed flame. This mode is

density is lower all the droplets evaporate, but still the flame zone is at the houndary
between the fuel vapour and the surrounding oxidizer (“external group combustion with
standoff flame”). Finally for dilute sprays some of the droplets are in environment with
excess of oxidizer and as result single droplet combustion occurs (“internal group com-
bustion”). The kerosene combustion that is described in the next chapter falls into the
category of “external group combustion with standoff flame”. A qualitative consideration
on the effect of droplet combustion can be found in [91]. Ignition of reactive mixture of
fuel vapour and oxidizer is connected by emergence of a flame front in the vicinity of the
droplet. Depending on the flow conditions two different types of the flame occur: the
envelope flame and the attached fame. The frst is characteristic of dense sprays while

the second of coarse droplets in a gas flow with high relatively velocities.
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Chapter 4

Modelling of Gas Flow Dynamics

4.1 Propane Fueled HVOF System

The thermal process of HVOF is very complicated with combustion, supersonic flaw
expansion, turbulent mixing and gas-solid interaction. Being a critical element of the
process, combustion not only generates the requived energy for powder heating but also
affects the multiphase flow pattern. Subsequently, fuel is the main driven force far the
evolution of HVOF thermal spray systems. The gas fuel system namely HVOGF, is
an early stage product and consumes gas fuel such as propylene or hydrogen. Most
recently, the liquid fuel system namely HVOLF has been given much attention due to
their advantages, such as, cheap fuels namely kerosene or propane, high momentum
output with the design of convergent-divergent nozzle, and high flow rate. Numerical
modelling has become an important tool in the study of HVOF systems. A well-developed
model can provide insight into the underlying physics of the process by overcoming the
technical constrains imposed by experiments. In the present study, a wide range of
combustion models and numerical methods are examined for a HVOLF gun consuming

liquid propane.

4.1.1 Model Development

The studied HVOLF gun is represented schematically in figure 4.1, Fuel and Oxygen are
mjected axially into the combustion chamber, where the fuel burns and the combustion
products are accelerated down through the convergent-divergent nozzle and the long
parallel-sized barrel. The gun is protected by cooling water to avoid over-heating. Powder
particles are injected into the barrel through a tapping angle by a carrier gas in the front
of the barrel, this design can effectively reduce the overheating of the powder particle.
The study is focused on the combustion process and subsequent gas flow pattern, while




particle dynamics and gas-particle interaction are not included. The commercial finite
volume code FLUENT is used for the numerical study.
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Figure 4.1: Schematic representation of the HVOLF gun geometry.

As illustrated in figure 4.1, the HVOLF gun has an axis-symmetric geometry and a
two-dimensional madel is employed to reduce the complexity and computational time.
The governing equations for the 2-D model in the Cartesian tensor form are:

11iass conservation equation

0/) 0
= 4.
o o, Pu) =0 (4.1)
momentuin conservation
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energy transport equation
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where the deviatoric stress tensor is given by

Ou; Oy 2 ou;
(Tig)e” Hefr (0 ! 84 ) - gllefjb‘;:é‘ij (4.4)

the effective thermal conductivity is

Koy = K + 22 (4.5)

Oy
Liquid fuel and oxygen are pre-mixed before being sprayed into the comhustion cham
ber. In this numerical study, it is assumed that liquid propane evaporates to gas state
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and mixed perfectly with oxygen before combustion. This assumption is only valid to
liquid propane due to its unique characteristics of extremely low boiling point. When
kerosene is used in HVOLF applications, a numerical model needs to include the effect

of droplets evaporation and interaction, which will be addressed in the next section.

4.1.2 Model Grid and Computational Domain

This study uses a structured grid based on the following reasons: i) a relatively simple
geometry; ii) optimisation of computing cost; iii) effective convergence control at higher
order discretization schemes; iv) easy generation of fine local grid by varying nodal point
distribution. The computational domain of this axis-symmetric flow includes the gun
and external free jet region as illustrated in figure 4.2. The internal grid is composed
of 30 radial nodes, 70 axial nodes in the combustion chamber, 170 axial nodes in the
converging-diverging nozzle and 200 axijal nodes in the barrel. The internal domain is
meshed with 40,000 cells. The external domain for the free jet covers the stand-off
distance region, typically 200-300 mm from the nozzle exit in axial direction, with 27,000
cells.  The cells attached to the pressure outlet faces of the domain are in total 300
while the wall adjusted cells are 350. The O/F inlet mesh faces are 20. Fine meshes are
employed o the sensitive areas such as, the nozzle entrance and exit, the barrel exit and
the free-jet centreline where high gradients are expected and great accuracy is required
in order to capture the compressibility effects. The finer nodal point distribution towards
the centreline of the domain is achieved by specifying a distribution factor. The average
cell area inside the combustion chamber is 0.000001 m? and at the regions close to the
O/F inlet and the nozzle entrance the average cell area drops to 0.0000001 m2. In the
free jet region the minimum cell area is 0.000000008 m? and is increased to 0.000001 m?
close to the domain exit. Along the barrel the mesh is more coarse with maximum cell
face area at the centre of 0.000003 m?.

The gas exhausts from the gun to air, where external pressure boundary is applied to
the ambient temperature of 300 Kelvin and atmospheric pressure. The interior surfaces
of the gun are protected by the cooling water and defined as no-slip wall with a constant
temperature of 330 Kelvin which is the measured temperature for the outflow water. In
reality, a temperature distribution is expected when water flow through the gun and the
water temperature is expected to increase gradually. The heat transfer process of water
cooling is not the focus of this study and a heat transfer madel solving the water coaling

mechanism will be reported in the third section of this chapter.
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Figure 4.2: Computational grid and boundary conditions being used in the HVOLF
model: (a) Internal domain including the combustion chamber and the convergent-
divergent nozzle), (b) External domain

4.1.3 Solver Formulation

The numerical method used in this study is a segregated solution algorithm [92] with a
control volume based technique. The segregated solution is chosen, due to the advantage
over the alternative methad of strong coupling between the velocities and pressure. This
can help to avoid convergence problems and oscillations in pressure and velacity fields.
This technique consists of an integration of the governing equations of mass, momentum,
species, energy and turbulence on the individual cells within the camputational domain
to construct algebraic equations for each unknown dependent variable. The Prossure
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and velocity are coupled using the SIMPLE (semi-implicit method for pressure linked
equations) algorithm [93, 94] which uses a guess-and-correct procedure for the calculation
of pressure on the staggered grid arrangement. It is more economical and stable compared
to the other algorithms.

The QUICK (quadratic upwind interpolation) scheme [27] is used for the discretization
of the model equations. As a higher order scheme, the QUICK method can minimize
false diffusion errors, but it is less computationally stable. In contrast, a first /second
order upwind scheme is always bounded and provides stability for the discretization of
the pressure-correction equation. However, the upwind scheme will produce erroneous
results when the flow is not aligned with the grid lines. A comparison of both schemes is

discussed in the result section.

4.1.4 Turbulence Modelling

A wide variety of flow problems can be calculated by using the standard s — & model
[05] based on the presumption that an analogy between the action of viscous stresses and
Reynolds stresses on the mean flow exists. Although it is usually acceptahly accurate for
simiple flows, inaccuracies could rise from the turbulent—viscosity hypothesis and from the
equation of turbulence dissipation rate for complex flows. Improvement has heen made
to the standard x — e model, a recent development is the realizable x — ¢ model [29]. The
transport equations for the realizable k — € model are:

turbulent kinetic transport equations

o, 0 (.oy_ 0 o\ Ok .
5 (pk) . D (pkuj) = B {(u-{ 0k> 3:1;5} + G+ Gy —pe =Yy + 8 (4.6)

rate of dissipation of energy from the turbulent flow

9] 1, 19, .\ O
T (pe) + P (peuj) = z=— K/i + ﬂ) } + pC1S; — pCy + CIE%CZEGIJ + 8¢

52
k+ \/ve

T dx; o) Oz;j
(4.7
where the turbulent viscosity is
k2
M= /)C,u":' (48)
[+
the coefficient of dynamic viscosity is
Gy = — (1.9)
“T A+ A

3
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In comparison with the standard x — ¢ model, the realizable x — ¢ model contains a
new formulation of the turbulent viscosity where the dynamic viscosity coefficient is no

longer constant.

4.1.5 Combustion Models

The end products of propane combustion can be regarded as carbon dioxide and water

in an ideal reaction at stoichiometric ratio.
C3Hg - 502— > 3002 + 4HQO

However when temperatures in excess of 2000 K are reached, CO2 and H20 will
dissociate into a number of species with light molecular weight due to strong thermal
atomic vibration. In the present work the effects of dissociations and intermediate reac-
tions are represented by an equilibrium formulation as follows. The equilibrium formula
is calculated using the Stanjan Equilibrium Reaction Model. The input requived is a set
of mixing variables and a linearized heat loss. The Stanjan equilibrium package then
computes chemical equilibrium for the given system. The software returns the values for
the species variables at chemical equilibrinm including max flame temperature, pressure,
density, mixture molecular weight, heat capacity, and species mole fractions.

C3Hg + 50— > 1.211C04 + 2.789H,0 + 1.788C O + 0.8420 H + 0.8640, + 0.4290 +
0.556H, + 0.466 H

The eddy dissipation model [96] is used to solve this global reaction. This approach is
based on the solution of transport equations for species mass fractions. The reaction rates
are assumed to be controlled by the turbulence instead of the calculation of Arrhenius
chemical kinetics. The net rate of production for species i due to reaction 1, is given by

the smaller of the two expressions below:

e . Yr
= ViVl g - Ir Y 1.10
Ry = v, My, Apk min ('UR,T-A/Iw,R> (4.10)
€ Yp
Hi,'r‘ = Ui,er,iAB/)“ ‘“"NZ‘:;’E_L— (41])
k Zj Vjr M j

T'wo more combustion models are tested for a good comparison, namely the laminar
finite rate model which computes the chemical source terms using the Arrhenius expres-
sions without the effects of turbulent fluctuations, and the finite rate eddy dissipation
model which computes both the Arrhenius rate and mixing rate, and uses the smaller of
the two with the effects of turbulence.
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4,1.6 Results and Discussions

The results presented in this section are from the gun geometry and grids shown in figures

4.1 and 4.2 at the baseline conditions as listed in Table 4.1.

Attributes Definition
Combustion model FEddy dissipation model
Turbulent model Realizable k — € model

Solution algorithm SIMPLE
Discretization scheme | QUICK

Iuel to oxygen ratio | Stoichiometric ratio
O/F mass flow rate | 0.022Kg/s

Table 4.1: Baseline model specification.

Flow Dynamics Inside the Gun

The flame structure is shown by the temperature contours plot in figure 4.3. The fuel-
plus-oxygen (inlet temperature 300K) stream creates a cold jet initially and then the
mixture i3 burned to accelerate downstream the combusting products, The orientation of
the contours indicates that the flame twist slightly away from the wall towards the nozzle
of the gun. The maximum temperature in the chamber is 3095 K with the hottest regions
being allocated in two right hand corners. The flow pattern represented by the velocity
vector plot in figure 4.4 clearly demonstrates a recirculation in the transverse direction
near the fuel-oxygen inlet. The flow transition from subsonic to supersonic conditions
through the convergent-divergent nozzle is vividly shown by the Mach number plot in
figure 4.5. The subsonic flow is accelerated in the convergent region, the flow reaches
sonic state ab the throat and further accelerated to supersonic condition in the divergent
region. On entering the barrel, the supersonic flow further expands through a series of
shock waves and becomes stabilized. The flow development is reflected quantitatively by

the centreline results in figure 4.6(a).

External and Overall Flow Dynamics

The expansion of the supersonic free jet outside the gun is illustrated in figure 4.7(a). It
is shown that, upon entering the ambient environment, the gas flow immediately expands
and is accelerated up to Mach number 2. The high-speed jet goes through a series of
compression and expansion before it declines rapidly. Six shock diamaonds are captured in
the region of elevated velocity, temperature and pressure, which shows a close resemblance

60



1BUK o dHK oBRIK
‘ ' 242K

274K 2204 K
21K
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Figure 4.4: Predicted velocity vectors within the combustion chamber by the baseline

model.

Figure 4.5: Predicted Mach number contours in the convergent-divergent nozzle by the

baseline model.
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to the experimental observation as shown in figure 4.7(b).The overall flow dynamics are
quantitatively presented by the centreline plots in Figures 6(a-d). The gas temperature
increase sharply within the combustion chamber and reaches an area of stability within
the barrel before decaying in the external environment. The gas velocity increases sharply
in the convergent-divergent nozzle, develops maxima and minima, decreases marginally
across the barrel and again develops maxima and minima outside the barrel where the
free jet is developed. This pattern of expansion and compression waves is repeated until
mixing with the surrounding atmosphere which eventually dissipates the supersonic jet.
The pressure remains high within the combustion chamber, decreases sharply in the

convergent-divergent nozzle and reaches near atmospheric level in the barrel.
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Figure 4.6: Predicted gas profiles along the centreline (a) Mach number (b) Static tem-
perature (c) Velocity (d) Absolute pressure

Effect of Discretization Schemes

In the present work two discretization schemes are examined, namely, the upwind and
QUICK scheme. The employed upwind scheme based on the backward differencing for-
mula has a first order accuracy in terms of the Taylor series truncation error. The QUICK
scheme based on the quadratic function uses a three-point upstream-weighted quadratic
interpolation for cell face values and has a third order accuracy in structured grida. By
examining the results from both schemes, considerable discrepancies are found in the free
jet region. The upwind scheme can only generate two shock diamonds as shown in figure
4.7(c) while the QUICK scheme is able to capture a close to reality, six shock diamonds,
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Figure 4.7: Gas jet structures outside the HVOLF gun

which is further proved by the centreline plots. The capture of six shock diamands is the
best result being reported in the open literature and is close to experimental observation,
Despite the discrepancy, both schemes predict a similar trend and flow characteriatics
in the centreline as illustrated in figures 4.6(a-d). 1t is implied that the upwind scheme
tends to smooth the shocks in the supersonic region for high-speed campressible flow and

the QUICK offers a more realistic prediction. The prediction of six shack diamonds is
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compared well with a typical HVOF jet structure as shown in figure 4.7(b). Since the
numerical model is not an exact replice of the experimental picture the comparison isanly
aiming to provide a qualitative agreement and similarity in shock number and structure

instead of a detailed quantitative comparison.

Effect of Combustion Models

The premixed flames applied to this work arise from the combustion of gaseous reactants
which are perfectly mixed prior to combustion. The premixed flame is a rapid, essentially
constant-pressure as shown in figure 4.6(d), and exothermic reaction. Three combustion
models, namely laminar finite rate (LFR), eddy dissipation (ED) and finite rate-eddy
dissipation (FRED) are tested to evaluate their performance in the HVOF application.
A detailed examination of the predictions from ED and FRED models shows similar flow
patterns, which are represented by the identical results for the centreline as illustrated
in figures 4.6(a-d). On the contrary, LFR model predicts a completely different flow
pattern. Instead of the conical shape flame representing the natural evolution of cald
inlet stream to hot flame as depicted by the ED model in Figure 4.3, the temperature
contours generated by LI'R model in figure 4.8 shows the flame is confined to a thin

region around the centre without turbulence effects.

2170 K 2600 K

Figure 4.8: Predieted temperature contours within the combustion chamber hy LIFR
model

The laminar model predicts an instantaneous reaction and the flame reaches the
maximum temnperature immediately after the inlet. Without the turbulent dissipation,
a higher maximum flame temperature is found and most the gas flow is concentrated
in the centerline region which results in an extremely higher gas velocity in the center
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compared to the other regions of the combustion chamber, as illustrated in figure 4.9,
Practical experience on operating HVOF systems shows that blockage may occur inside
the gun with a configuration as shown in figure 4.10, where the powder particles are
njected into the center of the combustion chamber. Examination on the blocked gun
shows powder particles accumulate on the internal surfaces of the combustion chamber.
It is widely understood that small particles generally follow the gas flow pattern and
their profiles of temperature and velocity are close to that of the gas flow, in the case,
small powder particles are more easily to reach melting state and projected towards the
internal surfaces by the gas flow. The existence of powder particles on the internal surface
of the combustion chamber implies that the gas flow spreads in the combustion chamber
instead of being confined to the center. The current HVOF design in figure 4.1 moves
the powder injection behind the combustion chamber to effectively avoid the blackage
and particle overheating. The experience on other HVOF systems implies that the flow
pattern predicted by LFR model without turbulent dissipation could nat he valid,
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Figure 4.9: Predicted velocity vectors within the combustion chamber by LFR model

One of the important criteria to evaluate combustion models is to examine flame tem-
perature. Although the combustion process in HVOF applications is not adiabatic while
some heat is taken away by the cooling water, the well-documented data on adiabatic
flame temperature could be used for qualitative evaluation of the cambustion madel.
Here the maximum flame temperature within the combustion chamber is compared with
the adiabatic flame temperature of propane produced by [97, 98] as shown in figure 4.11.
It should be noted that the adiabatic temperature from Hewiti [97] is produced at one
atmospheric pressure and the NASA data is calculated at the combustion chamher pres-
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Figure 4.10: Schematic representation of the combustion chamber design where powder
particles are injected into the centre of HVOF gun

sure which is 7 times atmospheric pressure. Both results show the same trend that the
flame temperature increases according to the rise of oxygen ratio, peaks at 90% and then
decreases slightly till the stoichiometic ratio.
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Figure 4.11: Comparison of CFD predicted maximum flame temperature with docu-
mented adiabatic flame temperature.

4.1.7 Conclusions

A CF'D model has been presented to investigate the combustion and gas dynamics in an
HVOF thermal spray gun using the liquid fuel propane. The following conclusions have
been chtained in this study:
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1. The third-order discretization scheme (QUICK) is able to capture the supersonic
shock diamonds closely aligned with the experimental observation in the free jet
region. In contrast the first order upwind scheme found to be inadequate to capture
the detailed characteristics of the flow. The model predicts that shock waves also
exist inside the HVOLE gun where the high-pressure gas flow accelerates through

the convergent-divergent nozzle and expands in the front of the barrel.

2. The prediction of reacting flow in the combustion chamber is critically affected
by turbulent fluctuations. Without the turbulent effect, the laminar finite rate
combustion model predicts that the gas flow is confined to a narrow region around
the center of the gun. This computational phenomenon is not consistent with
experimental evidences in other HVOF guns that indicate small powder particles
travel towards the internal surface of the gun as a result of gas flow dynamics.
Both eddy dissipation and eddy dissipation-finite rate combustion maodels generate
similar results with a conical shape flame naturally spreading in the combustion

chamber.

3. The global reaction model of propane combustion is able to give a reasonable pre-
diction on heat generation, in term of flame temperature. The same trend is found
for the predicted maximum flame temperature and documented adiabatic flame

temperature by varying fuel to oxygen ratio.

4.2 Kerosene Fueled HVOF System

Liquid fuelled high velocity oxy-fuel (HVOF) thermal spraying systems are capable of
generating more momentum output to powder particles in comparison with gas fuelled
systems. The use of low cost fuel such as kerosene makes this technology particular attrac-
tive. High quality coating requires thermal spraying systems delivering consistent perfor-
mance as a result of the combustion during HVOTF spraying. The combustion of kerosene
is very complicated due to the variation of fuel composition and subsequently makes it
extremely challenging for process control. This section describes a three-dimensional sim-
ulation using mathematical models available in FLUENT. The combustion and discrete
particle models within the numerical code are applied to solve the combustion of kerosene
and couple the motion of fuel droplets with the gas flow dynamics in a Lagrangian fash-
ion. The eflects of liquid fuel droplets on the thermodynamics of the combusting gas flow
are examined thoroughly.

The employed turbulent, combustion and spray models have heen vigoroualy teated
against experimental data respectively in the open literature and have demonstrated
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accurate predictions in thermal fluid applications including turbulent flame propagation
[99], engine combustion [100, 101] and spray atomisation [102]. The prediction of kerosene
fuelled HVOF process is validated against the documented experimental measurement of
[103]. The geometry of this simulation is based on a commercial HVOF system (MetJet
111, Metallisation UK). The results are focused on kerosene combustion and subsequent
gas dynamics within the spraying gun. The development of supersonic free jet outside the
gun has been described in the previous section and is not included in this section. The

solver formulation, turbulence and combustion models were also mentioned previously.

4.2.1 Model Description

In this HVOF system as shown in figure 4.12, premixed fuel and oxygen are injected into
the combustion chamber through three evenly distributed holes 8mm from the centre.
The hot gas accelerates down through the nozzle which contains a convergent-divergent
session and a long parallel-sized barrel. Powder particles are injected into the barrel
through a tapping angle by a carrier gas in the front of the barrel. During operation,
the gun is protected by cooling water to avoid over-heating. To correctly represent the
gas flow dynamics, a three-dimensional model is employed in the study to give accurate
predictions. This study is focused on the two phase combustion process where fuel droplet
evaporation, mixing and chemical reaction are modelled and subsequent gas flow pattern
is described.

The compressible turbulent chemically reacting flow model has been described in
the previous sections and only a brief introduction is given here. For the combustion
of kerosene, CioHqg is used to have a representative average value for the individual
components. The combustion kinetics is represented by one global reaction scheme which

takes dissociations and intermediate reactions into account.

ChaHas + 17.750; > 5.039C' 0, + 7.66 H,0 + 7.26C0O + 3.240H + 3.04104 + 1.310 +
1.29H, +0.924H

These coeflicients are dependent on variables such as the combustion chamber pres-
sure, fuel to oxygen ratio, mass flow rate or even the torch geometry. To derive those
coefficients, an iterative approach based on the Stanjan chemical equilibrium model is
employed to make sure the coefficients representing the correct pressure level and ther-
mal flow field. The eddy dissipation model is used to salve this global reaction. This
approach is based on the solution of transport equations for species mass fractions. The
reaction rates are assumed to be controlled by the turbulence instead of the calculation
of Arrhenius chemical kinetics (equations 4.10,4.11).
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Figure 4.12: Schematics of liquid fuelled HVOF thermal spray guil.

The powder particle dynamics and gas-particle interaction driven by the gas flow are
not included in this study and will be examined in the next chapter. The history of
fuel droplets are computed with a Lagrangian formulation where the finite inter-phase
transport rates and effects of turbulence interactions between the droplet and gas phases
are considered. By using this treatment the evaporation history and temperature change
for droplets can be calculated. For the accurate prediction of droplet velocity and con-
centration, a large amount of droplet trajectories are used to better represent, the aerosol
mixture.

The droplets are injected into the computational domain from the inlet boundary
surface with uniform size distribution. The study is intended to shed lights on the im-
portance of fuel atomisation process. However the physical atomization process and the
resulted droplet diameter distribution prior to injection are out of the scopes of this styd y.

The conditions under which each droplet has a set of governing equations are:

L. The liquid droplet and oxygen gas phases have their own initial continuous velocity
and temperature and co-exist at each location in the flow field.

2. Liquid phase has its own turbulent fluctuations that vesult in turhulent draplet
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transport of mass, momentum and energy. The random effects of turbulence on the
particle motion are counted by integrating the individual particle trajectory with

the instantaneous fluid velocity.

3. The density ratio for droplet to gas phases is large, therefore the effects of pressure

gradients, virtual mass and Saffman forces are neglected.

4. The droplet collisions are neglected and droplets do not break up during the evap-

oration process while chemical reaction in the droplets is also neglected.

The operation parameters are 0.00351 kg/s for kerosene and 0.0129 kg/s for oxygen.

4.2.2 Particle Models
Equations of Motion

The equation of motion for particles can be written as a force balance that equates the

droplet inertia with forces acting on the droplet:

du, , 9z (Pp = P) -
= Fp (u—up) 4 o (4.12)
the drag force per unit particle mass is:
18/11 C])Re
Ffn=— .
D ol 21 (4.13)
the drag coefficient CD given by [104]:
24 , l)f;R(jd
Cp = 1+ by Reb?) + ———-
D= g (Wt bilied) + = (4.14)
by = exp (2.3288 — 6.4581¢ + 2.4486¢?)
by = 0.0964 + 0.5565¢
by = exp(4.905 — 13.8944¢ -+ 18.4222¢° — 10.2599¢%)
by = exp (1.4681 + 12.2584¢ — 20.7322¢* + 15.8855¢%)
the shape factor given by [105] is:
_ S 4.158
(10 - &S’ ( v...Q)
the relative Reynolds number is defined as:
o, |y — 1 ;
fe = Pl =l (4.16)

H
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Turbulent Effects on Particles

The turbulent dispersion of particles is predicted by a stochastic tracking approach. The
random effects of turbulence on the particle motion are counted by integrating the indi-
vidual particle trajectory with the instantaneous fluid velocity. Equation (4.17) describes

the time spent in turbulent motion along the particle path ds.

o0 4,7 t /
T = / s, (4.17)
0

02
U’P

The Lagrangian integral time, T, can be obtained by matching the diffusivity of
particles 'u,;u;TL with the predicted diffusion rate * by the realizable x — & turbulence

model as follow:
(4.18)

Heat and Mass Transfer
The droplet heating law is applied when the droplet temperature is lower than the va-
porization temperature where a heat balance is applied:

It

dr,
mpcpd—t' = hA (T — T,) + £,A,0 (0%, — T;) + S (4.19)

When the droplet temperature is below the evaporation point the source term S in
equation 4.19 is zero while above the evaporation temperature is: %’;EL

The heat transfer coefficient is evaluated using the Ranz [106] correlation:

, 1/3
Nu=" _ 90y 0.6Re/* Pr (4.20)

Koo
When the droplet temperature reaches the vaporization temperature the vaporization
Law is activated. The droplet mass reduction is calculated according to:
1t + AL) = my(t) — N;A M, At (4.21)

where:

Nr,' - ]{C(Ci,s - Cii,co) (422)
The mass transfer coefficient is calculated according to:

Ked,
]) 1,711

Nuag = = 2.0+ 0.6Re}/> 5 (4.23)
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and

sat (1 o]
C?ﬁ,s = "7%%:}2) Ci,oo = Xi Ifﬂf (424)
P oo

4.2.3 Model Grid and Computational Domain

A 3-D computational model is developed to represent the configuration shown in figure
4.12. Unstructured grid is deployed throughout the domain and the mesh is refined along
the centreline and in the nozzle region. Figure 4.13 shows the grid structure within the
combustion chamber and the nozzle part. After the examination of grid dependence,
the final grid has total tetrahedral mesh cells of 1,108,000. The numerical methads and
mathematical models are first applied to a kerosene fuelled 2-D geometry based on the
JP-5000 (Praxair, US) HVOF gun. The predicted results are compared with the gas
flow measurement [103] and a reasonable agreement is achieved as shown in figure 4.14.
The numerical validation was made for the conditions of [103]. The validated numerical
approach is then deployed to the 3-D geometry and the results are described in the

following section.

Figure 4.13: Grid structure over the combustion chamber and convergent divergent nozzle
part.

4.2.4  Results and Discussions

The development of cold fuel-plus-oxygen streams (given an initial temperature of 300 K
as shown in table 4.2) to hot flames are illustrated by the temperature contour plots in
figure 4.15. The close distance between the side walls and injection ports tend ta shape
the flames towards the side walls. Unlike gas fuel which has instantaneous combustion,
liquid fuel combustion takes place as fuel droplets evaporate. The evaporation of the
droplets is faster in the periphery of the mixture jet and slower at the centre of the jet.
Therefore, the flame structure is closely related to the droplet sizes. When fuel dropleta
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Figure 4.14: Comparison of modelling prediction with gas flow measurement [103].

are very small, rapid heat transfer occurs through the droplet by the surrounding hot gas
and the droplets evaporate rapidly, as a result, a combustion process similar to gas fuel
could be expected.

Boundaries Initial Conditions

Fuel Inlet Temperature: 300KMass Flow Rate: 0.00351 Kg/s
Oxygen Inlet Temperature: 300K Mass Flow Rate: 0.0129 Kg/s
Wall Temperature: 300K

Pressure Outlet | Pressure: 1 Atm

Table 4.2: Initial boundary values.

In this study, fine droplets of 0.1 pm diameters are injected which generate a con-
fined corn-shape flame and give more uniform temperature profile within the comhustion
chamber. Purther examination is to increase the droplet size to 1 wm diameter, there

¢ .

is no noticeable change of flame structure which implies a marginal variation of draplet
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evaporation time. However, the temperature profile within the combustion chamber is
changed from a more uniform output to two separate hot spots in the front of combus-
tion chamber. When droplet sizes increase to 6 pm diameters, a more dispersed flame
structure is observed as fuel droplets travel much further downstream before being evap-
orated. For 10 pm diameter droplets, longer droplet evaporation periods further disperse
the flames to large fan-shape structure and push the two hot spots toward the centre of
combustion. The maximum temperature plots in figure 4.16 confirm the slight reduction

of flame temperature as the fuel droplet sizes increase.

Flow Recirculation

The velocity vector plots in figure 4.17 indicate circulation zones between the injection
ports. The vector plots show that the location and magnitude of recirculation flow are
also dependent on droplet sizes and the recirculation zone slightly moves away from inlet
as the droplet size increases. The magnitude and locations of the recirculation regions are
more graphically presented by the surface contour plots of vorticity magnitude in figure
4.18. Due to the periodic nature of the geometry, the flow pattern around one injection
part shall give a good representation of the overall flow dynamics, in this case, attention
should be given to the top injection port. The red regions represent the significance of
vorticity (recirculation flow). 1t is shown that large area of recirculation appear on the side
surface and around the top injection hole for 0.1 g diameter droplets; the recirculation
regions has not changed noticeably as the droplets increase to 1 um; recirculation flows
have vanished mostly on the side surface and shrunk slightly around the top injection hole
for 6 prn droplets; recirculation flows are reduced further for 10 pm droplets. Overall the

results illustrate a substantial reduction of recirculation flows as the droplet size increases.

Droplet Evaporation

‘The trajectories of fuel draplets at various sizes are vividly shown in figure (4.19). Appar-
ently small droplets only endure short distances and are confined within a more uniform
pattern while large droplets travel much further and disperse into the gas flow. The
in-flight droplet evaporation along the core of the flames is more quantitatively shown
in figure 4.20. The liquid droplets start to evaporate as entering the combustion cham-
ber, the evaporation rate increases rapidly as the droplet are heated up, the evaporation
rate peaks when the majority of liquid fuel is transformed into gas and the evaporation
slows down to a complete end as liquid fuel dries out. The results confirm that large
droplets travel greater distance before disappear. It is interesting to point out that 0.1

and 1 pm droplets share good degree of resemblance in their evaparation histories despite




the substantial difference of their sizes. That confirms the previous discussion that both
droplets have similar flame structures in the current operation condition. This result
implies that a cost-effective droplet size could be found as the droplet evaporation rate
approaches stagnation point. In this case, an ideally designed atomiser for the kerosene
fuelled HVOF gun operating in the current flow rate shall produce droplet sizes around

1 pm.

Gas Flow Dynamics

The radial profile of gas velocity within the combustion chamber in figure 4.21 shows
that a surge of gas velocity at the fuel/oxygen injection region is found near the inlet
(x/H=0.005), the high velocity region spreads outwards in the front of the combustion
chamber (x/H=0.05) and gradually transform to more uniform profile with a plateay
as the gas flow moves towards the nozzle (x/H=0.7, 1). The variation of fuel droplets
has marginal effect to the gas flow near the inlet (x/H=0.005), substantial effect in the
[ront of the combustion chamber (x/H=0.05) and less effect at the end of the cambustion
chamber (x/H= 1). The radial profile of gas temperature in figure 4.22 shows a similar
trend as the velocity, that is, the incoming cold gas gives low temperature profile around
the fuel/oxygen injection region near the inlet (x/H=0.005), the temperature variation
becomes more substantial as the gas heats up in the front of the combustion chamber
(x/H=0.005) and finally more uniform temperature output is achieved at the end of
the combustion chamber. The radial profiles of gas dynamics imply a more consistent
performance from the current design with a uniform temperature and momentum output
despite the variation of fuel droplets. It is mainly due to the three fuel /oxygen injeetion
ports and more importantly a much larger combustion chamber. A design optimization
will look into a smaller combustion chamber which consumes less fuel and gives less
heat loss to cooling water, and single fuel/oxygen injection port to reduce the carhon
deposition. That design optimization will have more stringent requirement on the fuel
droplet size which demands a more robust fuel atomiser.

When powder particles are injected, ideally powder particles should he confined within
the centre of the gas flow. Therefore it is important to examine the gas dynamics around
the centerline region. The velocity profiles in figure 4.23 show a rapid rise of gas velocity
in the convergent-divergent section and a slow decline and stabilisation in the parallel
section. The droplet variation has almost no effect on the velocity history in the cen-
terline throughout the gun, consequently the acceleration of powder particles and their
momentum output will not depend on fuel droplet sizes. The temperature profiles in fig-
ure 4.24 show a reversed trend in comparison with the velocity history within the nozzle.

However, the droplet size has a considerable effect on the temperature developrient in the
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centerline region. The smaller the fuel droplet, the higher temperature profile is achieved
throughout the gun. The decrease of gas temperature according to the increase of the fuel
droplet size is more quantitatively shown by the final gas temperature at the gun exit in
figure 4.16. It needs to point out that although 0.1 and 1 wm. droplets have similar flame
structure as discussed before, the variation of fuel droplet size changes the volume ratio
of fuel to oxygen which does generate a slight discrepancy on the evaporation rate (shown
in figure 4.20) between 0.1 and 1 pm droplets, therefore a slight change of temperature
profiles would be expected as more evidently shown in the centerline plot. The results
demonstrate that the powder particle heating process is dependent on the fuel droplet

size that implies the importance of fuel atomisation process.

Injection angle

The current system implements a parallel injection mechanism to all three ports. The
results of droplet motions in figure 4.19 show large droplet stream disperses to great
extent and their flames have closer contact with the side wall as shown in figure 4.15.
One of the major problems with the three injection ports is the carbon deposition which
is a result of closer contact between the flames and walls and has detrimental effect an
the operation life of the nozzle. It is interesting to see whether the variation of injection
angle affects the combustion and gas dynamics within the gun. In this study, injection
angles are varied to 15 degree upward (+) and downward (-) respectively according to
the current injection axes. With the fuel droplet size of 1 pm diameter, the flames are
closely aligned to the side wall and the two hot spots almost separate completely for
upward injection angle as shown in figure 4.15. On the contrary, the downward injection
angle generates narrow uniform flames which merge to more uniform temperature profiles
within the combustion chamber. The centerline plots in figures 4.23 and 4.24 show the
angle variation has no noticeable effect on the gas dynamics around the centre. The results
in figures 4.15 and 4.19 clearly show that the contacts between the combusting gas and
the wall is reduced by changing the incoming angle of fuel and oxygen stream towards

the centre, and subsequently the reduction of carbon deposition could be achieved,

4.2.5 Conclusions
A 3-D combustion flow within a kerosene-fuelled HVOTF thermal spray gun has heen

simulated. The prediction from this numerical model can be summarized as follows:

L. The combustion process of kerosene is dependent on the initial fuel draplet sizes.

The small droplets generate a confined corn-shape flame and give more uniform



(@

temperature profile within the combustion chamber while large droplets have dis-

persed fan-shape flame structure and less uniform temperature profiles.

Large areas of recirculation flow are generated around the fuel/oxygen injection
ports and the location and magnitude of recirculation flow are dependent on droplet

sizes, i.e. recirculation flows decline as the fuel droplet size increases.

Generally small fuel droplets only endure short distances and are confined within
a more uniform pattern while large droplets travel much further and disperse more
widely into the gas flow. With the current gas flow rate, both 0.1 and 1 pm fuel
droplets have similar core length of the flames and evaporation rate which implies
that an optimized atomizer should produce droplet size around 1 pm to achieve

cost-effective operation.

The acceleration of powder particle is less sensitive to the variation of fuel droplet
size while more dependency is predicted for the particle heating process. The cur-
rent design of the three fuel /oxygen injection ports with large combustion chamber
is able to generate uniform temperature and momentum output despite the varia-

tion of fuel droplet sizes.

It is possible to overcome the problem of carbon deposition from the current design
by changing the incoming angle of fuel and oxygen stream towards the centre, which
will effectively reduce the contact between the combusting gas and the internal wall

surfaces.
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Figure 4.15: Temperature contours within the combustion chamber at different fyel
droplet diameters.



Figure 4.16: Temperature development at different fuel droplet diameters.

[Figure 4.17: Velocity vectors within the combustion chamber for different fuel droplet

diameters.
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Figure 4.18: Vorticity magnitude plot showing recirculation areas at different fuel droplet
diameters.
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Figure 4.21: Gas velocity radial profiles within the combustion chamber.
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Figure 4.24: Gas temperature profiles along the centreline.

4.3 Water Cooling During Thermal Spraying

The substantial heat and momentum input to powder particles during HVOF process
is generated from combustion in which gas temperature reaches over 3000 K within the
spraying gun. Active cooling is normally required to protect the spraying gun and powder
particles from overheating by using water or gas as heat transfer media. The cooling pro-
cess needs to be carefully controlled to protect the gun, retain sufficient heat for powder
particles to reach molten state, and achieve energy efficiency during operation. A good
understanding of the underlying heat transfer process is essential to design such multi-
functional cooling mechanism. To date such detailed information is not available and
system operation is primarily based on trial and error methods. The research has prior-
itized on gas/particle flow or coating microstructure whereas heat transfer through the
cooling are largely ignored. In most cases, the solid region separating gas flow and cooling
water are simplified as a wall boundary adiabatically or with constant temperature/heat
flux.

"This section aims to examine the detailed heat transfer mechanism within the water-
cooled HVOF thermal spray gun, described in the previous section, using numerical
approach. The complete HVOF simulation is an integration of numerical water cooling
model and gas flow hydrodynamics. The full numerical maodel will make it passible to
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optimize thermal performance or to determine the best method for heat removal without
the cost of building physical prototypes. The cooling water flows through a set of holes
33 mm away from the centre of the gun. The holes are not equally spaced, 10 holes
on each side of the symmetric plane and the solid sections are left for the fitting of
powder injectors. The water cooling configuration shows the holes are located in the same
distance away from the gun centreline throughout the gun, therefore, water flows close
to the combustion chamber and further away from the barrel. In principle, this design
shall give good protection for hot combustion regions where the gun is more venerable

and less heat loss to the barrel where powder particles are heated.

Wal}
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Symuneiry plane

20 Water wilets B e

Sun Bun

siastion Chamber

[igure 4.25: Geometric representation of the HVOTF gun with water cooling configuration:
2-D schematic on the top, 3-D symmetric CAD drawing.

4.3.1 Model Development

A 3-D computational model is implemented to represent the configuration shown in figure
4.25. The 3-D domain is composed of internal gas flow and the solid gun region where
water flow is included. Unstructured grid is deployed throughout the domain including
gas, water and the solid regions. After the examination of grid dependence, the final grid
has total tetrahedral mesh volumes of 185,000, namely, 120.000 for gas, 20.000 for water
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and 45,000 for solid copper. The computing for both the gas flow and solid gun is fully
coupled through the distinctive no-slip walls on the internal surface of the gun. The heat
transfer model is given the assumptions that the specific heat and thermal conductivity
of the copper are assumed to be constant and the heat transfer modes are dominated by
convection and conduction in water cooling, therefore, radiation model is not included in
the thermal calculation. The numerical methods of pressure-velocity coupling, turbulent
and combustion models are the same and have been described in previous section. Only

the heat transfer and near-wall models are described in this section thoroughly.

4.3.2 Numerical Models

The gas and water flow are solved numerically in the same manner as described in sec-
tion 4.1 in which the governing equations, combustion kinetics and the realizable k — €
turbulent model are detailed. The mathematical models for the solid regions are hriefly

described as follows.

Energy Equation
In solid regions the energy transport equation has the following form:

Bat (ph) -+ V - (Uph) =V - (kVT) (4.25)

The term on the right hand side of the equation (4.25) represents the heat flux due

to conduction.

Heat Transfer

When the energy equation is solved, the thermal boundary conditions at wall must be
defined. The two main thermal conditions that employed in this water cooling model are
the fixed temperature and convective heat transfer as illustrated in figure 4.26. The fixed
temperature condition is used for the external wall layer that is exposed to room tem-
perature which is given as 300 K. The convective heat transfer wall boundary condition
is employed for the cooling tubes where excess thermal energy is absorbed by the water.

The heat transfer to the wall boundary from solid cells is computed as:

. ks
G = —
d An

The fluid side heat transfer coefficient is computed based on the local flow field con-

(T~ T) (4.26)

ditions such as turbulence level, temperature and velocity profiles.
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Wall Boundary

When the convective heat transfer coefficient boundary condition at a wall is specified,

the law of the wall implemented has the following composite form:

(T — Tp) pe,C ki

T = (4.27)
q
when y* < yr
T* = Pry + LpPr S
when y* > yp
T = Pr, [} In(By) + P + %P"C'l‘/i;k;ﬂ‘ [Pr, U + (Pr—Pr,) UZ]

where P is computed by using the formula given by [107]
3/4 ] o,
P=924 R—) - 1J [1 +0.28¢ 000%,}

The non-dimensional viscous sublayer thickness is calculated as

d/4,1/2
e ON Y yp
y' = et
‘ p

The non-dimensional thermal sub-layer thickness ¥} is computed as y* value at which
the linear law and the logarithmic law intersect, given the molecular Prandtl number of
the fluid being modelled. Depending on the y* value at the near wall cells either the
linear or the logarithmic profile is applied to compute the wall temperature or heat flux.
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Figure 4.26: 2-D schematic of computational domain with wall boundaries.
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4.3.3 Results and Discussions

As described previously the current configuration for water cooling is an array of 20
holes, 10 holes on each side of the symmetric plane and the solid sections are left for the
fitting of powder injectors. To examine the heat transfer within each water tube, they
are numbered from 1-5 according to the configuration in figure 4.25. The temperature
developments along the centreline among those tubes are illustrated in figure 4.27. It is
evident that the large spacing between tubes 1 and 1’ requires more heat to be carried
away for tube 1; the adjacent tube 2 takes less due to the presence of tube 1; heat loss
is more evenly distributed for the follow-up tubes. This result shows clearly that heat

transfer within each tube is dependent on the geometric arrangement.
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Iigure 4.27: Centreline temperature profile of cooling tubes.

The major parameter to control the cooling system is the water flow rate. The effect
of water flow rate on heat transfer is evident in figure 4.28 while more heat is taken
away as water flow rate increases. Figure 4.28 also shows that a better cooling result is
achieved at normal flow direction. The normal flow direction is to inject water from the
combustion chamber towards the gun exit while the reverse direction is on the contrary.
This discrepancy of heat transfer is a combined result of specific heat and temperature
difference. A detailed specific heat profile for the water is given in this model as shown
in figure 4.29. To demonstrate the internal temperature development within the water
cooling tubes the temperature profile of tube 5 is plotted in figure 4.30. The result in

figure 4.27 implies that tube 5 gives a more general representation of the heat transfer

88



profile of cooling tubes. It is found from figure 4.30 that the wall temperature within
the gun is high in the combustion chamber region and low at the nozzle and the profile
of water temperature develops differently within the cooling tube by changing the flow
direction. As a combination result in this particular case, normal flow direction, namely,
water flowing from the combustion chamber towards the gun exit, takes more heat out

the gas flow and is more effective in cooling with the current configuration.

Total heat Loss to water
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[igure 4.28: Variation of total heat loss to water at different water flow rate and direction.

It is obvious from figure 4.28 that high flow rate take more heat out of the system,
which may imply a good protection for the gun. The temperature profiles of internal gun
surface at different flow rates in figure 4.31 shows that substantial increase of flow rate
from 0.46 to 0.8 Kg¢/s has not significantly reduce the surface temperature, implying a
more cost effective flow rate at 0.46 Kg/s.

The studies in gas and particle dynamics from HVOF guns demonstrate powder par-
ticles are predominately entrained in the centre of HVOTF guns, therefore the flow pattern
within the centre region is critical to coating quality and process control. The tempera-
ture profiles along centreline in figure 4.32 show negligible change at various water flow
rate. Further examination of the radial temperature profiles in figure 4.33, 0.023 m fram
the gun inlet, where the maximum combustion temperature occurs, gives a more quanti-
tative comparison. It is evident that increasing water flow rate 3 times has no noticeahle
effect on the maximum combustion temperature; the profile of high temperature regian
within the combustion chamber is well remained; and only near wall region is lightly var-

ied on water flow rate. This result proves that the current water cooling mechanism gives
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the gun required protection without affecting the gas combustion pattern and thermal

hydrodynamics within the HVOF gun. The critical gas flow that subsequently decides

the particle dynamics is mainly defined by the internal design of the gun.
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Gas temperature profile at radial distance 0.023 m from the gun entrance
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[igure 4.33: Gas temperature profile at radial distance 0.023 m from the gun entrance.

4.3.4 Conclusions

A CFD water cooling model has been presented to examine the heat transfer betwesn
the cooling water and the solid copper in a HVOF thermal spray gun. The heat transfer
mode is fully integrated with the hydrodynamic gas flow field and gives insights to heat
transfer mechanism during the process. The following conclusions have been obtained in

this study:

1. The heat loss through water cooling is dependent positively on the water flow rate.
The effect of water flow on the temperature of gun surface is more pronounced at
low flow rate and less significant at high flow rate. The water flow has no noticeable

influence on the gas temperature in the centre of the gun.

2. Flow direction can affect the cooling efficiency. The current cooling configuration
points to a better cooling when water flows from combustion chamber towards the

exit,

3. The maximum temperature of gas flow within the combustion chamber is indepen-
dent on water flow rate and direction. The gas flow dynamics relies on the internal

design of the thermal spraying gun rather than water cooling configuration.




Chapter 5

Modelling of Powder Particles

5.1 Intorduction to Multiphase Flows

This chapter attempts to provide a description of the multiphase and heat transfer mod-
els used for the prediction of powder particles oxidation, melting and solidification dus-
ing HVOF process. The first section of this chapter gives an introduction to discrete
phase modelling. In section 5.3 a developed approximate analytical solution is described
thoroughly and validated against other analytical solutions available in literature. The
analytical solution is used as a benchmark for the numerical model presented in section
5.4. The numerical model described in this chapter is then implemented as a sub-model
into FLUENT and the results on particle melting and oxidation are presented in chapter
6.

Multiphase flows are encountered in many important engineering applications. Be-
cause of there commercial importance understanding and improving multiphase processes
las become an active arca of research. Given the recent advances in computational power,
the ability to model complicated phenomena like multiphase flows has never been greater.
In this chapter many of the basic assumptions used in the computational modelling are re-
examined and alternative approaches particularly in the heat transfer and phase change
modelling are iimplemented.

Multiphase flows are generally divided into four categories: gas-liquid, gas-salid, solid-
liquid and three phase flows. Table 5.1 shows some examples for each category. This
study focuses on the second type of multiphase flow; gas-solid or dispersed flows. This
introduction is based on a number of excellent reviews of gas-solid transport: [108] is a
comprehensive introduction to the numerical approaches used to model gas-solid flows,

[109] is an excellent introductory book to gas-solid flows.
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Gas-liquid flows

Bubbly Flows Separated Flows Liquid Fuel Combustion

Gas-solid flows

Pneumatic Flows Fluidized Beds HVOF Gas-Particle Flow

Liquid-solid flows

Slurry Flows  Hydrotransport  Sediment Transport

Three-phase flows

Fuel Droplets and Powder Particles in HVOF Gaseous Flow

Table 5.

1: Examples and categories of multiphase flows.

5.2 Gas-Solid Phase Overview

Gas-solid multiphase flows are the concurrent flow of solid particles in a gas stream. The

ras-solid flows can be subdivided into two categories depending on how the solid particles
g P

interact with one another and the gas phase: dilute and dense gas flows. In figure 5.1 the

key factors in determining whether a flow is dilute or dense is shown schematically.

Gas-Salid Multiphase Flows

i
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Figure 5.1;

Categories and interaction types of gas-solid flows.

The most widely used measure of the gas-solid flow is the mass loading, which is the

ratio of the solid phase mass flux to the fluid phase mass flux.

2 D
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Here p, = nym,, and py = (1 =n,VCy)ps
Using the well known relationship between density, mass and volume and assuming

that particles are spherical we can get the relationship:

2= 2] 2] o2

In addition to establishing criteria for dilute and dense phase flows, timescale analysis
is useful in determining the interactions of single particle with the gas phase. The degree
of kinetic equilibriuin between the particle and the surrounding gas is given by the ratio
of the particle timescale to the fluid timescale.

Tp

St = (5.3)

Ty
The Stokes number dictates how readily a particle follows the flow. For laminar flows
the relationship is simple.

O

g1 My g =

184

The expression of Stokes number for turbulent flows is more complicated due to many

(5.4)

timescales associated with turbulence and turbulent flow. In turbulent flows the Stokes
number represents the importance of turbulence on the particle maotion [109]

For both cases of laminar and turbulent cases a Stokes number less than unity means
that a particle can respond quickly to flow fluctuations. The appropriate coupling between
phases can be selected taking into consideration together the mass loading and Stokes
number. Generally phases can be coupled in three ways: mass coupled, momentum
coupled and energy coupled. In the case of powder particles in HVOF thermal spray
process the particles exchange momentum with the gas flow as well as energy, so they
are said to be momentum and energy coupled. In the case of liquid fuel combustion of
kerosene (section 4.2) the gas-liquid flow is momentum, energy and mass coupled due to
evaporation of liquid droplets. Momentumn coupling is the essential link between mass
loading, the Stokes number and modelling approaches. In dense flows the momentum
transfer (equation (5.5)) increases with increased mass loading (Z). Conversely in dilute

flows (small Z) there is a little exchange of momentum from the particles to gas flow.

Z «

Mo
According to mass loading and Stokes number, different modelling approaches are
employed to explore gas-solid flows. Dense gas-solid flows such as fluidized beds are

modelled using the Eulerian method. The most commonly used FEulerian madel ia the
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two-phase model, which treat the gas and solid as two separate inter-mixed continua. In
this approach models have continuity, momentum and energy equations for each phase
and are closed with empirical transfer equations.

Dilute flows are modelled using Lagrangian models, which treat the solid phase as
discrete particles that are individually tracked through the fluid phase. The most com-
monly used Lagrangian formulation is the point mass representation of a particle. In this
method the particle is much smaller than the grid spacing on which the gas velocity is
calculated and does not influence the gas domain or its discretization. The point mass
technique is the most appropriate for simulating the thermal and mechanical behaviour
of powder particles during thermal spray due to large number of sub-grid micro-size par-
ticles. The trajectory of the particles through the gas phase is determined by integration
of the particle equation of motion which is based on the forces that are ‘assumed’ to act
on the particle. The application of the point mass method requires grid size larger than
the diameter of the particle. When the Reynolds Averaged Navier-Stokes (RANS) meth-
ods are used to calculate the gas phase velocities, the point mass approach is modified to
cell-averaged model to account for the spatial and temporal turbulence within the grid
cell in order to predict their influence on the particle momentum equation.

Migdal et.al.,[110] were the first to propose combining Lagrangian solid particles and
Fulerian fluid mechanics for multiphase flows by showing that particles could he treated as
sources of mass and momentum in a fluid field. Since then models have been used to study
various aspects of gas-solid flows including particle-fluid turbulence interactions {111, 112]
hydrodynamic forces between the two phases [113] and particle-particle interactions [114].

The basic particle equations used to simulate the powder particle in-flight behaviour
during thermal spray are given in section 6.1.2. For wall bounded flows such as the
thermal spray gun, the wall-particle interactions can be important, especially as it relates
to such issues as erosion. The particle interacts with the wall through two mechanisms.
The first is the hydrodynamic interaction due to proximity of the wall studied by [111].
The second mechanism for wall particle interaction is the mechanical behaviour. The
collision between wall and particle can be modelled with either the hard sphere or soft,
sphere approach. A detailed description of the wall-particles interaction model can he
found in FLUENTS’s user guide.In FLUENT code the Lagrangian simulation is done in
three parts as shown schematically in figure 5.2.

The introduction above gives a very brief description of the multiphase flow mod-
elling. In the following sections an improved analytical approach on the heat transfer
and phase change is described thoroughly providing potentially interesting extension to
multiphase theory alongside with a numerical model implemented as user defined function
in FLUENT.

96




Doiuain Patticle ‘
Initislization interaction [
Fluid field Particle wall
calculation contact
1? ftimes
- Fluid force & heat
Particle motion transfer on particle

& temperature
calculation

!

Dats storage

|

Particle velocity &
temperature caleulation

|

Update particle location

_____________________________________________

Figure 5.2: Lagrangian simulation flowchart: First the solution of the continuum fluid
equations. Second, solution of the equation of motion for each particle and finally the
coupling between phases.

5.3 Analytical Particle Models

This section describes an analytical method to find improved approximation of moving
houndary as a result of phase change (Stefan problem) based on the perturbation method.
All the parameters included in the motion equations are non-dimensional and the solu-
tions can be used for both inward and outward phase change in spherical coordinates.
The solution for inward phase change problems is examined thoroughly in this section
and the results are compared with well established analytical and numerical solutions.
The major advance of the improved analytical solution is to include surface convection
without using complex numerical methods. The simplified solutions can be readily incor-
porated to numerical models in Lagrangian formulation to solve complicated multiscale
modeling problems. The current approximation is achieved in a second order perturba-
tion solution, which has proved to be very accurate for the phase change problems with

Stefan number below 1.

5.3.1 Review of Existing Models

4

The powder particles, generally in spherical shapes, are heated and accelerated by the gas

stream before impact. The particles are initially heated by the surrounding gas mainly
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through convection and then heat is transferred into particles through conduction. In this
case, particles are subjected to phase change as a result of heat transfer. A boundary
separating two different phases develops and moves in the particle during the process.
The moving boundary known as Stefan problem [115] is time-dependent and can only
be determined as a function of time and space. The final quality of coating product
is closely related to the heating, melting and solidification of powder particles. Better
understanding of thermal history of powder particles will enable better control of the
process parameters or design optimal configurations for coating systems.

Today, the general thermal profile of particles within gas flow can be readily solved
using Lagrangian formulation available in commercial CFD codes. However, the detailed
of particle heating and solidification involving phase change can not be obtained in such
macro-scale flow simulation. With the assistance of sufficient computational power, the
phase change within complicated geometries can be simulated by tracking the moving
boundary using numerical methods. One solution is to use fixed grid method where the
heat flow is approximated by finite difference to calculate values of temperatures and time.
The numerical treatment of the moving boundary can he achieved using the apparent
capacity method [116], the effective capacity method [117] the heat integration method
[118], the source based method [119], the enthalpy method [120] in the fixed grid, which
hias been applied to a variety of complex moving boundary problems and is described in
chapter 7. A good review of numerical methods on solving Stefan problems can be found
in [124, 125].

Sophisticated numerical models can provide details of phase change in multidimen-
sional domain with complex geometries. However, the excessive demand of computing
time and computer power limit the wide use of such extensive computing approaches.
For instance, in the study of thermal spraying, micro-sized powder particles need to be
tracked in a domain of approximate half meter size including thermal spray guns and
stand-off distances. It is a challenging computing task to model the phase change within
in-flight particles numerically. The detailed description of numerical solution is presented
later in this chapter. An alternative solution to such challenging multi-scale modeling
problems is to use analytical solutions for the particle heat transfer and phase change,
which can be easily incorporated into Lagrangian formulation of particle tracking.

The most well known analytical equations for phase change were developed by Stefan
[115] around 1890 and subsequently the moving boundary has been referred as Stefan
problem. The Stefan solution is based on the assumption that one phase (liquid) is active
and the other stays at melting point. Later Newmann [126] improved the Stefan’s solution
to more realistic two phase problem with both solid and liquid. The Newrmann’s solution is

based on the assumption of constant imposed temperature and not applicable to constant
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imposed flux. More approximate solutions have been developed since then. For instance,
Goodiman [127] made a better approximation of the overall heat balance by integration of
heat conduction based on Karman-Pohlausen’s approach [128] of the momentum integral
in the boundary-layer theory. Although a variety of analytical equations are available
today for solving phase change problems, they are limited with pure heat conduction. This
section describes an improved analytical solution to solve the phase change in spherical
geometry. The major advantage of this model is its ability to include more realistic surface
temperature profile as a result of the convection. The predictions from this analytical
solutions show very good agreement with computationally expensive approaches and the
dimensionless solutions can be easily implemented into numerical codes for micro-scale

particle modeling.

5.3.2 Development of Pertubative Analytical Solution

The analytical approach is based on assumptions as follows: particles do not change
shape during the process, particles melt at a fixed temperature, particles have constant
density which is an averaged value of solid and liquid states, heat capacity and thermal
conductivity of particle is constant.

A schematic of phase change within the particle is shown in figure 5.3. Tor the initial
approximation, the particle inside has a solid temperature Ty and the surface has a
constant temperature Ty sqce above the melting point 7),.,. To generalize the process,
non-dimensional variables are introduced as follows:

Non-dimensional position:

,
g
Non-dimensional time:
kyt
T = ) 5 (57)
PpCpT(
Stefan number:
Co(Tsotia — Trer
e = ol ’j res) (5.8)
Biot number:
. hr
Bi = —" (5.9)
ky,

Non-dimensional temperature:
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Figure 5.3: Schematic of phase change within particles.

The temperature distribution within the particle is governed by heat conduction equa-

tion:
T 1 ¢ L 0T
%’T" = _oai <'23—> ya(T) <1 <rg,m >0 (5.11)
"2 O "

Tr=171)=1Tr=a(r),7)=0 (5.12)
Oz . [oT
*5:/: = —Ste <({)[ )sz(‘r) (5]3)
or  OT Ox
—_— = — A 4
or Oz Ot (5.14)

Applying the chain rule (equation (5.14)) and making use of the Stefan boundary

condition in Equation (5.13), equation (5.11) can be rewritten as:

10 (,07\ . 0T (0T .
ﬁgf‘ <I _0/> = “»5{(”5; <5[_>,:r (LJJE))

With boundary condition:




(5.16)

The temperature distribution 7' can be expressed by the following asymptotic expan-

sion according to Stefan number:

T = To(r, ) + SteTy(r, z) + Ste*To(r,z) + ...

(5.17)

First substitute Equation (5.17) into Equation (5.15) using boundary condition from

Equation (5.12), and then equate equal powers of Ste, the governing equations can be

found as:

Zero power expressions:

1 a 28T0 _ _ A o — —
ﬁg <7" 8_7"> = O,To('f‘ = 1)$) = 1,T0(/' - 3’,,J§') =0
r—7T
T =
0(r,x) (.’L - 7.)‘{.
aTO r—1

Oz (z—1)%r

omy -1
or ),_. (x—1z

First power expressions:

10 ([ ,0T oTy (0T
5 A <12—1> :_—8'7(') <‘57_0> ,T](?“:]_,.7,'):())T1<’!':.’1;)"1)):0

T B (r—=1(r—-24+2z)(r—=z)
Hra) = 6(z — 1)%azr

oty l< 1 —52% 4+ 22% 4 8ra — dar? — 2r + 72
= —\{\7 —
dr 6 (x — 1)%a?r

o B 1
or )., © 3u2(z— 1)
Second power expressions:

10,0\ _ 0Ty (0K on (9T
2o\ )= ) e )
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To(r=1,2)=0,To(r==,2) =0 (5.27)

1 Do PV — 94z 1223 — 1722 + 10z — 24rz + 122r* + 67 — 3r2 + 4
Typre) = 3‘6’6(f —{z—7)(r—2+z) 23(z — 1)5r
(5.28)
1 6241
o7 _ 1 6z+1 (5.29)
or ) _. 4524z —1)

Substitute the first derivatives of temperature in Equation (5.13) by Equations (5.21),

(5.26) and (5.29), the solution of the moving boundary is found as

& — _Ste (4 + Ste%k + Ste?82) =
1 ; ) ) 0 Ste
) 5 e 1 Seet) St 5.30
(—45 (452° — 15Stex” + 6Ste”x + Ste )M(L —1) (5.30)

The integration of Equation (5.3.2) gives the location of moving boundary with respect

to time as:

3022 + 15Ste x x — 152 — 2Ste? — 15Ste — 15
Ste

7(z) = 0.01{z — 1) (5.31)

Surface Temperature Models

The major advantage of this model is to include the dynamic change of surface convection
into the analytical solutions while most existing analytical equations only have constant
surface temperature profiles. To derive an approximation for transient surface temper-
ature, a sirilar procedure as described above is used. To keep the analytical equation
in a simple form, the solution is approximated to the first order expansion in Equation
(5.17). In comparison to equation (5.12) where only constant temperature is applied, the

boundary condition of equation (5.12) is rewritten as:

T(r=1,7)=f(r) = f(2),T(r = z,2) = 0 (5.32)

The governing equations are derived in the same way as described in section 5.3.2.

Zero power expression:

1
2

7

9 ( ,0T, ,
ar <72~5,3> =0,To(r = 1,2) = f(2), To(r = z,2) = 0 (5.33)
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Toray = — (@) BT (5.34)
Ty _ f@) - [la)e— f@)re+ f'@)r = () + f@)r (5.35)
Jz (z — 1)2r
o\ _ —f=)
First power expression:
o 1l 2f(x)
<”37>: = éf(”)_'—(x 1) (5.37)

To start with f(z) being used and later f(z) is substituted by f(7), since monotonic
functions, to give the expression according to time, the final approximation of the moving
boundary can be achieved without the first and second derivatives of f(z). In that case,

the position of the moving boundary is expressed as:

oz -1 ,
E = ?St@f('r)

Stef(r) —3

2z - 1) — /»L(L —1)0z = / -—-3—15'1te2j"('r)2 + Stef(1)0T + const

(5.38)

Oxidation Unreacted-Core Model

The approximate-analytical solution illustrated earlier can be used to track the mov-
ing boundary as a result of chemical reaction inside spherical particles (Unreacted-Core
model) based on the same perturbation method. The motion of the reaction (freezing)
front and species concentration (temperature) are in non-dimensional form similarly to
melting and solidification process.

The theoretical approach is based on assumptions as follows: Homogeneity of the
spherical particle, an instantaneous reaction occurring at the moving front,constant par-
ticle density and reaction is temperature independent. For the initial approximation, the
particle inside has a zero diffusing reactant concentration and the surface has a reactant
concentration of C(r,7) = Cy. To generalize the process, non-dimensional variables are
introduced as follows:

Non-dimensional position:

r=— (5.39)

Non-dimensional time:
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= 5.40
T 2 (5.40)
Perturbation parameter:
C
o= (5.41)
a
Non-dimensional concentration:
C
C = —— 5.42
o (542)

The concentration distribution within the particle is governed by modified heat con-
duction equation where the temperature is replaced by concentration of the diffusing

reactant:

de 10 TQ@
ar

o "o

Boundary conditions are given as:

> yax(t) <r <rg,7>0 (5.43)

(5.44)
Clr=ro,7)=C
dx dc .
E T E r=a(7) (0.40)
oCc  0C dx
5 = 9o (5.46)

Appling the chain rule from equation (5.46) and make use of the Stefan boundary
condition in Equation (5.45), Equation (5.43) can be rewritten as:

10 (.00 _ _ 0C (oC
2or\| ar )T "“or \or r=a

With boundary condition:

(5.47)

Clr=1)=1 (5.48)

The concentration distribution C can be expressed by the following asymptotic ex-

pansion according to «:

C = Co(r,z) + uC\(r,z) + (LQC’Q(’I',.’IJ) 4 (5.49)

Where, in a chemical engineering application, C (r,7) is the concentration of the
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diffusing reactant, D is the diffusion coefficient, 7 is the radius of the particle, a* is the
density of non-diflusing reactant in the particle (times a stoichiometric coefficient), Cj
is the maximum concentration outside the particle, z (7) is the position of the moving
boundary at time 7.
The location of moving boundary with respect to time is similarly:
302 + 15a X z — 152 — 2a% — 15a — 15

7(z) = 0.01(z — 1) - (5.50)

The concentration profile behind the moving front can be calculated as:

- T

r—r 1 T
(x — 1)3zr

T

r—1)(z—-247) + ... (5.51)

Enthalpy Method

To validate the predictions from the analytical solution, numerical model available in
FLUENT is employed using fixed grid enthalpy method to calculate the phase change of
a spherical particle. In this technique, a variable named as liquid fraction is calculated
instead of tracking the melt interface explicitly. The liquid fraction indicates the volume
fraction of the cell in liquid form and is associated with each cell in the domain. The
liquid fraction is computed at each iteration based on an enthalpy balance. The enthalpy
method is described thoroughly in chapter 7 and only the basic equations are provided
here.

The enthalpy of the material is computed as the sum of the sensible enthalpy, he,

and the latent heat, AH, as follows

H="h,+AH (5.52)
where
T
hge = Nrey +/ epdTe (5.53)
7‘1‘0[

The liquid fraction, 3, is defined as:
8 =0ifTg < Tsolid
8 =11ifTs > liquid

. TC’ - Tsolid
7}iquid - Tsolid

I} if Tsolid < Te < Tliquid (5.54)

The Latent heat content is written in terms of the latent heat of freezing, L




AH = L (5.55)

The energy equation is written as:

% (pH) 4+ V - (piH) =V - (kVTg) + Sy, (5.56)

The source term appears on the right hand-sight is equal to:

_ OpAH
ot

A two-dimensional spherical domain of 3000 cells is used for the numerical simulation.

Sh

+ V (puAH) (5.57)

5.3.3 Discussions and Validation

Equations (5.30) and (5.38) have two real solutions that correspond to locations of the
melting front for inward and outward spherical phase change. This solution is focused
on the discussion of inward phase change, for instance in the case of particle heating
and melting in thermal spray application. A number of analytical solutions are currently
available to solve phase change problems with pure conduction. To verify the accuracy of
this improved analytical solution, constant surface temperatures are applied according to
the conditions in the literature [130, 131, 132, 133, 134, 135] and the results are compared
to the documented results. In figure 5.4, AS [130, 131, 132, 133, 134, 135] represent
analytical solutions from literature and AS is this improved analytical solution. In the
results, the Stefan number is varied from 0.1 to 1. From equation (5.8) Stefan number
is dependent on specific heat, temperature difference and latent heat. In the context of
particle heating within thermal spray process, sprayed powder particles have same specific
heat and latent heat; therefore, Stefan number will be related directly to the temperature
difference. The smaller Stefan number corresponds to a smaller temperature difference
between the surface and the centre of particle, in that case, a slower phase change is
expected and a longer time is required for the particle reaches a complete transformation
of phase change.

The results in figure 5.4 demonstrate that completion time for phase change decreases
at almost linear fashion as Stefan number increases from 0.3 to 1, but a much slower
phase change occurs at Stefan number 0.1. It is apparent that all the models give similar
predictions on the general trend of phase development. The closest results to the predic-
tion of improved analytical solution are from [132]and Lin [135]. The solution of [132] is
regarded as one of the most accurate for Stefan number below 1 and the equation of Lin

[135] is an improved version of quasi-steady solution. The close agreement with both well
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Figure 5.4: Comparison of analytical solutions with pure conduction.

established solutions confirms the accuracy of this new solution to solve phase change

with pure conduction.

Development of Phase Front at Constant Surface Temperature

Figure 5.5 shows the development of phase front position in the particle when it is imposed
to constant surface temperature. The phase front in the drop moves from the surface
7/r0 = 1 towards the centre. There are three sets of results given, i.e. Stefan numbers
0.2, 0.3 and 1. The results from the improved analytical solution (AS) are compared
with the numerical model (NS) using the enthalpy method. It needs to be noted that the
numerical model are also validated with the documented numerical results to make sure
the accuracy of model prediction. In figure 5.5, additional results for Stefan numbers
1 are given from a similar enthalpy model used by [136]. Despite the simplicity of the
analytical solutions, excellent agreements are reached between the results of the analytical
equations and numerical enthalpy model. It needs to point out, the analytical solution
is an approximation of a second order of accuracy, in that case, a certain degree of
discrepancy will occur at high Stefan number, such as in the result of Stefan number
1. In a general engineering application, the moving boundary problems will occur under
Stefan number 1, for instance, powder particles within thermal spraying have Stefan

number between 0.3-0.5, therefore the analytical solution developed is able to deliver
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Figure 5.5: Development of moving boundary with pure conduction (AS: analytical so-
lution, NS: numerical solution.

results with good accuracy (>95%) in most engineering applications. For the demand of
high Stefan number conditions, high order accuracy from this perturbation method needs
to be used. In all the Stefan number conditions plotted, the advance of moving front is
not in a linear pattern with respect to time, which indicates the propagation speed of the
moving front is not constant.

As described early, low Stefan number corresponds to small temperature difference
between the surface and the centre of particle, in that case, phase change develops slowly
and the motion of the moving boundary is most identifiable. Among the current results,
the heat transfer process is slower enough to give more distinctive regions in the condition
of Stefan number 0.2, hereby, the result of Stefan number 0.2 is used for description of
phase change development. In the case of particle heat and melting by external gas
flow, the particle surface has the maximum high temperature which gives rise to a rapid
heating of the adjacent particle regions, as shown in Zone 1. Once the melting front
propagates into the particle Zone 2, the effect of conduction on heat transfer becomes
significant, which slows down the movement of melting front. As the moving boundary
develops further into the core of the particle Zone 3, the area is smaller enough to give a
rapid heat transfer and the melting front once again develops very fast in the centre.

The temperature profiles at various stages of the phase change process are shown in
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figure 5.6. In the case of particle melting, T' = 1 is the surface temperature which is above
the melt point and 7 = 0 is the melting point. At the beginning of the phase change,
there is a high temperature gradient between the surface and the adjacent particle region
(r/r0 = 0.8), where a rapid propagation of moving front occurs as shown in the Zone 1
of figure 5.5 and described before. As the moving front progresses further inwards, the
temperature gradient is reduced at 7/r0 = 0.5 as the moving front propagation slows
down in Zone 2. A sharp temperature gradient is found close to the centre of the particle
at r/r0 = 0.2, where the moving boundary advances at fast speed as shown in the Zone
3 of figure 5.5.
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Figure 5.6: Temperature profiles within particles with pure conduction.

Phase Change with Convection and Conduction

For the purpose of model validation, the improved analytical solution is tested at the
condition of B = 1 and Ste = 0.5, and the results are compared with the numerical models
from literature {137, 138]. In these particular surface convection conditions, phase front
moves steadily in the most part of the particle and only accelerates near the centre of the
particle. The moving boundary under the effect of convection and conduction develops
quite differently from the profile with pure conduction as illustrated in figure 5.5. A more
quantitative comparison is given in the following section. It needs to be noted, a “S”
shaped profile can be found for all the moving boundary under the condition of constant

surface temperature, while the moving boundary profiles are varied under the condition
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of transiet surface temperature. The development demonstrated in figure 5.7 is only valid

for this specific surface temperature condition.

« Particle Phase Change
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Figure 5.7: Development of moving boundary with convection and conduction.

Development of Phase Front for Variable Surface Temperature

To further investigate the effect of surface temperature on the development of moving
boundary, Stefan number 0.2 is used and three different surface temperatures are given.
T1 (f(7) = 1) is with constant surface temperature, T2 (f(7) =1+ 72) and T3 (f(7) =
72) have both variable surface temperatures. The results are compared quantitatively in
figure 5.8. An increased heat in T2 only brings a small change of the profile compared to
T1 while a much slow development is demonstrated in T3. The development of moving
boundary in T1 has been described before and only T3 needs to be addressed here. In
the case of particle melting, the surface starts to be heated up from the melting point
(T = 0), the melting front propagates gradually and progresses inwards steadily as the
heat input from surface through convection is balanced by the increased rate of heat
required to melt the material. Near the centre of the particle the propagation speed of
melting front accelerates as the reduction of area prompts fast heat transfer. The general
trend from T3 is similar to the results in figure 5.5. The results in figure 5.8 clearly
demonstrate the moving boundary develops differently for different surface temperature
conditions. By controlling the heat input or the gas flow pattern around the particle,

it is possible to control the process of phase change within the particle, e.g. a constant
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propagation speed can be achieved for the moving boundary by removing heat from the
particle at the late stage of phase change when a fast propagation is expected. As seen
in figure 5.8, the increase of heat input will give rise to high temperature profile for T2
as shown in Figure 5.6 for the location of r/r0 = 0.5 and 0.2. In reality, the surface

temperature will stagnate once reaches the temperature of surrounding fluid.

Melting front position inside particle (Ste=0.2)
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Figure 5.8: Development of moving boundary at different surface temperatures.

5.4 Numerical Phase Change Model

In the previous section an analytical approach on phase change dynamics was described
thoroughly and validated. The analytical model is based on several assumptions, such as
constant metal properties and single melting temperature which may impose inaccuracies
when metal alloys are examined. For pure materials and alloys with eutectic composition,
with a definite freezing/melting point, it can be assumed that the freezing-melting front
is a surface normal to the direction of propagation. For alloys, the phase transition
may take place in a certain temperature range, giving a layer of a certain thickness,
the so called mushy zone, which separates the solid from the liquid. In this section
an approach that combines the Lagrangian particle modelling with numerical solution
within the discrete particles is presented in an attempt to overcome the limitations of

the analytical solution. The numerical model presented in this section is a “cheap to
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run version” of the expensive fixed grid methods described in section 5.3.1. The concept
behind this model is to incorporate an already developed correction function [139] to
particle heat transfer equation, which allows for the phase change phenomena to be
included.

The high thermal profiles endured for sprayed particles in conjunction with melting
give rise to oxidation on the surface of metal powders. Microstructure analysis [140] on as-
sprayed coating has clearly identified the oxide layers on deposited metal splats. Metallic
oxides are brittle and have different thermal expansion coefficients in comparison to the
surrounding metals, therefore, it is generally believed that the oxides in the coating have
negative effects on its properties, which undermines the performance of coated products.
It is important to understand the development of oxides during thermal spraying in order
to achieve better controls of the coating process. Experimental approaches such as micro-
scopic technologies can reveal the final stage of the oxidation after the impact while the
critical information of in-flight oxidation development cannot be obtained. Mathematical
modelling has been regarded as a cost-effective approach to gain insights of complicated
processes. Those models are able to predict the temperature and velocity history of in-
flight particles by coupling the simulation of gas and particle flows; however, modelling of
oxidation on metal powders have hardly been addressed in open literature. The oxidation
model presented in this section is based on the Mott-Cabrera theory for very thin oxide
films [141] where it is assumed that oxidation is limited by the ion transport through the
oxide layer. The model is implemented as a user defined function (UDF) into FLUENT’s
source code.

In thermal spray process, the heat transfer due to radiation from the surroundings to
particle is negligible compared to the convective heat flux from the gas to the particle.
Therefore, particle heating in spherical coordinates is given by:

2 :
/),)C,,aa—f = kg <aa% + %%) + HS//),,% (5.58)

Considering an alloy for which the area of solidification in the phase diagram is ap-

proximated by straight lines, Equation (5.58) can be written as:

or  a (0T N 20T
ot W(T) \or2  ror
Where the function ¢(7T') is defined as [139):
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1
T=ks
ifTe <T<T, 1+ Hog(Ti—T1L) o
W(T) = I Cp(1—ke)(To—T) TH5

else 1

T is the melting temperature of the primary element and k is the ratio between solid
and liquid concentration. This model assumes infinite velocity for diffusion (equilibrium
condition) in liquid phase and zero in the solid [21]. The boundary conditions associated
to Equation (5.59) are specified on the boundary and in the center of the particle:

™" R
r=0

R represents the radius of the simulated particle, k; is thermal conductivity of particle,

= W(T, — Tr) (5.60)
r=R

Tg is the gas temperature and h is the convective heat transfer coefficient. The heat

transfer coefficient is evaluated using the Ranz and Marshall correlation [106]:

Nu = (2 + 0.6Re"/?Pr'/?) (5.61)

where Nu is the non-dimensional Nusselt number, defined as:

hd
Nu = — (5.62)
kg
The discretized form of Equation (5.59) is:
agt (N = )T 4 (297 + 20 85) T — b (0 + 1) THY
= B (1= )T+ (20 - 2088) Ty + abh (71 + 1) T, (5.63)

I

t=1,2,..... N -1

N is the number of discretization points along the radius of the droplet and n the time
index. After grid sensitivity analyses to all particle sizes the nodal points were set to10.
For larger particles more discitization points are required to improve the accuracy of the

melting and solidification kinetics. In the same manner, equation (5.60) becormes:

. h™Ar R Ar
=T+ <1 - — ) Tht = —T, (5.64)
Equation (5.59) in the center (r=0) becomes indeterminate, this means that the re-

lation in Equation (5.63) cannot be used. By applying the theorem of L’Hospital, we
obtain:
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The discretized form of equation (5.65) is:

n ‘ At -+ 1 At n-+1 7 At 7 At n
<'(/)0 -+ 3CY~A2—,> TO o BQZQ—ITl = ’(,/)O1 — 3022—" 7.‘01 + BO{A—Q'(:TI (566)

Oxidation on the particle will take place when enough oxygen is available in the
surrounding gas flow. Based on the Mott-Cabrera theory, oxidation is controlled by the
ion transport through the oxide film, therefore the growth of the oxide layer can be

computed by the following relation [142}:

@ = 2Apexp (_—Q> exp (L “PO?) (5.67)

ot kyT'r kTR

It is assumed that the heat released from oxidation is confined to droplet surface, so
the boundary condition in Equation (5.63) at location r =R becomes:
or

ko 2o
5 or

T, — Tr do
=TT H().'L'— M
oy Th ok, PR (5.68)

Equation (5.68) becomes:

ol (] _ 1~1"Ar> gl — pHosOr 48" HArip
N-—1 - k”, N k7, dt 34 g
N N N (5.69)
H=

where H is the total heat transfer coeflicient.

At each time step the algebraic system of equations (5.63), (5.64) and (5.66) (without
oxidation) and equations (5.63) (5.69) and (5.66) (including oxidation) is solved using
the Gauss Seidel iterative method which is implemented as a user defined function in the

simulation.
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Chapter 6

In-Flight Particle Modelling

6.1 Modelling of Inconel 718 Particles

Powder particles, normally in the size range 5 to 65 um, are injected into the gas jet so
that they are heated and accelerated toward the substrate to be coated. On arrival at
the substrate, particles are ideally in a melted or softened state and, on impact, form
lenticular splats, which adhere well to the substrate and to one another. The HVOF gun
is scanned cross the substrate to build up the required coating thickness in a number
of passes. The purpose of this section is to examine particle motion and heat transfer

within the gas flow field and to investigate the effect of particle injection parameters.

6.1.1 Model Development

A schematic representation of the HVOF gun is shown in figure 6.1. The mixture of fuel
and oxygen stream is injected into the water-cooled combustion chamber, where the gases
burn and the combustion products are accelerated down the convergent divergent nozzle
and long parallel-sized barrel. Powder particles are injected into the barrel through two
hioles with a tapping angle in the front of the barrel. The particle laden by gas mixture
exits the gun at a high temperature and velocity toward the substrate to be coated.
The three-dimensional simulations are performed in FLUENT. The computational
geometry includes the gun and external domain as shown in figure 6.2. The boundary
conditions have been described previously. Briefly, a structured grid is used and fine
meshes are employed to the sensitive areas such as, the nozzle entrance and exit, the barrel
exit and the free-jet centreline where high gradients are expected and great accuracy is
required in order to capture the compressibility effects. Grid sensitivity studies have
been carried out by doubling the cell number both axially and radially and the numerical

solutions from both meshes are almost identical. The compressible turbulent chemically
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reacting flow model has been described in (section 4.2).The process parameters employed
in the computational modelling are 0.003526 kg/s for kerosene and 0.01197 kg/s. The
computation of particle dynamics is achieved by coupling with the Eulerian gas flow.
The powder is treated as spherical particles which closely represent the thermally sprayed
powder, Inconel 718 which has the thermal properties shown in Table 6.1. The computer
model treats the powder feeding as a point injection through the barrel’s wall without
carrier gas being introduced to the computational domain. Unlike a gas fuelled HVOF
system where the carrier gas is injected into the centre of the combustion chamber, the
introduction of cross flow carrier gas into a high speed stream has given rise to numerical
errors and difficulty to control the convergence of the solutions. Considering that the
volume fraction of carrier gas is less than 2% of the total flow rate, the carrier gas is
expected to have only marginal effect on the flow pattern and the subsequent effect on

the behaviour of particles could be marginal.

Density (p,) [kg/m3] 8200

Solidus temperature (Ts) [K] 1528

Liquidus temperature (77,) [K] 1610

Primary element melting point (Tk) [K] | 1726

Partition coefficient (k) 0.3

Specific heat (C,) [J/kg K] 600

Latent heat (H,s) [J/kg] 227000

Thermal conductivity (k) [W/m K] T<1000K: 21, 1000<T: 5.8 4+ 0.016T

Table 6.1: Thermophysical properties for Inconel 718 [143].
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Figure 6.1: Schematic representation of the HVOF gun including combustion chamber,
convergent divergent nozzle (CDN) section and parallel-sized barrel.
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Figure 6.2: Grid and computational domain.
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6.1.2 Discrete Phase Mathematical Modelling

The heat transfer models have been described in the previous chapter thus only the
momentum transfer modelling is reported in this section. In support of validation both
analytical and numerical formulations are reported and compared. The oxide layer growth
of the Inconel 718 particles is not included in this section. The oxidation experimental
data on Inconel 718 material are very limited in open literature. Instead, the model is
implemented for the oxidation level prediction of steel particles where reliable data are

available and can be used consistently as input parameters to the model.

Momentum Transfer

The equation of motion for particles can be written as a force balance that equates the

droplet inertia with forces acting on the droplet:

du 92 (Pp — pg)
dtp = Fp (Ug - Up) =+ ;P ! (6.1)
The drag force per unit particle mass is:
18u CpRe
Fp=— 6.2
P 2 24 (6.2
the drag coefficient CD given by [104]:
24 b Red
Cp = — (14 b Re%?) + 24 6.
D= o M+ Re) + P (©6.3)

by = exp (2.3288 — 6.4581¢ + 2.448642)
by = 0.0964 + 0.5565¢

, (6.4)
by = exp(4.905 — 13.8944¢ + 18.4222¢% — 10.2599¢°)
by = exp (1.4681 + 12.2584¢ — 20.7322¢* + 15.8855¢%)
the shape factor is given by [105].
The Reynolds number is defined by:
Re = M (6.5)

Hg
As the gas flow is turbulent during HVOF spraying, the influence of the turbulence
on the particle behavior needs to be evaluated. The effect of turbulent fAuctuation on
the particle aerodynamic response could be reflected by the Stokes number (St) which is
the ratio of the aerodynamic response time to the time scale associated with larger-scale

turbulent eddies.
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The large Stokes number (St>>1) means a slow response from the particle to the
large turbulent eddies. The sprayed powder Inconel 718 with a mean diameter of 20m
under the present HVOF flow has the Stokes number:St &~ 300, which implies that the

turbulence would not have substantial effect on the particles larger than 20m.

6.1.3 Results and Discussions
Influence of Particle Injection Velocity

The particle injection velocity can be manipulated by carrier gas flow rate. In this
calculation, 20 um diameter Inconel 718 particles are injected from the axial distance of
0.12 m. The injection velocities vary in the range 0-40 m/s. The particle trajectories in
figure 6.3 show that the particle is driven by the gas flow and travels along the edge of
barrel with zero injection speed; the increase of injection velocity will enable the particle
travel cross the gas flow and move towards the centre of the jet at injection speed between
8-10 m/s; the particle travels cross the center of the gun and spreads outwards at injection
speed of 20 m/s; the particle hits the internal surface of the barrel and the trajectory is
changed to opposite direction as the result of elastic collision at 40 m/s. Nozzle wear is
most frequently encountered problem for operating HVOF guns and the nozzle needs to
be replaced after about 10 hours spraying. Examination of the damaged nozzles reveals
the particle pathlines along the internal surface of the barrel and cracks in the nozzle
by the impact of high speed particles. The computational results imply that, to spray
Inconel 718 powder with a mean diameter of 20 um, the injection speed needs to be
controlled within the range of 8-10 m/s, in that case, and particularly at 8 m/s, most
powder particles will stay in the centre of the gun; powder particles will spread outwards
by increase of the injection velocity over 10 m/s; the particle is most likely to hit the
barrel and give rise to nozzle wear when the injection velocity increased above 20 m/s.
Zero injection velocity should also be avoided as the particle travels along the edge of
barrel, the particle could make mechanical contacts with the barrel or very small melted
particles could stick on the internal surface of the nozzle and generate the blockage.
The advantage of HVOF technology is its ability to accelerate particles to very high
speed, therefore, it is desirable to achieve the highest possible velocity of powder particles
during spraying. The velocity profiles in figure 6.4 show that the particles reach high
velocity when injection velocity is between 8 to 10 m/s. It is known that the gas flow

has the highest velocity in the centre; therefore particles will gain more momentum while
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traveling in that region. The temperature profiles in figure 6.5 confirm that the particles

heated more efficiently for 8-10 m/s injection velocity when the particles travel at the

centre of the gas jet.
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20 pm paricle pathlines at different injection velocities
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Figure 6.3: Particle trajectories at different injection velocities.

20 um particle velocity profiles at different injection velocities

800 |
700 ! . 4

5 //16(]
600 ! i
500
400 — Injection Velocity 0 m/s

472 o S Injection Velocity 5 m/s
300 (s -~

: - - £ - -Injection Velocity 8 m/s
200 — =+ — Injection Velocity 10 m/s
100 - —3#— Injection Velocity 20 m/s

0 P — O — Injection Velocity 40 m/s
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Axial Distance (m,

Figure 6.4: Particle velocity profiles at different injection velocities.
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20 pm particle surface temperature profiles at different injection velocities

1600 |
1400
g 1200
Q
5 1000
o
@ — —o— — Injection Velocity 0 m/s
Q. 800 :
qE, ——8— Injection Velocity 5 nvs
=
2 500 —&— Injection Velocity 8 nvs
'f% 400 + — —— = Injection Velocity 10 nvs
o
200 —¥— Injection Velocity 20 nvs
‘ = -0~ - Injection Velocity 40 nvs
[0 TS . S S
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Axial Distance (m) i

Figure 6.5: Particle surface temperature profiles at different injection speeds.

Influence of Particle Injection Position

The liquid fuelled HVOF gun is designed to inject powders at the front of the barrel
nstead of feeding the spray powder into the center of the combustion chamber adopted
in gas fuelled HVOF systemns such as HV2000 (Praxair, US). The advantage of such
design is to suppress the contacts between powders and the gas flame to minimize the
undesirable oxidation for metal powders. The location of injection is also important to
generate consistent coating products. The high pressure gas undergoes drastic expansion
and compression in the throat of the nozzle as shown in figure 6.6, the substantial pressure
fluctuation makes the control of powder feeding very difficult, therefore, it is not practical
to inject powders in the throat region. In this calculation, 20 pm Inconel 718 particles
are released from 5 axial locations between 0.10 and 0.15 m in the front of the barrel
at injection velocity of 8 m/s which is within the range of optimal injection velocities as
stated in the previous section. The predicted paths for these particles plotted in figure
6.7 show that all the particles travel at similar trajectory and reach the centre of the jet
at the end of the domain.

The velocity profiles in figure 6.6 demonstrate that the particles accelerate continu-
ously throughout the domain despite the decline of gas jet near the end of the domain. It
1s known that the longer distance prolongs the residual time of in-flight particle and the

particle accelerates more, therefore, it is sensible to inject powder at the earliest possible
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point when the gas flow is stabilized. The particle temperature profiles in figure 6.8 show
that powder particles are heated rapidly in the barrel and develop steadily from the exit
of the gun, the particle temperatures start to decline when the temperature of gas flow
drops sharply when cold air penetrates deeply into the gas jet. The computational model
has an external domain of 32 cm from the gun exit, which is within the typical range
of stand-off distances for the HVOF spray coating. The particle dynamics at the exit of
the computational domain (i.e 32 cm from the gun exit) can be regarded as the impact
parameters. The particle impact parameters in figure 6.9(a) show that the surface tem-
peratures of particles drop below the melting point (1528K for the Inconel 718 powder).
The set of results imply that the particles at the given injection speed will concentrate at
the centre of the jet and have similar dynamics from different axial injection distances,
while the high impact velocity and temperature will achieve at axial distance closer to the
throat of CDN as shown in figure 6.9(b). However, too close to the throat of CDN will
give rise to practical issue of controlling the pressure fluctuation for the powder feeder,
the axial distance of 0.12 m is adopted in the current design and will be used for the

following discussions.
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Figure 6.6: Particle velocity profiles from different injection positions.
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20 pm particle radial pathlines from different injection positions
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Figure 6.7: Particle trajectories from different injection positions.
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Figure 6.8: Particle surface temperatures from different injection positions.
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Figure 6.9: a,b Particle impact parameters from different injection positions.

Influence of Particle Size

Feedstock powder is generally supplied with a range of distribution. This study is to
examine the effect of different particle sizes on particle behaviour to provide information

on the optimum range within the nominal size distribution. In these calculations, different
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sized Inconel 718 particles ranging from 5 pm to 40 pm were injected at axial distance of
0.12 m with a speed of 8 m/s. The particle trajectories in figure 6.10 show that the small
particles are blown away by the gas flow, e.g. 5 pum particle travels along the edge of
the barrel and spreads outwards at the external domain as the jet expands outside. The
10 pm particle remains at the outer region of the jet throughout the domain while the
large particles e.g. 30 and 40 pm move cross the centre of the gun and spread outwards
in the external domain. The particle velocity profiles in figure 6.11 clearly demonstrate
that the smaller particles are accelerated more throughout the computational domain.
When the particle velocity is higher than the gas velocity, as the gas jet decays outside
the gun, the drag force on the particle then changes direction and becomes a resistance
to the particle motion. The velocity of the particle is then decreased. The smaller the
particle size, the more easily it is decelerated. A larger particle, on the other hand, has
greater ability to maintain its velocity during the deceleration stage, because of its larger
inertia. The velocity dependence on particle size is more clearly demonstrated in figure
6.12(a) which is a plot of particle velocity versus particle diameter at the point of impact
on the substrate. The temperatures at the impact in relation to the particle size are given
in figure 6.12(b). The surface temperature plots in figure 6.13 show the particles smaller
than 10 pm undergo melting and solidification during the process which will be discussed

in details in the following section.
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Figure 6.10: Trajectories for different size particles.
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Velocity profiles for different size particles
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Figure 6.11: Velocity profiles for different size particles .

Melting and Solidification

The temperature evolution of 10 pm particle in figure 6.14 shows the rapid heating of
particle is prevented when the surface temperature arrives at the solidus temperature
(1528 K) at 0.18 milliseconds. The surface temperature increases slowly as the solidus
1sothermal surface moves towards the centre of the particle. At 0.29 milliseconds the sur-
face temperature reaches the liquidus temperature (1610 K). At this point, the particle is
still not in full liquid state, it takes another 0.0001 milliseconds for the liquidus temper-
ature reaches the centre of the particle, which implies that the phase transformation is
almost instantaneous once the surface reaches the liquidus temperature for this small 10
pam particle. When the particle is in full liquid state, the surface temperature starts to
rise quickly and reaches the maxima. Figure 6.8 shows that the gas temperature declines
sharply outside the gun and the heat transfer from gas to particle is reversed when the
gas temperature drops below the particle temperature. From the maximum value, the
surface temperature of particle starts to decrease, drops to liquidus temperature at 0.34
milliseconds and reach the solidus temperature at 0.41 milliseconds. From that point, the
particle becomes solid instantaneously and the temperature of particle declines further.
Figure 6.15 shows the surface temperature of 5 um particle. In comparison to the profile

of 10 pm particle, the 5 pm particle has much shorter melting and solidification periods
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Velocity at impact for different size particles injected at 0.12m and 8 in/s
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Figure 6.12: a,b Impact parameters for different size particles.

(0.003 milliseconds of melting for 5 um particle against 0.11 milliseconds of melting for

10 pm particle); overheating in liquid state (up to 2000 K in 5 pm particle against up to
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Surface temperature profiles for different particle sizes
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Figure 6.13: Temperature profiles for different size particles.

1700 K for 10 pm particle); and further cooling in solid state (down to 1000 K in 5 pm
particle against down to 1400 K for 10 pm particle).

The numerical model results during melting and solidification are compared with the
developed analytical solution to identify the accuracy of the correction function W(t).
The analytical solution can be implemented when the material change’s phase at a single
temperature. Since Inconel 718 is an alloy the comparison between the models is made
for the liquidus front times and temperature profiles. The results presented are for the
melting time and temperatures within the particle after the particle surface has reached
the liquidus temperature and the front starts to move towards the centre. This is only
the last stage of the melting process as described earlier and it does not correspond to
the complete process time. The analytical solution uses as an input the transient surface
temperature obtained by the numerical model. The development of the melting front
inside the 10 pm particle is shown in figure 6.16.

The melting front propagates gradually and progresses inwards steadily as the heat
mput from surface through convection is balanced by the increased rate of melting heat
required. Near the centre of the particle, the propagation speed of melting front accel-
crates as the reduction of area prompts fast heat transfer. The numerical results show
a more linear behaviour of the melting front where the liquidus temperature reaches the

centre faster compared to analytical solution. The analytical solution looks more rea-
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Figure 6.14: Surface temperature profile for 10um size particle.
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Figure 6.15: Surface temperature profile for 5um size particle.
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Figure 6.17: Temperature profiles within particle during melting.

sonable in terms of profile shape while the melting time is expected to be faster with
the numerical solution. The resolution of the numerical solution can be improved by
ncreasing the discretization points within the particle and by decreasing the simulation
time step; on the contrary, overall computational time is increased considerably. The

faster melting rate given by the numerical solution is a result of the elevating thermal
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conductivity of the material with temperature. Similarly the temperature gradient pre-
dicted by numerical solution is smaller compared to the analytical solution, where the
thermal conductivity is assumed constant (figure 6.17). Despite the several assumptions
of the analytical solution, the results are compared well, implying that the correction
function implemented in the numerical solution can provide an overall robust solution to

the thermal behaviour of the in-flight particles.

6.1.4 Conclusions

A 3-D CFD model, has been developed to investigate the particle dynamic behaviour
in a liquid fuelled HVOF spray gun using kerosene. The model employed a Lagrangian
particle tracking frame coupled with the gas flow field to examine particle motion and

heat transfer during HVOF spraying. The following conclusions have been obtained.

1. The computational results show that the particle dynamics vary at different injec-
tion velocity. For this Inconel 718 powder, 20 pm particles may hit the internal
surface of the barrel and the trajectory may be changed to opposite direction as the
result of elastic collision at injection velocity above 20 m/s. An optimal range is
found between 8 to 10 m/s where most powder particles could be directly towards

the centre of the gun.

2. Both velocity and temperature profiles of particle dynamics are improved with in-
jection position closer the throat of the nozzle. A suitable location for powder
injection is dependent on the powder feeding system to overcome the pressure fluc-

tuation near the throat.

3. The particle trajectories show that the small particles are greatly affected by the gas
flow, the particles smaller than 5 pm have good possibility to make direct contacts
with nozzle wall and particles above 20 um could cross the centre of the gun with

a wide spread of coating area.

4. The history of particle temperature results show that the particles smaller than
5 pm will be overheated while the particles larger than 10 pm may never reach
the liquid state during the process. For a typical stand-off distance used in this
simulation (0.32 m from the gun’s exit), all the particles are in full solid state prior

to impact while the particle smaller than 10 gm undergo melting and solidification.
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6.2 Modelling of Particle Oxidation

Further to the analytical solution of oxidation provided in section 5.3 a numerical solution
to account for the growth of oxide layer on the surface of metal particles is implemented
into Lagrangian particle tracking method. The two models are compared in this section
for validation purposes. The numerical oxidation model is based on the Mott-Cabrera
theory for very thin oxide films where it is assumed that oxidation is limited by the
ion transport through the oxide layer. The computation of oxide layers is implemented
as a user-defined function (UDF) into the discrete particle models. The simulation of
multiphase flow with both gas and particle (without oxidation) phases was reported
previously, therefore, the same HVOF process is used as test case for the oxidation model.
The injection positions are shown in figure 6.18. The simulation of particle oxidation is
coupled with the combusting gas flow which gives close-to-reality oxygen mass fraction
rather than the assumption of constant oxygen fraction along the particle paths used
in [142]. The analyzed metal powders are stainless steel which properties are given in
table 6.2, but the oxidation model is generic and applicable to any thermal sprayed metal

powders including alloys.
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Figure 6.18: Injection locations.
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Density 8000 [kg/m3]
Solidus temperature | 1648 |[K
Liquidus temperature | 1673 [K
Specific heat 480 [J/kg K]
Latent heat 272000 [J/kg]
Thermal conductivity | 26 [W/m K]

Table 6.2: Metal powder properties.

A0 | 5x 106 A/s
Q [15eV
KO | 0.149 eV/torr0.5

Table 6.3: Constants of oxidation model [142].

6.2.1 Equations of Analytical Oxidation

The numerical model has been described in section 5.3. The constants of oxidation model
are given in table 6.3. The analytical solution of the oxide layer growth was described in
section. The oxygen mole fraction profile as a function of time at the particles surface is
taken from the Lagrangian discrete phase analysis. The diffusion coefficient is given by

the following expression:

D=AxeR =1x 107" (6.6)

The constants A and B are taken from [142]. The non-dimensional time is then

converted to in-flight time for a 20 pum particle as follows:

Dt 1x107Mxt

= = =1x107" xt 6.7
T ’(2) 10-10 X ( )

The Pertubative parameter is given by:

'() —4 s
= —=1x10 (6.8)
a
The oxide layer growth is expressed as:
' I PTRY: .

z(x —1)0x = - u f(r)* + af(r)0T + const (6.9)

The analytical model assumes that oxidation reaction occurs at constant diffusion
coefficient at an average particle temperature. The oxide layer growth only depends
on the oxygen mole fraction in the surrounding gas. The reaction rate as expressed in
equation (6.6) is valid according for a range of particles temperatures of 1000K to 1500K.

For higher or lower temperatures errors are introduced to the analytical solution. For
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large particles where the temperature is notably lower than 1100K different diffusion
coefficient have to be used for more accurate prediction of the oxide layer growth. The
pertubative number « is the ratio of the diffusive reactant concentration outside the
particle over the density of the non-diffusive reactant at the particles surface. This ratio
may be significantly altered according to metal composition and the number of oxides
that are formed. The analytical model is tested for two different diffusion coefficient

according to particle in-flight average temperature (large-small particle size).

6.2.2 Effect of Particle Size

Thermal spray powders are supplied within a range of distribution while uniform powders
are not normally available. A typical range of HVOF sprayed powders are 10 to 80 pm, in
this simulation, four different sizes are given namely, 10, 20, 50 and 80 pun to the particles
injected at the supersonic region of the CDN. In this section, the particles are released
at 0 m/s and named as SP-Particle for particles from the supersonic region of CDN. In
the later discussion, SB-Particle is named for particles released from the subsonic region
of CDN. It is known from the coating practice and existing models that smaller particles
are heated more by the hot gas during thermal spraying, the temperature results are
shown in figure 6.19. It is apparent that large particles (50 um and 80 pm) have low
temperature profiles (less than 700 K) during flight while small particles (10 pm) reach
the maximum temperature of 1470 K. Given the liquidus temperature of the stainless
steel is 1673 K, all the particles are still in solid state throughout the domain, which is
consistent with the microstructure analysis showing that particles are hardly melted in
the HVOF coating. The oxidation results in figure 6.20 show that the development of
oxide layers on particles are strongly dependent on particle size. The amount of oxide for
50 pm and 80 pm particles are almost negligible and the oxidation progresses very slowly
when particle temperatures are low. The variation of oxidation according to particle size
is a direct result of temperature change.

The profile of oxidation rate in figure 6.21 demonstrates the fastest oxidation takes
place when both temperature and oxygen concentration are close to their maximum
values. The sudden drop of oxidation rate from its peak is caused by the rapid decline of
oxygen surrounding the particles shown in figure 6.22. It needs to point out that figure
6.22 is the oxygen fraction surrounding the in-flight particles rather than the centre of
the gas flow. As seen in the pathline of particle trajectory (figure 6.23), SP-Particles
travel with a marginal distance from the centre of the gas flow. The oxygen contour plot
in figure 6.24 shows the supersonic gas jet where excessive oxygen penetrating into the
jet core is prevented, as a result, very low oxygen is available in the gas surrounding the

particles. This result confirms that within the typical standing-off distance (from the gun
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exit to substrates) this HV OF gun can produce metallic coating with low oxidation.
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Figure 6.20: Oxidation at different particle size and injection location.
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Figure 6.21: Oxidation rate for SP particles.
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Figure 6.22: Oxygen concentrations in the particle computational cell and centreline of
the domain.

6.2.3 Effect of Injection Location

It is a common feature in the commercial HVOF guns to inject powders at the end of
CDN (supersonic region), in which case, it is believed that powders can effectively avoid

direct contacts with the flame and hot gas in the combustion chamber, and suppress the
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Figure 6.23: Particle trajectories in the radial direction.
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Figure 6.24: Oxygen concentration at the jet (top) and inside the gun (bottom).

undesirable overheating of particles. On the other hand, the later injection of powder
could reduce the momentum transfer from the gas flow and give less acceleration to
particles. To analyze the effect of injection location, in this simulation, powder is injected
close to the combustion chamber and in the front of CDN (subsonic region). The particle
1s referred as SB-Particle. The results from SB-Particle and SP-Particle are compared in

this section. Due to the low temperature profile and marginal oxidation for 50 ym and
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80 pm particles, only the results from 10 pm and 20 pm particles are displayed for clear
comparison. The temperature plot in figure 6.25 shows SB-Particles reach much higher
temperatures than SP-Particles.

The temperature increase has dominant effect on the growth of oxides on the particles,
e.g. 10 um SB-Particles have oxide layer 3 times as thick as SP-Particles (figure. 6.26). As
oxygen fraction varies within the gun and external domain shown by the contour plot in
figure 6.24, the SB-Particles encounter a maximum oxygen concentration inside CDN and
a delay of oxygen decline outside the gun shown in figure 6.22. The comparison between
analytical and numerical model shows a satisfactory agreement. The numerical model can
be considered more precise since oxidation is a function of both particle temperature and
oxygen concentration. The analytical model inaccuracy rises from the fact that the oxide
layer growth is driven only by the oxygen concentration. As shown in figure 6.26 the oxide
layer thickness development follows the same pattern for both particle sizes and injection
locations in contrast to numerical solution. The reason is that the analytical solution
is ot sensitive to any temperature variation on particle surface. In the case of small
particles the oxide layer is under predicted significantly due to their large temperature
variations that cannot be represented by an average temperature along the in-flight path.
However, the developed analytical solution when is used with careful selection of the
input parameters can provide a powerful validation tool.

The combined effect of temperature and available oxygen surrounding gives rise to
two fastest oxidation regions shown in figure 6.27 while the growth of oxide layers for SB-
Particles is three time as fast as that of SP-Particles. Although the Sub-Particles achieve
slightly higher velocity due to the increase of residence time, the velocity difference at
the end of the domain is relatively small; in this case, the benefit of increased momentum
to the particles is overwhelmed by the large increase of oxidation in the particles which
has detrimental effect on coating structure. The results approve that injecting powders
at the end of CDN is able to reduce the contacts between powders and the hot gas flame

minimizing consequently the undesirable oxidation.
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Figure 6.26: Comparison of oxide layer growth between analytical and numerical models.
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Chapter 7

Modelling of Droplet Impact

7.1 2-D Model Development

The large number of process parameters, in which the physical properties of coating are
sensitive to, leads to expensive and time consuming trial and error optimization of thermal
spray process. Better control of the process requires a fundamental understanding of the
thermal-physics within and outside the gun. To date, progress has been made to study
gas/particle dynamics within spraying guns and external free jet region; however, there
is still lack of clear understanding of the impingement process where dynamic flow and
heat transfer occur during the impact, spreading and solidification of molten droplets.

The study aims to develop a 2-D numerical model that is able to accurately simulate
droplet impingement process. Detailed data of thermo-physical properties is implemented
into the material model instead of using constant value, e.g. different thermal conduc-
tivity and density for liquid and solid, latent heat of freezing. Most assumptions that
could affect prediction in existing droplet impingement models are replaced with close-to-
reality algorithims, e.g. Marangoni stress boundary for substrate surface boundary where
the shear stress is solved as a function of temperature, an additional heat transfer resis-
tance in the governing equation to solve air entrapment and as a result, detailed physics
could be revealed and many limitations for impingement modelling will be eliminated.
It needs to point out that the geometric constraint for a 2-D model prohibits a correct
prediction of the number of fingers formed around a droplet, which can only be solved
with more computationally expensive 3-D model.

The droplet impingement model is solved with the computational domain shown in
figure 7.1. Only half of the domain is actually computed with a symmetric boundary in the
middle and very fine grid is used for the regions where impact, spreading and solidification
occurs. The numerical method used in this study is a segregated solution algorithm with

a control volume based technique. The pressure and velocity are coupled with SIMPLE
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Figure 7.1: Computational domain for the impingement model

(semi-implicit method for pressure linked equations) algorithm which uses a guess-and-
correct procedure for the calculation of pressure on the staggered grid arrangement. The
QUICK (quadratic upwind interpolation) scheme is used for the discretization of the
model equations. As a higher order scheme, the QUICK method can minimize false
diffusion errors at cost of computational stability.

The droplet impingement model is developed and validated with the experimental
measurement of Tin droplets [144]. Material properties being used in this model are listed
in table 7.1. The numerical model works on the basis of two-dimensional, axi-symmetric,
incompressible laminar flow. On the impingement, heat transfer is dominated by convec-
tion and conduction, therefore, radiation from the droplet surface to the surroundings is

negligible.

7.1.1 Flow Modelling

Numerical models of the droplet impingement are solved by the Navier-Stokes and energy
equations, coupled with the Volume of Fluid (VOF) surface tracking technigque on a fixed
Eulerian structured mesh. In the VOF model, a single set of momentum equations is
shared by the fluids, and the volume fraction of each of the fluids in each computational
cell is tracked throughout the domain. In this method, the volume fraction of 1% fluid
in the cell is denoted as ¢: ¢ = 0 for an empty cell; ¢ = 1 for a full cell and 0 < ¢ <
1 when a cell contains the interface between the 1* and 2¢ fluids. The following single

momentuim equation is solved throughout the domain:
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Impinging Droplet

Tin (Sn)

Substrate

Stainless steel

Droplet Diameter 2.2 mm
Droplet Initial Temp 519 K
Substrate Initial Temp 2908 K
Impinging Velocity 4 m/sec
Solidus temperature (Tsolid) 504 K
Liquidus temperature (Tliquid) 506 K
Thermal Conductivity Liquid Tin | 33.6 W/mK
Thermal Conductivity Solid Tin | 62.2 W/mK
Thermal Conductivity Steel 14.9 W/mK

Density Steel

7900 kg/m3

Density Liquid Tin

6980 kg/m3

Density Solid Tin

7200 Kg/m3

Droplet Surface Tension

0.566 N/m

Specific Heat Droplet

244 J/kgK

Specific Heat Steel
Latent Heat of Solidification

477 J /igK
58500 J/kg

Table 7.1: Initial conditions and properties of tin and stainless steel used in the simulation.

% (p@) + V- (pid) = =Vp + V- [p (Vi + VE")] + p + Fra

Equation (7.1) is dependent on the volume fractions of phases through the properties p

(7.1)

and p. The velocity differences between the two phases in this model are not pronounced
so the shared-field approximation can be safely used without adversely affecting velocity
computations near the interface. The face fluxes for the VOI model are calculated using
the geometric reconstruction scheme available in FLUENT. The interface between fluids
is solved by a piecewise-linear approach. The continuum surface force (CSF) proposed
by [145] is used for the surface tension model. To include the surface tension effects in
the calculation is necessary to compute a local curvature J (Figure 7.2(a)), in each free
surface computational cell, so that a surface tension force F,, can be evaluated.

The additional surface tension model to the VOF calculation results in a source term

in equation (7.1) and is expressed as a volume force as follows:

Ja /)ALVOQ
ol = O T
T (pi+ py)

The mathematical equation of the contact angle (figure 7.2(b)) is based on the study

(7.2)

of [63] in which the curvature of the surface near the substrate wall surface is adjusted
according to dynamics boundary conditions. The contact angle at the wall is given as 6,

and the surface normal to the cell next to the wall is:
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Figure 7.2: Interface boundaries: (a) Local free surface curvature (b) Wall contact angle.

A = N, cosb, + t,sinb, (7.3)

The values of the liquid-solid contact angle during spreading and recoiling of droplets
are taken from the data produced by [144] as listed in table 7.2. The set of contact angles
are universally applied to all the surface roughness in the current study and the later re-
sults show an excellent agreement between the predictions and experimental results. Ac-
curate characterization of the substrate surface requires three input parameters, namely
liquid-solid contact angles, thermal contact resistance and Marangoni stress. Given the
universal variation of the contact angle and Marangoni stress boundary being applied to
the contact surface, it is possible to specify the surface roughness using thermal contact

resistance in this study.

Contact angle / #° | Time /(ms)
140 1to3
120 3to6
60 6 to 8

Table 7.2: Contact angle variation during impact.

The momentum equation (7.1) is in a general format for the numerical solution of the
fluid flow and solidification. A definition of the source term that is used to modify the
momentum equation in mushy zone (a region in which the liquid fraction lies between 0
and 1) is required; as the porosity decreases the velocity also decreases to zero when the

mush becormes completely solid as represented by:
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Sy = —Au (7.4)
The form of A is derived from the Darcy law:

(=N
A= (A3 +n)

The value of C depends on the morphology of the porous media and measures the

(7.5)

amplitude of the damping; a higher value C corresponds to a rapid deceleration to zero
velocity on solidification. In the current model C is given a constant value of 150,000

that gives accurate prediction in comparison with experiments.

7.1.2 Solidification and Heat Transfer Modelling

An enthalpy porosity technique [146] is used for modelling the solidification process. In
this technique, a variable named as liquid fraction is calculated instead of tracking the
melt interface explicitly. The liquid fraction indicates the volume fraction of the cell in
liquid form and is associated with each cell in the domain. The liquid fraction is computed
at each iteration based on an enthalpy balance. The mushy zone is modelled as a pseudo
porous medium in which the porosity decreases from 1 to 0 as the material solidifies.
The enthalpy of the material is computed as the sum of the sensible enthalpy, h, and

the latent heat, AH, as follows:

H="h+AH (7.6)
where
T
h = lpey + / cpdT’ (7.7)
Tres

The liquid fraction, [, is defined as
ﬁ =01 T < Tsolid
B=1iT> quu

T — Tsolid
§ o o tedlid 7.8
ﬂiquid - Tyolid ( )
i Toue < T < Thiquid
The Latent heat content is written in terms of the latent heat of freezing, L
AH = 8L (7.9)




Heat transfer in the droplet is modelled by solving the energy equation. Due to high
temperature difference between the droplet and substrate and the relative low droplet
velocity (Eckert number:E, = (C—Ug——ﬂ ~ 3 x 107%), viscous dissipation is negligible and

P

not included in the current model. The energy equation is written as:

.5% (pH) +V - (piiH) =V - (kVT) + Sy (7.10)

The source term appears on the right hand-sight is equal to:

_ OpAH
ot

In isothermal cases, due to the step change of AH along with a zero velocity at the

Sh

+V (puAH) (7.11)

solid-liquid interface the convective part of this source term takes the value of zero. In
a mushy region case this source term must be included. The temperature is solved from
the energy equation (7.10) and the liquid fraction equation (7.8). Powder particles with
100% purity are rarely used in real engineering environment. For a wider application, the
phase change in the solidification model is implemented within a temperature spectrum
instead of giving a single melting point. Heat transfer within the substrate is solved as
conduction alone and the governing equation is:
pc]adlt =V - (k,VT,) (7.12)
The model considers the presence of an air gap between the substrate wall surfaces
and the solidified material, using an additional heat transfer resistance between walls and
cells with liquid fraction less than 1. This contact resistance is included by modifying the

conductivity of the fluid near the wall (figure 7.3). Thus, the wall heat flux is written as:

_ (T_Tw)
T Ty RAZB)

Values of R are provided according to the different substrate roughness. The values

(7.13)

of contact resistance variation with surface roughness are listed in table 7.3.

Substrate Roughness /( um) | Thermal Contact resistance z10~°/(m’K/W)
0.06 1.8

0.07 2.5
0.56 3.1
3.45 5.7

Table 7.3: Thermal contact resistance variation with surface roughness.
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Figure 7.3: Modelling of surface roughness

As described earlier for the characterization of surface roughness, further to thermal
contact resistance the model allows to specify the shear stresses caused by the variation
of substrate surface tension due to temperature (Marangoni stress boundary condition).

The shear stress applied at the wall is given by:

do
= — T .
T dTVS (7.14)

7.1.3 Results and Discussions

The dynamic impingement process is vividly shown in figure 7.4 in which the computing
images have a good agreement with the experiment [144] given the same conditions as
2.1 mm diameter tin droplet at temperature of 510 K landing at velocity 4 m/s on the
R=0.06m rough stainless steel surface with temperature of 298 K. The spreading in
dynamics shows that: the droplet spreads radially along the substrate surface after the
impact; the break-off from edges is initiated at approximately 0.6 ms, get detached from
the edges at 0.9 ms and form the satellite droplets. The droplet reaches its maximum
spread at 1.8 ms as quantitatively illustrated in figure 7.5, and then surface tension pull
the edges of the droplet inwards and the spreading stabilizes from 3.4 ms when the droplet
mainly solidifies.

The solidification at different time frames is shown in figure 7.6. Thin solidification
layers are developed at the centre and edges of the droplet right after the impact at 0.1
ms; the solidification layers progress to the most close to substrate surface as the droplet
spreads at 0.6 ms; the solidification rapidly takes over the droplet by 2.0 ms; only a

fraction of liquid remains within the internal edges of the droplet at 4.0 ms when the
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droplet spreading becomes stabilized; and full solidification arrives at 6.5 ms.

The flow patterns during impingement are shown by pressure contour and velocity
vector results in figures 7.7 and 7.8 respectively. On impact the high impact velocity
generates a high pressure region under the droplet; shortly after the impact at 0.55 ms
the high pressure at the centre of the droplet forces the liquid to flow over the contact
surface while the surface tension is comparatively small; the maximum flow velocity is
achieved at the edge where all the momentum is transferred to the radial direction and
the cross-section area is small. The velocity at the edge is found to be 6 m/s, 2 m/s higher
than the impact velocity. As the spreading and solidification develop, the flow slows down
and the surface tension becomes significant which gives rise to the high pressure regions
at the edges and eventually redirects the flow back towards the centre as clearly shown
in the 2.2 ms time frame plot in figure 7.8. The flow rest mostly at 4.4 ms as a result of
solidification and a small fraction of backflow with a velocity less than 0.5 m/s is found

in the remaining liquid at the edges.

7.1.4 Surface Roughness

In this study, the surface roughness is evaluated by the thermal contact resistance as
demonstrated in table 7.2. The temperature history at the impact point in figure 7.9
indicates that the temperature dependence on surface roughness or more precisely, high
temperature profile is achieved at low thermal contact resistance on smooth surface. How-
ever, the droplet spreading is affected differently. The results in figure 7.5 show that the
spread rate of the droplet is dependent on the surface roughness. At substrate tempera-
ture of 298 K, the droplet spreads much wider before recoiling with a significant increase
of surface roughness from R = 0.07 pm to 3.45 um while a slight increase of surface
roughness from R = 0.07 pm to 0.56 pmn give only a marginal effect. The computing
results confirm the experimental observation [144] that the substrate surface roughness
influence the spreading process through solidification, i.c. smooth surface has low ther-
mal resistance that allows rapid solidification which prevents further droplet spreading;
rough surface increases thermal contact resistance that slows down solidification process
and allows the droplet to spread in a greater extent. Further examination of figure 7.5
shows that recoiling is substantially affected by the surface roughness: the droplet recoils
marginally at R = 0.06 and 0.07 gm roughness, more pronounced at R = 0.56 pm and
significantly at R = 3.5 um.
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7.1.5 Air Entrapment

It is anticipated that air could be trapped between droplet and substrate during the
impingement, and as a matter of fact, air involvement reduces heat transfer rate between
the droplet and substrate. The presence of air can be easily identified in the density plots
where the density of tin is thousands time larger than that of air. The dynamic evolution
of density distribution over the substrate surface is shown in figure 7.10. Air is trapped
in the centre of the droplet on impact and that remains the only alr entrapment region
at early stage of spreading. As the spreading progresses at 0.55 ms, three identifiable
air regions are presented within the droplet: zone 1 is in the centre, zone 2 is about
0.002 mm radial distance from the centre, and zone 3 is located near the edge. As the
droplet continues to spread and solidification becomes significant, by 2.2 ms, zone 1 moves
outwards, zone 2 remains mostly unchanged, zone 3 moves substantially outwards and
replaced by two separate zones: a small adjacent air zone 3a is formed within the droplet
and a big air gap zone 3b separates the main droplet and satellite droplets. As the droplet
recoils at 4.4 ms, zone 1 moves inwards, zone 2 is steady and zone 3b expands as a result
of the main droplet edge recoiling inwards. A possible explanation for the generation of
air entrapment during the spreading is that the edge of droplet solidifies more quickly
than the main body of the droplet, the liquid flow over the solidified edge and air is
trapped consequently. Therefore, the air entrapment is closely linked to solidification.
The previous results already demoustrate that spreading and solidification are asso-
ciated with the surface roughness. A comparison of deusity profile at different surface
roughness in figure 7.10 shows that the air zone 2 disappears and zone 3b remains within
the main droplet instead of separating the main and satellite droplets at high surface
roughness R = 0.56 pm and 3.45 pm, which is consistent with experimental and previous
findings that high thermal contact resistance at rough surface slows down solidification

and suppresses splashing.

7.1.6 Conclusions

A numerical model has been implemented to investigate the impingement of tin droplets

on a flat stainless steel plate. The following conclusions can be drawn:

1. The thermal contact resistance can be used effectively to characterize surface rough-

sss and the numerical results demonstrate an excellent agreement with the exper-

imental data.

ja

T'he solidification of droplets is significantly affected by the thermal contact resis-

tance/substrate surface roughness. On smooth surfaces where contact resistance 18
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low and heat is transferred rapidly from the droplet to substrate, droplet solidifies
quickly which prompts the break-up and formation of satellite droplets.

3. Air is trapped in the droplet during the impingement. The air entrapment during
spreading is dependent on substrate surface roughness, i.e. less air is trapped at

high thermal contact resistance on rough surface.

7.2 3-D Modelling Results

The 2-D axis-syminetric numerical solution has been successfully applied and described
in the previous section. The splashing droplet typically is not axisymmetric, which would
require a three-dimensional model for realistic splat predictions. Here the method has
been extended to fully three-dimensional computations to give a better visual under-
standing of the previous analyses. The grid consists of two levels of local refinement
resulting to a maximum number of 4 million computational cells to enhance accuracy of
the predictions in the areas of interest (i.e. the liquid-gas interface), with minimum com-
putational cost. This is achieved by having relatively fine grid resolution at the regions of
interest, and a coarse grid density where flow variable gradients are small. The numerical
simulation has lasted for 1 month on an eight CPUs Linux cluster. Due to computational
time limitations, it was almost impossible to simulate and post-process the entire range
of cases described in the previous section. Instead only one case for substrate roughness
of R=0.06 is presented.

Figure 7.11 is a sequence of photographs compared to the 3-D numerical predictions
of a 2.2 mm diameter tin droplet impacting on a flat plate of R=0.06 pm with velocity
of 4 m/sec. All the numerical parameters were described in the previous section. In
subsequent frames we can see the droplet spread radially until it reaches its maximum
spread. The outward motion of the spreading rim was arrested by surface tension and
solidification. The numerical results of velocity temperature and solidification are shown
in figure 7.13. A number of fingers were observed numerically and experimentally around
the rim of the droplet (figures 7.11 and 7.12).

The surface roughness, results in discrepancies of the static pressure when air is
trapped underneath the splat’s surface as shown in figure 7.15 as well as decrease of
the heat transfer from and to the substrate and solidification rate (figure 7.14). It can
also trigger instabilities that cause fingering around the edge of the droplet. The fingers
are produced by the Rayleigh-Taylor instability which occurs when the interface between
two fluids of different density is accelerated. The number of fingers that are formed
around the splat at its maximum spread, are 28, exactly the same number as it appears

in the experimental observation at 1.4 ms (figure 7.11).
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Figure 7.11: The impact of 2.2 mm diameter molten tin droplet with 4.0 m/s velocity
on a stainless steel plate with surface roughness R=0.06 pm. On the left the numerical
results are shown and compared on the right with photographs from experiment.
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Figure 7.14: Top and bottom views of the surface liquid fraction during solidification at
1.4 ms.

Figure 7.15: Top and bottom views of the surface siatic pressure distribution at 1.4 ms.
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Chapter 8

Conclusions

8.1 Research Summary

The thesis has presented the research results obtained from focusing on the task to de-
velop and implement mathematical models suitable for capturing the physical phenomena
occurring during thermal spray process. The computational tasks were choosen accord-
ing to involved process parameters such as combustion, heat transfer, particle modelling
and powder impact dynamics on the substrate. The research presents how a commercial
CI'D code can be utilized and enhanced, in terms of numerical models, in a multidiscipline
engineering process such as HVOF.

The numerical modelling presented in chapter 4 offers a viable analysis for moving to
the next generation liquid fuelled HVOF technology. In the first section the combustion
of propane was investigated where several mathematical models were tested. The results
can be summarized as follows.

The third order descretization scheme (QUICK) ig able to capture the supersonic
shock diamonds closely aligned with the experimental observation in the free jet region.
The model predicts that shock waves also exist inside the HVOLF gun where the high-
pressure gas flow accelerates through the convergent-divergent nozzle and expands in
the front of the barrel. The prediction of reacting flow in the combustion chamber is
critically affected by turbulent Huctuations. Without the turbulent effect, the laminar
finite rate combustion model predicts that the gas flow is confined to a narrow region
around the centre of the gun. This computational pleromone is not consistent with
experimental evidences in other HVOF guns that indicate small powder particles travel
towards the internal surface of the gun as a result of gas flow dynamics. Both eddy
dissipation and eddy dissipation-finite rate combustion models generate similar results
with a conical shape flame naturally spreading in the combustion chamber. The global

reaction model of propane combustion is able to give a reasonable prediction on heat
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generation, in term of flame temperature. The same trend is found for the predicted
maximum fame temperature and documented adiabatic flame temperature by varying
fuel to oxygen ratio.

The second section of chapter 4 describes a three-dimensional simulation where the
combustion and discrete particle models within the commercial numerical code were ap-
plied to solve the combustion of kerosene and couple the motion of fuel droplets with the
gas flow dynamics in a Lagrangian fashion. The effects of liquid fuel droplets on the ther-
modynamics of the combusting gas flow were examined and the results are sumimarized
here.

The combustion process of kerosene is dependent on the initial fuel droplet sizes. The
small droplets generate a confined corn-shape flame and give more uniform temperature
profile within the combustion charnber while large droplets have dispersed fan-shape
flame structure and less uniform temperature profiles. Large areas of recirculation flow
are generated around the fuel/oxygen injection ports and the location and magnitude of
recirculation flow are dependent on droplet sizes, i.e. recirculation flows decline as the
fuel droplet size increases. Generally small fuel droplets only endure short distances and
are confined within a more uniform pattern while large droplets travel much further and
disperse more widely into the gas flow. With the current gas flow rate, both 0.1 and 1 jm
fuel droplets have similar core length of the flames and evaporation rate which implies that
an optimized atomizer should produce droplet size around 1 pm to achieve cost-effective
operation. The acceleration of powder particle is less sensitive to the variation of fuel
droplet size while more dependency is predicted for the particle heating process. The
current design of the three fuel/oxygen injection ports with large combustion chamber
1s able to generate uniform temperature and momentum output despite the variation
of fuel droplet sizes. It is possible to overcome the problem of carbon deposition from
the current design by changing the incoming angle of fuel and oxygen stream towards
the centre, which will effectively reduce the contact between the combusting gas and the
internal wall surfaces.

In the third section of chapter 4 a CFD water cooling model has been presented to
exaimine the heat transfer between the cooling water and the solid copper in a HVOF
thermal spray gun. The heat transfer mode was fully integrated with the hydrodynamic
gas How field and gives insights to heat transfer mechanism during the process. The
following conclusions have been obtained.

The heat loss through water cooling is dependent positively on the water flow rate.
The effect of water flow on the temperature of gun surface is more pronounced at low
flow rate and less significant at high flow rate. The water flow has no noticeable influence

on the gas temperature in the centre of the gun. Flow direction can affect the cooling
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efficiency. The current cooling configuration points to a better cooling when water flows
from combustion chamber towards the exit. The maximum temperature of gas flow within
the combustion chamber is independent on water flow rate and direction. The gas flow
dynamics relies on the internal design of the thermal spraying gun rather than water
cooling configuration.

Chapter 5 presented several important considerations regarding the discrete particle
modelling and validation of research results. The presented results in chapters 5 and
G have been verified in terms of their ability to deal with the stated problem area (i.e.
melting, solidification and oxidation modelling of powder particles) through integration
with existing theories and methodologies and through implementation in an operative
industrial HVOF design.

In Section 5.3 the concept of an analytical solution to the phase change problem was
presented. The major advance of the improved analytical solution is to include surface
convection without using complex numerical methods. The simplified solutions can be
readily incorporated to numerical models in Lagrangian formulation to solve complicated
multiscale modelling problems. The analytical model was based on several assumptions.
Despite the benefit due to simplicity, the analytical solution can be used only when pure
materials are examined. In section 5.4 a new approach that combines the Lagrangian
particle modelling with numerical solution within the discrete particles is presented in

an attempt to overcome the limitations of the analytical solution. The numerical model

o

presented in this section is a novel “cheap to run version” of the expensive fixed grid
methods described in section 5.1. The high thermal profiles endured for sprayed particles
i conjunction with melting give rise to oxidation on the surface of metal powders. It was
an objective of this study to include and predict mumerically all the physical phenomena
that occur during the process. The results and conclusions of the analytical and numerical
solutions are presented in chapter6.

A 3-D CI'D model has been developed to investigate the Inconel 718 particle dynamic
behaviour in a liquid fuclled HVOF spray gun using kerosene. The model employed a
Lagrangian particle tracking frame coupled with a steady-state gas flow field to examine
particle motion and heat transfer during HVOF spraying. The model was used to in-
vestigate the effects of powder injection parameters on in-flight particle behaviour. The
following conclusions have been obtained.

An increase in particle injection velocity from 0 to 40 m/sec increases the particle
temperature development as well as the particle impact velocity. At speed above 20 m/s;
the 20n particle may hit the internal surface of the barrel and the trajectory may he
changed to opposite direction as the result of elastic collision. The computational results

imply that, to spray Inconel 718 powder with a mean diameter of 20p1m0, the injection

163




speed needs to be controlled between 8 to 10 m/s, in that case, most powder particles will
stay in the centre of the gun. The set of results imply that the particular particles at the
given injection speed of 8 m/sec will concentrate at the centre of the jet at the point of
impact but the higher impact velocity and temperature can be achieve at axial injection
position closer to the throat. The particle trajectories show that the small particles are
blown away by the gas flow, whereas large particles of 30-40um diameter move across
the centre of the gun. The results show that particles smaller than 5um will be greatly
overheated, on the contrary particles larger than 10pum may never reach the liquid state
during the process. All powder particles are hitting the substrate (i.e. 0.32m from the
gun’s exit) fully solidified although particles smaller than 10um have been melted before
at some point of their in-flight trajectory.

The oxidation of steel particles is investigated in section 6.2. The numerical oxidation
model has been implemented in Lagrangian method for tracking powder particles in
thermal spraying. Numerical simulation has been carried out for liquid fuelled HVOF
gun with 3-D gas combusting gas flow same as in section 6.1. The numerical models
were used for parametric study on particle size and injection location. The numerical
model was validated against the analytical solution developed in the previous chapter.
The results confirm that HVOF guns can produce metallic coating with low oxidation
within the typical standing-off distance about 30 cmi; injecting powders at the end of
convergent divergent nozzle is able to reduce the contacts between powders and the hot
gas flame to minimize the undesirable oxidation for metal powders. This investigation
hias used stainless steel powders, but the oxidation model can be generically applied to
any metallic powders in thermal spray coating when experimental data on the material
are available.

Chapter 7 presented a 2-D numerical model that is able to accurately simulate droplet
mnpingement process. Detailed data of thermo-physical properties is implemented into
the material model instead of using constant value, e.g. different thermal conductivity
and density for liquid and solid, latent heat of freezing. Most assumptions that could
alfect prediction in existing droplet impingement models are replaced with close-to-reality
algorithms.  The 2-D computational domain was extended to a more realistic 3-D in
scction 7.2, The following conclusions can be drawn.

The thermal contact resistance can be used effectively to characterize surface rough-
ness and the numerical results demonstrate an excellent agreernent with the experimental
data. The solidification of droplets is significantly affected by the thermal contact resis-
tance/substrate surface roughness. On smooth surfaces where contact resistance is low
and heat is transferred rapidly from the droplet to substrate, droplet solidifies quickly

which prompts the break-up and formation of satellite droplets. Air is trapped in the
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droplet during the impingement. The air entrapment during spreading is dependent on
substrate surface roughness, i.e. less air is trapped at high thermal contact resistance on

rough surface.

8.2 Scientific Contribution

A ‘cheap to run’ discrete phase particle numerical approach has been developed and
added to the existing body of scientific knowledge. The analytical phase change solution
is added as a possible extension (primarily in the discrete phase modelling) to overcome
limitations and assumptions of previously developed models. The scientific contribution
of this research is the suggestion of complete and accurate modelling methods for the
prediction of the powder particle thermal behaviour during thermal spray. The imple-
mentation of the numerical and analytical models can be extended to different thermal
spray processes such as plasma spray. The droplet impingement process has been analysed
and enhanced with more reliable solution algorithims mainly regarding the heal transfer
part. The successful validation with existing experimental data provide further evidence
that the proposed concepts are valid and provide an extension to existing methods and

theories.

8.3 Industrial Contribution

The ability to deal effectively and efficiently with HVOT thermal spray process, through a
commercial general purpose CIFD code, can provide insights into the core product design
and a robust platform for further development. The gas and particle analysis of the liquid
HVOF systems is interesting in such a way that transition phase to the next generation
products can be supported and carefully assisted. The industrial contribution is the
enhanced ability, through modeling, to effectively and efficiently develop high variety of
products according to the market needs. The CFD results provided in this thesis can be
a tool in the toolbox ol an experienced designer as well as a fundamental enabler for the

development and implementation of new generation product systems.

8.4 Recomentations for Future Research

8.4.1 Combustion modelling

Further understanding of combustion can be probably achieved using CFD, mainly at

LES level. Standard steady RANS methods (based on the k — & transport model) may
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not be able to reproduce as accurate as LES the flame behaviour. RANS methods have a
tendency to under predict, in the region inside the combustion chamber, the aerodynamic
inflow jet of reactants into the flame. On the other hand LES, may give more accurate
prediction of the velocity parameters controlling flame position, and predict flame sta-
bilization inside the combustion chamber. Although fast burning fuels such as propane
or kerosene can be modelled under equilibrium chemistry, more sophisticated multi-step
reaction models can be implemented when experimental data are available. The study
of kerosene combustion has shown that combustion process depends on the previously
atomized fuel droplets. Modelling of the atomization process prior to combustion may

he a necessary extension to this study.

8.4.2 Particle Modelling

Cousidering that the particle mass loading is relatively low in HVOF process the particle-
particle interactions can be safely ignored. If the particle mass loading is large, particles
are expected to interact each other therefore modelling of this behaviour may be necessary.
Further studies on the particle modelling should be done considering the carrier gas effect
on particle velocity upon entering the computational domain. In this study the particles
are given an initial velocity which is not a result of the aerodynamic interaction with
the carrier gas flow. Future studies should be contacted to correlate the carrier gas mass
flow rate with particle velocity. This will require modelling of the particle flow inside the
“arrier gas tube. The effect of carrier gas on particle oxidation is also a process parameter

that has not been studied yet.

8.4.3 Particle Impingement

Further efforts should be devoted to the modelling of solid particle impingement and the
formation of coating structures. A challenging computational task is the prediction of
multi-particle impingement including the hot gas stream onto substrate. The impinge-
ment of solid and irregular particles requires attention since most of the sprayed particles

are not melted at impact.
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Appendix A

Turbulence Modelling

Based on the assumption of continuum the basics equations of fluid dynamics are derived

according to the Reynolds’s transport theorem. The integral form is given by the following

equation:
L[ ©OF N
= Frt)dV = / —dV + / P(u im)dS (A1)
dt 70! JV (1) ot JS(t)

The dynamical behavior of fluid flow is completely described by the conservation of
three quantities: mass, momentum and energy. An important feature of the fluid flow is

the turbulence.

A.1 Flow Description

The complete system (in vector form) made by the integral expressions of the three
conservation laws is:

Is

o I - . -
— W dS) + Fo—Ty)dS = ds A2
5 {‘/S([, F)(S ./sQ (A.2)

tJa

where ) represents the control volume (fixed in space) and S is the surface that en-
closes Q. The first term in the rhs, W, has five components and is called the conservative
variable vector. In the second surface integral, _}?C is related to the convective transport
of properties inside the fluid while [, represents the viscous stress work and heat of
diffusion: the former is called convective flux vector and the latter viscous flux vector.
The vector  includes the contribution of all volume sources (or sinks) due to external
forces f,, heat sources ¢y and work done by the external forces Wy, = /Jj, 7. If i is the
unit normal vector to the surface 8 (pointing outward of the volume) the component V

of the flow velocity (7) normal to the volume boundary can be expressed as:
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V =107 = ngu + nyv + n,w (A.3)

The expanded expressions of the column vectors are:

i~ =

[ ] % 1 0 0
pu puV 4 ngp NgTop + Ty Tay + NaTaz Pfex
W = pr | ﬁ = | poV +nyp |; F v = | NapTye + NyTyy + M2y | Q=1 pley
i pwV 4+ n,p TpTap + Ny Tay + T2Tas p ez
B | pHV | | 1,04 + 1,0y + 1,0, L P f: U+ g |
(A4)

The term 7 is the viscous stress tensor (symmetric) and for a Newtonian (linear)

viscous fluid is defined as:

T,‘j = _pé?] -+ 24 (g% + %{%) -+ ()U/\V U (AS)

It is still not clear, how the coefficient of bulk viscosity A can be considered: it appears

to depend on frequency so that should not be a thermodynamic property. However,
except for extreme condition (high temperature or pressure), the hypothesis done hy
Stokes (1845) is widely accepted.There are two phenomena in which bulk is relevant and
are shock waves and sound wave absorption/attenuation and explicates the dependence

of A from p as:

2 .
A+ Fh= 0 (A.6)

The first coefficient of viscosity (from now on wviscosily) is calculated with the formula

obtain by Sutherland from kinetic theory:

T 3/5 Ti S
A T .
/J 127 <T ()) /]1 »{_ ‘Sl ( )

The constants are reference values (ex. for air Ty =273 K and py = 1.71e—05N - s/m?).

The vector © has the following components:

- . . , OT
@J‘ = UTyy + UTzy + Wy - k D
D) e oy , . L OT 3
O, = uty, + U7y, + Wy, + kfg; (A.8)
- . ., . 1, OT
O, = UTyy + VT + WTy + k%

The external f, forces (also called body forces) represent all the typology acting

directly on the mass: examples are gravitational, Coriolis and buoyancy. The total
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enthalpy H is given by the relation:

7 2 -
H:e+l—UL+B (A.9)
2 p

where e is the internal energy per unit of mass. For a perfect gas the internal energy

is given by the equation:

N
e =1 (A.10)

where 7 is the specific heats ratio e The equations system (A.2) is known as the

Navier-Stokes equations.

A.2 RANS Equations

In order to explain the determinant aspects of turbulence, the differential form of the
system (A.2) is used. Assuming that there are no sources or sinks, the differential Navier

Stokes equations are:

dp d
% = (pwi) = 0

¢ ) Z . Op OTi j .
—5)7 (pu;) + -a%: (pvjv) = -é—f: + (7)%]’" (A1)
2 ] A -) patsal

2 (pE) + 2 (po;H) = 52 (vimy) + 7 (W)

where i and j are two index denoting the components of the tensor. The compact

notation for the viscous stress tensor (according to Stokes hypothesis) is:

, 20\ Ouy '
Tij = 2[/,.5” - <%> d_di'(gu (AJQ)

According to the mass conservation in (A.11), the last term in the lhs disappears for

incornpressible flow. The strain rate tensor and the rotation rate tensor hecome:

i 1/ Ov;  Ovu; 1/ 0v; Ov;
Si== = 4+2); Qy==|+—-%* A3
KA ((’):L'j l (')3;1) ' ) (0:1;j 83)1‘) (A.13)

The basic concept in the statistical analysis is to decompose the flow u variables in a

fluctuating «’ part and its mean value

=1+ (A.14)

In order to obtain the mean value, there are four possible averaging procedures:

1. time averaging (appropriate for statistically steady turbulence, the mean @ value
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varies only in space and not in time);

2. spatial averaging (@ varies only in time);
3. ensemble averaging (@ varies with both time and space);

4. density weighted averaging (known also as Favre decomposition, designed for com-

pressible flow).

The first three methods are also known as Reynolds averaging: when the turbu-
lent flow is stationary and homogeneous they are equivalent (ergodic hypothesis). The
Favre method is necessary because, when density is fluctuating, an additional correlation
between the variables arises: usually (for compressible flow) density and pressure are de-
composed using the Reynolds approach while the other variables (velocity, temperature,
enthalpy, internal energy...) undergo the density weighted procedure. The analytical

expression of the four methods is respectively:

h e LoptAL o T L[ .
) U= Al.”“ <7 f[ widt; D) U= J}}){; a .]Q w; A€ ;
¢) = lim £ d) =1 lim & f”'mg’ o1t (A.15)
) AN 2= s o= M AT P,

It is important to note that the main fHuctuation term is zero, w; = 0, while the

average product of two fluctuating term not wuj # 0. In case of Favre decomposition

i, = pu; and pu! = 0. The application of the Favre averaging to the equations (A.11)

yields the so called RANS system:

9 (5= ==\ _ aop g (= ]
B (/)l.)i) -+ (/)U]-u,,-) = ‘55:7 + 5 <T /)U’U”)

gt (ﬂf) + b% </SDJH> = 5‘7)— [5‘; <TiJ /)u”u”)} - m (l or = puf I Ty — /‘5’1)3«’]()
(A.16)

The equations in (A.16) have a new unknown quantity, called Reynolds-stress tensor:

T‘R . »/) U“U“ (AJ?)

v

The turbulent kinetic energy is given by the sum of the normal stresses:

— 1 _

pi = «2/)7)"1)” (A.18)

Usu iljy in transonic and supersonic flow, H : term expressing the molecular diffusion,
5{1’7 (TU’U?), and turbulent transport of K, #2- (,ou”](), are neglected. The Reynolds-

stress tensor is symimetric, so that after ;]1(3 a.vcmgmg procedure we introduce six more
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unknown terms in the equations describing the flow. Further there are other three un-

knowns coming from the components of the turbulent heat-flux vector 5% (pv}’h”) In
5

conclusion, nine more relations are necessary to close the problem.

A.3 Boussinesq Hypothesis

The basic approach to solve the closure problem belongs to Boussinesq. After noticing
that the momentum transport in turbulent flow is enhanced by the mixing activity of
the big energetic vortex, he theorized a linear relation between turbulent shear stress and

mean rate of strain:

= = 2ur\ Ovg 2 =
TI»R - —[3’0;,'1);-/ = 2/,1,T57jj - (%) ;j%%‘ou - 3{3]((5,_] (Alg)

The proportionality p'I' coefficient is called turbulent viscosity, that is not a physical
property of the fluid (like molecular viscosity), but it is function of the local flow condition.
Especially in the simplest models, like algebraic ones, the last term in the right hand side
is removed. According to the Reynolds analogy, the turbulent heat-flux vector can be

modeled as:

o
51'3-

pujh’ = —ky
The turbulent thermal conductivity coefficient is given as a function of the turbulent

(A.20)

Prandtl number (generally considered constant in the flow,~ 0.9 for air) and turbulent
viscosity:
Hr ’
kp = c¢,=—— A21
! 1 P]"]’ ( )

It is now clear, that when the value of the turbulent viscosity is known, the equations

(A.16) arc ready to be solved (the value of K in the last term on the rhs of (A.16) is
usually neglected or deducted as a product of the specific model). However, although
the simply formulation, Boussinesq hypothesis is not generally valid. Tt is not accurate
in cases like sudden variation in the mean strain rate, secondary flows, separated flow,
rotating and stratified flows. The limit of this approach relies on the assumptions of local

equilibrium between turbulence and main strain and of system rotation independence.
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A.4 Reynolds Stress Transport

The exact Reynolds stress transport description can be derived averaging the product of

second equation in (A.11) and fluctuating quantity:

ol ny RO, RO . .. 4 O 7 e - O
Bt s ()x;\ (”\T ) = T Tk gz, — Tikaw, i H” + Jzy, [ ThjVy Thily ! O”k] (A22)
=i Op | i Ip.
1 Yi dix, 1 7011
where
TR T ow o
P e s B = T b T
HTJ =P (a:v; ]_ Baa)’ Eiy Thj dan } T""‘B:vk (AZS)

Cijie = poj v vy, + p'vf bz 4 p'vf ok
Because of the nonlinearity of the momentum conservation equation, additional un-
1, 01518

knowns (e.g.vv7vy) are generated every time a higher moment (averaging level) is taken

The closure of equation (A.22) is done using empirical model.

A5 The k- model

This is the most used 2 equations model: a detailed description can be found in [95]. It
relies on the solution of two additional transport equations, one for the turbulent kinetic
energy K and the other for its dissipation rate . For high value of the Reynolds nuinber

the transport of the turbulent kinetic energy can be written as:

_OK :)I: _ RO 0 9 TN,
ot + v JOx; T Tz/ dz:; 77701» dx; [Tﬁ”i zUJ Vv Py J (A 24)
”QL c)v '
; dz; + [ ;g
However, in the standard s-¢ a modelled expression is implemented, instead of (A.24):

Ope  Opev; —-/i)?)":- ; € d jar\ Ot
Opet; _ I A N e A.25
o " or, < Capniv)g,, —Cal ) %" ag, |\ ) B (A.25)

The exact equation that expresses the dissipation rate transport is extremely com-
plicate and would introduce new terms with double and triple correlation between the
fluctuating parts of flow variables. Further those guantities are almost impossible to
measure at any level of accuracy, so that a closure model would be impossible. In order
to overcome this difficulty an approximate expression for € is used and is the same nged

for incompressible flows:




ope  OpeT; —— Ovi ). 9 iz s
ope -+ pevs = ('—OEI,DU{, Vig—— 052,05> =+t 5 {(.&—i— ﬁz) éf—l <A'26)

ot 0z; 0z; K = Ox; Pr. ) Oz;

The eddy viscosity is:

K
Hr = Gﬂ,[)"g (A27)
The closure coeflicients are:
Co =144, Cpp =192, C, =009, P,=1.0; F.=13; (A.28)
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