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SUMMARY

Over tne past decade, several experienced Operational Researchers
have advanced the view that the theoretical aspects of model building
have raced ahead of the ability of people to use them. Consequently,
the impact of Operational Research on commercial organisations and the
public sector is limited, and many systems fail to achieve their
anticipated benefits in full.

The primary objective of this study is to examine a complex
interactive Stock Control system, and identify the reasons for the
differences between the theoretical expectations and the operational
performance. The methodology used is to hypothesise all the possible
factors which could cause a divergence between theory and practice,
and to evaluate numerically the effect each of these factors has on
two main control indices - Service Level and Average Stock Value.

Both analytical and empirical methods are used, and simulation is
employed extensively.

The factors are divided into two main categories for analysis -
theoretical imperfections in the model, and the usage of the system
by Buyers. No evidence could be found in the literature of any
previous attempts to place the differences between theory and practice
in a system in quantitative perspective nor, more specifically, to
study the effects of Buyer/computer interaction in a Stock Control
system.

The study reveals that, in general, the human factors influencing
performance are of a much higher order of magnitude than the
theoretical factors, thus providing objective evidence to support the
original premise. The most important finding is that, by judicious
intervention into an automatic stock control algorithm, it is
possible for Buyers to produce results which not only attain but
surpass the algorithmic predictions. However, the complexity and
pehavioural recalcitrance of these systems are such that an innately
numerate, enquiring type of Buyer needs to be inducted to realise the
performance potential of the overall man/computer system.
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"Call a man a machine 1f you want to, but don't
underestimate him when you come to do experiments on
him, He's a non-linear machine; a machine that's
programmed with a tape you can't find; a machine
that continually changes its programming without
telling you; a machine that seems to be especially
subject to the perturbations of random noise; a
machine that thinks, hnas attitudes, and emotions;

a machine that may try to outguess you in your
attempts to .find out what makes him tick, an effort

in which, unfortunately, he is sometimes successful.”

A. CHAPANIS (1)
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CHAPTER 1

INTRODUCTION




1.1 DETERMINATE AND INDETERMINATE SYSTEMS

Computer applications which have been implemented in industrial,
commercial and public organisations can be usefully classified
according to their determinacy. Systems with highly structured
inputs, relatively invariable procedures and predictable outputs
can be said to possess a high degree of determinacy. Conversely,
systems with inputs of a random or probabilistic nature, flexible
procedures, and outputs which are difficult to predict can be said
to be indeterminate.

The concepts of determinacy and probability are closely'related.
In determinate systems the probability of correctly predicting the
outcome is high, whereas in indeterminate systems it is low. 1In
determinate systems the Operators apply highly programmed actions to
predictable inputsAand the task is one of straightforward information
handling; in indeterminate systems the Operators must be allowed to
vary their actions contingent upon the input patterns and‘thereby
exercise decision-making functions. Ashby (2) has proposed a 'Law of
Requisite Variety' which asserts that in order to maintain a system
in a steady state, the Operators (or, more generally, 'controlling
forces') must possess a sufficient repertoire of controlling actions
to counteract any environmental disturbances acting on the system.
Hence if the inputs possess stochastic properties, the Operators
must exercise a commensurate variety of responses to achieve the
desired goals.

Indeterminate systems have both positive and negative aspects.
On the one hand the system has sufficient intrinsic flexibility to
adapt to unpredicted or previously unexperienced environments and
competitive systems. On the other hand, the necessity to select
from a large number of options requires a much higher grade of
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Operator and an increased risk of Operator error. Some responses
can be programmed in advance of system operation, but many are
contingent upon the Operators' perception of a stream of
unstructured, unpatterned and sometimes irrelevant inputs.

it is clear that indeterminate systems are, per se, comp lex.

It is also intuitively obvious that complex systems require
heightened perceptual and cognitive skills from the Operators.
Indeed, the Operators may be pushed towards, and perhaps beyond,
their limits of efficient performance. Although the advantages of
automation are well established in the cases of psychomotor
functions, they are much more dubious for cognitive functions.
Certainly, at the present time there is no question of completely
replacing the human cognitive function with computers. However,
man is far from being an optimal decision-maker and computer-
aiding can be a siénificant help.

The majority of computer systems which have been implemented to
date are characterised by a high degree of determinacy. Sysfems
which effect the basic book-keeping functions of a Company are
typical examples. Here the manual system has been replaced by an
automated equivalent, usually with a 'spin-off' of improved
management information to justify the computer. The computer often
supplants clerical operations, and the system runs in a highly
programmed manner.

Some computer systems, however, have a much greater degree of
indeterminacy. Typical examples are Stock Control, Production
Scheduling, and Vehicle Route Planning. In those systems, environ-
mental forces acting on the system are much more difficult to
predict. In most of the applications, Operational Research
techniques are invoked. Often, an algorithm is embedded in the
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system to produce an 'optimum'’ solution. However, the quest for
an optimum solution often results in simplifying the model to a
point where it fails to incorporate all of the decision variables,
and, as a result, attaches undue weight to the remaining easily
measured variables. Hence, depending on the nature and magnitude
of the intangibles, the algorithm may pe addressing only a sub-set
of the problem, and the acceptance of the solution may be invalid.

Heuristic methods have been tried in place of optimisation
techniques. Some examples will be déscribed in Section l.2. Here
the computer adapts its processing routines to seek a solution
within the confines of general decision rules. This is intuitively
commendable but at the present time the potential of the method has
not yet been realised in commércia; software.

The present research is pased upon one particular example of an
indeterminate system - a complex stock control application where
the buyers interact with an automatic algorithm. The demand and
lead time inputs are of a probabilistic nature, and the algorithm
is regularly overridden in order to gain commercial advantage from
opportunistic purchasing. It is not claimed that this system is
representative of all indeterminate computer systems, but it is
reasonable to suppose that many of the findings apropos man/computer

interaction will be relevant to other application areas.



1.2 RESEARCH AREA

The research is aimed at identifying and placing in perspective
the factors contributing to the divergence between the predicted
and achieved performance in a stock control application, and to
proceed from there to advance the present state of knowledge in man/
computer system design in this type of indeterminate system. The
long-term cbjective of such research is to work towards a symbiotic
partnership between man and computer whereby they interact to attain
a better overall performance than either could achieve independently.

The concept of man/computer symbiosis (3) is based on the
assertion that man has something valuable to contribute on-line to
problem-solving tasks which a computer cannot do automatically. The
notion is not applicable to problems with a small well-defined
easily quantifiable set of variables for which a true optimum can be
calculated mathematically. It is relevant to the much more common
case where the Operators have access to facts and opinions not
available to the computer.

The author could find no evidence in the literature on Stock
Control or Human Factors that the objectives have been researched
before. Specifically, no recorded cases were found of buyers
interacting with an automatic stock control algorithm. Singleton,
in a private communication with the author, confirms that "there
tends to be little (literature) between the two extremes of 'how to
do it' management articles and the abstract approach to the use of
computers for mathematical modelling". A few boundary areas of
research into man/computer interaction are described briefly to put
this central aspect of the present research into context.

Heuristic Methods

Heuristics are 'yules-of-thumb' which obviate the need to
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explore every combinatorial possibility when solving a complex
problem. The principle 1is akin to Simon's (4) concept of
'satisficing', i.e. obtaining a 'good enough' rather than optimal
result. Fuller (5) suggests that heuristic methods are useful for
two general types of problem:-

i) Those which are too large to manipulate with traditicnal

0.R. models.
ii) Those which are too ill-defined or loosely-structured to
be expressed in precise mathematical terms.

A thorough éearch through O.R. literature written during the
past decade has revealed that the most commonly recorded applic-
ations of this technique are in the areas of production scheduling,
facilities siting, vehicle/travelling salesman routing, and, to a
lesser extent, stock control.

A number of heuristic programs have been written for produc-
tion scheduling. Haider et al (6) have compared the performance of
one of the reportedly more effective routines (the 'stack/remaining
operations' heuristic) with computer-assisted human schedulers. The
objective of the exercise was to minimise the average tardiness’
of jobs processed thrcugh a job shop in a given time period. It
was concluded that interactive man/computer scheduling (without an
algorithm) is usually significantly superior to an automatic
heuristic. It is important to recognise that the heuristic was
here left to run without human intervention, i.e. no attempt was
made to combine the advantages of the human and heuristic.

Facilities siting applications are typified by an experiment
described by Schneider (7) and by Schneider et al (8). Here the
problem was to site 5 transportation centres (described as
ambulance depots in one of the papers) from 77 possible locations
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(nodes) such that:-

a) the aggregate travelling time to all of the source points

was below a specified figure, and

b) the longest individual time was also below a specified

figure.

Two separate heuristics were used to meet the respective
objectives, each operating by evaluating an initial set of sitings,
then shifting the sites to each adjacent node and re-evaluating the
times. It was found that the heuristics provided slightly better
solutions than the best human analyst operating by trial-and-erroxr
methods, and substantially better than the worst human analyst.
Further, the computation time of the heuristics was significantly
reduced by allowing the human analyst to select potentially fertile
search areas at starting and intermediate junctures. This involved
an appreciable amount of interaction between the analyst and
heuristic.

The effectiveness of heuristic methods for solving the classic
'Travelling Salesman' problem has been investigated by Michie et al
(9) . They compared three methods of finding the shortest route
petween a number of call points:-

i) a human equipped with paper, pencil and rubber

ii) a computer using one of the best available heuristics

{ii) a human equipped with a computer-driven display and light
pen and a program for evaluating trial solutions (with
permissible back-tracking) .

The results indicated that the human/computer interactive
method produced an average improvement of 6% over the 'paper and
pencil’ method, and the heuristic produced a further improvement of

2%. However, a particularly gifted scheduler consistently
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.outperformedlthe heuristic. Moreover, the heuristic was estimated
to be 8 times more costly to administer than the - interactive
method, though this could be reduced by a human scheduler guiding
the search.

Heuristic methods have been used in stock control applications
for determining operating policies and ordering parameter values.
Naddor (10), for example, proposes heuristic decision rules for
calculating the ordering parameters in an s,S policy without
knowledge of the probability distribution for demand in lead time.
These produce near-optimal results which often becoﬁe optimal when
the figures are rounded. In a more extensive study, the same
author (11) produces ordering parameters for reorder level, reorder
cycle and s,S policies using heuristic methods, again with near-
optimal results. Schwarz (12) uses a heuristic to determine the
stocking policy which minimises average system costs. Wagner et al
(13) use heuristic rules derived by empirical methods to determine
the ordering parameters in an s,S policy; and Freeland (14)
achieves the same objective using a different method. These and
other studies have consistently succeeded in obtaining near-optimal
operating policies and ordering parameter values by heuristic
methods. The author was unable to find any evidence, however, of
attempts to produce stock control heuristics ér other algorithms
which interact with buyers Or other human Operators.

Man-machine Interface Design

There is a plethora of literature on this area, much of which
is addressed at the notion of a single Operator interacting with a
machine at an ergonomic level. The typical characteristics are:-

a) The Operator senses information through displays and he

reacts by activating controls.
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b) The Operator is on-line to the machine.
c) - The human functions employed are mainly perceptual and
psychomotor.
d) The responses are near-instantaneous.
Superficially this has little in common with the integration
of human cégnitive functions with mathematical algorithms. However,
there are certain principles which are common to both situations.

This will be explored in Chapter 2.

Participative Systems Design

The notion of a socio-technical system was first developed at
the Tavistock Institute. It is based on the premise that any man/
machine system contains both a technology and a social structure
linking the Operators with the technology and with each other.
Total systems design should therefore encompass the human needs of
the Operators as well as the technical and economic factors.

Participative systems design, as described by Mumford (15),
is a practical application of this philosophy which involves
handing over some of the design responsibilities to the employees
who will eventually operate the system. This approach is centred
around the philosophy of ﬁrotecting human values in an age of
inexorable automation. It is argued that this results in improved
system performance due to improved motivation. Farrow (16) ,
however, in a study for the European Social Fund, reports that
"gvidence from the visits (to small and medium-sized Companies)
was not strong enough to indicate whether or not there is a
relationship between the extent of consultation and the success
or failure of computer-based systems."

The aims of this approach are complementary to the present

research. The present work does assume the willing and
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enthusiastic cooperation of the Operators - an assumption which
was perceived to be generally valid.

Aids to Decision Making

Several techniques and methodologies have been developed for
utilising the computer to facilitate decision-making. Most of
these apply mainly to strategic decisions rather than the
recurrent type of operational decision with whiéh a buyer is
normally confronted. For this reason, a thorough review of
decision—making aids is not appropriate here, but a few are
referred to briefly to give the flavour of the man/computer roles.

Statistical Decision Theory, described amongst others by

Ackoff and Saseini (17), is a technique which evaluates the
expected monetory values arising from the decision paths open to
the decision-maker. The structuring of the problem and the
assignment of probabilities and cost estimates is carried out by
the decision-maker: the computer is used to evaluate the monetory
returns from each path.

Cognitive Mapping, described by Eden, Jones and Sims (18) and

based on earlier work by Kelly (19), assists individuals in the
understanding of their own subjective interpretations of decision
situations. The mapping process consists of modelling the
subject's personal construction of the situation, first in
linguistic terms then in matrix form. The computer is used for
path analysis to highlight illogicalities in the subject's thought
processes.

“Analysis of Options, described by Radford (20), is a prac-

tical approach to the Theory of Games which was pioneered by Von
Neumann and Morgenstern (21). Here the decision situation is not

treated as static, but as one involving conflict between the
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interested parties, all of whom must be satisfied with the outcome
before a stable solution is possible. The computer is used for
trying out combinations of acceptable participant postures to
search for stable resolutions, each of which would form the basis
of a possible final solution.

It can be seen that in all cases the modus operandi is for the
decision-maker to structure a complex multi-variable problem and
invoke the computer for what is essentially a clarification
function. The decision-maker then uses the output to form a

judgement and act accordingly.
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1.3 RESEARCH INTO IMPLEMENTATION

This research is directed towards the implementation and
operational problems associated with a particular stock control
system. Whereas it is pelieved that the theoretical basis of the
system embodies some of the more advanced concepts found in stock
control literature, no attempt is made to compare the merits of the
theory employed with alternative models. It is claimed only that the
system is an example of an advanced stock control system which is not
badly designed nor unduly difficult to operate vis-a-vis other systems
which fulfill a similar functicn. Hence the problems which will be
uncovered are not an exaggeration of those which are likely to exist
(probably undetected) in other such systems. The emphasis on oper-
ational performance means that the study begins where most studies on
stock control end i.e. after the design and development stage.

Much of the work on stock control and other operational
research models has been directed towards the technical and
theoretical considerations. Implementation studies have not kept
pace with the theoretical developments, and consequently there has
been an increasing amount of disquieting evidence that OR is
falling into disrepute because of what Schultz and Slevin (22)
call an "implementation gap" between the designers and users.

Other experienced OR practitioners have drawn attention to this
problem. For example, Ackoff (23) opines that this is one of the
main causes of failed projects. In an examination of 48 projects
he was unable to find one which failed for technical reasons.
Bonder (24) warns that "conscious efforts should be initiated to
develop an empirically-based operational research........ it is time
to stop the continual controversy between OR practitioners and
mathematical theorists regarding the practice of OR." In a
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similar vein, Grayson (25) states thatv“Mahagement science has
grown so remote from, and anmindful of, the conditions of 'live'
‘management that it has abdicated its usability"; Powell (26)
considers that "little attention has been paid by OR/MS

researchers to izplementations of findings"; and Hildebrandt (27)
opines that in the practical application of OR, "model construction
and model implementation must be considered to be the main
bottleneck."

In spite of these misgivings, the volume of literature on
implementation has accelerated over the past decade. Wysocki (28)
compiled a bibliography of 276 papers on OR implementation in
1979, 200 of which were written in the previous six years. Around
30 of the readily-available papers were reviewed by the present
author. It was found that they almost invariably view the problems
in a sociological perspective with little or no objective evidence
to support the findings. The need for strong management support,
user involvement in the design and implementation processes,
explicit goals and objectives, etc. punctuate most of the articles.

Ginzberg (29) divides the literature into 'normative' and
'empirical' categories. The normative literature consists
primarily of the reflections of researchers with experience in
particular fields: the empirical literature contains, in the main,
factor analyses of the variables which affect the success of
implementation. Fram the latter body of literature, Ginzberg
isolates 140 different factors which could influence the perfor-
mance of operational systems. Factor analysis clearly has a
potentially objective foundation (depending on how the factors
are defined and measured) , but Ginzberg's aggregation exercise is
of doubtful value as the situation-dependent variables are not
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really additi&e.

The present research is of an empirical nature, but the
numerical results are strictly contextual, i.e. they are applic-
able to stock control systems only. Having quantified the
important factors in the implementation process, soOme of these
will be seen to apply to other application areas, but their

relative importance cannot be guaranteed to remain the same.

- 28 -



1.4 PERFORMANCE OF MAN/COMPUTER SYSTEMS

In the author's experience of designing and implementing
_computer-based systems over the past sixteen years, and of
observing numerous other implementations, the incidence of
outright failure is extremely rare, i.e. developed systems nearly
always attain and maintain an operational state. This definition
of failure is, however, overgenerous to the Designer, and Meister
(30) reasonably asserts that "inability to satisfy system
performance criteria adequately represents partial or complete
system failure." Judged according to this criterion, Parkin (31)
reports that estimates of failure are as high as 70%.

As the performance criteria of commercial systems are often
couched in qualitative terms (e.g. "better information") the
evaluaticn of success or failure must by highly subjective.
Retrospective survéys of system implementations are also distorted
by the tendency of participants to present a picture which
minimises personal negligence. 2Any attempts to analyse past
failed projects through questioning is therefore of doubtful
objectivity.

Tt is reasonable to assume that the failure rate for indet-
erminate systems such as.stock control will be higher than that
for determinate systems, due to their higher levels of complexity.
It can therefore be concluded that if 'reasonable' (i.e. not too
stringent and not too lax) quantitative acceptance criteria were
applied to an indeterminate system, the probability of 'success'’

would be less than 30%.
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1.5 RESEARCH METHODS

Sinaiko and Buckley (32) argue that "Man-machine system
evaluation is one of the hardest kinds of experimentation." This
is because of the integration of human Operators, who obey the
principles of biology, with machines, which obey the principles of
physics. The experimental difficulties are therefore caused
mainly by the unpredictability of the Operators. Iin the present
research, some of this difficulty is removed by concentrating on
the effects of Operator actions and accepting their reasons at
face value. No attempt is made to probe the inner recesses of the
human mind to search for subconscious or ulterior reasons ror these
actions.

The orientation towards actions favours experimentation as the
principal research tool and a predominantly numerate approach.
Historically, the 'experimental method' has been found to be the
most fertile way of conducting research, particularly in the
physical sciences. The main advantages over observational methods
are:-

a) The Experimentor can determine relationships between
variapbles in complex systems by fixing the state of other
variables. This technique has been used extensively in
formulating the laws of physics.

b) Conditions can be constructed precisely and the outcomes
hypothesised and tested.

c) Extraneous factors, which are often experienced as noise
in operational systems, can be controlled or eliminated.
The internal dynamics of the system can then be studied
free from environmental interactions.

d) Conditions can be reproduced for verification purposes.
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e) The results are not subject to the reporting bias
commonly experienced in opinion surxveys. The objectivity
is marred only by the perceptions of the Experimenter.

f) Extreme conditions which may not occur in a finite
observational period can be testad.

The experimental approach is supplemented by questioning the
Operators where the reasons for their actions are not apparent.
This was conducted on an informal basis wherever possible so that
commercial exigencies were seen to take precedence over academic
studies.

The experimental work was, in the main, limited to a single
system, viz. the stock control application described in Chapter 3.
The reason for this limitation was one of availability - the
author was intensively involved in the design and implementation
of the system and ﬁe was responsible for its technical performance
over most of the research period. This afforded ample opportun-—
ities for observation and research. This concentration of effort
on a single system clearly had both positive and negative aspects
which need no explanation. 1In retroépect the positive aspects are
considered to predominate, as complex systems, ipso facto, require
a depth of understanding which is inconsistent with a diffused
study. It is considered that the system behaviour, which was
sometimes counter-intuitive, would never have been adequately
explained without the substantial amount of post-implementation
experimental work which was carried out as part of the research -
an important conclusion in itself.

The performance of the stock control system is measured by
two Control Indices -~ Service Level and Average Stock. These were

selected for the following reasons:-
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a) They provide a sufficient joint criterion fdr evaluating
stock-holding efficiency, i.e. the cost of funding a
given service capability.

b) Once defined they are completely cbjective and they can
be measured accurately without elaborate monitoring
systems.

c) They are amenable to aggregation across products by
conversion to monetory values.

d) They are 'close' attributes of a stock control system,
i.e. there is a short chain between cause and effect.
With more distant attributes such as profitability or
return on investment, when the index value changes it may
be difficult to ascribe that proportion of the change
which is due tc the stock control system and that which
is due to other factors.

Wherever possible, the effects upon system performance of the
phenomena investigated are expressed in gquantitative terms. The
view taken is that, whilst quantification is often difficult,
unless it is attempted, the end product of this research will
merely add to the body of 'how to do it' literature which is based
upon subjective reasoning. At best this would fail to give proper
perspective to the issues investigated, and at worst Forrester
(33) has demonstrated that intuition can be totally misleading
when analysing the behaviour of non-linear systems.

Because of the concentration of empirical work on to a single
system, the thesis contains some stock control theory which has
been taken further than the standard textbook treatment, in which un-
justifiable simplifying assumptions are often made (e.g. that
demand and lead time are uncorrelated). This is, however, only a
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'spin-off' from the work - the main aim is to gain an understanding
of why sound theoretical concepts do not often transfer well to
the operational situation. A comparative analysis of mathematical
models is not therefore appropriate. Savants of stock control
theory will be well aware that several such models exist, each
representing an idealised solution to a real problem. Experience
has shown that a full implementation requires more than an ideal-
ised model and the actual formulations must be studied to apprec-
iate the true nature of the system. This specificity, however:, 1is
not particularly relevant to the dynamics of the system, and there
is little danger in applying the outcomes of the study to other

types of stock control system.



1.6 EVOLUTION OF THE PROJECT

As with all research projects, a balance has to be struck
between providing answers to preconceived questicns, and taking
full advantage of opportunities which present themselves during
the course of the investigations. Clearly, a rigid adherence to
the original conception may well stifle explorations into
potentially fertile paths which are not in focus at the inception
of the project. On the other hand, a deviation along every path
which appears promising could result in an end product which has
1ittle relevance to the problem which instigated the research.
The judgement of the researcher is here paramount.

The end product of the research was originally foreseen as a
taxonomy of elements which cause differences between theory and
practice, expressed in quantitative terms. Fig. 1.1 (based on a
schema by Buzan (34)) illustrates these elements in a tree-like
structure. It is worth pointing out that the theoretical differ-
ences identified in Fig. 1.1 do not necessarily imply design
faults, e.g. if any theoretical probability distribution is chosen,
however good the choice there must be some differences between it
and the observed distributions.

Several of the branches in Fig. 1.1 were investigated con-
currently and early results suggested that:-

a) many of the factors (especially the 'External') are too
distant from the Control Indices to be evaluated
guantitatively,

b) the 'Human Interactions' factors are of a much higher
order of magnitude than the others, and these are strongly
influenced by the indeterminate nature of the system.

c) in some instances it is possible to improve upon the
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performance of the model when it is transferred to the
'vreal world' situation. Hence there will be positive
elements to balance the dysfunctional elements, and

d) the influence of several of the 'Application' factors is-

nagligible, e.g. to date thére has been no instance of a
hardware failure of more than 10 minutes duration (the
switching time to a standby computer). In these cases
there is nothing to evaluate, so they are not referred to
further.

In view of these preliminary findings, it was felt justifiable
to re-orient the project towards the central theme of the effects
of human actions upon the performance of the system. These effects
are best evaluated after all other factors have been accounted for.
The revised approach is therefore to evaluate the other
('theoretical' etc.) factors first, then to evaluate the effects
of the human actions given these other imperfections and sources

of uncertainty.



1.7 CONTENTS OF THE THESIS

Chapter 2 considers the allccation of function between men
and computers. A general historical perspective is first given,
before discussing the alternative philosophies of man—-dominant,
computer-dominant, and balanced systems. Examples are given of
balanced systems which achieve a symbiotic relationship between
men and computers, and the discussion moves towards the class of
systems under which the case study used in this thesis is
subsumed.

Chapter 3 describes the stock control system used as the case
study in some depth. Section 3.1 sketches a profile of the host
organisation and its product range. The buying and stock control
functions are examined, and the aggregate customer demand profile
is analysed over a S-year period. Section 3.2 explains that the
design principles were influenced by the entrepreneurial trad-
itions in the building trade with the consequent need for a high
degree of freedom of action by the decision-makers. Three levels
of system operation are described - the strategic functions of
setting service level and stock investment targets, the oper-
ational functions of determining when and how much stock to
procure, and the administrative record-keeping functions. The
need to define service level in business language rather than
statistical terms is defended. Section 3.3 defines the objective
function of the system and derives the main mathematical formul-
ations. An example of how the ordering mechanisms should realise
the target service level is worked through at a conceptual level.
Forecasting techniques are explained, and the override facilities
permitted to the buyers are outlined. Section 3.4 discusses

possible probability distributions to represent the pattern of
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demand in lead time and explains why the Gamma distribution was
selected. Important properties of the Gamma distribution are
explained. Section 3.5 defines the performance evaluation
criteria and gives pre - and post-operational results.

Chapter 4 analyses the expected behaviour of the system.

This is performed as two distinct exercises - the first is a
System Dynamics study which examines the time-varying behaviour of
the system; the second is a Sensitivity Analysis which examines the
static effects of varying the five main variables.

Section 4.1 presents a brief resume of the System Dynamics
method developed by Forrester (35). It is pointed out that the
model built for this present research encompasses the Supplier/
Distribution Centre/Branch network, and all tests are carried out
for a typical slow-moving product and again for an influential
fast-moving product. Four disturbances are imposed upon the model
- a step change, linear trend, sinusoidal signal and random noise -
and the consequential effects on the main variables are charted
over a two-year period.

Section 4.2 analyses the sensitivity of the two main Control
Indices - Service Level and Average Stock - to the states of the
Mean Demand rate, Standard Deviation of Demand, Mean Lead Time,
standard Deviation of Lead Time and Nominal Order Interval. The
analyses are carried out on a single set of base data with each
factor being varied in turn. The generalisability of the results
to any other base data is checked as far as possible by the
application of a specially developed relational logic.

Chapter 5 describes the use of simulation techniques in the
research. Section 5.1 explains the reasons for using simulation
in conjunction with analytical methods. An outline is given of
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three simulation programs which are used to represent the oper-
ational system in varying levels of complexity. Section 5.2
describes how a Gamma generator was selected, tailored for use in
the simulation programs and statistically tested. Section 5.3
justifies the use of a Gamma distribution for generating both
demand and lead time data to produce an acceptable approximation
to a convolved Gamma distribution for demand in lead time. The
service level errors arising from this approximation are
evaluated.

Chapter 6 evaluates the effects of theoretical errors and
assumptions on the two main Control Indices. Section 6.1 examines
the suitability of the Gamma distribution to represent the patter
of demand during lead time. Section 6.2 evaluates the errors
introduced by the combined effect of using numerical approximations
to the Gamma functions and an inexact uniform factor for converting
Mean Absolute Deviation to Standard Deviation. The system
assumptions of random and independent sequences of demand and lead
time variates are checked in Section 6.3; and the implicit
assumption of non-overlapping lead times is tested in Section 6.4.
Section 6.5 examines the consequences of setting and measuring
service levels according to slightly different criteria; and
discrepancies caused by using the standard textbook formula for
average stock instead of an exact formulation are investigated in
Section 6.6. Section 6.7 examines the effects of stock balancing
vis-a-vis product independence; and Section 6.8 concludes the
Chapter by examining the effects of using first-order exponential
smoothing as the main forecasting technique.

Chapter 7 analyses the effects on system performance of buyer
interventions into the normal homeostatic operation of the computer
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algorithm. Section 7.1 describes the pfinbiples of allocation of
function adopted in the system, and explains the buyer override
facilities. Section 7.2 presents the results of buyer training
courses, and assesses the buyers' utilisation of the various types
of override. Section 7.3 evaluates the effects of lead time
overrides in the operational system; and Section 7.4 goes on to
examine the possible application of probabilistic estimating to
improve the accuracy of lead time forecasting. Section 7.5 looks
at the effects of buyers changing computer recommended order
quantities because of a distrust of the computer calculations; and
Section 7.6 evaluates the effects of gross quantity overrides for
genuine commercial reasons. Finally, Section 7.7 evaluates the
consequences of data errors on system performance.

Chapter 8 draws conclusions from the study, and suggests
certain design principles emanating from the findings as well as
areas for further research.

As a general principle, figures and tables which are of
immediate relevance are embodied within the text. A glossary of
mathematical symbols, which occur throughout, are included once

only as Appendix 1.



CHAPTER 2

THE ROLE OF THE HUMAN OPERATOR IN COMPLEX SYSTEMS
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2. THE ROLE OF THE HUMAN OPERATOR IN COMPLEX SYSTEMS

Since the Industrial Revolution, when machinery was introduced
on a scale which impinges on the quality of working life, the
allocation of function between man and machine has been debated.
Perhaps the most obvious solution to the allocatiocn of function
problem is to allow each component - man and machine - to do the
tasks which it can best perform.

A number of attempts have been

made to classify the functions which are best suited to machines

and those which are more efficiently performed by men.

The

classical attempt at such a separation of function is due to Fitts

(36), the basis of which is reproduced in Table 2.1.

Property Machine Man

Speed Much superior Lag of 1 second

Power Consistent at any level, 2 h.p. for 10O secs
Large constant standard 0.5 h.p. for a few minutes
forces and power 0.2 h.p. for a day
available

Consistency Ideal for routine, Not reliable - should be
repetition, precision monitored. Subject to

learning and fatigue

Complex Multi-channel Single channel. Low

Activities information throughput

Reasoning Good deductive. Good inductive. Easy to
Tedious to re-program re-program

Computation Fast, accurate. Poor at Slow, subject to error. Good
error correction at error correction

Input Some outside human senses| Wide range and variety of
e.g. radiation stimuli dealt with by one unit

Overload Sudden breakdown Graceful degradation

Intelligence| None. Incapable of goal Can deal with unpredicted..
or strategy switching Can anticipate, adapt

Manipulative| Specific Great versatility and

Abilities mobility

Table 2.1 Fitts List - Relative Advantages of Men and Machines
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When machines were primitive, the limiting factors on overall
system performance were clearly determined by the speed and
reliability of the mechanisms, and design efforts were directed
towards machine technology. As the machines became faster and more
reliable, further improvements in system performance became
dependent upon improved operator performance as well as machine
performance. During the 20th century there is evidence of an
exponential growth in technology according to several criteria,
e.g. speed of transport. Singleton (37) argues that these appar-
entiy exponential curves must turn out to be the early part of
Sigmoid curves, on the grounds that the human component of
technological systems have a limit on learning capacity and a
ceiling on knowledge. Even if these limits are not absolute, they
certainly cannot keep pace with an exponential growth pattern. It
follows that for further improvements in system performance to
take place, attention must be directed towards the management and
operation of technology.

The advent of the computer constitutes a quantum leap in the
progress of technology, which calls for a re-evaluation of the
traditional principles of role allocation. Some of the dis-
advantages of machines in the Fitts list are becoming less valid
(e.g. computers are pecoming much less tedious to re-program, and
overload conditions may initiate a 'fail soft' procedure). Indeed,
where the machine happens to be a computer, software development
has profound implications on the tasks to which it is suited.

The majority of existing computer applications have been
developed primarily to improve the efficiency of the base operating
and administrative procedures in large organisations. In essence

they were introduced to speed up numerical calculations and data
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handling, i.e. they exploit to the full the speéd, consistency and
computation attributes identified by Fitts. 'All of these
functions are inherent in routine clerical work, and it is not
surprising that early computer applications were concentrated at
this level.

The computer aiding of higher management functions was, in
the main, confined to the provision of voluminous reports which
were conveniently produced as a by-product of the data passing
through the computer. Hence, management were flooded with masses
of semi-structured information which they had neither the time nor
cognitive ability to convert to a form which would be instrumental
in improving the running of the business. The dangers of clutter-
ing the mind with too much information are brought out in an
experiment by Baker and Goldstein (38). They showed that human
assimilation of information is greatly facilitated by presenting
it in a sequential fashion rather than in batches. They conclude
that "the experimental data reveal no value in displaying material
which may contain potential information, and indicates that much
extraneous material delays problem solution by increasing display
search time." The conclusion is certainly no less valid if the
'display' is a copious amount of printed output; and the sequential
presentation can be parallelled by the use of interactive
terminals.

Miller (39), discussing task allocation in decision-making,
declares that humans are needed because they can "exercise
judgement, interpret meanings, weigh values, generalise
experiences, separate wheat from chaff in a problem, act on
incomplete information, and bring a broader content of information

to bear on an issue that is convenient to program in advance".
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Shrenk (40) argues that in spite of remarkable advances in machine

technology, which has made it possible to automate many functions
formerly assigned to men, there remain fundamental intellectual
features in decision-making, such as setting objectives, allocating
resources, diagnosing environmental conditions, defining and
selecting courses of action and interpreting intricate patterns of
events which cannot be handled by formal algorithms. Vaughan and
Mavor (41) advocate conversational man-~computer systems where

"man directs, via guidelines, goals and constraints; the computer
generates hypotheses and alternatives; man selects out those to be
developed; the computer tests; the man evaluates the results of

the tests. The computer opens up and widens both the problem and
the solution space; the man evaluates and narrows it down." This
concept of the interspersion of activities between man and computer
is one which has géined favour in recent years. This may be
because the prevalent earlier concept of providing the decision-
maker with all of the potentially relevant information en bloc so
that he could pick and choose according to his intuition had been
demonstrated to be unworkable.

The general philosophies to computer-aiding discussed above
are now translated into a more usable form by examining some
examples. It is useful to structure the discussion using a
categorisation of computer-aiding advanced by Press (42) :-

1) Man instructs; machine executes.

2) Machine instructs; man executes.

3) Balanced man-machine systems.

Nearly all of the present commercial computer systems are in the
first category. A Sales Ledger system provides a typical example.
The Systems Analyst, or +he user he represents, decides how the
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ledger will be structured, whether it will be '‘open—-item' or
'balance brought forward', the customer credit 1limits, the debt
collection stages, etc. The rules are presented to the computer
in the form of a set of instructions, and the computer processes
the input transactions in a totally pre-defined manner. The
computer's role is entirely one of execution. The instruction set
may be convolved into complex branches and loops which may give
the impression that the computer is making choices, but this is
purely illusory — it is merely following predetermined paths and
taking no active part in the problem-solving process. Likewise,
there is no active computer participation when parameter values
are asked for by the computer, or when input errors are notified
to the operator.

In these systems the man-computer partnership is totally one-
sided with the man the totally dominant partner. It is the
present author's view that systems were designed this way because
the Designers toock the most obvious and least imaginative route of
replacing a clerical system by an automated equivalent. Any fear
about an encroachment on human primacy did not come into it. This
latter sociological perspective is discussed by Sackman (43) who
asserts that computers should be used to support a continuous
stream of human functions and decisions. Citing the SAGE air
defense system he writes:-

"In SAGE operations, overall system response to environmental
air defence stress is primarily defined, organised, and
sustained by a continuous stream of human functions and

System response 1is, by and large, secondarily

decisions.

determined by the automated component, at least as far as

interpretation and control of the threat environment are
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cohcerned. Human actions may override and redefine computer

inputs, operating parameters, and outputs in practically all

significant activities affecting the course of air defense

cperations, particularly those concerning the conduct of the

air ba£tle."
His description of the system, however, indicates that the
partnership is not nearly so one-sided as the traditional
commercial systems, and some of the operations are heavily inter-
spersed and could quite reasonably be connoted as symbiotic, e.g.
man establishes tracks; computer monitors tracking; man determines
if friendly; computer checks identification; man decides whether
to intercept; computer provides interception guidance. From this
description it seems very doubtful if this system could survive
without the computer. If it cannot, then the relationship is, by
definition, symbiotic.

The incidence of 'Machine instructs; man executes' systems
is relatively rare even if one takes the freedom to view the
system purely in an operational mode. (If the design implications
are considered, it could be argued that man always has the
dominant role). However, at least two application areas could
reasonably be regarded as computer-dominated, viz. process control
and teaching machines.

In process control, the computer is engaged on a monitoring
task, and when one or more variables transgress prescribed limits
an alarm system is triggered which instructs the operator to take
certain actions. The computer is here utilizing its superior
attributes for scanning large quantities of data, and for following
detection, diagnostic or corrective algorithms. Andow and Lees
(44) describe the alarm system in a nuclear power station whereby

- 47 -



the computer performs a sequential pattern recognition function.
Alarm conditions can also be based on indirect or inferred
variables such as rates of change. It is probably fair to conclude
that these complex threshold conditions could not be reliably
interpreted by the operator and the systcem could be justifiably
described as computer-dominated even though the operator may hold
the responsibility for the ultimate action.

The development of teaching machines was pioneered by Pask
(45) . Here the computer presents the subject with questions, the
choice of which is determined by the deficiencies in the subject's
previous answers. The computer is employed as a teacher-simulator,
displaying the human ability to probe into areas which cannot be
predetermined but are only made manifest when a dialogue with the
individual is entered into. Press (42) cites a research study
into a similar field where a computer prompts a business executive
into considering various factors and interrelationships when
formulating strategic plans and objectives. Again the subject is
gaining more from the computer than vice-versa, SO it is not
unreasonable to regard the system as machine-dominant.

The remainder of this Chapter will review the middle-ground
between man-dominance and machine-dominance, i.e. what Press (42)
refers to as 'balanced systems'. The concept of man-computer
symbiosis is intellectually satisfying as it emphasises the
principle of 'man-with-a-computer’ rather than 'man-versus-
computer' which several authors have advocated. The notion of a

symbiotic relationship was first introduced by Licklider (3), who

wrote:-
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Whitfield (46) reviéws the sééte of ;H;";ﬁimg%ﬂﬁég:226;:£ér
symbiosis in 1975, citing examples from the whole spectrum of man-
computer dominance (which is perfectly justifiable as the concepts
of 'symbiosis' and 'equal palance' are by no means SYNonymous).
The examples given here are, however, regarded as both symbiotic
and balanced.

One of the best examples of man-computer symbiosis is the
Probabilistic Information Processing method pioneered by Edwards
(47) . .This is based on the premise that inherently subjective
- processes are just as amenable to scientific treatment as any other
processes. His method is to break an intellectual task into
little pieces, make separate judgements about each piece, and re-
aggregate the results using a formal aggrega;ion rule. The
aggregation rule is pased on Bayes' theorem, which specifies how
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opinions, expressed formally as numerical subjective probabilities,

can be combined objectively. Men are good at judging the

diagnostic meaning of a single datum (i.e. a fixed point against

which a variable can be assessed). What they are not good at is

combining the judgements, which is where Bayes' theorem is invoked.
This implies a division of effort between men and computers which

is summarised in Fig. 2.1.
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Fig. 2.1 Diagrammatic Representation of Probabilistic Information

Processing

Given a payoff matrix, the decision-maker could be provided with

' i 1f ¢ other
the expected value of various options and, if there are no

considerations, the decision could be a matter of simply selecting

the maximum.
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The cases cited as heuristic methods in Section 1.2 are also

good examples of balanced systems. It will be seen from these

that the usual strategy for developing balanced systems is to
extend computer-only systems to allow for interaction with, and
participation bg, a man who is enabled to input decisions and to
obtain information which assists him in making those decisions.
This strategy is useful for problems which can be automated, but
where all of the information known to the investigator cannot be
represented explicitly or where routines to process it economically
cannot be devised. It will be seen later in this thesis that the
buyer-computer system used as the case study follows these
principles exactly. The computer uses an automatic algorithm for
generating recommended purchase orders, and the buyer intervenes
by supplying the algorithm with information which could not be
feasibly or economically obtained as part of its regular source
data set. The process can be represented by the flow diagram in

Fig. 2.2.

Run sequiar
daka ?a ramekers

Run a‘joﬁ'&}\m

Check resvles

FATL Modify parametess
1 /stra tegy

Test

PASS

AcceF(‘ s0lvtion

Fig. 2.2 Flowchart for Man Interacting with Computer Algorithm



in the case study, the data parameters are such factors as
supplier lead times, customer demand rates etc., and the strategy
could be an adherence to the target service level. Clearly some
variations to this schematic might be necessary for different
applications, but it is considered to be a reasonable generalised
model for the type of man-computer system in which the case study
is subsumed. It is also evident that with this approach the
interesting parts of the task remain with the man, thus heightening
his skills by concentrating his efforts on to the purely
intellectual activities. Also, the amount of computer-aiding can
be varied according to the individual needs of the operator, i.e.
highly skilled operators with a good intuitive feel for what makes
the system 'tick' would be justified in overriding the computér
and supplementing the regular source data much more than less

experienced individuals.
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CHAPTER 3

DESCRIPTION OF CASE STUDY IN INVENTORY CONTROL
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3.1 THE SETTING

The system controls inventory at four Distribution Centres
for a major distributor of building materials in the U.K. The
Organisation comprises 12 semi-autonomous Trading Units which
provide a naticnal coverage. A total product range of 24,000
lines is maintained.

The Buying and Distribution organisation is illustrated in
outline in Fig; 3.1. This shows only the most common information
and material flows - in practice many variations exist.

The Trading Units share the four Distribution Centres, which
stock all of the lines except bulk products (such as sand, cement,
bricks and aggregates) where transportation is costly. The major
buying negotiations are conducted on a national basis by a central
support function. Buying teams at the Distribution Centres then
procure the goods ﬁo satisfy the Trading Unit requirements. Stock
management is the responsibility of the Distribution Centre buyers,
within the constraints of the deals negotiated by the central
support group and the Trading Unit commercial strategies. The
Distribution Centres each stock between 6,000 and 9,500 product
lines and they. supply most of the contract orders and the larger
customer orders by direct delivery.

Each Trading Unit operates a number of Branches which service
both the trade and the general public. The Branches obtain almost
all of their stocks by regular replenishments from the Distribution
Centres. Most Branch sales are collected by the customer, but many
Branches also provide a local delivery service. A typical Branch

has a range of approximately 2,500 of the more popular product

lines.

Trading activity is geared very strongly to the national economic
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climate, as the building trade is particularly susceptible to
financial cutbacks in the public sector, affecting housing
programmes. The business activity characteristics can be
illustrated to good effect by utilising the 'Classical Decomposition
Method' for time series forecasting with respect to sales, as
described by Wheelwright and Makridakis (48). Briefly, it is
asserted that historic demand data is composed of three underlying
sub-patterns as well as random influences. These are a trend
factor, a cyclical factor and a seasonal factor. By decomposing

the data to isolate these factors, forecasts can be formed. Fig.
3.2 shows the results of applying the analytical procedures to
decompose the data for the period from March 1976 to March 1981.
There were no major aquisitions or disposals of Trading Units during
this period. The base data comprises the monthly sales totals. The
effects of inflation were removed by dividing the figures by the
Index for Construction Material Prices published by the Department
of Industry for the respective months. As this Index was set to

100 to correspond to the average prices during 1975, this procedure
deflates the sales values to a mid-1975 base.

The linear trend was first isolated by calculating the
regression line over the period. The seasonal pattern was determined
by first calculating l2-month moving averages (which are, ipso facto,
deseasonalised), appropriating these to the 6th (central) month in
eaéh case, then calculating the ratio of the actual to the moving
average for each month to obtain its seasonal factor. Finally the
medial averages of the seasonal factors were computed for each
calendar month over the 5-year period. The pusiness cycle was

identified by dividing the moving average for each month by the

ordinate of the regression line for the month.
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The salient points which can be elicited from Fig. 3.2 are:-—

a) Trading activity was at a fairly stable level until the end
of 1979 after which it declined sharply.

There is evidence of a business cycle with a period of around
4% years. The severe national economic recession of

1960/81 is clearly reflected in a sharp increase in the
amplitude of the cycle over the previous low period in the
Spring of 1977. (As the linear trend has been removed, this
graph gives an exaggerated impression of the level of
activity during the peak period in 1979).

c) There is some evidence of seasonal peaks in the Spring and
the Autumn. This can be verified in practice by the high
level of building activity in the Spring and early Summer, and
by the installation of central heating systems and insulation
prior to the Winter. The low point in December is caused by
closures of selling points over the Christmas period.

The long-term cyclicity and, to a lesser extent, the seasonal
patterns gives rise to instability in the level of stock investment
and in the product mix. Whitin (49) gives a good account of the
interrelationship between stock investment and business cycles. In
periods of recession a policy of retrenchment is invariably adopted,
capital being diverted away from stocks and invested in maintaining
the fixed asset base to take maximum advantage of the next high-
acfivity period. Also, depressions in house building are usually
accompanied by an increase in renovation, repair, and maintenance
activity. This results in a shift of the balance of stocks away
from construction materials and industrial tools towards restorative
materials. Some volatility of the product range is also engendered
by fashion changes which are often imposed by the manufacturers.
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Colour changes in sanitaryﬁare and decorating materials are common
examples which can result in a significant obsolescence factor.
This also gives rise to the problem of estimating potential sales
for new lines, and the attendant problem of assessing the volume
required to £ill the pipeline of stockholding locations with
initial supplies.

The supply situation is extremely variable across the product
sectors. Paint, for example, can normally be obtained from local
depots within 24 hours, whereas lead times of 6-10 weeks are
typical for suppliers of ironmongery and tools., Many suppliers
operate on the basis of production cycles at irregular time
intervals which result in highly variable and unpredictable lead
times. Industrial disputes are not uncommon in some sectors of
the business and alternative sources are not readily available for
many vital products such as copper tube and radiators. Minimum
order loads are a common practice, and these may operate on the
basis of weight, volume, cost or numbers of units. Relatively small
orders, even if they satisfy the minimum requirements, are often
held back by the supplier pending the placement of further orders.
This again gives rise to lead time variability.

The wide product range contains a high proportion of slow-
moving items which support the sales of the more profitable products.
Fig. 3.3 depicts the dispersion in demand rates, which follows the
'86/20 rule' i.e. 20% of the products account for approximately

80% of the costed demand on a Distribution Centre.
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Fig. 3.3 Relationship Between Percentage Lines and Percentage Demand

At Branch level the sales volumes are of course attenuated,
and approximately 75% of the lines are sold at a rate of less than
one unit per week. Their very low usage rate appears to self-
céntradict the marketing justification for retaining them on the
grounds of maintaining customer support for +he more profitable
products.

A small proportion of the products are assembled into kits at
the Distribution Centres e.g-. kitchen units, central heating
packages. In these cases the demand rates for the components are
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strongly correlated. 1In all other cases demand rates between the

products can be assumed to be uncorrelated as the average number
of item lines on a customer order is only 2.7.

The stock levels at the Distribution Centres and Branches are
controlled by two independent computer systems which are both
operated remotely from a central location. The only link between
the systems is a file containing data relating to Distribution
Centre despatches to the Branches. This is created by the Branch
system and is passed to the Distribution Centre system for the
purpose of updating the stock balances and demand volumes. There
is no multi-echelon control system (because of mathematical
intractability), and in practice strategic redistribution of
materials between stockholding locations is limited to the
allocation of buik supplies which are accepted in total at one
Distribution Centre as part of a centrally-negotiated contract with
the supplier.

The system which controls Distribution Centre stocks (known
within the Organisation as the 'Inventory Management' system) 1s

the subject of the case study for this thesis.
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3.2 DESIGN CHARACTERISTICS

The traditions and trading -environment in the Builders Merchant
industry dictated to a large extent the philosophy upon which the
Inventory Management system is based. The Organisation developed
over a number/of years by the acquisition of relatively small
Companies and the Managers brought with them the traditional
entrepreneurial skills of small traders. Rather than attempting
to get these Managers to revolutionise their practices and conform
to a rigid set of programmed rules, the system was designed to
provide a basal control system for stock replenishment whilst
allowing the Managers and Buyers ample scope to exploit commercial
opportunities. There are many reasons for permitting market
intelligence to be injected, such as sales promotions, new product
introduction, fashion changes, competitors' actions, uncertainty
of supplies and a particular sensitivity to the state of the
economy. For these reasons there are ample facilities embedded in
the system for human judgement to supervene.

The system is designed around three levels of control. The
top level can be designated 'strategic' and this is concerned with
stock investment’ decisions and the concomitant considerations of
stock ranging and customer service. The top level control function
is: facilitated by inbuilt simulation capabilities.which display the
consequences of alternative courses of action and operating
pérameter levels. The second level is concerned basically with
stock replenishment - when to procure more stock and how much to
get. At this level the computer provides an advisory service and
the Buyers and Product Managers must decide whether or not to
accept the computer recommendations. The third level is much more

deterministic in nature and it involves posting transactions to
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keep the stock and order balances up to date, counting stock, and

the other routine operational work. The system takes over the

book-keeping tasks completely, and the management reporting
functions are now contained entirely within the computer system.

The concept of levels of control is not new and taxonomies of
control and decision functions have been advanced by several writers
such as Ansoff (50), Simon ( 4), Anthony (51), and Beer (52). It
is, however, helpful to view the system as a hierarchy of control
systems and the associated decision levels.

Because of the conceptual gap between the inbred management
operating styles and formalised technological systems it is
especially important to provide the human/computer interfaces in a
suitable language. For this reason 'Service Levels' are defined
throughout in terms of the percentage of annual demand met ex-stock,
rather than in terms of stockout probabilities. The problem with
using 'probability of stockout' as a measure of service is that it
indicates how often a stockout is likely to occur, but it gives no
idea of the amount of potential sales which could be expected to be
lost given a stockout. Hence it gives no clear indication of lost
business, and it is not a particularly meaningful measure of service
to the customer, Lewis (53) and Brown (54) make a clear distinction

between these alternative measures of customer service.
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3.3 THEORETICAL FRAMEWORK

The objective function of the control system is to maximise the
Gross Profit from each Product Group subject to a given level of
stock investment. Gross Profit is the product of Gross Margin and

Sales, Gross Margin being defined as:-

Discounted Selling Price - Net Buying Price

Discounted Selling Price

This objective function is fairly narrow compared to some
models which have been developed (e.g. the Arrow, Harris, Marschak
model (55)) as it was decided to exclude cost functions where
quantification is contentious e.g. stockout penalty costs.

Optionally, the system will maximise Sales instead of Gross
Profit, by the simple expedient Qf setting all of the Gross Margin
factors to unity. To date, this option has been exercised by all
Distribution Centres in order to permit management to manipulate
margins for various commercial reasons without prejudice to the
balance of stocks.

The system does not attempt to balance stocks across Product
Groups nor does it determine operating parameter levels., These
decisions are heavily influenced by the prevailing economic and
commercial climate and they are left to management discretion.

Within the system, products are classified into three
hierarchical levels, which correspond to the three levels of control
.aiready described.

i) Product Group (first level)

Each of the 25 Product Groups represents a major sector of
the business €.9. Ironmongery, Electrical, Heating. This is
a management reporting category used consistently by all

computer systems.
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vii) Buying Family (second level)
A Buying Family is a group of products which must be
considered collectively when placing orders. In most cases
it will constitute the complete range of products obtained
from a supplier, but on occasions it is desirable to split a
supplier's range into more than one Buying Family. Each
Buying Family must be completely contained within one Product
Group.

iii) Individual Product (third level)

Strategic control is exercised by the management setting one
service level for each Product Group, using information from a
'Stock Strategy Report' (Fig. 3.4) supplied by the system. This
shows the relationship at Product Group level between Service Level,
Average Stock Value, Stockturn and Expected Lost Sales per annum for

a range of service levels between 50% and 99.8%.

Product Group Service Level Av.Stock Stockturn ELS p.a.
(%) (£) (p.a.) (£)

Sanitaryware 97.0 34263 7.5 7947
96.0 31340 8.1 10589

95.0 29056 8.7 13254

94.0 27197 9.2 15913

93.0 25632 9.6 18565

Heating 97.0 73149 4.4 9844
| 96.0 67115 4,7 13145

Fig. 3.4 Example of a Stock Strategy Report

The computer effects daily monitoring of physical stocks,
on-order balances, demand rates, lead times etc. Recommended
purchase orders are generated at Buying Family level to achieve the
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E target service levels. At the same time the stocks are balanced
! to maximise Sales or Gross Profit. The control mechanism is now
described in detail, using the symbols defined in Appendix 1.

As stated, 'Service Level' is defined as the percentage of
costed annual de@and which is satisfied ex-stock. Demand received
during a stockout is assumed to be lost.

"Protection Level' is defined as the probability of remaining
in stock when an order just placed is received,

The probability density function is described by a Gamma
distribution. The properties of the Gamma distribution are
discussed at length in Section 3.4.

The 'risk period' is the time interval between the stock cover
crossing the reorder point and the resulting order being received.
The time interval between the stock cover crossing the reorder point
and the next opportunity to order is uniformly distributed with mean
T/2 and variance T2/12, The demand during the risk pericd is

distributed according to f(x) with:

- 20
Hip uD(uL T/2)
- 2 2 2 2 2
L R R ¥e
and vLD (uL T/Z)OD uD(oL T /1%2)
For a gamma distribution the important 'shape parameter',
_ Mean? 4_{3)
Variance
On the occasioms where X>R ; potential sales of (x - R) will
be lost.

(o 0]
. ELS in risk period = j R (x=-R) £(x) 4dx
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e

[ee]
and, assuming 250 working days per annum, ELS p.a.= EEQ-IR (x-R) £ (x)dx

I

A common approximation for average stock level is given by:-

R - uD(uL+T/2) + UD I/2 <§>

Considering the n products in a Product Group:

i=n C, *®

Total ELS p.a. (at Cost Price) = 250 z Ei- J (x-R,) £ (x)dx
X i
i=1 1 R

i=n
Total demand p.a. = 250, z U C.
D, 1
i=1 i
i=n i=nC.
i
250 ] myc;-250 ) 1 r: (x-R,) £ (x) dx
SL for Product Group = i=l i i=1"1 17 *
i=n
250 ) WM. C,
. D, 1
i=1 i
i=n
Average Stock Value = .Z Ci(Ri - UD_ (UL, + T/2) + uD‘Ii/2) -“—<:>
i=1 i 1 i
M,C.
) . i7i
Gross Profit per unit = TT:EFT
. + i
i=n
. M.C, ®
Expected lost Gross Profit p.a. = 250 Z i7i I (x-Ri)f(x)dx __<z
i=l (1-M.)I, R
1 1 i

If the total stock value for the product Group is constrained

to be <X, the Lagrange Multiplier technique can be used to minimise

(:) subject to (:) s

i=n Mici Jm
oz M) =250 1 ooy Jp (R PO
i=1 i1 i
i=n
FAC] Cy(Rymuy (Hp #T/2) F My I;/2)7K)
i=1 i i i
M. C.
i7i o _
For a minimum, —%g = =250 m f(x)dx+>\ci = 0
i i’ 1 Ri
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a®
and, 57-=3Z Ci(Ri—uD,(uL_+T/2)+UD Ii/z)_K =0 _________~<:>
lzl 1 i .

1

| % AT, (1-M,)
From ‘, _ i i
e J f(x)dx = ——57— = (l-Pi) @

M, 250
i

Whilst the Lagrange Multiplier is introduced as an arbitrary
variable for the purpose of minimising the lost profit function
subject to the stock investment constraint, if the margin factors
are set to unity, it, the Lagrange Multiplier, does have a meaning-

ful interpretation.

Transposing equation and omitting the factor (l—-Mi)/Mi,

250

A= (l—Pi) —-fl_

i

Probability of stockout in order cycle x Orders per annum

Average number of stockouts per annum

Hence the average number of stockouts per annum will be the
same for all items in the Product Group. Gerson and Brown (56)
reached the same conclusion for a backorders system which minimises
packordered demand for a given stock investment.

As the Coefficient of Variation ( =0/u ) is generally lower
for fast-moving products than for slow-moving products, the former
could be expected to lose a smaller proportion of their demand, given
a stockout, than the latter. Hence the system will assign higher
implicit service levels to steady fast-moving lines than to slow-
moving lines with a lumpy demand pattern. In a comparison of six
decision rules, Brown (57) concludes that the 'equal shortage'
principle compares favourably with the other alternatives for field

warehouses.
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The computer routines for calculating the stable A values and
the resulting Buying Family ordering points are shown schematically
in Fig. 3.5. The 'functions' referred to are numerical approx-
imations to Gamma properties derived by Johnston (58):-

Function 1

Calculates R given P, k
Function 2

Calculates ELS given P, k
Function 3

Calculates ELS given y, k

The ordering routines are described by a fictitious example of
a Product Group comprising a single Buying Family with 200 items.
Assume that a Product Group service level of 95% has been set, the
target order interval for the Buying Family is 2 weeks, and the
aggregate costed demand is £200,000 p.a.

Then, ELS p.a. for Buying Family,

i=200
Z ELS, 50
i=1 Il

I

(1 - 0.95) x £200,000

il

£10,000

And, ELS per order for Buying Family,

i=200 e
ELSi - 10,000

21
* 25

= £400 which is the order point
On each overnight stock status update on the computer, an ELS
calculation is performed using Function 3. This represents the amcunt
of sales which would, on average, pe lost before a purchase order
placed immediately is delivered. This amount increases daily as the

stock falls, as illustrated in Fig. 3.6.
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Product ELS Day 1 ELS Day 2 ELS Day n

() (£) (£)

1 £0.75 £2.06 - - - £5.75
2 £2.63 £4.22 + - - £7.72
3 £0.00 £0.06 - - - £0.68
200 £5.22 £14.10 - - - £38.70

BUYING FAMILY £56.74 £88.20 + - -£403.34 ¢ Generate order
Fig. 3.6 Example of Purchase Order Generation

After each ELS calculation the total for the Buying Family 1is
compared with the order point. On day n, when the ELS exceeds the
order point a recommended purchase order is generated and transmitted
to the Distribution Centre buyers for actioning. The recommended
quantities are calculated as:

R, * uDiIi - ELS, - uDi T/2 - Y

where Ri is calculated using Function 1.

On average, a particular product should have a stock cover of
R.l - UD.T/2 when an order is generated. Hence the average order

i
quantity is u_ I, - ELS, (i.e. the average sales per order interval)
D, 1 i

i
which keeps I at a stable value of 2 weeks.

By working packwards through the logic, if £403.34 of
potential sales are lost before the order is delivered (in practice

this would average £400 as a correction for overshoot is

incorporated) and this is repeated a further 24 times, the losses in
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the.full year would be approximately £10,000 which would produce
the target service level.

The forecasting of demand and lead times is carried out
separately using simple exponential smoothing in both cases. The
first two moments of demand in the risk period are calculated using
equations <:> and <:>. A demand filter is incorporated to avoid
distortions during and immediately after stockouts. Seasonality is
catered for by the inclusion of base index tables of weekly factors
for a number of known seasonal patterns. The demand forecast 1is
first deseasonalised by dividing by the factor corresponding to the
average age of the data constituting the EWMA, then re—seasonalised
by multiplying by the factors for the projected period.

A facility for improving forecasts for products subject to
intermittent demands is incorporated in the system but this has not
yet been invoked. Croston (59) has shown that a EWMA is a biassed
estimator where a demand is not registered on every updating cycle.
The Mean and MAD of both issue size and issue interval are recorded
by the system should Croston's method be found necessary.

The buyers are allowed a high degree of freedom for incorpor-
ating subjective judgements into the computer routines. They are
permitted to:-

a) introduce 'Service Level Adjustment Factors' at Product or
Buying Family level where commercial considerations are
éerceived to outweigh the mathematical optimum deployment
of stocks. These factors adjust the individual service
levels by a predictable amount.

b) override lead time forecasts where market intelligence is

available. Whilst overrides are in operation the

statistical forecasts are updated but they take no part in
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the ordering calculations.
c) change recommended purchase order quantities, or suppress
order generation completely.
The buyers are guided and prompted into intervention action by
several computer reports. These include reports on low stocks,

excess stocks, urgent orders and demand and lead time statistics.
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3.4 THE GAMMA DISTRIBUTION

Although Service Level is the measure of service adopted in the
system, the Protection Level is an integral part of its calculation
and the probability density function of the demand during the risk
period must be determined. As stock is reviewed daily in the
Inventory Management system the terms 'risk period' and 'lead time'
are almost synonymous. (The average risk period is actually a half
day greater than the average lead time). As the term 'demand in
lead time' is commonly used in Stock Control literature, it will be
used in the remainder of this thesis to denote the demand during the
risk period. Nevertheless, all of the relevant formulae in the
system and simulaticn programs incorporate the review cycle.

The most commonly used statistical distributions to describe
the probability density function of demand in lead time are the
Normal, Negative Exponential and Poisson. This is almost certainly
because they are widely used in other statistical applications and
are comparatively well understood and documented. In the field of
Stock Control the generalised application of any one of these
distributions is unlikely to be tenable as each is suitable for
specific demand characteristics, viz. the Normal for fast-selling
products, the Negative Exponential for slow-movers, and the Pois;on
for products which.sell in single units. Also, the mathematical
properties of these distributions (for Poisson, U= OZ; for Negative
Exéonential, u =0 ; Normal extends to ¥ ©® ) are extremely unlikely
toc apply across a heterogeneous range of products.

A number of more versatile distributions have been propounded,
such as the Gamma, Lognoxmal, Weibull, and Compound Poisson. The
Inventory Management system uses the Gamma distribution mainly

because Johnston (60) has demonstrated its suitability for a
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significant number of Builders Merchants. Burgin and Wild (6l)
and Burgin (62) have demonstrated the suitability of the Gamma
distribution for Stock Control applications.

The Gamma is a 'variable shape' distribution described by a
shape parameter (or modulus), k, and a scale parameter, & . The
profile of the distribution for low values of k is given in Fig.
3.7. The important parameter, k, will be shown to be equal to the
square of the Mean divided by the Variance, hence it is a measure of

the consistency of the variates.

Fig. 3.7 Shape cf the Gamma Distribution

For O<k g1l the distribution is monotonic decreasing. In the
’special case of k = 1 the Gamma reduces to a Negative.Exponential.
For k > 1 it is unimodal with a positive skew. AS k is increased the
mode centralises until as k> ® the distribution has been shown
(62) to be a very close approximation to the Normal. Generally, as
the demand rate of a product increases, its k value increases, as the
ratio of the Mean to the vVariance becomes greater. Hence the Gamma

retains the characteristics of the Normal and Negative Exponential
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for fast-movers and slow-movers respectiveély whilst avoiding the
sharp dichotomy for intermediate movement rates.
A Gamma variate is defined as:
k k-1 -ox
_C{.X e

£(X) = e for O <x <®;0>0;k>0
(k)

®

where [ (kL is the complete Gamma function:

] .
k k-1 -ox
o x e

I'(k) =fO dx

An important property of [ (k) is that:

FT'kk) = (k=-1T (k -1

'k + 1) =k T (k)
T'(k + 2) ="k + LT (k + 1) = (k + L)k T (k)
Tk +n) = (k+n-1LT (k+n- 1) = (k +n - LY(k +n - 2)
.......... k T (ki
As T (1) = 1, for integer values of k, (k) = (k - 1):

By substituting k = 1 into (:),

—ox —ox

alxoe = Qe = &e—ax
£(x) =711 o

Hence, for k = 1, +he Gamma reduces to a Negative Exponential.

For all other values of k, the Gamma is a k-fold convolution of the

i i i =X 4+ X, + X, F ceerienenan X and
Negative Exponential i1.e. ify=x +X +x, + .

x. are all drawn from a Negative Exponential distribution with

1

parameter & , then Vv will be drawn from a Gamma distribution with

parameters k, &.
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The incomplete Gamma integral, which represents the Protection

Level (P) in inventory control theory, is defined as:

R (R cck k-1 -0x
Flx)dx = | 22— 4x 4329
o o I'(k)

For mathematical tractability, the following transformation is

often employed:

Let (OoXx) =V
dv
Th —_— = O =
en 3 and dv odx
P = k-1 -
Hence, [OR le Vv

Jo TTw

It will be shown in <:> that OR = U"/—]Z where U is a

standardised reorder level expressed in standard deviations of demand

in lead time, i.e.

uwk k-1 -v
v e dv
Hence, P = 44{@9

© T (k)

The parameters k and © can be expressed in texms of the first

two moments of the distribution, M and g, as follows:-
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The mean of a distribution is the first moment about the

origin,

Il

But I'(k)

Then by increasing the value of k by 1,

o} T (k+1)
_k

Hence, n =
o

The variance of a distribution is the second moment about the

mean

k k-1 -0X
. 2 Jw xzu X e dx 2
o}

M
I'(x)
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I'(k+2)
k(k+1l)

But [ (k)

o] y 1 -
. 2 k(k+1) [ -ak+zx&+le OLxc}.x

o bal
a2 A [ (k+2)

akx&—le-axdx

[oo
. = 1
Since ° T (%)

Then by increasing the value of k by 2,

)

+ +1 -
y” ak 2xk le dxdx .
o) ['(k+2)
k(k+1) )
. 2
o agw = - -
az H
2
a? a? a?
2
S, k= alc? = E; ok
U
2
L. k = E_
g?

- 79 -

@



@

An expression for calculating the Protection Laevel is nere

derived using the technique of expanding the integral provosed DV

Winters (63).

<:> 1 ok =1 -v
From ;, P = = v e dv
I' (k)
o]
=[]/
Introducing e Wk eU/E (= 1) into the expression,
o e (R Uk
P =g ¢ e vk L dv
(k) o
Vr- e oy 2
But, eU k=v = 1 + (U/: 2 (U/E v) F o
1! 21 T
n=®

e-U/E (uvk §=ﬁ
rxl ‘o n=o
e-U/’Z fuvk nEco
L) Jo n=o

-uvk [ u/k n=o
(o]

n=o

vk_l(U/E;v)n (k+n)dv
n ! (k+n)

vk_l(U/E?v)n_l(U/g—v)(k+n)dv

n ! (k+n)

Y

v‘-l(U/E—v)n—l[k(U/Q-v)+n(U/E—v)]dv

-uvk  [uvk n=o,

n ! (k+n)

vk-l(Ufg?v)n+vk'l(U/§~v)n—an/E—vk—l(U/E;v)n-lnvd

I'(k) ° n=o

n . (k+n)

vk /k

oo vk
-k k-1 n k-1 n-1 k n-1
e Z o kv (U/ERH av+ lo nu/kv (UV&QH dv- Jo nv  (U/k-v) dv

T(k) n=o

n . (k+n)
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Let y = (Wk-v)"

dy
dv

-n (Uvk-v) n-

and, let dz = kvk-ldv

The first integral in the expression is I v dz and the third

integzral is Iz dy. Integrating by parts,

J'ydz + fzdy = vz

uvk
- n= k= -
p= = o/ im Vk(U/Iz-v)n-&-nU/f fo ve l(U/ﬁZ—v)n ldv
I'(k) n=o n! (k+n)
Expanding the series,
fu/ﬁ
p = e—U/E Lk_ + vk(U/E-v) +uvk Jo vk_}'dv
T (k) k (k+1)
IU/E
+ vk(U/i—v) 2-+2U/E o vk_l([i/lz—v) dv
2! (k+2)
uvk
. S (uvR-v) 2+30/% Jo &L (u/R-v) 2av
3! (k+3)
v=U/}-<.
S
v=0
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+ v (UVR-v) +0VR v/
(k+L1)

-uvk k
e v
k

I'(k)

. (U R~v) 24207k (VU R kv T/ (k1))
2! (k+2)

. vk(u/i¥v)3+3U/§((UJ§)2vk/k-2UfE vk+l/(k+l)+vk+2/(k+2))
3! (k+3)
v=U/E
S
V=0

At the upper limit, all terms containing (U/k-v) are eliminated;
at the lower limit, all terms are eliminated. The expression

therefore simplifies to:

SR e, W, WwWB < wm | wR*P

['(k) k k (k+1) k (k+2) (k+1) (k+2) 2k (k+3)

P =

(o<, (u/i) <13
(k+1) (k+3) 2 (k+2)(k+3)
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k
(UVk) N (u/k) £ . (uvi) ¥ F2 . (U/E)k+3

Faeaeae
I'(k) X k (k+1) k(k+1l) (k+2)  k(k+l) (k+2) (k+3)
-uvk k-1
_e (uvk) Wi, whk? k)’ vt .

T (k) K K (k+1) X (k4D (k+2)  k(k+1) (x+2) (k+3)

-uv/k k-1 n=
pos WRTTTY gn_;/}?)“*l @)

I' (x) n=o lﬁn (k+1)
i=o

which is essentially the same expression as that obtained

by Winters.

The term I (k) in the denominator can be evaluated using a
series expansion, several of which are available. The following,

due to Hastings (64), is accurate to within *0.0000013:

F(l+x)=l+ax+ax2+ax3+ax"+ax5+axs+ax7
1 2 3 4 5 6 7
for 0¢<xg1
where, a = -0.57710166
a2 = +0.98585399
a3 = -0.87642182
%+ = +0.83282120
a.5 = -0.56847290
% = +0.25482049
a7 = ~-0.05149930
I'(x) = (L + x) where x is the fractional part of k.
X
For non-integral values of k > 1,
F(n.x) = (n + X - 1)(n + X = 2) ceeeeenens (x + L) T (x + 1)

where n is the integer part of k.
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Computer programs were written to evaluate [ (k) and P which
are listed in Appendix 2. It was found that for 0.l1¢ kg 6 and
0.5¢ UK 6, the evaluation of P using the first 30 terms of equation
agrees with Pearson's Tables (65) of the Incomplete Gamma
Function to within * 0.000003 with a Mean Absolute Error of zero to
the sixth significant digit.

The following derivation of an expression for Percentage Lost

Sales in lead time (PLS) is based on a method by Burgin (62).

[ee]
ELS L
PIS = — = — (x-R) f(x) dx
H U JR
Where U = mean demand in lead time

Substituting from (:) ’

PLS =

ubio T' (k) o I' (k)
k k-1 -0x ® p k-1 -0x
1 xo x e dx o | X € dx
I o T (k) o I'(kx)
R R
- k k-1 -0x
xS T e T gy ax e X
- + R
o I'ik) ° [k
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‘But, T(g= L1

PLS

© k+l k —-0x
a X e

_ 1 k dx _ 2 dx
u o T (k+1) I' (k)
jo
R k+1l k -0x R k k-1 -0Ox.
Q. X e dx o X dx
- = + R
o jo [ (k+1) o I'(k)
R R
- -1 -0
1 k k ak+lxke OLxdx dkxk le ¥
= =] — -« R - — R
ul o o Jo ' (k+1l) o ' (k)

Grouping the terms in the first integral to integrate by parts,

Let U =

dx

k+l k
o X
[ (k+1)
- k+1l k-1
B ak+lkxk 1 _ X
I (k+1) I'(k)
dv = e—uxdx
-0X
e
a
1 R
K+ Xke OX 4y _ v
T (k+1) o

- 85 -



Integrating by parts,

R R
Udv = Uv - v du
© o
k+l k -ox | R _ax k+1 k-1
= _a_ xe + e o X dx
['(kx+1)a X= o T'(x)a
_ (aR)ke—aR . R aﬁxk—le-axdx
['(k+1) T (k)
o}
k ~-aR
= - _(_CB_)__G____ + P (from @)
['(k+1)
K g R)k -QaR

copg =L Eog o E|LORLEp) sre

U o o T'(k+1)
Substituting from @, & @,

x -Uvk
(u/k) e 44<:>
PLS = (l-U//E)(l—P) + —— 18
[ (k+1)

A computer program was written to evaluate PLS from this

expression, which is listed in Appendix 2. The resulting values

correspond exactly to a table computed by Burgin and Norman (66) to

the four decimal places tabulated except in a few randomly-scattered

cases where there was a difference of ¥0.000l.
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Equations and satisfy the theoretical requirements of

the system.  However, they are extremely cumbersome to use on a
routine basis, and also an inversion would be required to calculate
U given P and k. Instead, the following numerical approximations,
derived by Johnston (38), were employed.
Function 1 - to calculate U given P and k

U = A0 + AL log (1-P) + A2 (1-P)®> + A3 (1-P) log (1l-P)

where AO = 0.0106179 - 0.0156841 ¥* + 1.66011 log k

-0.365992 (log k)2 + 0.145241 k log k

Al = -0.998223 - 0.00231704 ¥* + 0.357714 log k
~0.106577 (log k)?> + 0.0201662 k log k
A2 = -1.48338 - 0.000741918 ¥* + 1.46426/k
- 0.206282 log k
A3 = 2.76031 - 2.72033 k - 0.0544844 ¥
+3.13504 log k + 1.04581 k log k
Function 2 - to calculate PLS given P and k

PLS = 0.0l (Al (1 - ) + A2 (L - 2)%)

9.4608205 + 101.30969/k - 9.5595537ﬂ3

where Al =
A2 = 20.574471 + 9.9995001/k - 27.350124/k’
Function 3 - to calculate PLS given U and k

- - -U 2
PLS = 0.0l (Al e U L a2 ve U | a3 (e Y7

26.684318 + 84.664245 k - 14.77837 ¥

where Al
+2.3625622 ¥ - 0.10083282 k'
A2 = 42.992034 - 51.061508 k + 12.425395 k*
-1.53408 k® + 0.0635186 k'
A3 = 29.0487 - 26.4592 k - 1.8668146 k- 1.0568659 k3

All expressions were derived for 0.5<kg<12; 0.5¢P ¢ 0.999.

All logarithms are to base e -
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Johnston (58,60) reported the following levels of accuracy for

the functions:

Function 1 supplies U to within 0.004, with a Mean Absolute

Deviation of 0.0026 on U values
Function 2 supplies PLS to
Deviation of 0.0009 (or 3.7% of
0.0002 to 0.2.
Function 3 supplies PLS to
Deviation of 0.0029. At values

corresponds to 6.2% of the true

The system calculates Mean

from 1.2 to 7.5.
within 0.0015, with a Mean Absolute

the true PLS) for PLS values from

within 0.005 with a Mean Absolute
of the PLS > 0.01 the average error

PLS.

Absolute Deviation of demand in lead

time rather than the Standard Deviation (for ease of computation)

then converts to Standard Deviation by using a constant factor. The

relationship between MAD and © is derived below:

MAD =!U —xl for all values of x

. M e}
« MAD = (u~x) f(x)dx + (x-p) £(x)dx
0 H
u o (o0 foo
=yl f(x)dx = xf(x)dx + xf(x)dx —u f(x)dx
0 0 H JH
= 24 f(x)dx - H f(x)dx - M| f(x)dx - 2 xf (x)dx
J 0 Y J U J %
fu o
+ xf(x)dx + xf (x)dx
]0 u
u °° W =
= 2y f(x)dx -U f(x)dx - 2 xf(x)dx + xf (%) dx
(0] 0] 0 0O
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But, f(x)dx = 1, and xf(x)dx = M
0 o}
u M
MAD = 2U f(x)dx - 4 - 2| xf(x)dx+u
o} (0]

o XOkak--le—otx

= 2.“ dx -2 dx
0 [ (k) 0 ' (k)
H akxﬁ—le—dxdx k s dk+lxke_dxdx
= 21 -2 =
o) ' (k) a |0 I (k+1)
U Okak-le-ocxdx U ak+lxke_axdx

21 -
o) ' (k) 0 [ (k+1)

The second integral is seen to be of the same form as the first,

with k replaced by k+l.

+]1 k -0
H ak X e xdx

Integrating as in the derivation

0 [ (k+1)

the second integral identical to the first:

-1 - - k k-1 -a
s akxk le OLxdx (au)ke H _ H o X e xdx
MAD = 2U +
0 ['(k) I'(k+1l) 0 I'(k)
k -Q ’
2u(ap) e H



Substituting y and ¢ from @ and :

MAD

or,

) 2x5o
/KT (k) ®
g /ET(k)ek
- k
MAD 2k

<§ED

Using the Hastings expansion for ['(kx), the conversion factors

for MAD to Standard Deviation are given in Table 3.1.

Table

0/MAD

OO0 00000 O0O0
O W~ Ol W

OO0 Ul s WK e

[

O0000O00D0O0O0ULO WO MO

o
g N O

2.0929
1.7299
1.5870
1.5097
1.4611
1.4278
1.4036
1.3852
1.3708
1.3591
1.3416
1.3290
1.3195
1.3121
1.3062
1.2956
1.2885
1.2796
1.2743
1.2708
1.2683
1.2664

1.2650

1.2640
1.2628
1.2620
1.2534

>cf 1.25 for
Normal
Distributicn

3.1 Conversion Factors for MAD to Standard Deviation
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3.5 PERFORMANCE APPRAISAL

There are provisions in the system for monitoring performance at

Product Group, Buying Family and Product level. The most important

measure of total system performance is a regular comparison at

Product Group level katween the target or forecast values and the

achieved values of the following parameters:

i)

ii)

iii)

Service Level

Target service levels for each Product Group are set at the
beginning of each monitoring period (normally six months)

to represent the percentage of total costed demand which
must be satisfied at the first attempt. The achieved
service levels are calculated as the proportion of days

for which each product has been in stock, weighted

according to their respective costed demands.

Demand |

The forecast demand for each Product Group is the costed sum
of exponentially-weighted moving averages of product issue
data. The EWMA's are updated weekly only if the respective
products have not been out of stock at any time during the
week (hence issues and demand are synonymous).. The achieved
demand is computed as the sum of the total costed issues
during the monitoring period divided by the number of days
the respective products were in stock, converted to an annual
figure.

Average Stock Value

The forecast average stock value is calculated as in
equation <:>. The achieved value is the costed sum of EWMA's

of the closing stock balances at the end of each week.
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iv) Stockturn

The forecast stockturn is computed as:

Forecast demand p.a. - ELS p.a.

Forecast Average Stock Value
The achieved stockturn is taken as the sum of the costed
issues per annum divided by the achieved average stock
value.

The report showing the above comparisons also contains a
valuation of 'Excess Stock' at Product Group level. For each
product, the excess stock is defined as the difference, if positive,
between the physical stock balance and the Maximum Order Cover (MOC).
The MOC is the reorder level plus the expected sales per order cycle
i.e. it is the point which the computer orders up to. Excess stock
can be caused either by the buyer exceeding the computer recommended
order quantities, or by the MOC falling due to changes in demand,
lead time etc. The buyers are provided with a monthly listing of the
excess stocks at product level.

The system was introduced into the first Distribution Centre on
a pilot basis in March 1979. Prior to the implementation a sample
of 911 products (lll4%) was monitored for a period of six months
whilst under the control of a manual recording system. This yielded

the following results for the sample:—

Average Service Level = 78.2%
fotal Annual Sales = £2.261m
Total Average Stock = £0.408m
Average Stockturn = 5.5

The period from March 1979 to September 1979 was taken up by
monitoring the pilot exercise and loading the remaining products on

to the system. The first system predictions were made in September
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1979 and these were compared with the subsequent performance at
March 1980. The comparison is given in Table 3.2. It can be seen
that the overall service level was within an acceptable tolerance of
the target value and this represented an improvement of 7.33% over
the manual system as measured by the sample. Fig. 3.8, however,
depicts a falling demand situation. This could be expected to result
in higher than predicted service levels, as first-order exponential
smoothing produces forecasts which lag the observed values when a
trend is present, and this would cause overordering. Also there are
significant discrepancies between the predicted and observed service
levels at Product Group level which suggests compensating errors
(Mean Absolute Error = 6.0%)..

The achieved average stock value is seen to be almost double

the predicted value. This can be analysed as follows:-

Average Stock Value = £2.432m
Excess Stock = £0.587m
... 'Effective’ Stock = £1.845m
Theoretical Optimum = £1.25lm
.". Penalty for

Imbalance = £0.594m

The counted stock value at the March 1980 stocktake was £2.44m,
compared with £2.23m at the September 1979 stocktake. This represents
a reduction of 1.8% in real terms, but this is well within the
tolerénce for counting errors. The general assessment of the system
in March 1980 was that it had helped to improve service levels but
made no appreciable impact on stock investment. It was recognised
that stock reductions were not achievable in the short term as
deficiencies would be made good immediately whereas overstocks would
take some time to dissipate.
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Two minor service level adjustments were made in March 1980
and a second comparison between predicted and achieved performance
was made in September 1980 (Table 3.3). This showed a substantial
improvement. The overall service level rose to 91.41% in a
situation of further declining demand and the Mean Absolute Error
of the Product Group service levels narrowed to 4.9%. The average
stock value was 7.9% below that for the previous period (in real

terms), analysed as follows:

Average Stock Value = £2.365m
Excess Stock = £0.743m
.. 'Effective' Stock = £1.622m
Theoretical Optimum = £1.358m
', Penalty for Imbalance = £0.264m

The reduction in the imbalance allied to the closer adherence
to service level targets is indicative of a much more effective
degree of control. The increase in excess stock was found in a
later investigation to be due to the intervention of the human
element and this is explored more fully in Chapter 7.

A further performance review was carried out in March 1981
*which revealed a further improvement in service level adherence and
about the same level of excess and imbalanced stock as the second

review. The other three Distribution Centres implemented the
system in March 1980, November 1980 and September 1981 and their

early results have followed a similar pattern to that experienced

by the first Distribution Centre.
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CHAPTER 4

ANALYSIS OF SYSTEM BEHAVIOUR
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4.1 SYSTEM DYNAMICS STUDY

4,1.1 PRINCIPLES OF SYSTEM DYNAMICS

In spite of the pervasiveness of systems, studies of their
dynamic behaviour are of guite recent origin. This applies
particularly to systems containing people, as the behaviour is
influenced by the voluntary actions of the individuals. The most
practical advances in developing a methodology for studying system
behaviour were made at the Massachusetts Institute of Technology
(M.I.T.) from 1956 onwards. The first systems to be studied were
industrial corporations and a significant milestone was reached in
1961 when Professor J.W. Forrester (35) published the results of the
first phase of the research programme. This provided the impetus
for further research, both horizontally into other industries, and
vertically into different orders of systems. The M.I.T. group
progressed to urban dynamics (67), which involved the interaction of
local population, job opportunities, house availability and capital
expenditure; and thence to world dynamics (68) which encompassed
natural resources, population, quality of life, capital investment
and pollution in a global perspective. With the extension of the
scope of the work the original designation of "Industrial Dynamics'
;as replaced by the broader term 'System Dynamics'.

In an industrial or business context, System Dynamics is
concerned with the interrelationships between the flows of men, money,
materiéls, orders and capital expenditure, together with the
information and decision network which effects the Fapprochement.
The approach is based upon charting these flowpaths and representing
the dynamic interactions by mathematical expressions which together
constitute a model. The parameters and structure of the model can
then be changed to test the effect of changes on the real system
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without incurring substantial expenditure and commercial risk.

The model consists of two fundamental building blocks -
rates and levels, and these are interspersed along the flowpaths.
The levels describe the state of the system variables at a point in
time. The rates describe the speed of inflow to, or outflow from
the levels. If the system is brought to rest the levels will be
observable, the rates will not. In a Stock Contrcl application,
inventory is a clear example of a level and the instantaneous rates
of receipts and despatches are the rates which maintain this level.
The levels are therefore net accumulations of rates, and the level
equations perform an integration function. Calculus is not used for
the integration functions, as analytical solutions are not always
possible using linear differential equations (69), and the
introduction of complex mathematics would remove the equation structure
from the purview of.most practising Managers. Instead, the M.I.T.
group use the rectangular (Euler) method of integration which
consists of recalculating rates after each 'solution interval' and
accumulating these to form the levels. &As the solution interval is
fixed and does not tend to zero, this is not a true integration, but
with a small solution interval relative to the time constants in the
;ystem it is a very good approximation. The differential equations
required for calculus are replaced by difference equations which
reduce the mathematics to simple algebra.

An important sub-structure of the model is the feedback loop.
Complex systems could be aptly described as 'packages of feedbacks'
and it is these which determine the internal behaviour of the system.

Four of the most important types of feedback loop have been identified

by Forrester (70), and these are depicted in Fig. 4.1.
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Fig. 4.1 Types of Feedback Loop

Curve A shows the time response of the variable approaching
its final value without overshoot or oscillation. This is typical
of a first-order negative feedback loop. 'First-order' implies
a single level variable with an associated rate, whereas higher
order structures contain a concatenation of levels and rates.

Curve B displays an oscillation of diminishing amplitude before
the variable attains its stable value. This represents a second (or
higher) - order negative feedback loop. The oscillation is caused by
delaying effects introduced by other levels in the system e.g. if an
inventory level begins to fall below its desired value, the ordering
rate is increased and the level of unfilled orders at the supply
source rises. This results in an acceleration of the supply rate
which duly corrects the inventory deficit. The ordering rate is cut
back and after a time lag the unfilled order pool falls and the
supply rate is decelerated. puring this reaction time the supply
rate exceeds the ordering rate and the inventory overshoots its
desired value. The sequence of actions is then repeated with the
arities and the inventory level oscillates around its

opposite pol

desired value.
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Curve C is an exponential curﬁe with an increasing gradient.
This depicts a growth characteristic which is engendered by a
positive feedback mechanism.

Curve D is a composite of curves C and B. This suggests two
or more coupled loops. The initial time response assumes an
exponential profile which suggests a dominant positive feedback
loop. The early growth is constrained by some non-linear condition
such as market saturation or the attaimnment of production capacity.
A second-order negative feedback then predominates and the variable
achieves a steady state. More complex profiles would be obtained
with a more intricate network of feedback loops. The basic profiles
are nevertheless discernible in most structures.

With a short solution interval, the independent variable, time,
is incremented in small fixed steps between recomputations. The flows
are therefore analaéous to liquids flowing through tubes with
reservoirs interposed. In essence, the model effects a continuous
system simulation, and rapid changes to variables, especially
discontinuities, introduce potential inaccuracies into the fixed
step integration procedure. In the real system, however, the
changes in the variables are fundamentally discrete - purchase
‘orders are accumulated until 'best terms' are available, receipts
arrive in lorry loads, taps are sold in pairs, wallpaper is sold in
'vyoom lots', etc. The variables therefore experience quantum changes
rather.than smooth gradations. Forrester (35) argues thak "real
systems are more nearly continuous than is commonly supposed" on the
grounds that aggregation of products and transactions smoothes the
flows to the extent that a continuous process 1s an effective first
Aggregation does, however, dilute behaviour patterns

approximation.

especially if the component items are in different phases of their
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opgrating cycle. Aggregation should therefore aim to achieve a
bglance between smoothing individual actions and preserving the
innate behavioural characteristics of the operation. Childs (71), in
a mathematical analysis of aggregation, states that "aggregation of
products within each of these two categories (stocked or produced
to order) is therefore assumed to present relatively minor estimation
difficulties" . Carnell (72), in an empirical System Dynamics study,
has observed that quantising variables gives a less stable result
with a greater amplification of swings and a shortening of frequency.
System Dynamics produces results which could be interpreted
either quantitatively or qualitatively, depending upon the nature of
the application and the formulation of the equations. Models can be
broadly divided into Process Flow models, where tangible operations
are represented in detail, and Policy models, where more abstract
concepts based heavily on the information and decision network are
represented. The degree of quantification which may be imputed to the
results is clearly much higher for Process Flow models, and the
dynamic behaviour is usually more orderly than that encountered in
Policy models. Roberts (73), for example, has modelled the Research
and Development process using relationships based upon qualitative
éurves represented in the model by tables of assigned numbers. The
results obviously reflect the nature of the input and it would clearly
be inappropriate to attempt to elicit the magnitude of the variables.
Meyer énd Roberts (74) assert that these models are highly beneficial
in helping to formalise thought processes, particularly as the
qualitative curves are often constructed from subjective interpretation
of the system relationships. However abstract the subject being
modelled, it is of prime importance that there is an identifiable
structure with deterministic causal relationships which can be
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expressed numerically.

Several Continuous System Simulation Languages (CSSL's) have
been developed to facilitate the execution of the models on digital_
computers. Carnell (72) provides an account of the features and
historical dovelopment of CSSL's. The M;I.T. group developed the
DYNAMO (DYNAmic MOdelling) language for the purpose of running the
Industrial Dynamics models. The symbolic notation given in Fig. 4.2
was developed in conjunction with DYNAMO and the following
conventions are used: |

The subscript 'K' to a variable name denotes 'time now', ‘g’
denotes the time at the previous recalculation point, and 'L' the
time at the next recalculation point. All levels are subscripted
with J, K or L. Rates are subscripted by 'JK' to denote the solution
interval up to 'time now', or 'KL' to denote the solution interval
from 'time now' to the next recalculation point. The processing
seqﬁence is:-

a) Calculate levelé at K using levels at J and rates over

JK.

b) Calculate auxiliaries at K using levels at K and rates

over JK.

c) Calculate rates over KL using levels and auxiliaries at K.

d) 1Index time forward by one solution interval and repeat.

The DYNAMO (75) language contains a number of useful features
including a graph-plotting facility, extensive error checking and
recovery routines, the resequencing of equations into the correct
calculation ordef, an automatic documentation facility, and a number of

functions such as generating random numbers and representing

relationships by tables.
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Level:

Delay:

Accumulation of materials or orders.
The present value resulting from
inflows and outflows. Describes the
state of a variable at a point in

time.

Flow Rate: Defines the instantaneous rate

of flow between levels. The value is
determined by Levels and, optionally,

Auxiliaries.

Auxiliary: A subordinate equation which is

part of a rate formulation. Intro-
duced for ease of comprehension and

mathematical simplicity.

A shorthand representation of the
cascaded levels and flows which

constitute ‘a delay.

A = total quantity in the delay
B = order of the delay

C = outflow rate

D = time constant

Material Flow

Order Flow

Information Flow

Source of Information

Fig. 4.2 Diagrammatic Notation
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The DYNAMO CSSL was not used for the present study, but many
of its features were written in to a specially developed simulation
program which was coded in the standard BASIC language for operation
on a microprocessor. This approach was adopted purely for computing
convenience. The equations were written using the DYNAMO mnemonic
conventions then translated into BASIC notation. The fundamental
process of calculating difference equations iteratively is executed
in exactly the same manner as the DYNAMO CSSL without any degradation
in accuracy.

4.1,2 SCOPE AND DEVELOPMENT OF THE MODEL

The system delimitation encompasses the Branch/Distribution
Centre/Supplier hierarchy as shown in Fig. 4.3. The supplier is
represented as a single level which is tantamount to a delay in the
ordering process. As the supplier is included in the system, the
market is the only source of exogenous variables.

The Inventory Management system controls the stocks at
Distribution Centres. The dynamics of Distribution Centre stocks
are therefore cf prime interest. The Distribution Centres operate
independently, thus the model can be restricted to a single
Distribution Centre with a complement of 20 Branches which are of the
;ame order of size. Orders on a Distribution Centre are split about
equally between Branch replenishment orders and direct customer
orders. Hence the system comprises a J-level structure superimposed
onto a'3—level structure. No attempt is made in the model to
segregate these structures as they co-exist in the real system. Each
Branch stocks a heterogeneous range of approximately 2,500 products
but their demand patterns can all be adequately represented by a Gamma
probability distribution (Chapters 3 and 5). The incorporation of

multiple demand characteristics into the model would introduce undue
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complexity and probably cobscure any dynamié behaviour.inherent in
the system. The approach is therefore to select a typical product
and assume a homogeneous range. With this assumption, product
aggregation is merely a scaling function with no particular
advantage. The magnitude of the units input to the model is
therefore at single product level but the concept is of many
similar products. The selection of a 'typical' product is conten-
tious. Intuitively, a product with a sales rate of around one unit
per week per Branch would be considered typical in that this rate
would be of the correct order of magnitude for a large proportion
of the range (refer Fig. 3.3). On the other hand, a relatively small
number of products account for a high proportion of the total
revenue and they must exert a strong influence on the behaviour of
the total system. The approach taken is to run all of the tests
twice - once for a'typical product and once for an influential
product.

A simple aggregation of Branches is not possible, as the 'square
root law' asserts that the total inventory in a system is proportional
to the square root of the number of stockholding locations (76) .

This 'law' is, however, no more than a rule-of-thumb based upon
‘assumptions which are not all valid in this application (e.g. orders
must be placed according to the Economic Order Quantity principle
which has a square function in its formulation). A better approach
for célculating the aggregate Branch inventory is to scale down the
order rate to individual Branch level, calculate the commensurate
inventory, and multiply by the number of Branches.

The main purpose of the model is to examine the time-varying
behaviour of the system and to check if any internally-generated
cycles exist. Other strategic uses for the model are, however,
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envisaged (e.g. to test the effect of altering the balance between
centralised and decentralised stocks}, and for this reason all of
the system constants are entered as parameters rather than embedded
in the equations. The model represents a Process Flow and, as such,
generates results which have quartitative significance. As the system
inventory levels are of paramount importance, the expressions for
desired inventory are developed in some detail to ensure that they
are consistent with the formulae in the Inventory Management system.
Forrester's (35) simple proportional relationship between stock level
and demand rate (i.e. an assumed constant stockturn) is not
appropriate.
The model was developed in three stages. First, the Forrester
(35) Production/Distribution example (pp 137-186) was replicated in
BASIC notation aﬁd run on a microprocessor. This demonstrated that:-
a) the inbuilt DYNAMO macros could be identified and written
in their elemental form e.g. the third-order exponential
delay function DELAY3 is equivalent to three cascaded levels
and rates,
b) the time to run a full scale model on a microprocessor 1is
not prohibitive nor is there any degradation in accuracy.
The second stage consisted of pbuilding a simplified model of
the Organisation with a minimum number of equations and aggregated
variables. The delays and other time constants were made fairly
realiétic. This demonstrated that the system is very stable and the
CLIP, MAX and MIN functions (75) were unlikely to be required to
constrain ill-behaved variables.
The third stage involved breaking down the simplified model
into single variables and deriving relationships which matched the
real system as closely as possible. This model showed the same
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stable behaviour as the simplified model when subjected to a simple
disturbance. A comprehensive validation exercise was then carried
out to compare the early results with events in the real system.

This was achieved by collecting operational data (e.g. the
Distribution Centre stock balances during the period after a new
Branch was opened) and by asking Managers their opinion about how
long changes take to work through the system. It was concluded

that the model behaved in a manner which was generally representative
of the real system. This validation exercise was repeated when
different types of input disturbance were tested.

The program provides for four standard disturbance signals which
modify the base flow rate. They are input as a percentage of the
base flow rate and they have the same proportional effect on the
customer orders received by the Branch and those received directly
by the Distribution Centre. By simple changes to the program the
disturbances can be applied in any combination, though in practice
combinative disturbances were not found to be particularly instrum-
ental in furthering the understanding of system behaviour. The basic
disturbance functions in the program are:-

i) Step change - unidirectional or bidirectional steps may
be effected at any point in the run.

ii) Trend - this takes the form of a linear increase or
decrease.

iii) Sinusoidal - a sine wave of any specified period and

amplitude may be applied.
iv) Random Noise - the program incorporates a random number

generator, and a scaling routine toO producé the desired

magnitude relative to the base flow rate.
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4.1.3 CONSTRUCTION OF THE MODEL

A complete flowchart of the model is presented in Figs. 4.4a
and 4.4b. The mnemonics are defined in Appendix 3. The following
equations relate to the diagrammatic symbols with a one-to-one
correspondence,The Branch sector is formulated first (equations <:>
to ) followed by the Distribution Centre/Supplier Sector

(equations <:> to (::) ). In general, the level equations represent

the simple updating of a balance and are self-evident. The rate
equations embrace the decision functions peculiar to the operating
environment and some explanation is usually given. The solution

interval is denoted 'DT' (Delta Time) .

AUB.K = AUB.J + DT (CRB.JK - MDB.JK) @

ATB.K = AIB.J + DT (MRB.JK - MDB.JK) @

MDB.KL = AUB.K {)
DFB.K 3

The delay DFB is assumed to be variable, depending upon the
stock availability at the Branch. Equation <:>can be best explained
by considering a pool of unfilled-orders (AUB) with the inflow
suspended. The outflow rate (MDB) would be the total number of
orders divided by the time taken for the last input order to traverse
“the delay.

-2.9957 AIB

¥ N1iB
DFB.K = DSB x e + DHB @

Equation <:> is derived with reference to Fig. 4.5.

M
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Fig. 4.5 Relationship Between Branch Inventory and Delay in Filling

customer Orders
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The Branch service level is assumed to be 95% - hence
approximately 5% of the products could be expected to be out of
stock at any point in time. If the actual inventory is zero, all
orders must be referred to the Distribution Centre, which entails
an average delay (DSB) of 0.9 weeks (i.e. one half the Branch
review cycle plus the replenishment lead time). If the actual
inventory is at its normal level, 95% of the products will be in
stock at the Branch and there will be an average delay of 0.9 weeks
in acquiring the remainder from the Distribution Centre. Thus the
overall average delay due to stock unavailability is 0.05 x 0.9 =
0.045 weeks. If the Branch has more stock than normal, the overall
delay will be less than 0.045 weeks. At the limit, with infinite
stock, there would be no delay.

These characteristics are well represented by a Negative

Exponential curve of the general form y = ae"bx,From Fig. 4.5:

For y = 0.9 and x = O; then a = 0.9
For y = 0.045, x = 1, a = 0.9; then b = 2.9957
Sy = 0.9e~2-9957x

-2.9957 x AIB
NIB

or, DFB.K = DSB x e

an average handling delay of 0.2 weeks is added in respect of
the minority of products which are delivered to the customer from
the Branch using local transport.

SpB.KM*® SDB.K)Z]O'S

NIB.K = NB x[: SRB x { 2-25 x (2225 + 0.0833 x (

NB
SDB.K [)
- -4
04 X

Each product line is normally replenished from the Distrib-

ution Centre every week, as the reordering parameters are currently

set to encourage small frequent replenishments. The Working Stock
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is therefore assumed equal to the average weekly demand.

The status of each product is reviewed weekly, therefore the
interval between reaching the reorder level and the next review is
uniformly distributed with Mean 0.5 weeks and Variance 1% =12 =
0.0833. Assuming a fixed lead time of 0.4 weeks:

Mean demand in lead time, Urn = Uy (0.5 + 0.4) = 0.9 Up

where Uy = mean demand per week

And variance of demand in lead time,

Vip = 0.9 Vy o+ “Dz (O + 0.0833)

where VD = variance of demand per week

The Variance Law, described by Brown (77) postulates a
relationship between the Variance and Mean of demand of the form:

Variance = a x Mean

Trials with live data have produced values of 2.5 for a and

1.5 for b using weekly demand data.

i.e. o
v = 2.5u_"°
D D
Substituting,
v = 0.9 x 2.5u "3 +0.0833u °
LD D D

2
Gamma Modulus, k = ULD

v (Chapter 3, equation <:> )
LD

2 2

_ 0.9 Up

5 l1e5 . 2
2.25UD + 0.0833uD

A 95% service level entails losing 5% of the demand in every

order cycle (on average) and the whole of the loss is normally

incurred during the lead time. Thus the Percentage Lost Sales (PLS)

during the lead time = i;%. « 995 - o.0556
0.

Given k and PLS, the value of U (the standardised reorder
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level) can be obtained by an iterative application of the routineé

in Appendix 2.

Reorder level = U ¢

. Reorder level = U (2.25u !°*%
D

And, Average Stock = Reorder Level

, 08
0.0833
L )

+

- Demand in lead time

+ % Working Stock

0e5S
U(2.25 1e5 4+ 0.0833 2 - 0.
UD UD ) 0.9 UD

+ 0.5 UD

Qe5
U(2.25 1e5 4 0. 2 -
( My 0.0833 Uy ) 0.411D

I

The 'NB' factors are introduced to give the combined stock for
all Branches with a joint demand rate of SDB.

The standardised reorder level is a variable depending on the
demand rate Hy - Table 4.1 illustrates the average combined stock
level obtained from this expression with a range of joint demand

rates, assuming 20 Branches.

Demand p.w. k U Av. Stock (wks)
1 0.080 5.796 18.06 (18.06)
20 0.347 3.657 103.80 (5.19)
100 0.743 3.155 289 (2.89)
3000 3.034 2.934 3360 (1.12)

Taple 4.1 Standardised Reorder Levels and Average Stocks for

Varying Branch Demand Rates

The actual Branch stockturn is of the order of 10, giving an

average 5.2 weeks' stock. This is consistent with the figure for
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the product with a demand of 1 unit per week which is generally

regarded as 'typical'. The relative stocks for the other demand

rates were checked aga;nst actual product stocks and the results
were reasonably consistent with the Table.

The standardised reorder level is input to the model as a
parameter, as the iterative application of formulae employing
series expansions is extremely time consuming. Strictly, the value
of the standardised reorder level should change as the disturbance
sigﬁals alter the input order rate. However, trials have shown
that provided the input order rate does not change by more than 20%,
the change in the standardised reorder level is no more than 1.5%.
As the last term in the expression is independent of the standardised
reorder level, the average stock will change by less than 1.5% which
is not significant. The input value is therefore retained for the

duration of the run.

SDB.K = SDB.J + DT (CRB.JK - SDB.J) A{E>
SEFB

This represents a first-order exponential smoothing process
with a time constant SFB. Branch demand is smoothed using a 26-week
moving average, but this would be cumbersome to manipulate in the

.model. Brown (77) has shown that the time cpnstant used in
exponential smoothing is equivalent to (n+l) /2, where n is the
number of periods in a moving average having the same average age

of data. An exponential expression is therefore substituted for the

moving average with SFB = 27/2 = 13.5

RRB.KL = CRB.JK + 1/DIB (NIB,K - AIB.K + NPB.K - APB.K + AUB.K

- w0 ®

This formulates the stock replenishment rate required by the

Branch in terms of the deficit between its stock ownership and its

present commitment. The term DIB is a time constant denoting the
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average delay in correcting inventory and pipeline imbalances.

This is set at 6.5 weeks, which is half the quarterly recalculation

period for the product reordering parameters.

NPB.K = SDB.K(DRB+DTD+DFD.K+DTB) “4<§>
The normal quantity of materials and replenishment orders in

the pipeline between Branch and Distribution Centre is calculated

as the product of the smoothed demand on the Branch and the sum of

the constituent delays. The delay in placing replenishment orders

is set to 0.5 weeks, which is half the Branch stock review cycle.

The delay in transmitting replenishment orders to the Distribution

Centre is 0.1 weeks and the. transportation delay is 0.2 weeks.

APB.K = ROB.K + RCB.K + ARD.K + MTB.K —<<§>
Equation <:> aggregates the actual orders and materials in the

pipeline at their various stages in thée circuit.

NUB.XK = 0.05 x DSB X SDB.K ‘629

This assumes that 5% of the items in the Branch will be subject

to a stockout delay at any given time (as equation <:> ) .

ROB.K = ROB.J + DT(RRB.JK - RTB.JK) {11)
RTB.KL = DELAY3(RRB.JK,DRB) <@§>

The delay in placing replenishment orders by the Branch has the

characteristics of an infinite-order delay. In practice, replen-
ishment order requirements accumulate over a weekly stock review
cycle. They are then keyed into electronic data recorders and
transmitted to the Distfibution Centre via the Computer Centre.
Branch stock reviews are carried out on a rota basis, one-fifth of
the range being reviewed daily. Each product is not reviewed on the
same day by all Branches. Hence the load on all Sections of the

Distribution Centre are evenly spread over the week. Any replen-

ishment occasioned by & Branch sale is therefore input to a delay of

- 118 -



up to five days with an instantaneous discharge. ‘This should be
properly represented with a 'boxcar' or 'pulse' (75) function but
these were found merely to introduce minor irregularities into the
curves without having any appreciable effect on -either the amplitude

or period produced by a third-order exponential delay. Consequently

the third-order function was preferred.

RCB.K = RCB.J + DT(RTB.JK - RRD.JK) {E})
RRD.KL = DELAY]1(RTB.JK,DTD) 4{329

Replenishment orders are transmitted to the Computer Centre and
stored on computer files whilst awaiting 'call off' by the
Distribution Centre. Calls are made in accordance with warehouse
activity schedules and the picking and loading activity tends to be
highest during the early morning and to decline gradually throughout
the day. A first-order exponential delay therefore fits this xoutine.

MTB.K = MIB.J + DT (RSD.JK - MRB.JK)

MRB .KL

16

®

DELAY3 (RSD.JK,DTB) O
A third-order exponential delay is a good qualitative fit for the

transportation delay. The output response is initially zero; it

rises slowly as deliveries are made to Branches in the immediate

vicinity of the Distribution Centre; the bulk of the deliveries are made

;ithin 4-8 hours of despatch; and some of the more remote Branches

are serviced via Transit Depots where the goods are offloaded and

transferred to local vehicles the following day.

ARD.K = ARD.J + DT(RRD.JK - RSD.JK) @

ACD.K = ACD.J + DT(CRD.JK - MSD.JK) @

AID.K = AID.J + DT(MRS.JK - MSD.JX - RSD.JK) @

RSD.KL = ARD.K @
DFD.K

MSD.KL = ACD.K @
DFD.K

- 119 -



The stock unavailability delay, DFD, is assumed to be  variable

depending upon the general inventory level at the Distribution Centre.

-2.9957 x 2D

NID

DFD.K = DSD x e + DHD 41@

This expression was derived in the same manner as eguation <:>

with a similar assumption that 95% of the products are in stock when
inventory is at a normal level and the remainder must be ordered.
The delay when stock is unavailable, DSD, is set at 6.0 weeks,
comprising 2.0 weeks for half the average time for the computer to
gene?ate a recommended Purchase Order, and 4.0 weeks for the average
supplier lead time. The handling delay for processing replenishment

or customer orders is set at 0.2 weeks.

0e5S
NID.K = SRD x (1025 x SDD.K'"% + 4-0033 x SDD.K?) - 2-1 x SDD.K ——-@

The average order cycle aﬁiDistribution Centre is 4.0 weeks,
which produces a Working Stock of approximately 4 weeks' demand.

The status of each product is reviewed daily, therefore the
interval between reaching the reorder level and the next review

is uniformly distributed with mean 0.1 weeks and variance

2

0.2° /12 = 0.0033. (This is true on average even though the joint

status of a family of products is the order generation criterion).
Assuming a mean lead time of four weeks with a variance of 4:

Mean demand in lead time, pLD = ‘”D (4.0 + 0.1) = 4.1 UD

where UD = Mean demand per week

Substituting from the variance Law,

I

1¢S5 44,0033 p 2
v 4.1 x 2.5 uD UD

LD

1e5 4+ 4.0033p 2
10.25 UD uD

- 120 -



Gamma modulus, k = LD

\
LD

4.1% y 2
uD

15
10.25u + 4.0033 UDZ

PLS during the lead time = 4.0 0.05

—.—l X = 0.0488

The standardised reorder level (U) for k, PLS can be obtained

as for equation <:> , thus:

0e5
Reorder level = U (10.25 uDl'S + 4.0033 UDZ)

And, Average Stock

Reorder Level - 4.1y + 2.0 u
D D

0ee5
U (10.25 1S 4 4.0033 2 - 2.
( 25 Uy O Hyo) 1oy,

The standardised reorder levels and average stock values for
varying demand rates are given in tapble 4.2. These were also

verified against the actual stocks in the Distribution Centre.

Demand p.w. k U Av. Stock (wks)
2 1.494 2.945 15.56 (7.78)

40 2.989 3.015 202.00 (5.05)

200 3.555 3.078 918.57 (4.59)

6000 4.065 3.177 26164.94 (4.36)

Table 4.2 Standardised Reorder Levels and Average Stocks for

Varying Dist. Centre Demand Rates

SDD.K = SDD.J + _DT (RRD.JK + CRD.JK - SDD.J)

SFD

Demand at the Distribution Centre is smoothed using first-

order exponential smoothing with a time constant of 7.
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Demand for a period consists of both Branch replenishment

orders and direct customer orders.

RPD.K = RRD.JK + CRD.JK + 1/DID(NID.K - AID.K + NPD.K - APD.K

+ ARD.K + ACD.K - NUD.K) @

This formulates the purchasing rate required by the

Distribution Centre in terms of the deficit between its owned and
committed stock. The average adjustment delay, DID, is 2.0 weeks,
which is half the average time between recalculating Lagrange
Multipliers in the Inventory Management system. The reordering
parameters are recalculated every time an order is placed, using the

Lagrange Multipliers.

NPD.K = SDD.K(DLS + DPD) {EE)
The normal quantity of materials and purchase orders in the
pipeline between Distribution Centre and supplier is computed as
the product of the émoothed demand on the Distribution Centre and
the sum of the delays. The average lead time delay is 4.0 weeks
and the average delay in placing purchase orders is 2.2 weeks,
comprising 2.0 weeks for half the order generation cycle and 0.2

weeks for vetting and mailing the orders.

APD.K = POD.K + POS.K @
NUD.K = SDD.K(DSD x 0.5 + DHD) @
POD.K = POD.J + DT(RPD.JK - PSS.JK) @
PSS.KL = DELAY3(RPD.JK,DPD) @

The delay in placing purchase orders on the supplier has the
same transient response characteristics as the delay in placing
replenishment orders on the Distribution Centre. A third-order

function is used for reasons already discussed.

exponential
poS.K = POS.J + DI(PSS.JK - MRS.JK) @
MRS .KL, = DELAY3(PSS.JK,DLS) @
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The transient response characteristics of the supplier lead

time delay would depend upon the nature of the production processes,

such as batch or flow line, length of runs, ease of re-tooling, etc.

Forrester (35) has suggested that a third-order exponential delay
is generally suitable for production delays.

The system operaticn is assumed to commence in an equilibrial
state. This is effected by a set of initialising equations which:-—

a) set all flow rates in the Branch sector and the smoothed
Branch demand equal to CRB,

b) set all flow rates in the Distribution Centre/Supplier
;ector and the smoothed Distribution Centre demand equal
to CRB + CRD,

c) set the Branch and Distribution Centre inventories
according to equations @ and @,

d) set all other levels as the product of their delay
constants and initial flow rates.

The delay constants are written into the computer program
immediately before the initialising equations and assigned numerical
values. As intermal data is communicated electronically between the
Branches and Distribution Centre, some of the delays are of very
short duration compared with those used by Forrester who presumably
assumed paper flows in all cases. Because of this, a very small
solution interval (DT) of 0.05 weeks was used. This was selected by
trial énd error as the maximum solution interval which produced
completely smooth curves. The 2,080 iterations necessary for a

2-year simulation can pe accomplished in approximately 20 minutes on

a microprocessor.

- 123 -



4.1.4 TEST RESULTS

4.1.4.1 STEP INCREASE

Fig. 4.6 shows the result of applyi
demand to a typical product having an ini
week per Branch plus 20 direct orders on
week. A unidirectional step increase is
example, a new Branch is opened or a new

A summary of the maximum changes to the

ng a 20% increase in

tial demand of one unit perx
the Distribution Centre perx
encountered when, for

range of products is added.

variables is presented in

Table 4.3.
Variable Mnemonic | Max % Change Time Period
Flow Rates
Customer Orders (Total) CRB/CRD +20.0 .
Total Orders on Distribution
Centre TRD +23.1 7
Purchase Orders sent to
Supplier PSS +40.7 7
Materials Received from
Supplier MRS +37.8 12
Inventory Levels
Branch AIB -6.3 5
Distribution Centre AID -12.1 7
Unfilled Order Levels
On Branch ' | AUB +28.8 7
vOn Distribution Centre ATD +89.8 8

Table 4.3 Maximum Changes to variables after 20% Step Increase

As approximately 95% of the Customer
satisfied immediately, the Branch invento

as the increase is applied. This causes
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orders on the Distribution Centre:

a) to replace the materials sold,

b) to increase the Branch inventory to a level commensurate
with the perceived new order rate,

c) to increase the volume of orders and materials in the
pipeline between the Branch and Distribution Centre.

The peak increase in the Branch ordering rate is seen to be
limited to 23.1%, i.e. only 3.1% above the new customer ordering
level. The constraint is caused by:-

a) the generally low levels of Branch stocks resulting from

a frequent 'stock-topping' operation with short, fixed
lead times,

b) the short duration of pipeline delays with electronic
data communications,

c) the dampening effect of the customer orders received
directly by the Distribution Centre.

The increased ordering rate on the Distribution Centre is
seen to cause a maximum depletion of 12.1% seven weeks after the
step increase. The effect on the Distribution Centre is almost
twice as severe as that on the Branch as:-

‘ a) the amplification of ordering in the Branch is passed on
to the Distribution Centre,

b) the lead time for the Distribution Centre is much greater
than for the Branch, hence the corrective action takes
longer to effect.

The peak ordering rate on the supplier is more than double the

This is due to:-

magnitude of the source increase.

a) the increased ordering rate on the Distribution Centre,

b) the reguirement to raise Distribution Centre stocks to a
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level commensurate with the perceived demand,

the need to increase the volume of orders and materials
in the pipeline between Distribution Centre and supplier.
This effect is much greater than the counterpart at the
Branch as tlie total pipeline delay includes the supplier

lead time and is almost 5 times as great in steady state

conditions.

Not surprisingly the peak Distribution Centre ordering rate

coincides with the minimum inventory, and the peak supply rate

occurs with a lag of 5 weeks and some attenuation.

The

dynamics of the Distribution Centre inventory and its

effect on service level is of central interest. This is examined

in detail by reference to Table 4.4.

Time Orders Recd | Actual Inv | Inv for 95% Effective Effective
Period (TRD) (AID) Service Level | Std. ROL Serv Lvl%
O 40.00 202.00 202.00 ' 3.015 95.0
2 48.38 194.73 239.77 2.617 91.6
4 48.89 183.91 242.05 2.506 90.6
6 49.19 177.89 243.40 1 2.445 89.7
7 49.24 177.61 243.62 2.441 89.7
8 49.23 179.02 243.58 2.454 89.9
10 49.07 185.62 242.86 2.516 90.7
12 48.84 194.94 241.83 2.604 91.4
15 48.52 -209.56 240. 40 2.743 92.6
20 48.26 227.31 239.23 2.909 94.0
25 48.18 235.27 238.87 2.983 94.7
104 48.00 238.07 238.07 3.015 95.0

(Stable)

Table 4.4 Effective Service Levels over Unstable Period
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The inventory necessary to provide an average service level
of 95% is calculated by applying the order rate (TRD) to equation
<:>' The effective standardised reorder level is also calculated

from equation (::) using the order rate (TRD) and substituting the
actual inventory (AID) for the normal inventory (NID). The
corresponsing PLS value can be obtained from the formulae in
appendix 2, and the service level as:

1 - PLS X Lead Time
Order Interval

The results show that a step increase iﬁ demand would cause a
marked reduction in service level for at least six months. As there
is no appreciable overshoot (In fact there is an overshoot which
peaks at 0.34% of the final stable wvalue in the 45th week, which is
not discernible on the graph) there is no compensating increase in
service level. The absence of overshoot and the slow response is
contributed to by the heavy damping effect of the demand smoothing
factors at both the Distribution Centre and Branch. In practice the
inventory level is a factor in the Expected Lost Sales calculation
which generates recommended purchase orders. The problem would
therefore be alleviated by the computer advancing purchase orders and
shortening the order cycle. The extent of the alleviation would
depend upon- the constitution of the buying families involved, which
is outside the scope of a continuous system simulation model.

4.1.4.2 STEP INCREASE (FAST-MOVING PRODUCT)

Fig. 4.7 depicts the results of repeating the previous test with

a fast-moving product (l5Smm copper tube). The initial demand rate is

150 lengths per week per Branch plus 3,000 lengths per week taken as
direct orders on the Distribution Centre. The maximum changes to

the variables are shown in Table 4.5.
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Variable Mnemonic | Max % Change | Time Period

'Flow Rates

Customer Orders (Total) CRB/CRD +20.0 -

Total Orders on Distribution
Centre TRD +22.2 7

Purchase Orders Sent to
Supplier PSS +39.1 7

Materials Received from
Supplier MRS +36.1 12

Inventory Levels

Branch AIB -29.2 6
Distribution Centre AID -12.8 7

Unfilled Order Levels

On Branch AUB +36.4 7

On Distribution Centre ATD +93.5 8

Table 4.5 Maximum Changes to Variables after 20% increase for
Fast-Moving Product

The correspondence between this table and Table 4.3 is extremely
close eXteFt for the depletion of the Branch inventory. This is
because of the very low Buffer Stocks held at Branches for fast-
moving products.

The Distribution Centre inventory stabilises after approximately
30 weeks, which concurs with that for the typical product. The
minimum inventory level of the fast-moving product provides an
effective service level of 89. 43 compared with 89.7% for the typical
These results suggest that the dynamics of the inventory at

product.

the Distribution Centre are not significantly influenced by the

movement rates of the products. This conclusion was reinforced by
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further trials, and all other results here reported refer to the

typical product.

4.1.4.3 STEP DECREASE

A step decrease rarely occurs in .practice but a recent case was
encountered when the servicing of a group of Branches was transferred
from one Distribution Centre to another. Hence one experienced a
step increase whilst the other experienced a step decrease. The
outcome of a step decrease of 20% is given in Fig. 4.8. This is not
a mirror-image of Fig. 4.6, as some of the relationships are non-
linear and the circular sequence of calculations results in all of
the variables assuming different values.

The maximum inventory level at the Distribution Centre provides
an effective service level of 98.6% and the inventory again takes

approximately 30 weeks to stabilise.

4.1.4.4 REVERSED STEP INCREASE

This test consists of a step increase of 20% followed by a step
decrease of 20% after 8 weeks. This simulates a sales promotion
which is a regular trading practice in the industry. Promotions
usually take the form of price reductions, and market intelligence
suggests that normal sales levels appertain as soon as the promotion
is withdrawn. Legal restrictions to the manner in which promotions
are advertised militate against long-term promotions and encourage
the switching of promotional items at short intervals. This is
thought to have a major de-stabilising effect on the system and it

has frequently been observed to be a major determinant of excess

stocks.
The outcome of a single promotion 1is shown in Fig. 4.9, and

Table 4.6 summarises the peak effects.
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Variable Mnemonic Max % Change Time Period
(Overshoot)

Flow Rates

Customer Orders (Total) CRB/CRD +20.0 1-8

Total Orders on Distribution

Centre TRD +23.1 7
(-1.5) 16

Purchase Orders Sent to

Supplier PSS +40.7 7
(-12.8) 17

Materials Received from :

Supplier MRS +35.8 11
(-10.7) 22

Inventory Levels

Branch v AIB -6.3 5
(+8.9) 15

Distribution Centre AID -12.1 7

. (+19.9) 17

Unfilled Order Levels

On Branch AUB +28.8 7
(-2.4) 16

On Distribution Centre ATD +89.8 8
(-24.2) 19

Table 4.6 Maximum Changes with 20% Reversed Step Increase

When the Branch sales level falls, its receipts exceed its issues
and the inventory rises. At the same time the forecast requirements

for stocking the Branch and the Branch/Distribution Centre pipeline

are reduced. Consequently the Branch orders on the Distribution

Centre are reduced and the Distribution Centre inventory rises

steeply (cf Fig. 4.6 where the increased demand is sustained). After

an average delay of two weeks for the computer ordering cycle, the

purchase ordering rate is reduced; and after a further four weeks for

the lead time, the supply to the Distribution Centre is decreased
14
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commensurately. During the whole of the system reaction time the

supply‘into the Distribution Centre exceeds the issues and the
inventory level substantially overshoots its final valué. All of
the other variables experience some degree of overshoot before
attaining their stable values.

Because of the central importance of the dynamics of the
Distribution Centre inventory and its effect on service level, the
trial was repeated with a 50% sales increase, which is not uncommon
during a promotion. The actual inventory (AID) and the effective
service level this provides are given in Fig. 4.10. The model was
modified to calculate the service level every solution interval
using the method explained in Sect. 4.1.4.1. The average service

level over the first 40 weeks was calculated as:

DT=800
Z (TRD x Serxvice Level)
DT=1
-DT=800
TRD
DT=1
and the average inventory as:
DT=800
1 ) AID

The result indicates that whereas a 95% service level can be

achieved with 202.00 units of stock in a steady-state condition, the

sort of disturbance induced by a promotion requires an average of

225.33 units (+11.5%) to achieve a service level of 93.0 (an increase

of 40% in Expected Lost Sales). As promotions are applied as a
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regular feature of trading, this degradation in performance is
extremely significant.

The simulation implicitly assumes that there is no fore-
knowledge of changes to exogenous variables. In practice, promotions
are usually planned several weeks in advance and hence the buyers
have the opportunity to predict the extra stock needed and acquire
it in advance. The trial was repeated a further three times - first
by increasing the initial inventories by exactly the additional
amount sold in the promotion; then by increasing the inventories by
50% of the additional amount; and finally increasing the inventories
by 150% of the additional amount. This simulates a perfect prediction
by the Buyer, an underestimate, and an overestimate respectively.

The results are shown in Table 4.7.

Prediction Service Level Inventory
Perfect 95.3% 227.58
50% Underestimate 94.3% 225.84
50% Overestimate 95.9% 230.41

Table 4.7 Effect of Buyer Predictions on Performance during

Promotions

This suggests that a good prediction can cbviate the service
level degradation with only a small increase in stock above the
disturbénce level. However, the practice of imposing step distur-
bances on the system, albeit to increase sales seems certain to be
a contributery factor in the general overstocking problem experienced
within the Inventory Management system.

4.1.4.5 LINEAR TREND (RAMP FUNCTION)

The Inventory Management system was implemented in the first
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Distribution Centre in March 1979. This coincided with the start
of a severe economic recession and, in real terms, sales fell
steadily over the next two years (Fig. 3.2). The decline over this
period was equivalent to approximately 0.5% per week. The effect
on the system variables is shown in Fig. 4.11.

The onset of the decline in demand first manifests itself as a
small increase in Branch stocks. The Branch reordering rate is
consequently cut back, which is reflected in an increase in the
Pistribution Centre inventory. The sustained decline, however,
results in a reduction in the demand forecasts, and the desired
inventories and pipeline requirements are reduced commensurately.

The ordering rates are therefore decreased, which eventually results
in a fall in the inventories. After approximately 30 weeks all of
the variables exhibit a steady declivity. Thereafter, the actual
inventories (AIB, AID) are always greater than the normal inventories
(NiB, NID). This is because the normal inventories influence the
procurement rates, which in turn influence the actual inventories.
Thus the effective service levels exceed the target values. The
average Distribution Centre service level over the 2-year simulation
is calculated as 96.5% and the average actual inventory as 172.51
(;14.6%). This offers a general explanation for the achieved
service level exceeding the target value between March 1980 and
September 1980 (Table 3.3) when the demand declined very steeply
(Fig. 3;2); and the achieved and target values being comparable
petween September 1979 and March 1980 (Table 3.2) when the demand

was fairly eQen. 1t does, however, suggest that the overstocking
problem is worse than that indicated on the later report (Table 3.3).

4.1.4.6 SINUSOIDAL FLUCTUATION

A sinusoidal input with a one-year period simulates the trading
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pattern for seasonal products with a single peak. fig. 4.12
displays the results of applying .a sine wave of 10% amplitude to

the customer order rate. The maximum and minimum points for the
variables are presented in Table 4.8, together with the phase

shift from the input. The tabulated figures refer to the second
upper and lower swings which appear to be. unaffected by the initial
transient conditions. The upper and lower swings are seen to be
unsymmetrical. Forrester (35) has observed the same characteristic
when applying a sinusoidal input (pp 175-177) and he attributes this

to system non-linearities.

Variable Mhemonic Max‘%‘Amplitude Weeks
(Minimum) Lag

Flow Rates

Customer Orders (Total) CRB/CRD +10.0
(-10.0)

Total Orders con Distribution TRD +11.5 o

Centre (-11.5)

Purchase Orders Sent to PSS +20.9 o

Supplier (-20.6)

Materials Received from . MRS +20.1 3

Supplier (-19.8)

Inventory Levels

Branch AIB +6.8 17
(-6.7)

Distribution Centre AID +14.7 26
(~13.7)

Unfilled Order Levels

On Branch AUB +14.1 o
(=12.4)

On Distribution Centre ATD +50.1 -9
(-33.6)

Table 4.8 Maximum Changes with 10% Sinusoidal Input
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The fact that the variable ATD leads the input signal is an
example of counter-intuitive behaviour (33). Forrester (35) shows
that in a system containing amplification, at some frequencies it is
possible for a dependent variable to lead the independent variable
(pb 415-417) .

Of greater potential significance is the 20-week phase shift
between the total orders on the Distribution Centre and its
inventory level. The reasons for this can be elicited from Fig.
4.12. The inventory level turning points will occur when the
receipts equate with the issues i.e. when the receipt and issue
curves intersect. For reasons of clarity, Distribution Centre issues
(MSD + MTB) have not been plotted, but it can be seen from equation
<::> that the delay in filling orders (DFD) in steady state conditions
is only 0.5 weeks. Hence the issue curve will be roughly in phase
with the order curve (TRD). It can be seen that TRD attains its
second peak in week 65, and it is not intersected by the receipts
curve (MRS) until week 85, when AID is at a maximum.

The conclusion that the inventory level is at a minimum when it
is most needed is not as serious as might be expected. The average
inventory over the duration of the trial is 202.15, though this is
noé strictly comparable with the steady state value of 202.00 as the
yun is terminated at a low point in the inventory cycle. The average
service level is 94.8%, an increase in ELS of 4%. This strongly
suggests‘that abrupt shocks to the system have a much more deleterious
effect than smooth wave inputs, and seasonality per se is not a
major reason for performance degradation.

4.1.4.7 COMPOUND SINUSOIDAL FLUCTUATION

Fig. 3.2 identifies a business cycle of approximately 4.5 years.

Some experimentation with simple sinusoidal inputs have revealed that,
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for equal amplitude, increasing the period has a beneficial effect
on system performance i.e. the lower the frequency the more stabl

is the system. A sine wave with 4.5-year period and 20% amplitude
produces an extremely stable result with negligible performance
degradation. The combination of the business cycle with a seasonal
trading pattern does, however, cause significant degradation. Fig.
4.13 depicts the state of the main variables (some are omitted for
clarity) when subjected to a one-year sinusoidal input superimposed
onto a 4.5-year sinusoidal input, with amplitudes of 10% and 20%
respectively. As with the simple sinusoidal input, the Distribution
Centre inventory is seen to be almost 180° éut of phase with the
ordering rate. The average inventory level is 203.6 (0.8% above
the steady-state level), and the average effective service level is
94.3% (an increase Qf 14% in ELS). This result is not particularly
meaningful as the averaging process over 4.5 years has no practical
significance. The system results are normally monitored every six
months, so the effect of the business cycle is likely to be perceived
as a positive or negative ramp function.

4.1.4.8 RANDOM FLUCTUATIONS

. In practice all of the input functions will be subject to random
noise. Some experimentation involving superimposing random noise on
to the basic signals already described has revealed that the variables
display the same basic characteristics but with some distortion. The
pursuit of this approach 1is therefore unlikely to prove instructive.
Instead, the application of random deviations to a steady input flow
is examined (Fig. 4.14). Forrester (35) has found that this can
reinforce a system's intrinsic periodicity and initiate any tendencies
to oscillate (pp 177-180). A pseudo-random number generator was used
to produce random numbers petween O and 1 which were scaled to give a
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maximum absolute deviation of 20% on to the base flow rates. The
Distribution Centre inventgry exhibits a wave form, but ho regular
period is discernible. The test was repeated three times with
different random number seeds and an exaggerated amplitude of 50%
(Fig. 4.15). It is concluded that the system is not influenced by
any inherent natural cycles.

The trial with the 20% deviation produced an average Distribution
Centre inventory level of 201.50 and an average effective service
level of 94.9%. The inventory level is marginally less than the
steady-state level, but this is due to the average order level (TRD)
being 39.8 units per week, which is slightly less than the steady-
state rate. The evidence suggests that the basic characteristics and
values of the variables are not.significantly altered by normal week-
to-week order fluctuations.

4.1.5 CONCLUSIONS FROM SYSTEM DYNAMICS STUDY

1) The Branch/Distribution Centre/Supplier system ié extremely
stable with very little tendency to oscillate. This is due
primarily to the heavy damping factors in the forecasting
systems at both Branch and Distribution Centre. For the same
reason, the inventories are slow to regain their steady-state
values after being disturbed. 1In reality they would be contin-
ually homing towards a steady state without ever achieving it.

2) There is a considerable amount of amplification of the variables
as the effects of disturbances work through the system, but not
as much as other observers have found with similar structures.
The limitation is due to the electronic communication of data,
fast delivery service to the Branches, and circumvention of the
Branches by 50% of the customer orders.

3) The imposition of sales promotions at frequent intervals acts as
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a series of shocks to the system which has a severe adversé
effect on both service level and inventory levels. This can
be mitigated by judicious advance buying.

Seasonality in trading activity has little effect on the
dynamic behaviour of the system,assuming it takes a smcoth
wave form. It does produce a phase shift of almost 180°
between the inventory and order peaks, but this in itself has
little numerical effect on the average values of inventory
levels and effective service levels.

The business cycle can be regarded as a succession of ramps
with varying inclinations and declinations. In periods of
volume contraction, the expected service levels will be higher
than the target values and the inventory will be lower than the
predicted level: the opposite will occur in periods of
expansion.

There is no evidence of a natural cycle in the system. The
internal feedback mechanisms produce amplification but little
or no oscillation.

The effect of random noise is minimal. It is likely to be
subordinated to the effect of quantising the variables (such as
rounding to the nearest pack size). This will be explored in
Chapter 5 with a model which is more appropriate for nandling

discgrete guantities.
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4.2 SENSITIVITY ANALYSIS

Section 4.1 examined the dynamic behaviour of the Branch/

Distribution Centre/Supplier system when subjected to various types

of disturbance. This Section investigates the static effects on

the service level and average stock level at a Distribution Centre
by altering the values of the five main variables i.e. Mean Demand

per unit time (UD), Standard Deviation of Demand per unit time

(e

D), Mean Lead Time (UL), Standard Deviation of Lead Time (g, ),

L

and Nominal Order Interval (I). The tests are conducted on a single

product, the base values of the variables being:

-

uD - 40 units per week
GD - 25.1488 units per week
~ k = 2.989
UL - 4 weeks
g -
I 2 weeks J
I - 4 weeks

In the operational system, sales maximisation is achieved using
a Lagrange Multiplier (A ) for each Product Group. Strictly, these
should be recalculated when any variable changes its value. In
practice, this would be prohibitive in computer time, and stock
balancing is confined to once per month. Hence changes to variables
h;ve two distinct effects - an immediate effect and a long-term
effect after the Lagrange Multipliers have been recalculated. The
recalculation restores the target service levels to their correct
values.. Figs. 4.16 to 4.20 show the immediate effects of the change,
and Figs. 4.21 to 4.25 show the long-term effects. In the latter
set of graphs the Lagrange Multiplier values are shown in place of
service levels. All results are based on initial target service

levels of 90% and 95%, and each variable is deviated independently

within the limits of 50% to 200% of its base value.
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In order to generalise the results for all base data, the
relationships in Johnston's Function 1 and Function 2 (Section
3.4) between Gamma shape factor (k), standardised reorder level
(U) and probability of stockout (1-P) have been analysed. These
are plotted in Figs. 4.26 to 4.31 and they are independent of base
data values.

The basic equations required for the analysis are re-stated
here for convenience. The minor effects of the review cycle of 1
day have been omitted fromthe analysis to simplify the algebra, but

they are incorporated into the graphical results.

. UL
SL=l-[PLS x—I-] @
J
AV = U O - u o+ I/2
2
Hpr,
But k =
2
DL
S e 12 @
J. AV uDL(U//E 1)+ /
2 2
Hp Hp
. « AR 35
LD D

A = (1-p) 250/1 @

The relationships between U, k and (1-p) are first examined.

As many of the sub-relationships act in opposition, the following

relational operators have been devised to identify the dominant

sub-relationships:
- 150 -



x oy X varies in the same direction as y by an equal factor
>
X oy X varies in the same direction as y by a larger factor
<
X O y = X varies in the same direction as y by a smaller factor
<
X &. Yy X varies in the same direction as y by a larger, smaller
or equal factor depending on data values
1
X O Yy : X varies in the opposite direction to y by the same factor
> 1 . .
X O v o x varies in the opposite direction to y by a larger factor
< 1 : .
x o 7 X varies in the opposite direction to y by a smaller factor
$ 1 . .
X & ;— : X varies in the opposite direction to y by a larger,
smaller or equal factor depending on data values
< 1 . .
X & y or — x varies in either direction relative to y depending
on data values
x @ y : x is not related to y

Johnston's Function 2, for a constant (1-P) reduces to the

quadratic,

b C .
PLS a + — - Ez where a, b and ¢ are positive constants.

k

Differentiating w.r.t. k and equating to zero:

- . 2
PLS = + %20 Sk ==
—_ — o
dk k%2 k8
d PLS 2b 6¢c
An 2 = .
dk? kP x*
' 4 PLS 2b(b%) 6c(b*)  -b*
Substituting 2c¢/b for k: 2 _ _ _
ax? (2¢)® (2¢)® gc?
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The PLS therefore has a single turning point at k = 2c¢/b and
this is a maximum. Evaluating the constants reveals that the
maximum PLS for (1-P) £ 0.5 occurs for k = 0.44, i.e. outside the
working region of the curves (Fig. 4.26). 1In the working region the

graphical evidence indicates that:

<
s g ®

. ) <
The relationships between PLS and (1-P) for 0.5 kK

j—

IN

are given in Fig. 4.27.

For k = 1 the gamma distribution reduces to a negative

exponential, a characteristic of which is:

PLS = (1-P) <§>

For k < 1, from graphical evidence,

PLS é (1-P) @

For k > 1, from graphical evidence,

PLS & (1-P) @

Fig. 4.29 shows that, except for very high values of (1-P),

u > vk —&)

Fig. 4.30 indicates that, except for very high values of (1-P),

< 1
(w/vk -1 a ¢ @

Fig. 4.31 shows that:

< 1
(w/Vk - D o 15 @

It can be seen by inspection of equation <:> that k is directly

and inversely related to OE) and o._.

related to Hp and M L
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The degree of change in k relative to the independent variables is

now investigated.

From equation (:) » a factor change, x, to W will produce

2,
a factor change x“ in the numerator and a factor change < x in

the denominatoi.

. >
N k-O('UL @

If a factor change, x, is applied to UD , k could change by
a bigger or smaller factor depending on the values of the constants.

Assuming the factor change to k is equal to x :

2. 2.2
then, xk = X UD UL

2 2 2 2
g_"+x" g
1JL D r'ID L

2 2 2 2 2
. FHpHp X Hp
e 2 2 2 2 2 2 2
+ + ol
HOp ™Mp 9 HOp T Hp 9
. 2 2 2 — 2+X2 20 2
.. x(uLOD +uD OL ) uLOD uD I



Therefore, if x > ULODZ/UDZO 2 the factor change

L

to k will be <x ; and if x < ULODZ/UDZOLZ the factor. change

to k will be >x ,With operational data, UTODz/uDzoL2

usually evaluates <O0.5 (it is 0.395 for the sample base data).

Therefore, in the general case, within the limits of variation

5 O,

If a factor change, x, is applied to O which results in

D
1
a factor change-; to k:
2. 2 2.2
S - HLTH
2 2 2 22 2.2
X g_~+ 0] O_“+
(UL D uD L ) ULX D uD OL
. 2 22 2.2 22
<. O_“+ o = O _“+
x(Up O +Up"0, %) Hpx 9p Hp 9
. 2 22
.. - g = - o]
x (1-x) UL D (L=-x%) UD L
2.2
(0]
UD L
. X =
g 2
UL D

which is the reciprocal of the expression obtained above when

UD igs varied, and usually evaluates > 2.0

..kOLO

D

If a factor change, X, is applied to UL which results in a

1
factor change~; to k:
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then, D L D 'L

< 2 2.2
. x (U, 0_“+ - 2 2.2 2
.o -1 2 - _ 22
(X )}JLOD x (X l)uD OL
2
. L‘lLO'D
. X =
2 2
UD OL

which is the same expression as for varying Hp and usually

evaluates < 0.5

' & 5 ®
.o k a - K

L

Having derived the sub-relationships, these are now used to
analyse the effects on service level and average stock of changing

the values of the variables.

a) Varying g

<
.. PLS C
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L 5 u
> D
u
. PLs—%& L
Mp

< 1
L —— > ;
S 57 for SL>0.5 (<:>)

QA
f

SL

g
=
L
Q
3

. u (U//Ell) & UD (as the direct sub-relationship dominates).
ot DL

Wy 1/2 0y
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The empirical results (Fig. 4.16) are consistent with these
general relationships. The service level is seen to be quite
sensitive to falling demand. After recalculating the Lagrange
Multipliers (Fig. 4.21) the re~establishment of the service levels
is seen to moderate the stock increases. The relationship between
the recalculated Lagrange Multipliers is confirmed as follows:

For a constant (re-established) SL, PLS is constant ( CED )

<
k ¢ UD (@)
For a constant PLS, (1-P) é k (Fig. 4.27)
"o (1-P
( ) OLUD

" This is entirely consistent with gamma distribution theory. A

higher demand rate-increases k, which produces a more symmetrical

probability distribution with a shorter 'tail'. Hence the ELS
given a stockout is less, so there must be more stockouts to
compensate (for the same service level). Therefore A (i.e. the

number of stockouts per year) 1is increased.

b) Varying GD

ko= ((O)
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L a0
I D
. <
. pLs M
x_ L & 05
I

< 1
SL 00 —————————
s u/p ToF SE 03 Gy

<1
(u/vk-1) a - ( (:) )

SowiR-D) S o

Fig. 4.17 confirms the above relationships. The immediate

effect of an increase in GD is to provide a lower service level

with slightly more stock. The increased stock level is expected,

as GD has a direct effect on the puffer stock. The reduction in

the service level is caused by OD decreasing k without the

concomitant adjustment to (1-P) via A . Hence the higher level

of ELS per stockout arising from the more skewed probability
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distribution is not counteracted by a decrease in the expected

frequency of stockouts. Fig. 4.22 shows that at the recalculation

the number of stockouts per annum () ) falls to restore the
service level to its original target value. This gives rise to a

further increase in the average stock to support the restored

service level.

c) Varying UL

S OR
< 1

ps 6= ((2))

>
kau

. <1
.. PLS & —_—
M,
u
Loy
I L
PLS i N r L
) IonuLou
L
SL & L for SL >0.5 ( (:) )
(PLS uL/I)

S
~
~
e
VA
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Figs. 4.18 and 4.23 reflect the immediate and long-term effects
of the interplay between the opposing sub-relationships and the
uncertainty of theloutcome. Both sets of results contain counter-
intuitive elements. The immediate effect of improving the lead
time is a deterioration in the service level; and in the long term
there is no significant reduction in stock - in fact under certain
circumstances a marginal increase ensues. The inconclusiveness in
the final relationships implies that the outcome of varying the
mean lead time is contingent upon data values. This uncertain

system behaviour could easily evoke inappropriate buyer action.

d) Varying o
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Figs. 4.19 and 4.24 demonstrate that the system is extremely
sensitive to changes in O . The immediate effect of increasing

OL is a substantial deterioration in service level, and the

longer term effect is an exponential escalation of the stock

level. There are two main reasons for the large increase in stock:

i) OL is a potent factor in determining the Buffer Stock.
The standard deviation of demand in lead time is an
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important factor, which is calculated as:

g = // 2 2, 2
LD HOp * W0,

‘(Thls assumes no cross-correlations or auto-correlations

of demand and lead time ~ refer Sect. 6.3)

UD GL (and thus GL ) exerts a dominant influence

as UL is the only variable which is not squared.
ii) There is a strong 'backlash' effect of the service level
restoration. Doubling OL causes the 95% target service
level to fall to 88%. Stock Level (plotted vertically)/

Service Level curves rise very steeply in this region.

e) Varying I

(i) For k<1 (ii) For k=1 (1ii) For k>1
- a1 ( (3) ) @B ar (@) amer (9
< >
PLS a (1-P) ( ) PLS = (1-P) ( @ ) PLS & (1-P) ( @ )
< . . >
. PLS O I .. PLS a I L. PLS o I
S oyt "L, L
T %7 I I T I
. u . U is con-~- . PLS UL < I
.. PLS _L_é 1 SoPLS L -0 =4
I I
SL é 1 (@) SL = l-(aconstant) SL & -(_ID—L—Slm { @
(PLS UL/I) L
S . - tant . SL &=
J. SL O 1 .. SL 1s constant. . a T
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Fig. 4.20 confirms the immediate effects i.e. increasing the
order interval reduces the service level (as k > 1) and there are
clearly counteracting influences on the average stock. The long-
térm effects (Fig. 4.25) show little change as the service level
correction is relatively small. As the order interval does not
affect k, its influence on system behaviour is limited and it may
be varied by the System Controllers with relative impunity. (The

consequences of reducing it below the lead time are significant and

are dealt with in Section 6.4).

- 163 -



SERVICE LEVEL ————

1-09 400
SL 5%
15 Zoo
‘\Qo\o
P
st 90%
Rl
‘ ¢
'y
S "
w
: ¢
by <
“w
-9 joof
.80 Q
o 20 ) ) 30
——— MEAN DEMAND (UNiTS PER WEZK)
Fig. 4.16 Sensitivity of Service Level and Average Stock to Mean
Demand Changes without Recalculation of A’
{-00 400t
95 %00
¥
')
qo0 S 2o
w
u
W
(-4
~
o
>
<<
3¢
I 700/
-4
% oo
48 -4 P o 70 30 40

50

CTANDARD DEVIATION oF DEMAND (UNiTS PER WEEKW) ——e

Fig. 4.17 Sensitivity of Service Level and Average Stock to Std.

Dev. of Demand Changes without Recalculation of A

- 164 -



16 400
$L 95+,
44 300
AS 95%
42 N
4 v /
s N
4 o AS 0%
Iy
w
¢ —
& W
- >
u <
.90 100
¢ %05
-9 o
o t 2 3 4 5 © 7 3
MEAN LEAD TME (wWegEks)
Fig. 4.18 Sensitivity of Service Level and Average Stock to
Lead Time Changes without Recalculation of )
115 450
45 400
.90 jm»
4
u 3
Y &
~ v
W W
¢l
<95 Y
e >
w <
30 oo
T15 %0

—— STANDARD DEVIATION of LEAD TME (WEEKY)

!

2

3

Mean

Fig. 4.19 Sensitivity of Service Level and Average Stock to Std.

Dev.

of Lead Time Changes without Recalculation of A

165 -



4

944

SEAVICE LEVEL

4oof
SL_35°%
3004
AS ‘\6 o/"
o0 \_—_’/’/
¥
3
w
ACY
-
<
Ty
>
<
100
\S'(?oz
o
o ! 2 3 + s © 7 S

ORPER INTEAVAL (WEEKS) mum—

Fig. 4.20 Sensitivity of Service Level and Average Stock to Order

3.0

B
°

AvEAACE STock

00

Interval Changes without Recalculation of A

1 +

——— MEAN DEMAND (UNITS FER WEEX)

6o

30

to Mean Demand

Fig. 4.21 Sensitivity of Average Stock and A

Changes with Recalculation of A

- 166 -



4o 4oo
3o Je0
20 Lo
l ¥
]
g
F
w
~<
i
-
<
l g
)
>
<
-0 oo
o o
4 0 20 30 40 50
STANDARD DEVIATIoN oF DEMAND (UNITS PER WEEK)
Fig. 4.22 Sensitivity of Average Stock and A to Std. Dev. of
Demand Changes with Recalculation of )
3.0 Aoo
4 700/0
14 %00
2o )0_200 —————
w
w %
g e
~
W
>
<
-6 ico
)%’B/,
1o 0
fo) 1 2 3 4 5 6 7 ?

——— MEAN LEAD TIME (WEEKS)

Fig. 4.23 Sensitivity of Average Stock and A to Mean Lead Time

Changes with Recalculation of )

- 167 -



40 400
i o0
X
2-0 5200
w
W
-
<
<
]
>
<
Iro l lco
o [
o ! 2 3 4

——— STANDARD DEVIATION oF LEAD TIME (WEEKS)

Fig. 4.24 Sensitivity of Average Stock and )\ to Std. Dev. of Lead

Time Changes with Recalculation of X\

4-0 4po
30 1008
____________________~________l;EZL
X */
b \-—/’——M/qéa
T e
2.0 W Y00
~< & .
< AS Q0%
~
l w ¥/
z 1957,
,.O ‘w
0 [
o i 2 3 4-

0RPER INTEAVAL (WEEKS)

Fig. 4.25 Sensitivity of Average Stock and A to Order Interval

Changes with Recalculation of A

- 168 -



—— PLS —

K =P) « .3
(=8 = .
\

(i~P) « .05
° (1=P) = .ot
o Y t 2 3 = >

 J—

Fig. 4.26 Relationship Between PLS and k for Constant Probability

of Stockout

4
‘3
w 2
-4
N
1
00 A 3 3 4 -5
PRoBABILITY of sTockouT (1=P) ——
Fig. 4.27 Relationship Between PLS and Probability of Stockout

for Constant k

- 169 -



Fig. 4.28 Relationship Between Standardised Reorder Level (U) and
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Summarx

1.

4.

In most cases, the long-term effects of changes to variables
are significantly different from the immediate effects. The
long-term effects on average stock are usually more severe
than the immediate effects.

However, in the operational system the value of a Lagrange
Multiplier is the result of the state of the variables for
all products in a Product Group. A change to the state of a
variable for an individual product will therefore have only a
marginal effect on the Lagrange Multiplier, but this marginal
effect will be proliferated across all of the products in the
Group. The effect on the individual product will be similar

to the short-term effect but with the service level restored.

The short-term effects on service level are quite serious in
some cases. To the extent that the performance of the system
can be perceived as a time-integration of the short-term
effects, this could be a significant factor in the overall
discrepancy between target and achieved service levels. Stock
levels would also be affected by the delayed effect of the
recalculation. Changes tending to alter stock levels generally

have a muted effect before the recalculation takes place.

There are two cases where the system exhibits counter-intuitive

behaviour even in the long-term:
i) Improved lead times, if they are not accompanied by reduced

standard deviations, can under some circumstances cause a
marginal increase in stock.
ii) Reducing order intervals can cause stocks to increase.
The standard deviation of lead time is by far the most potent
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variable in changing the state of the service level and
average stock. The attainment of consistent lead times is

therefore a far more worthy objective than the attainment of

short lead times.

There is an optimum value of the order interval for achieving
stock minimisation which is not incorporated into the stock
balancing optimisation function. However, the Average Stock/
Order Interval curve is quite flat around the minimum point,

so the consequences of operating on either side of the optimum

are not likely to be serious.
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CHAPTER 5

THE USE OF SIMULATION TECHNIQUES IN THE STUDY
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5.1 REQUIREMENT FOR SIMULATION AND MODELS USED

Simulation techniques have been used extensively to solve

stock control problems over the past two decades. A comprehensive

coverage of-.the use of simulation is given by Tocher (78). Most

early applications used differential analysers (e.g. Lewis (79)),

but much of the later simulation work has been carried out on the

more versatile and readily available digital computers.

Simulation has been used in this study:-

a)

d)

e)

to verify that the mathematical formulae produce the
theoretical results where the formulae are exact,

to check the magnitude of errors produced by inexact
numerical methods where an analytical solution is not
possible,

to observe the dynamic behaviour of the system,

to test the effects of proposed system changes without
incurring commercial risk,

to test the long-run effects of the system.

A System Dynamics simulation model has already been described

in Chapter 4. Three other simulation programs of varying complexity

were also constructed for more general use:-

1.

SIMSIMPLE. This program is written in BASIC for operation
on a microprocessor. It handles a single product only.
The order trigger takes the form of a simple fixed

reorder level in units which must be calculated 'off-line'
from the desired Percentage Lost Sales per lead time (PLS)
and Gamma modulus (k) using equations and

(Sect. 3.4) in iterative mode. The order size is cal-
culated as the reorder level plus the average sales per
order cycle less the available stock. Demand and lead
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time variates are generated separately from a routine

which calculates Gamma random variates assuming a

stationary distribution.

- IMSIM. This program is also written in BASIC for

operation on a microprocessor. It is also confined to
single-procduct operation, but it reorders using the
three Johnston functions in a manner identical to the
operational system. The forecasting mechanism is also
replicated from the live system. The Lagrange Multiplier
must be calculated 'off line' and input. A Gamma
generator is incorporated for producing demand and lead
time data. The program has printing facilities at full,
abridged and summary levels.
A companiqn program, IMSIMB, operates in an identical
fashion but allows the following Buyer overrides to be
applied in interactive mode:-
i) Cancel order

ii) Change order quantities

iii) Raise manual order

iv) Change lead time forecast
FTOl. This program is written in FORTRAN for mainframe
operation. It replicates all of the main facilities in
the operational system, including stock balancing for up
to five products. Order generation and forecasting
routines are replicated from the operational system.
Demand and lead time variates may be generated from a
Gamma, Normal or Observed distribution. All of the buyer
overrides permitted in the operational system are
available. Graph plotting facilities are incorporatea as

well as reporting at full and summary levels.
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5.2 SELECTION OF A GAMMA GENERATOR

Several algorithms exist for generating Gamma variates.

They have been compared by Atkinson (80) and by Atkinson and Pearce
(81 . In this work Atkinson's algorithm is used for O < k <1
and Ahren's (82) GS algorithm for k > 1. These were the most
efficient algorithms for the ranges of k most frequently
encountered in the system. The two selected algorithms were
integrated into the computer routine given in Appendix 4. This is
suitable for all values of k but is most efficient for 0< kg 4.

The random numbers generated from the microprocessor software
were found to contain an unacceptable bias. This was overcome by
the simple expedient of removing O, 1, 2 and 3 significant digits
from consecutive random numbers. The mainframe random number
generator was free.from bias and the output did not require
scrambling.

The output from the Gamma generator is displayed in Fig. 5.1
for k values of 0.2, 0.5, 1.0, 2.0{ 4.0 and 8.0. The same data is
subjected to Xz tests (Table 5.1) over the apposite region of the
curves (P > 0.5). BAn acceptably good fit is indicated for all
values of k, and, most importantly for reorder level calculations,
there is no evidence of lengthening or truncation of the tails
compared with the theoretical curves. It is concluded that the

algorithm would not introduce any significant errors into the

simulation runs.
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5.3 STATISTICAL CONVOLUTIONS TO GENERATE A GAMMA DISTRIBUTION

‘OF DEMAND IN LEAD TIME

The control system is based upon the theory that the demand
whilst awaiting replenishment assumes a Gamma probability
distribution. The corroboration of this assumption is treaced in
Section 6.1. For simulation purposes it is obviously necessary to
generate demand and lead time data separately. The objective,
therefore, is to convolve two probability distributions to produce
a Gamma output, and for the two input distributions to represent
adequately demand and lead time data respectively.

Burgin (62) has indicated that it is not possible to obtain
an explicit expression for a combined integral for a Gamma-
distributed demand coupled with a Rectangular, Normal, Gamma or
Log Normally-distributed lead time. He has obtained (83) an
explicit expression for a Normally distributed demand coupled with
a Gamma-distributed lead time, but the demand assumption is not
appropriate for a product range with a preponderance of slow-moving
lines.

The probability distributions of demand and lead time are
first examined separately. The data collection and aggregation
methods are explained in full in Section 6.1. The essential results
are presented in Fig. 5.2/Table 5.2 for demand,and Fig. 5.3/Table
5.3 for lead time. In both cases the observed data is tested against
a Gamma hypothesis.

Prima facie, it appears that the Gamma distribution represents
the demand distribution well at high k values, but is an-inadequate
fit at low k values. It is evident that the histogram for k = 0.5
shows serious irregularities,and there are appreciable

irregularities in the histogram for k = 1. A close inspection of
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the raw data reveals that these are due to the combined effect

of :-

a) a very small number of movements during the sampling

period, and

b) the tendency of a great many building products to sell in

particular multiples (e.g. taps in pairs, door hinges in
threes, wall tiles in packs of 9).

A computer tabulation of the most frequent customer purchasing
units of slow-moving products reconciles well with the lumpiness of
the histograms. A much better fit would certainly be obtained if
products with small numbers of movements or large unit purchase
sizes relative to the mean were removed from the sample, but there is
no justification for this as a significant proportion of the range
displays these selling characteristics.

X2 tests for the demand distribution were also carried out
against Normal and Poisson hypotheses. Both of these fared
significantly worse than Gamma. It is concluded that Gamma
represents well the demand distribution of products with a fast or
medium movement rate. There are serious discrepancies in the fit
for slow-moving products, but due to the quantisation problems it is
unlikely that any other continuous distribution would provide a
significantly better fit. Johnston (60) has also measured the
demand distribution of 784 building materials, each with a k value
around 3. He does not present numerical results of fit tests, but
his visual evidence is consistent with Fig. 5.2.

The results for the lead time tests are much more consistent
than the demand tests in spite of the much smaller amount of data.
The XZ tests do not refute the null hypothesis and there is a
good correspondence in the all-important extreme right hand tails
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of the curves which heavily influence the expected lost saleé
calculations. thests were repeated with Normal and Poisson
hypotheses but the results were generally inferior to those
obtained with Gamma.

There are very few references to lead time distributions in
stock control literature even though in many cases they are at
least as important as demand distributions. This is presumably
because of measurement difficulties and the contentious assumption
that they are drawn from a stationary distribution over perhaps
several years. In order to compare the relative merits of the
Gamma distribution with other probability distributions, the lead
time data detailed in Table 6.2 was subjected to X2 and Kolmogorov-
Smirnov goodness of fit tests against six probability distributions
using the DISFIT (84) package developed at The University of Aston.
The results are given in Table 5.4. A tick indicates acceptance
at the 95% significance level (i.e. the null hypothesis cannot be
rejected with 95% confidence), and a cross indicates rejection at
the same level.

The Xz'test appears from the results to be the more stringent.
Also, the Kolmogorov-Smirnov test utilises a maximum absolute
deviation between the theoretical and observed cumulative
distributions as the test statistic, which could easily occur in
the main body of the distribution whilst the tail is of paramount
interest. For these reasons, greater emphasis is placed on thex2
results, which favour Gamma to the other distributions tested.

As the mathematics of convolving a Gamma demand distribution
with a Gamma lead time distribution are intractable, an empirical
convolution is now carried out. The method used is to generate and

store 10,000 lead times using the Gamma generator, recall each in
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turn, and generate a daily demand for each constituent day in the
lead time, again using the Gamma generator. The summation of these
over a lead time constitutes a demand in lead time variate. The
exercise was carried out six times with the first two moments of
demand and lead time selected to produce convolved k values of 0.5,
1.0, 1.5, 2.0, 3.0 and 4.0 respectively. The results, including
X2 tests, are given in Figs. 5.4 to 5.9. The 'U' ordinates
corresponding to percentage lost sales values of 0.15, 0.10, 0.05
and 0.02 are also shown, as the goodness of fit gets progressively
more important towards the end of the tail. In each case the X2
test has been applied to the region 0.5 <P < 1.0.

The evidence suggests that the resultant convolved distribution
is an extremely close approximation to a Gamma distribution.
However, it is unlikely to be an exact Gamma distribution for the'
following reasons:;

a) The X2 values are consistently higher than those obtained

with the simple application of the generator.

b) There are clearly discernible discrepancies at low 'U’

values in the region of the mode.

c) In at least some cases the convolved distribution appears

to truncate more quickly than Gamma.

The last reason is potentially extremely important, as an
inadequate incidence of very high variates could give rise to
overprotection by the calculated reorder levels. This is now
investigated by first working through an illustrative example for
k = 1, target service level = 0.95, lead time = order interval. The

frequencies shown in the X2 table in Fig. 5.5 are given in greater

detail in Table 5.5.
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U (Fractional Part-designated by Upper Limit)
.1 .2 .3 .4 .5 .6 .7 .8 .9 0
o] 1315 761 617 595 551 491 483 468 419 379
1 351 368 302 254 249 234 205 192 158 152
Ei 2 140 132 129 88 102 69 89 67 68 69
g3 56 57 38 34 36 30 23 20 24 24
é‘ 4 19 16 13 15 11 14 5 10 6 3
g 5 6 3 2 4 3 2 3 2 2 4
':?6 1 o o 1 2 1 2 2 0 1
= 7 1 1 1 1 O o) 0] o 2 o]
8 O 1 o} o} o} 1 o} O O o}
9 o] o] o] o] O O O O o] ]
Table 5.5 Generated Frequencies for U-Bands of 0.1 for k =1

For target SL of 0.95, PLS per order =

As lead time

R

U

o

0.05
= order interval, PLS per lead time = 0.05
'U' value corresponding to PLS of 0.05 = 2.9957 (Fig. 5.5)
ID = 2,9957 x 12.50

(The fractional part is

Potential sales will be

variate

(x - 37.4463).

(x)

37.4463
retained to avoid quantising errors)
lost whenever a demand in lead time
and the amount of lost sales will be

exceeds 37.4463,

Assuming each variate is at the mid-point of its

U-Band, the general expression,

ELS

ELS

G

o

LD

M

(x-R) f (x) dx

)
R

may be approximated by

= 0

Z

(U ~U) x Prob

M
U

M
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where UM is the mid-point of any U-Band

and AU is the width of the U-Bands

ELS = ((2.9957+3.o> ) 2.9957} 69 (3-2.9957)
95 2 X To000 % 0.1

/

(Proportion of band-width for band containing U)

+ [(3.0 +3.1)  _ 2.9957 "I 56
2 * 70000
+ [(3.143.2) 2.9957} 57
2 _ 10000
+ [-(8.5+8.6) ' 2.9957"! 1
(8.5+8.6) _ o —t
2 10000

.. ELS = 0.0445 ¢

For lead time = order interval and k = 1,
’ ' ] = = O
déemand per order interval ULD D

Service Level = Demand per orxder - ELS
Demand per order

= OLD -0.0445 OLD = 0.9555

o}
LD

This result confirms that the truncation of the distribution

observed in the X2 table leads to an appreciable amount of over-

protection.

As simulation is used extensively in the study the above

calculation was repeated for all combinations of:

k = 0.5, 1.0, 1.5, 2.0, 3.0, 4.0
Target SL = 0.85, 0.90, 0.95, 0.98

Random Number Seed (for generator) = 0.5, 0.6, 0.7, 0.8, 0.9.
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The full set of results is given in Table 5.6 and the average
expected service levels are shown graphically in Fig. 5.10.

Assuming a Normal distribution of the sample errors,the null
hypothesis that the sample results do not have the input mean (i.e.
target service level) is refuted in only 3 of the 24 cases at the
90% confidence level. However, the graphical evidence convincingly
demonstrates that at high service levels the reorder levels would
overprovide and at low service levels they would underprovide. The
overprovision errors are greatest for low k values and the under-
provision errors are greatest for high k values.

In summary, the convolution of Gamma demands with Gamma lead
times gives an acceptably close approximation to a Gamma distrib-
ution of demand in lead time. Unless otherwise stated all of the
following simulation trials use the Gamma generator for both demand
and lead time Varia£es. Where necessary minor corrections are made

with reference to Table 5.6.
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CHAPTER 6

ANALYSIS OF THEORETICAL ERRORS
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6. ANALYSIS OF THEORETICAL ERRORS

This chapter attempts to quantify the effects on the main
Control Indices - Service Level and Average Stock Value - of errors
and inaccuracies in the theory. In some cases numerical
approximations were used to facilitate computation even though
exact analytical solutions were known. Here the errors introduced
can be quantified quite accurately. In other cases the 'pure'
theory was found to be mathematically intractable and here it is
necessary to invoke the simulation methods described in Chapter 5
to assess the magnitude of the errors. Simulation methods invariably
produce results of a statistical nature and, unless the causative
error-producing factors are known, the results may be specific to
the test data. In some instances as much as 200 years' data were
processed to attempt to obtain statistically-significant evaluations.

It is important to recognise that errors in the application of
the theory are deferred until Chapter 7. Also the merits and
demerits of the stock control concepts around which the system is
built are not compared with alternative philosophies. The
theoretical imperfections are evaluated using this specific model
as a base.

In most instances the error sources are investigated individ-
ually with the tacit assumption that they can be summated. The
possible synergistic effects of combining all permutations of the

error conditions are too complex to evaluate.
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6.1 ERRORS IN THE PROBABILITY DISTRIBUTION

For reasons explained in Section 3.4, a Gamma distribution
was selected to represent the pattern of occurrences of demand
during the lead time. As with any theoretical distribution, it
does not fit the data perfectly, nor is it equally appropriate for
all products/suppliers. Hence errors will be introduced by
employing the Gamma distribution rather than the observed distrib-
utions.

In order to assess the effects of individual errors on total
system performance, sampling and aggregation techniques are used.
Also the length of time required to obtain sufficient observations
of demand during each lead time is prohibitive and the only
practical approach is to combine current demand data with the most
recent lead time dapa available.

Sales data were collected over a three-month period (77 working
days) for a retail outlet adjoining a Distribution Centre. As
customer demands which cannot be satisfied from the outlet's shelf
stocks are obtained immediately from the Distribution Centre, 'sales'
and 'expressed demand' are synonymous except when both sources are
out of stock. 1In the event, sales were recorded for 5961 products
which is approximately 60% of the range of the Distribution Centre.
The data were keyed into a computer and the weekly mean, standard
deviation and k values were calculated for esach product. The products
were grouped into six kD—bands as k determines the profile of the

distribution. (Note - subscript D denotes weekly demand) .
The selected bands were:

)
%

0.25 - 0.75 (mid-point 0.5)

il

0.75 - 1.25 (mid-point 1.0)

1.25 - 1.75 (mid-point 1.5)

<
il
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KD = 1.75 - 2.5 (mid-point nominally 2.0)°

kD = 2.5 - 3'5. (mid-point 3.0)

ky, = 3.5 - 4.5 (mid-point 4.0)

Products with a kD value < 0.25 or > 4.5 were ignored. The
daily demands for all of the remaining products were normalised

according to the calculated demand rates of fictitious products

which obey the Variance Law for the respective mid-point k values

e.g. for mid-point kD = 0.5
— 1.5

VD 2.5 uD
I 2 2

k = 0.5 = "p = uD = 0.4/E_

D —_— —_— D
l1e5

VD 2 SUD

from which uD = 1.5625

If u for a particular product in the 0.25-0.75 band was

D

calculated as, say,- 4.36, then each daily demand would be divided
by 4.36/1.5625 = 2.7904. This adjustment brings all of the products
within a kD band on to the same scale. The frequencies of
occurrence of the modified daily demands were then aggregated for
each kD bénd and converted to probabilities (Table 6.1).

The collection of lead time data has inherent difficulties.
With a monthly order interval, a period in excess of four years
would be required to collect 50 observations. Even if order
placement and receipt dates are available over the previous four
years, the statistical validity of assuming that the data are drawn
from the same distribution is questionable. The approach taken was
to select a sample of typical suppliers upon whom orders are placed
at fairly frequent intervals, and to derive each lead time from
recorded order and receipt dates over the previous two years. The
sample of suppliers covered all of the major Product Groups, and

some suppliers who are known to manufacture to order were included.
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The lead times are given in full in chronological segquence in
Table 6.2.

In most cases thevnumber of observations is inadequate for
statistical analysis, so data aggregation was again carried out.
In this case, four groups of suppliers were formed, the members of
each group having broadly similar kL values. Again the

observations were normalised to a common mean value, as follows:

Group Normalised Mean No. of Observations
1. PE, D, PO 40 days 222
2. G, WP, F 30 days 149
3. CN, CO, NT 50 days 137
4. U, B, E, WD 15 days 218

A correlation test was carried out for a sample of 100 products
between kD and kL . This produced a Coefficient of Correlation
of -0.1067 which suégests that they are not correlated. This is to
be expected as products with a steady selling pattern and those
which sell spasmodically are usual;y purchased on the same orders
and delivered together. All of the sample suppliers provide a range
of fast-moving and slow-moving products, therefore the selling
characteristics tend to be independent of the lead times at a given
point in time. Any kD may therefore be convolved with any supplier

group with equal validity. The following pairings were convolved:

i) ]<D = (0.5/Supplier group 1
ii) ]<D = l.O/Supplier group 1
iii) ]<D = 1.5/Supplier group 2
iv) ]<D = 2.0/Supplier group 2
v) kD = 3.0/Supplier group 3
vi) kD = 4.0/Supplier group 4
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The convolution process consisted of:

a) setting up Table 6.1 as an array in the computer,

b) reading each normalised lead time in turn,

c) generating a random number between O and 1 for each day in the
lead time,

d) extracting the normalised daily demand corresponding to the
random number e.g. for k = 0.5 any random number < 0.9210
selects zero; a random number between 0.9210 and (0.9210+0.0229)
selects 1; etc. Where a probability encompasses a range of
daily demands, the most common issue size is taken e.g. '12' for
the range 11-15,

e) accumulating the daily demands over the lead time to produce a
demand in lead time variate.

For each convo;ution, the generated mean, standard deviation,

]cLD and frequency distribution are presented in Table 6.3. The

theoretical frequencies for Gamma distributions with the same

respective ]«:LD values are also given, together with the calculations
and results of X2 'goodness of fit' tests. The XZ values do not
refute the null hypothesis at a 90% confidence level in any of the
six cases, and they are sufficiently small to suggest that a Gamma
hypothesis is appropriate. Certainly the fit is superior to that
obtained by Beckman and Muth (85) for the demand for machine parts
using a Negative Exponential (a subclass of Gamma) which they

considered a good simple approximation. The same data are shown

graphically in Fig. 6.1 but with the frequencies converted to

probabilities. In each case the fit is relevant only to the tail

of the curve beyond P = 0.75. Table 6.4 shows that with a target

service level of 0.95, 99.47% of the annual costed demand (upon

which all group service levels are pased) is accounted for by
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products with P > 0.75. The same cut-off is applied in the Xz

tests.
Protection Level Annual Costed Demand
(P) Range (£) (%) % cumulative)
< 0.70 13341 0.10 0.10
0.70 - 0.75 57367 0.43 0.53
0.75 - 0.80 276160 2.07 2.60
0.80 - 0.85 170766 1.28 3.88
0.85 - 0.90 3912934 29.33 33.21
0.90 - 0.95 2209280 16.56 49.77
0.95 - 0.99 6617166 49 .60 99.37
> 0.99 84049 0.63 100.00
13341063 | 100.00

Table 6.4 BAnalysis of Protection Level Ranges

The.visual evidence suggests a reasonably good fit in all
cases, assuming any lumpiness is caused by the limited sample
sizes and the customer purchasing multiples discussed in Sect. 5.3.
Neither the statistical tests nor the visual inspection, however,
indicate the expected effects on system performance. This is best
achieved by evaluating the expected lost sales in the generated
data for demand in lead time. An example is worked through for

convolution (i) assuming the lead time is one half of the order

interval and the target service level is 0.95.

Il

PLS 0.05 x I

M

0.05 x 2 = 0.10

- 210 -



From an iterative application of equations . and

(Sect. 3.4), the value of U corresponding to k.= 0.924, PLS = 0.10

is 2.3170.

R = U0
LD

2.3170 x 9.384 = 21.743
Assuming a static reorder level, lost sales are experienced
whenever the demand in lead time exceeds it. This occurs in the

generated data in the following instances:

Demand in Lead Time Lost Sales
30 8.257
27 5.257
24 ' 2.257
43 21.257
26 . 4.257
35 13.257
26 4.257
31 9.257
23 1.257
29 7.257
32 10.257
23 1.257
50 28.257
22 0.257
23 1.257
23 1.257
22 0.257
30 8.257
25 3.257
45 23.257
38 16.257
29 7.257
28 6.257
25 3.257
26 4.257

Total 191.425

—
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Number of observations = 222

Total demand during generated lead times

Il

222
‘ULD

= 2001.996

Total demand during elapsed period

I

2001.996 x I

= 2001.996 x 2 = 4003.992

Sexvice Level Demand - Lost Sales

Demand

4003.992 - 191.425
4003.992

0.9522

and % error in ELS = (.0478 - .05)/.05 = -4.4%

This procedure- is repeated for all convolutions with target
service levels of 0.90, 0.95, 0.98 and Order Interval/Lead Time
ratios of 2.0, 1.0 and 0.5. The results are shown in Table 6.5. As
convolutions (i) and (ii) and convolutions (iii) and (iv) used the
same lead time data, the average results are tabulated for each pair,
as it would be incorrect to include them separately for aggregation
purposes.

I+ can be seen that at low k values the errors in the ELS are
predominantly negative. The very large positive errors at the
highest service level were caused by the incidence of a single
variate of 7.6 G_D . The preponderance of negative ELS errors
indicates that the system tends to overprovide at low k values. At

higher k values the polarity of the errors is about even, taking

into account their magnitude. The visual evidence in Fig. 6.1

supports these evaluations.
Table 6.5 contains a weighting factor for each cell, which

represents the proportion of the total annual costed demand which

is accounted for by products within pandwidths of the cell

- 212 -



SWT], PEaT/TLAIDIUI IBPIO PUL STBADT 20TAISS 38barl, ’‘sanfep Y butiiep

soT3ey

I0J ST9ADT 90TAIBS pojoadxy G 9 alqel

8090" L620" 8000* 2590° 700" Z000" 800" LO0O" GTOO" k--10eg buriybToM
O"€T- 0" G- £ v+ 0" 0T1- vov+ O b+ G T+ o'+ L v- - STd 101xd %
9786° G256° LS68" 0Z86° 8LY6" 0968 " S6L6" O8%6° LYO6" = 1S pejoadxd €Tv- €
VZEZ v | BLIGE | 8ZPO'E | €2ELT€ | 8TZVO'E€ | 2O6h°T | ¥hIT'E€ | 2O6V°Z | 8V68B°T |- n
110" 1Z50° 1200° 7y0° ARl 0 TOTO" LZ00" o] - *30ed but3aybTem
ONFARS Z 0~ voG+ S L~ voG+ L°9+ o'b+ 9" 9+ Leg+ e STd I0Axd %
v286° 1056° 9V 68” S186° €ELV6” £€€68” z6L6" L9V6" £968" e 1S pe3oadxd 690" ¢
9VTZ v | 6SES°E | 2ZZOOTE€ | 9¢0L€ | TTOO'€ | TEWvTT | €9LT7E | TEWV T | TSPB'T n
820" vocT” oT1vo- 50G0" 6690° 5000~ TO£O" GZTO" TO00" e—"30ed BuTlybTOM
G 9zZT+ ¢ 1¢+ T°6~ 08¢+ O°0T- 6°0T- o"¢— w..OAI 8°0T~ j— STIH JI0XXH %
LYS6" v6E6” 1606° vIL6” 05G6° 6016" 9086" V5S6° 80T6" - TS peaoedxd |evL T/L6V°T
8vLzv | Te6v c | 61067 | £689°¢| 610672 | 616272 | £560°¢ | 616272 | 1€99°1
/OLEE"Y | /282G € |/€806°C | /29CL"¢€ | /£€806°C | /Z6LT T | /88OT"€ | /26LT"C | /¥9€9° T | n
G000 wmmo. 250" T800° 6L0T" 9Zvo" A NAoN Zveo” 1T100" Je-"30ed BuTiybToM
0" LS- V67~ v-oz- S GE~ v oz- G 9- S v 9° 9~ AR o ST 1011d %
V166" LY96" voz6” 1.86° 2096" $906° 6v86° £€56° Z106° — 1S po3oadxd (86T T1/¥26°0
£ 299V "% | PT09°€ | LEP6°C | GCIB €| LEV6°CT| 818Z'C | 8SST'¢€ | 8I8Z"Z | LEI9'T
/O9L9'V | /€SEL € | /2520°¢€ | /2v96°¢€ | /2520 €| /oLTEe"C | /LE€SC € | /OLTe 2 | /STI9°T [~ n
10" Gzo- Go* zo" lo} oT* idoN o1 0z" fe— STd 19bae]
86" 66" 06" 86" G6° 06" 86" G6° 06" — Ts 38baer Iy
60 o1 0°7 — oT3aey I1/I0

213 -



identifying parameters. The weighting factors are derived from

Table 6.6 which also delineates the bands. This table was obtained
by readiné through the computer files and aggregating annual costed
demand and stock value'for 45 mutually exclusive parameter selections
e.g. 0.02% of the annual costed demand is accounted for by products
with k < 0.75 and SL < 0.9250 and OI/LT > 1.499. These are applied
to Table 6.5 assuming kLD = 0.924/1.198 represents both of the bands
<0.75 and 0.75 - 1.5; kLD = 1.497/1.743 represents 1.5 - 2.5;

kLD = 3.069 represents 2.5 - 3.5; and kLD = 3.413 represents > 3.5.
The bands represented by the service level and Order Interval/Lead
Time cell identifiers are self-explanatory. 1In the cells repres-
enting two k bands the weighting factors are added together. The
target service levels refer to the values allocated to individual
products by the syspem to accomplish the optimisation function based
on Product Group settings of 0.95 for all groups. The weighting
factors do not run in smooth gradations partly because the band-
widths are unequal and partly because of data clustering caused by
the influence of Buying Families.

An overall system error in service level due to imperfections in
the distribution fit can now be calculated. A total system service
level is first calculated assuming all products in each cell had the
characteristics of the cell identifying parameters. Assuming the
total demand on the Distribution Centre = T, then demand on cell 1,1

(using x, y convention) = 0.00LlT, and ELS forcelll,l = 0.1 x 0.0011T.

4,9

Z (1 - Target SL) x Weighting Factor x T
1,1

. Total Target ELS

Il

0.1 x 0.0011 x T

+ 0.05 x 0.0342 x T
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Weighting Factor

Weighting Factor

k-band SL band OI/LT band based on based on
Costed Demand Stock Value
< 0.75} < .9250 > 1.499 .0002 .0010
.9250-.9649 > 1.499 .0054 .0055
> .9650 > 1.499 .0008 .0010
< .9250 .75-1.499 .0026 .0065
.9250-.9649 .75-1.499 .0022 .0034
> .9650 .75-1.499 .0007 .0005
< .9250 < .75 .C004 .0017
.9250~-.9649 < .75 .0003 .0006
> .9650 < .75 0 .0001
0.75-1.5 < .9250 > 1.499 .0009 .0011
.9250-.9649 > 1.499 .0288 .0308
> .9650 > 1.499 .0224 .0220
< .9250 .75-1.499 .0400 .0575
.9250-.9649 .75~1.499 .1057 .1435
> .9650 .75-1.499 .0074 .0067
< .9250 <.75 .0517 .0985
.9250~-.9649 <.75 .0589 .0570
> .9650 <.75 .0005 .0017
1.5-2.5 < .9250 > 1.499 .0001 .0003
.9250-.9649 > 1.499 .0125 .0083
> .9650 > 1.499 .0301 .0247
< .9250° .75-1.499 .0005 .0007
.9250~.9649 .75-1.499 .0699 .0720
> .9650 .75-1.499 .0505 .0383
< .9250 <.75 .0410 .0429
.9250-.9649 <.75 .1364 .1165
> .9650 <.75 .0285 .0143
2.5=-3.5 < .9250 > 1.499 0] 0
.9250-.9649 > 1.499 .0027 .0020
» .9650 > 1.499 .0l01 .0051
< .9250 .75-1.499 (0] 0
.9250-.9649 .75-1.499 L0112 .0091
> .9650 .75-1.499 .0441 .0370
< .9250 <.75 .0021 .0035
.9250-.9649 <.75 .0521 .0475
> .9650 <.75 0111 .0076
> 3.5 < .9250 > 1.499 .0015 .0009%
.9250-.9649 > 1.499 .0007 .0009%
> .9650 > 1.499 .0048 .0037
< .9250 .75-1.499 .0002 .0004
.9250-.9649 .75-1.499 .0041 .0022
> .9650 .75-1.499 .0652 .0503
< .9250 <.75 .0008 .0014
.9250-.9649 <.75 .0297 .0328
> .9650 <.75 .0608 .0386
Table 6.6 Weighting Factors for k/Service Level/Order Interval-to-Lead

Time Ratio Categories
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+ 0.02 x 0.0608 x T

0.0470 T

il

T - 0.0470 T
T

Overall Target SL

]

0.9530

The error of 0.0030 is clearly due to the assignment of uniform
parameters to all products in each cell.

The expected service level is now calculated by the same method.
4,9

Z (1 - Exp.SL) x Weighting Factor x T
1,1

Total Expected ELS

0.0988 x 0.0011 x T

+

0.0467 x 0.0342 x T

+ 0.0174 x 0.0608 x T
= 0.0447 T

‘T - 0.0447 T
T

Overall Expected SL

0.9553

As the 'boxing' technigque introduces an error of 0.0030,

0.9553
0.9530

the true expected SL < 0.95

0.9523

or % error in ELS - 4.6%
In summary, the observed distribution truncates rather more

quickly than the Gamma distribution. This engenders a slightly

higher service level than the target setting. The overprovisioning

is concentrated in the slow-moving products with low k values. The
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average stock value should not be affected by this error as the
reorder level is calculated assuming a Gamma distribution for

reporting as well as order-generating purposes. Hence there will

be no difference between the target and expected values.
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6.2 ERRORS IN NUMERICAL APPROXIMATIONS TO GAMMA TABLES AND IN

'CONVERSION FROM MAD TO STANDARD DEVIATION

Fig. 6.2 illustrates the utilisation of the three Johnston

functions defined in Section 3.4. It can be seen that they

constitute the foundation of the control system around which the

system operates.

FN 2

Caleolate stable valves,
(1~P) values aad
critieal ELS valves

( Tterative roytine)

Demand, lead Time
D atq Data

FN 3

Calevlrte ELS fron stock.
Generate order uhen ELS
for 613."»\3 Flni’! reaches

c_r:'('.‘c-l VA'Ue

Caleulabe Mean and
SEndard D(Vy'aéfdt\ °P

Demand ia Lead Tine

FNA |

Calcolabe R from (-9
t. determine MOC and

order 1uqnh‘65

Fig. 6.2 Utilisation of Johnston Functions in Control System

The accuracy of the functions has a potentially important
bearing upon the performance of the system. As the region of
interest in this particular application is concentrated into a
relatively small part of the range over which the expressions were

developed, more selective accuracy checks are here carried out.
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‘Also, the functions all use the Gamma modulus, k, which is calculated
from the mean and standard deviation of the demand in the lead time.
Errors in the calculation of the standard deviation are therefore
inextricably linked to errors in the functions and they are evaluated
jointly.

The regions of interest are identified by analysing the data
for a Distribution Centre.with respect to k and P (Tables 6.7 and 6.4

respectively).

Annual Costed Demand Average Stock Value
]<LD Range Products
% % cumulative % % cumulative

< 0.25 17 .0002 .0002 . 0005 .0005
0.25-0.50 43 .0014 | .0016 L0025 .0030
0.5 - 0.75 | 274 .0l11 .0127 .0172 .0202
0.75 - 1.0 902 .0574 .0701 .0913 L1115
1.0 - 1.25 1494 .1641 .2342 .2183 .3298
1.25 - 1.5 896 . 0949 .3291 L1091 .4389
1.5 - 1.75 734 L1124 . 4415 .0983 L5377
1.75 - 2.0 599 .0928 .5343 .0837 .6214
2.0 - 2.5 902 .1646 .6989 .1355 . 7569
2.5 - 3.0 513 .0817 . 7806 .0722 .8291
3.0 - 3.5 292 .0517 .8329 .0397 .8688
3.5 - 4.0 231 .0522 .8845 .0406 .9094
4.0 - 4.5 126 .0240 .9085 .0185 .9279
4.5 - 6.0 244 .0545 .9630 .0456 .9735
6.0 - 12.0 139 .0328 .9958 .0224 .9959

> 12.0 28 .0044 1.0002 .0040 .9999

Totals 7434 1.0002 - 0.9999 -

Table 6.7 Analysis of k Ranges

A random sample of 102 products produced a Correlation

Coefficient between k and P of -0.0471 which indicates that there is
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no correlati .
ation. Hence products with a k value £ 6 and a P wvalue

of < 0.99 account for 0.9630 x 0.9937 = 0.9569 of the annual
costed demand. These limits always result in U < 6, therefore the
accuracy tests are delimited by k <6, U 6, P < 0.99. Within the
overall confines of these limits, it can be deduced from Tables 6.7
and 6.4 that 0.9502 of the annual costed demand is accounted for by
products with 0.5 <k 6 and 0.75¢ P2 < 0.99; and 0.8431 by products
with 0.5 <k ¢4 and 0.85 <P < 0.99. Maximum interest is therefore
focussed into these smaller regions.

Values of P and PLS were calculated for U, k combinations for
0.5 €U 6, steé 0.5; 0.1 <k <6, step 0.1 using equations
and in Section 3.4. The error in these computations has already
been demonstrated to be negligible (Section 3.4), thus the results
are taken as the theoretical base against which the errors in the
Johnston functions are compared. The following values were computed
from the Johnston functions:

a) U from Function 1, with (1-P) and k as input.

b) PLS from Function 2, with (1-P) and k as input.

c) PLS from Function 3, with U and k as input.

The percentage errors from the functions were calculated and
these are presented in grid form in Figs. 6.3, 6.4 and 6.5 for
Functions 1, 2 and 3 respectively. 1In each case the smaller curved
quadrilateral delineates 0.5 <k 4.0, 0.8 <P g 0.99 and the larger
one delineates 0.5 k 6.0, 0.75 <P £0.99.

The errors in Funétion 1 were found to be extremely small
(average 0.07% of the true U) in the region of maximum interest and
they compare closely with Johnston's published figures for wider

limits (refer Sect. 3.4).

The errors in Function 2 (average 1.61% of the true PLS) compare
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favourably with Johnston's equivalent figure (3.7%) for a
different region.

The errors in Functién 3 (average 9.34% of the true PLS) are
larger than those reported by Johnston (cf 6.2%) and the errors in
some areas are unacceptably high. An inspection of Tables 6.7 and
6.4 reveals that the greatest concentration of data is around the
point k = 1.125, P = 0.97. Fig. 6.5 suggests that errors of
approximately 10% would be experienced in this region.

Because of the cumbersome calculation of T (k) in the
expression which relates MAD to Standard Deviation (Section 3.4,
equation ), a uniform factor of 1.33 is used in the system for
conversion. The true conversion factors are evaluated in Table 3.1

and the inherent errors in using 1.33 are given in Table 6.8.

k Range
% Error

(Mid-point)
0.50 +9.86
0.75 +4.84
1.25 +0.64
1.75 -1.21
2.25 -2.19
2.75 -2.85
3.25 -3.29
3.75 -3.62
4.25 -3.89
4.75 -4.09
5.25 -4.25
5.75 -4.39
9.00 -4.89

Table 6.8 Errors in Converting MAD to Standard Deviation
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The effects on service level and average stock of the combined
conversion and function errors are examined by first working through

an example for a single product.

Assume GLD = True standard deviation of demand in lead time

and let true k = 0.5,
target service level = 90%,
Nominal Order Interval = 2 x Mean Lead Time

From Table 3.1, true MADLD/OLD conversion factor = 1.4611

LD
u 2
) LD = 0.5 x 1.4611°
2
MADLD
U 2
Calculated k = LD

0.5 x 1.4611°
1.332

0.60343
For a 90% service level, an average of 10% of the demand must
be lost in each order cycle.
S. PIS = 0.1 x2=0.2
From the values of P and PLS computed from U, k combinations,

the value of U corresponding to PLS = 0.2, k = 0.5 is 1.7391. Hence,

true reorder level,

R 1.7391 x O1p

It

1.7391 x 1.4611 x MAD

2.5410 x MAD
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When the iterative application of Funcﬁion 2 (Fig. 6.2)
culminates in a stable condition of the variables, the PLS must be
0.2, as the attainment of the target service level is the acceptance
criterion. Using a k of 0.60343 this yields a (1-P) of 0.13709.

An order is generated when the available stock pioduces a PLS
of 0.2 from Function 3. For a single product,the available stock
and reorder level are then coincident. With a k value of 0.60343,
Function 3 requires a U value of 1.62883 to produce a PLS of 0.2.

U is itself calculated using the standard MA%D‘/OLD conversion

factor of 1.33.

.. R from Fn 3

I

1.62883 x ¢
LD

1.62883 x 1.33 x MADL

2.1663 x MAD
LD

At this reorder level, where the system actually triggers orders, the
true value of U = 2.1663/1.4611 = 1.48265 which corresponds to a true
PLS of 0.24305.

The order size is determined by subtracting the available stock
from the Maximum Order Cover (MOC). The MOC is obtained by adding
the average sales per nominal order cycle to the reorder level
calculated from Function 1, using k = 0.60343, (1-P) = 0.13709.

This produces a U value of 1.67780,

J. R from Fn 1 1.67780 x ©

LD
.33 MAD
1.67780 x.l X D

It

I

2.2315 x MADLD

The three reorder levels are shown pictorially in Fig. 6.6.
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For a stable orderiné pattern the average order quantity must
eéquate with the average sales per order cycle. From Fig. 6.6,

Order Qty = MOC - Available stock at placement

The MOC is calculated as the reorder level (using Fn 1) plus
the demand per nominal order cycle less the target ELS per order.

J. Order quantity = R (Fn 1) + 2 XU - 0.2 Xy - R(Fn 3)
: LD LD

= 2.2315 x MAD __+ 1.8 x | - 2.1663 x MAD
LD LD LD

For k = 0.5, u = Y 0.5 x 1.4611 x MAD
LD LD

<+ Order quantity = MADLD (2.2315 +(1.8 x v 0.5 x 1.4611) - 2.1663)

= 1.9249 x MAD
LD

Demand per expected order cycle = Sales per expected order cycle
Expected SL

1.9249 x MAD
LD

Expected SL

Demand per expected order cycle - revised ELS per
order
Demand per expected order cycle

"

Expected SL

]

1.9249 x MAD_ /Exp. SL - 0.24305 x U
LD LD

1.9249 x MAD__/Exp. SL
»LD/ p

Substituting Y0.5 x 1.4611 x MA%I) for U o and transposing,

Expected SL = 0.8846

or, error in ELS = +15.4%

The Average stock level is calculated in the system as:

AS =R (Fn 1) - U + % Nominal Order Interval demand
LD

- +
R (fn 1) ULD ULD

D
2.2315 x MA D
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The expected AS = R (Fn 3) - Uy * % Order gquantity

2.1663 x MAD - /0.5 x 1.4611 x MAD  + 0.5 x 1.9249

MAD
X LD

2.0956 x MAD
LD

Error in AS = 2.2315 - 2.0956 = +6.49%
2.0956

The calculations were repeated for all permutations of kLD = 0.5,
1.0, 2.0, 3.0, 4.0; Target Service Level = 0.90, 0.95, 0.98; Order
Interval/Lead Time Ratio = 2.0, 1.0, 0.5. The results are given in
Table 6.9 and the expected service levels are shown graphically in
Fig. 6.7; As the service level errors are small when the MAD/SD
conversion errors are zero (at k = 1.4) and the errors are at a
maximum when the conversion errors are highest (at k = 0.5), this
strongly suggests that the conversion errors dominate the function
errors. The errors in average stock are seen to be predominantly
positive which indicates that the levels of stock required by the
system are in general less than the predicted levels.

The weighting factors in Table 6.9 are taken from Table 6.6.

As there are errors in both the service levels and average stock
values, two sets of weighting factors are used based on costed
demand and stock value respectively.

Overall system errors were calculated by applying the weighting
factors exactly as in Section 6.1. The expected service level
(allowing for the 'boxing' error) evaluates as 0.9500; which means
that, fortuitously, the positive and negative errors cancel each
other exactly and there is no overall system error. The overall

average stock value error is +0.94% which also implies a favourable

degree of cancellation.

In summary, in spite of sizeable errors in some individual cases for
’
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both the functions and the MAD/SD conversions, the overall system

errors in the service level and average stock value are negligible.

This is due to:-

a) a judicious, if somewhat fortunate, choice of the uniform

MAD/SD conversion factor of 1.33, and

b) counteraction of errors due to system interactions.
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6.3 ERRORS DUE TO DEMAND AND LEAD TIME CORRELATICN AND

AUTOCORRELATIONS

The common assumption in stock control theory that demand and
lead times are independent randem variables implies that:-

a) demand and lead times are not cross-correlated,

b) lead times are not autocorrelated, and

c) demand is not autocorrelated.

These assumptions are examined in turn and the system effects
of breaches are assessed.

6.3.1 CROSS-CORRELATION BETWEEN DEMAND AND LEAD TIMES

A positive correlation between demand and lead time suggests
that high demand periods would be accompanied by long lead times and
vice versa. This infers that the variance of demand in lead time
would be greater than if the peaks and troughs occurred independently.
Buffer stocks calculated on the assumption of independence would
therefore be inadequate to provide the intended service levels.
Conversely, a negative cross-correlation would result in over- -
provisioning.

The mode of reasoning employed in the System Dynamics study in
Section 4.1 suggests that a positive cross-correlation is a likely
outcome of market dynamics. A period of high consumer demand would
deplete retail stocks which would result in an increased ordering
rate on the warehouse to:-

a) satisfy the higher level of retail demand,

b) raise the retail stock levels commensurately, and

c) increase the volume of pipeline orders and materials to
sustain the higher throughput.

The raised ordering rate would result in a depletion of

warehouse stocks, and an analagous process would cause a further
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amplification in the ordering rate on the supplier or factory.
The consequence would be an increased loading on the supplying
source and an extension of lead times. This process would take some
time to work through the retail-distribution~supplier chain, so
there would be a time lag between peak demand and maximum lead times.

The study was initiated by tabulating the average lead times
extant in each month between February 1978 and August 1980 for each
of the 13 suppliers described in Section 6.1. Monthly demand
(strictly 'sales') data were collected for the Product Groups
pertaining to the suppliers over the same period. The demand data
were deflated by dividing by the Index for Construction Material
Prices for the respective months, then deseasonalised by dividing by
seasonal factors elicited using the 'Classical Decomposition Method'
of time series forecasting described in Section 3.1 (Note -
deseasonalising is justified on the grounds that the demand data
processed in the Inventory Management system has already been
deseasonalised by the forecasting routines. Hence any autocorrelation
caused by seasonal influences has been removed before demand ana lead
time are convolved).

Standard correlation tests between the pre-processed demand and
lead time data were carried out for:-

a) synchroniséd demand and lead time,

b) a lead time lag of one month, and

c) a lead time lag of three months.

As the demand was measured at the Distribution Centre (i.e. the
retail stage was excluded), a 3-month time lag was considered adequate

for the lead time to react to demand changes. The results are given

in Table 6.10.
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Supplier :Number of 'Lead Time Lag ¥*
Significance
Code Observations | Zero | 1 Month 3 Months
Level
B 22 -.0222 +.0665 +.1294 .42
CN 15 -. 4099 -.5939 -.2675 .51
CO 16 +. 4007 +.2434 +.4365 .50
D 12 +.5316 +.5101 +.6855 .58
E 24 +.3913 +.2425 +.1077 .41
F 25 +.0491 -.1073 +.1751 .40
NT 18 +.4437 +.3852 +.3906 .47
PO 14 -.3683 -.1344 +.2761 .53
WD 26 -.0117 +.1264 +.1920 .39
G 20 -.1390 -.0538 -.1274 .44
PE 26 -.0210 +.0837 -.3388 .39
U 31 -.3311 -.100%9 -.0824 .35
WP 23 +.2200 +.3630 +.3681 .41
Average +.0564 +.0793 +.1496

*yValues refer to a 2-tail significance test (86)

Table 6.10 Correlation Coefficients for Demand/Lead Time

There is some evidence of a predominance of positive correlations
with a 3-month lag, but a fairly even balance of positive and
negative correlatiéns with a zero or l-month lag. This is intuitively
supportable as most of the major suppliers carry 2-3 months' shelf
stocks which would have to be depleted or severely eroded before lead

times would be generally affected. However, the exponential smoothing

factors for demand and lead time are set to the same value, which
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implies synchronisation when the demand and lead time forecasts are
convolved. The zero time lag correlations are therefore more
directly relevant to buffer stock calculations, and hence service
level considerations, than the lagged correlations attributable to
market dynamics. With zero time lag, none of the Correlation
Coefficients attain the 5% significance level and there is no
definite polarity bias. It is therefore concluded that cross—
correlation between demand and lead times cannot be substantiated

as a contributory cause of service level errors.

6.3.2 LEAD TIME AUTOCORRELATION

On considering autocorrelated lead times, a distinction will
first be drawn between the simple case where lead times are
temporally independent, and the compound case where lead times are
subject to possible overlap.

If the orxder interval is sufficiently large relative to the lead
times to preclude the possibility of overlapping lead times, it
is here asserted that the assumption of a random sequence of lead
times may be vitiated without affecting the service level, provided
that:-

a) the lead time distribution is stationary, and

b) the order point is calculated using the population mean and

variance and is not updated by recent observations.

An autocorrelated lead time sequence would certainly engender an auto-
correlated demand in lead time seguence, but this should not affect the
variance and hence the buffer stock. Thus the desired service level
should be obtained if measured over a sufficiently long period.

When lead times overlap, demand is shared between two or more
lead times, and an autocorrelated sequence of demand in lead time

variates arises even if the lead times are not themselves auto-
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correlated. If lead times are autocorrelated at low-order time

lags, then long lead times tend to follow each other consecutively
and the amount of shared demand increases. Steockouts during
periods of shared demand will be demonstrated to be a serious
problem in Section 6.4. As this condition is exacerbated by
autocorrelated lead times, then the problems due to autocorrelated
lead times can be subsumed under the wider problem area of over-
lapping lead times. This wider problem is treated by simulation
methods ig Section 6.4. As the simulation data must reflect the
lead time autocorrelations with an acceptable degree of fidelity,
the magnitude of the autocorrelations are first assessed here.

Lead time autocorrelations were investigated by utilising the
SIBYL-RUNNER package of forecasting programs developed by Makridakis
and Wheelwright (87). The data for the 13 suppliers recorded in
Table 6.2 were input to the package and subjected to autocorrelation
analysis for time lags 1-24 at zero and first levels of differencing.
The analysis was performed by the SIBYL segment of the package
purely for the purpose of computing the Autocorrelation Coefficients
and associated information (The RUNNER segment enables optional
forecasting routines to be run after the data has been analysed).
The data for all suppliers were found to be stationary, which
justifies the assumption made earlier in this Section. At the zero
level of differencing (i.e. the simple analysis of raw data) a

typical pattern of autocorrelations over the time lags was evident,

an example of which is given in Fig. 6.8.
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Fig. 6.8 Typical Example of Lead Time Autoccrrelations

The pattern 1is characterised by the incidence of apparently
meaningful positive autocorrelations for the lower order time
lags and very small autocorrelations with no pvolarity bias for the
remaining time lags. This can be supported on intuitive grounds,
as the time lags represent the intervals between placing orders,
which can vary considerably. Hence the only autocorrelations which
would be expected would pertain to the lower order time lags.

Table 6.11 shows the Autocorrelation Coefficients for Time Lag 1
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for all suppliefS.

Supplier Number of Autocorrelation 5%*
Significance
Code Observations Coefficient
Level
B 37 +.3934 .32
CN 32 +.1406 .35
CoO 71 +.3120 .23
D 38 +.2505 .32
E 74 +.2446 .23
F 59 +.4179 .26
NT 34 +.1805 .33
PO 119 +.1472 .18
WD 49 +.0349 -28
G 41 +.0992 .31
PE 65 +.0134 .24
o 58 +.3331 .26
WP 48 +.2624 .28
Average +.2177

*Valués refer to a 2-tail significance test (86)

Table 6.11 Lead Time Autocorrelations for Time Lag 1

It can be seen that, not only are all of the Autocorrelation
Coefficients positive, but 5 of the 13 exceed the 5% significance
value. It is concluded that successive lead times are consistently
positively autocorrelated with an average Autocorrelation
Coefficient of approximately +0.22.

6.3.3 DEMAND AUTOCORRELATION

Positive demand autocorrelation indicates that particular lead
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times could encompass runs of high demand or low demand. Hence the
extremes of demand.in lead time would be wider than if the demands
occurred randomly i.e. the variance would be greatexr. Buffer
stocks computed on the premise of random demand sequences would
therefore be inadequate to realise the set service levels.

Weekly demand (strictly 'sales') data were collected for each
of 18 Product Groups over the period January 1978 to January 1980.
The readings were first deflated by dividing by the Index of
Construction Material Prices, then deseasonalised by dividing by
seasonal factors. An Autocorrelation Coefficient for Time Lag 1

was calculated for each Product Group (Table 6.12).

Product Autocorrelation Weighting Factor Weighted
Group Coefficient Coefficient
Cc3 -.2171 . 1066 |
c1 -.0237 .0876}’ -1942 --130
c2 +.0605 .1573
B3 +.0665 .0363 .3383 +.066
El +.0726 .1447
B2 +.2921 .0510
Bl +.2967 .0le8 L1127 +.297
HL +.3025 .0449
D1l +.4120 .0936
G2 +.4227 .0402
1 .2194 +.440
D2 +.4343 .0051 _
Fl +.4817 .0805 |
D3 +.5203 .0012 |
Al +.5556 .0638
Gl +.6051 .0516 % 1354 +.590
G4 +.6396 .0031
Il +.6673 .0127
G3 +.7338 . 0030 |

Note: the 5% significance value of autocorrelations for

24 observations (22 D.F.) is 0.41

‘Table 6.12 Demand Autocorrelations for Time Lag 1
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Weighting factors were assigned to the Product Groﬁps
according to their annual costed demand. The Autocorrelation
Coefficients were grouped into five categories for ease of
aggregation, e.g. for the first group the joint Autocorrelation

Coefficient was calculated as:

-1066 x (-.2171) + .0876 x (-.0237) = -.130
. 1942 .1942

It can be seen that there is a strong predominance of positive
autocorrelations and this is significant at the 5% level for 10 of
the 18 Product Groups. It is concluded that weekly demands are
subject to a strong positive autocorrelation.

Ray (88) has produced a formula for the variance of demand in
lead time when demands are autocorrelated in a first-order auto-

regressive sequence:

2_ 2.2 o] 2a O
o Mp 9. Mg - (1-pgf_(a) )
(1-a) ? (l-a)?(l-a 2

where 'a" denotes the demand Autocorrelation Coefficient and
pgfL denotes the probability generating function for lead times.

The derivation of the formula suggests that it is only appropriate
for discrete lead time probability distributions, and the three
tabulated examples in the paper - for Geometric, Uniform and
truncated Poisson - are unsuitable as approximations to Gamma.
Wagner (89), however, observes that "the Gamma distribution is the
continuous analog of the Negative Binomial”. To test this, the
probability density functions for Gamma and Negative Binomial were
compared for equal mean and standard deviation parameters (corres-

ponding to a Gamma modulus, k, of 2.25). The result is shown in Fig.
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Fig. 6.9 Comparison Between Gamma and Negative Binomial for k = 2.25

It can be seen that the correspondence is extremely close. The
test was repeated for other values of k with similar results except
for very low values of k which are not appropriate to lead time
parameters. It is concluded that the Negative Binomial could be used
in place of Gamma for evaluating demand autocorrelation errors

without significantly affecting the results.
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For the negative binomial, the pgf, p(z), is defined as:
p(z) = (p/(l-qz))*

where z is any random variable o, 1, 2 ....... o

2

(o2-1)

r is any integral value =

In the Ray equation the Autocorrelation Coefficient, a, takes
the place of the random variable z.

Before discussing the aggregatidn requirements to obtéin a
total system effect, a particular example is worked through using

the data values:

Target service level (SL) = 95%
UD = 1 unit/week
OD = 1.5811 units/week
UL = 2 weeks
OL = 1.4226 weeks
I = 4 weeks
a = -.130

From the normal expression for OLD (Section 3.3 eqn. <:> ),

but ignoring the marginal effect of the review cycle, T, for

simplicity,



= (1.5811% x 2) + (1% x 1.42262)

1

7.0235

and OLD 2.6502

i
O
Ul
(o)}
Ne
U

PLS = (1 - SL) x I

Standardised reorder level, from an iterative application of

equations and using k and PLS,

2.4794

U

= )
R U LD

2.4794 x 2.6502

6.5709

This is the effective reorder level calculated by the system
without regard to the autocorrelation of demand.
To obtain the expected service level taking into account the

autocorrelation of demand, the negative binomial parameters are first

calculated:
o= M1
0L2
= 2
1.4226 2
= 0.9882

- 244 -



Q
i

[
|
o]

1 - .9882

.0118

[a
!

2
(1.4226 - 2)

168.13 (168 to the nearest integer)

(p/(l-ga)®

pgfL(a)

1
(.9882/(1L + .0118 x .130)) °8

0.10522

Variance of demand in lead time with demand autocorrelation,

2 2
! u.o 2a0_“ (
D
o. 2 .=y 25 2+ = - D

b "D L (1-a)?2 (1-a)2 (1-a?)

l—pgfL(a) )

2 2 2
l2 x 1.4226 + 2 x 1.5811 - 2 x (-.130)x 1.5811 (1-.10522)

(1 + .130) 2 (1 + .130) 2 (1 - .130%)
= 6.4024
]
o = 2.5303
and D
value of k with demand autocorrelation,
2
| (uLuD)
k =
2
91
= (2x1?
6.4024
= 0.6247

Actual standardised reorder level provided,

UI' = Reorder Level calculated by system

o'LD
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6.5709

2.5303
= 2.5969
, ! !
PLS provided from k and U (using equations and )y
l,
PLS = 0.0870
. ’ ! u
SL provided = 1-PLS x "L
I
= (1 - .0870/2)

0.9565 (or 95.65%)

In order to assess the system effect of demand autocorrelation
across a Distribution Centre it is necessary to carry out these
calculations for numerous selected parameter values, assign
weighting factors and aggregate the results. The variables which

7 O

could directly affect the results are: U D

o’ Mo L'
a, the ratio of UL /I, and the target service level. It is
clearly not feasible to compute expected service levels for all
combinations of these, so the following principles were adopted:-
a) The primary variable for the purpose of this exercise is
the Autocorrelation Coefficient, a. The five group values
in Table 6.12»were used.
b) UD and UL exert a different influence on the variance of

demand in lead time, and the Ray formula corrects only the

portion of the standard expression containing UL (The other

2

L , is unaffected). Also, the sensitivity

1
portion, UD g
analysis shows that service level is influenced in quite

different ways by varying UD and UL (Figs. 4.16 and 4.18).

It was therefore considered essential to vary UD and U

L
independently.
c) 0 values were determined according to the Variance Law:
0D2 = 2.5 UDI'S . This is justified in Section 4.1.3.
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1, Values were determined according to the Variance Law:
2 l1e5

L L - It is shown in Section 6.4 that this

relationship represents the central third of all lead

time variances.

The target service level was assumed to be 95% for all

products. Table 6.13 shows that with all Product Group

settings at 95%, 76% of the total annual costed demand

is accounted for by products with allocated service levels

between 93% and 98%. The spread around the Group setting

is therefore not unacceptably great.

Service % Total Annual
Level % Costed Demand
< 80 1.25
80-90 4.02
90-91 2.34
91-92 4.04
92-93 5.32
93-94 10.74
94-95 13.42
95-96 15.45
96-97 18.36
97-98 18.03
98-99 6.66
> 99 0.35

Table 6.13 Spread of Product Service Levels with Product Groups

set to 95%

The full results are given in Table 6.14. The weighting factors

were derivéd by first carrying out a multiple enguiry on the stock
file to ascertain the proportion of the total annual costed demand

accounted for by each M, /UL combination, then multiplying these by
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U

Autocorrelation Coefficient

D L
(units/week)| (weeks) -0.130 | +0.066 | +0.297 | +0.440 | +#0.590
L , 9565 | .9458 | .9238 9016 .8662
.0091 .0158 .0053 .0103 .0063
L . 9604 | .9430 | .9036 8602 7856
.0102 | .0178 | .0059 0116 .0071
| . 9624 | .9415 8910 | .8307 7203
.0046 | .0081 | .0027 .0052 0032
L o 9630 | .9408 | .8838 8118 6722
.0014 .0025 .0008 .0016 .0010
; ] 9544 | 9472 | .9322 5168 | .8911
.0119 | .0207 | .o0o069 .0134 .0083
- . 9570 | .9453 | .9195 78906 3387
.0122 0212 .0071 | .0137 .0085
- ; 9583 9444 | 9120 | .8731 | .7990
0118 | .0206 | .0069 .0134 .0082
- - 9586 9440 | .9086 8638 7734
0013 | .0023 | .0008 | .0015 .0009
5 ; 9535 9477 | .9356 9230 9016
.0246 | .0429 0143 | .0278 0172
" Z 9557 | .9462 9255 9022 78597
.0209 0364 | .o121 | .0236 .0146
" - 9567 | .9456 | .9108 | .8880 8287
.0073 | .0127 | .oo0a2 .0082 .0051
o - 9568 | .0454 | .o174 | .8824 | .8loz
.0031 | .0055 .00l8 | .0036 .0022
i 9520 | .9488 | .9420 | .9348 | .9220
=0 2 .0233 .0406 .0135 .0263 .0163
" . 9531 | .9479 | .9365 9235 8990
.0ll4 | .0199 .0066 .0129 .0079
9537 | .9475 9336 9168 8830
>0 6 0039 | .0068 | .0023 | .oo4a | .0027
9538 | .9479 9328 | .9142 8752
>0 8 .0017 .0029 .0010 .0019 .0012
9515 9491 | .9440 | .8385 9287
100 2 0251 | .0438 | .0146 | .o0284 | .0175
9504 | .9484 | .9399 9301 | .9114
100 4 0080 | .0139 | .0046 .0090 | .0056
9528 | .9481 | .9378 | .9252 78598
100 6 .0012 .0021 | .0007 .0014 .0009
9528. | .9482 9372 9236 8940
100 8 0010\ .o017 | .oo06 | .00ll | .0007

Expected Service Level

Weighting Factor

Table 6.14 Expected Service Levels with Demand Autocorrelation

- 248 -




the prcportion of the total annual costed demand attributable to

each Autocorrelation Coefficient (refer Table 6.12) e.g. for cell

u

It

D l/UL = 2/a = -.130, .0468 of the total annual costed

demand is accounted for by products with UD < 2.5 and UL< 3

(the approximate mid points of the calculation points) . The
weighting factor for a = -.130 is .1942, therefore the composite
weighting factor for the cell is .0468 x .1942 = .0091. The

multiplicative process to obtain the composite factor is reasonable
as there are wide spreads of lead times and demand rates in every
Product Group. They can therefore be assumed to be independent of
the autoccorrelation weightings.

The aggregation exercise was completed by calculating:

all celis
2 (Service Level x Weighting Factor)

which evaluates as .9250, or 92.50%

The service level degradation due to demand autocorrelation
appears to be very significant. It is particularly severe on items
with long lead times - a conclusion also reached by Ray. A second
finding concurred with Ray is that the impact of positive demand
autocorrelation on the variance of lead time demand is very much
greater than the cpposite influence of negative demand auto-
correlation. An independent finding which can be elicited from this
study is that the service levels for fast-moving items are much less
sensitive to demand autocorrelation that those for slow-moving items.

It the system formulations were refined to take account of
demand autocorreiation the result would be a substantial increase in
stock levels to counteract the service level degradation caused by
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ignoring it. The increase in stock invéstment could be evaluated
with a reasonable degree of accuracy by undertaking an exercise
similar to the one here carried out for service levels. It is,
however, outside the scope of this study as the purpose here is to
evaluate the differences between theory and practice for a given
system. 1In this respect order points are set according to a certain
theoretical formulation and these order points are themselves the
main determinants of the stock levels which ensue. Measured stock

levels should not therefore differ from predictions.
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6.4 OVERLAPPING LEAD TIME ERRORS

This error came to light only after several months of live
operation of the system. It was reported by one of the Stock
Controllers as an overstocking condition associated with long lead
times. Some pre;iminary investigations proved that long lead times
per se were not the cause of the problem, but rather a high ratio
of lead time to order interval i.e. when more than one purchase
order is outstanding at the same time.

The nature of the problem and the measures taken to overccme
it are described here in depth as it is believed that this is a
very common problem which has been inadequately treated in the
literature. 1Indeed the only attempt at a mathematical solution was
found in an unpublished paper (90){ and this addressed itself to
very specific conditions. Most standard textbooks on stock control
ignore the problem, though it is relevant to most, if not all,stock
control models whenever a buyer has more than one outstanding order
on a particular supplier in his file. 1In the Inventory Management
system, this condition will be shown to be the rule rather than the
exception. -

After some deterministic mathematical solutions had proved
inadequate and inappropriate, the approach taken was to derive a
correction routine by extensive simulation trials. The following
considerations were taken into account when constructing test data
and executing the trials:

a) The basic simulation program SIMSIMPLE was selected so
that the results would not be clouded by other system
complexities. The use of this simplified reorder level
model also proves the generality of the problem. As the

program operates with a single product, a duration of 200
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years was used for eéch trial with a nominal order
interval of 16 days. This produces an average of 3250
orders with around 400 stockouts. A total of over 200
trials were carried out on an IBM 3032 computer.
An examination of operational lead timé data revealed
that orders on a particular supplier regularly overlap
but they very rarely overtake. Most commonly, orders
placed in different time periods are delivered together.
The marked degree of autocorrelation in Table 6.11
supports these findings. The simulation program was
modified to prevent orders overtaking by transposing
generated lead times where necessary. This process tends
to produce runs of long lead times followed by runs of
short lead times, which quite accurately resembles the
sequence of measured lead times given in Table 6.2. The
re-sequencing process has a negligible effect on the mean
and standard deviation of the generated lead times, as a
lead time would be rejected only if it exceeds the next
largest lead time in the available array by more than the
order generation interval.
The tendency for orders to overlap is clearly greatest
when the lead time variability is large. For instance,
if the mean lead time is 80% of the order interval there
may be no overlap with a fairly constant lead time,
whereas a large standard deviation could cause a
substantial degree of overlap.
It was found by experimenting with the Variance Law on a
sample of 137 suppliers that 34.3% of the variances are

2 5

well represented by the relationship OL = O.SUL1° ;
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1+5

u ; and the remaining 31.4% by

2 = . . . .
o = 2.5y **5 . For a set of. typical lead times this

produces the standard deviaticns shown in Table 6.15.

Mean lead time ( UL) Standard Deviation of lead time ( g )
(days) *C = 0.5 c=1.0 c = 2.5
3.50 1.81 2.56 4.05
4.83, 2.31 3.26 5.15
7.50 3.20 4.53 7.17
10.16' 4.03 5.69 9.00
15.50 5.52 7.81 12.35
31.50 9.40 13.30 21.02
47.50 12.49 18.09 28.61
63.50 15.91 22.49 35.57

*C = Coefficient of Variance Law

Table 6.15 Sets

of Lead Time Variabilities used in Trials

(The mean lead time values were chosen so that when 0.5

days are added for the mean review cycle, Risk Period/Order

Interval ratios of %, Y3 %, 73, 1, 2, 3, 4 are produced).

The following parameters were maintained at constant values

throughout, though the correction formula was subsequently

checked with independent data:

Yp

g
D

Target SL = 95

10 units per'week

5 units per week

o

o

Fixed reorder levels were calculated for each run, as

follows:-

i) Calculate PLS from the target SL.
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ii) Calculate KLD from the demand and lead time

parameters.

1ii) Calculate U by an iterative application of equations
and @ (Sect. 3.4) to give the desired PLS
for the kLD value.

iv) Convert U to a reorder level by multiplying by GLD

The statistical accuracy of the results was first checked by
running the same data with six different random number seeds. This
produced service levels of 95.33%, 95.28%, 95.38%, 95.57%, 95.03%
and 94.94%. These figures have a mean value of 95.26% and a
standard deviation of 0.23%. Assuming a Normal distribution of
sampling errors, it is 95% certain that anf trial result will be
within * 1.96 x 0.23% = 0.45% of the mean (where 1.96 is the value
of the standard Normal deviate at the 95% level).

The first set of trials was carried out to ascertain the
magnitude of the problem. The results are presented in Table 6.16
and the achieved service levels are depicted in Fig. 6.10. Before
discussing these results, the precise nature of the problem is
‘clarified by examining in depth an abbreviated run of 10 years'
duration which was carried out on a microprocessor for expository
purposes. The example has a Lead Time/Order Interval ratio of 1
and a variance coefficient of 2.5. The salient facts are given in
Table 6.17. Fig. 6.11 examines one of the overlap occurrences
which affect the result.

According to the theory, reorder levels (or their ELS
equivalents) are set such that there is a fixed probability of
their being exceeded by the demand in any lead time. When they are
exceeded, the 'correct' amount of potential sales must be lost to
provide the desired service level. Thus any demand in lead time

- 254 -



(pe308xI00UN) SsaWTL ped] butdde(asAp woxJ HUTITNSDI SNTRA HD03S 2HRIBAY PUR TOADT 9OTAISS UT SIOIIT 919 a1del

255

JOOUSIDAO I0J POIODIIOD -
AIess909U UOTIOOIT0D OU 21RO TPUT SOYUSEP -~ 930N
Oov10° 9T¢0~ POO0T * T44 £eeo” pLOO" 4740 0N g000" SY I1030v4g "3IM
8T°99+ | 06" 69+ v e+ 9G°GZ+ SETT+ - - - e— QY I0Xax9 %
€€T0" | T19¢O" 9660 9FTT" G9€0° 900" L900" LOOO* k— gId I030ed *IM
9'0L~ | 8°99- 0" €G- 9"z~ o pe- 8 €z~ 0 0'g- e STd 101IF %
£€686° | 786" S9L6" €1L6" 0L96° | ¥6T96" | x00S6° | xSTG6° |— TS ebeasay 52
£6T10° | sbeo- 960T" 8EET” £9€0° 1800° 9v00° 8000 |Je— Sy I030ed *3M
95°8E+ | 95°Te+ | S6°GT+ 6F "6+ 16" 2+ - - - P SY IOIXW 3
SHTO" S6€0° 880T * ATAN 86£0" 1L00" £L00° 8000° l— STF 103084 °*IM
0°Z29- 9 6V - 9" 16~ 8°8¢— 8 L~ 8T+ O°0T+ 9" TT+ [¢— STH I0AXH %
0186° BYLG® 8GL6" Pv96° 6£56° | x1606° | xO0Sv6" | xzvb6"  p— 1S ebeiany 0°'1
€5T0" SHEO" 960T 8eeT " £9¢0° 1800° 9r00 " 8000° k- SV I0730®4 *aM
8T 0¢+ | 8z ve+ | 8z ¢+ OT " 6+ o) - : - - e SY I0IIT %
SHTO" S6£0° 880T " ATAN 86£0° 1L00* €L00°" 8000° k— ST 10310RI *IM
9°6G- b Gh- 9°L¢- i O ¢+ 0" TT+ bR TH O TT+ |fe— STd IoXIF %
86L6" LVLE" 8896 " 2296" S8Y6° | xSUV6T | x8TF6° | xSPbe°  k— 15 sbeieay G°0
v ¢ ¢ t % m % 5 JUSTOTIFO0D
TeAID]UT I9PIO O3 SWT pPeaT JO oT13ey JDUBRTICA




(po3081I00Uf]) SOTIRY TRAISIUI I9PIQ/SWTL PeaT DBUTAIRA UJTM STL9A®T 90TAIRS PRASTUDY OT'9  Hb1dg

TYAVILNI ¥3a¥0 / auil dy3T do oYy

¢ z

¥b

bb

o, 1IAZT IAY3S

256 -



Order No. |Lead Time | Stock-on-Hand Demand in (b) -(a) Actual
(days) at Placement(a) Lead Time (b)| if (b)>(a) | Lost Sales

1 16 71 ' 39 - -

2 35 76 56 - -

S 36 72 79 7 7

20 44 75 96 21 21
38 31 72 85 13

13
39 33 76 82 6
41 64 76 133 57

42 53 69 113 44 57
43 44 73 94 21

53 29 . 75 85 10 10

66 30 75 80 5 5
67 34 75 82 7

127 29 76 77 1 1
149 43 75 110 35

150 50 76 115 39 39
151 48 74 105 31

161 9 76 8 - -

Totals 297 155

Total Demand

0.9454
0.9715

(5441-297) /5441
(5441-155) /5441

Theoretical SL

Il
It

Expected SL

Table 6.17 Comparison of Theoretical and Actual Lost Sales with Overlapping

Lead Times

- 257 -



sawT], peol
butrddeTisa0 U3 TM saTeg 3SOT ,TeNn3dY paidadxy, pue [edTl1oI09y] UssMmilsg AouedosrosTtd T1°9 °“bBTd

g1 = S5 %07 >y
bt LTy ¢ (3Lo$8) 2 Seps a5 raRiedy)

(3n0%2935)

e
¢l»pvowag

§ - >

——

258 -

e

W\\\x . , !
) S5 7 poewsq

8 29

X T
Q) aJ..r wwr
A3 2% s
N [ ) 3
A e 3
3 3 %
AW R T
o 5~
Ay

<R
™R

L lddd B ELFT
poroy) 8¢ 19pI0



which exceeds the reorder level should incur its full quota of-

lost sales. Table 6.17 shows four instances where two or more

long lead times overlap, and they do not incur sufficient lost
sales. The first case is detailed in Fig. 6.11. When order 38

is placed, the stock-on-hand is 72. The demand during its lead

time is 85, thus 13 units are unsatisfied. When order 39 is placed,
the stock-on-hand is. 76. The demand during its lead time is 82,
thus 6 units should be unsatisfied. They are not lost, however, as
the demand is effectively reduced by the stockout caused by order
38. Thus only 13 units are lost in total instead of the theoretical
19 units. The overall effect of the four instances of overlapping
lead times is that only 155 units are lost instead of the theoretical
297. The achieved service level is therefore 97.15% compared with
the 94.54% which would héve been achieved if the long lead times had
each achieved their full share of lost saleé.

An important concomitant of the overlapping lead time problem
is the incidence of necessarily autocorrelated lead time demands, as
successive lead times share some of the same demand. This vitiates
the common assumption of a random sequence of lead time demand
variates.

Fig. 6.10 indicates the magnitude of service level errors with
increasing degrees of overlap. The high variability curve shows
that the problem exists to some degree even when the lead time is
very much smaller than the order interval. With a ratio of unity
there is a severe problem - this illustrates why a deterministic
mathematical solution would not be effective, viz. in the determin-
istic case there would be no overlap and hence no correction would
be applied.

Table 6.16 presents the Service level and average stock errors
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in a form suitable for system aggregation. The following principles

were applied in constructing the table:

a)

A correction for overshoot was applied where the reorder
levels are low relative to the maximum daily demand

rates. This is necessary as replenishment orders are
rarely placed when the stock-on-hand is exactly equal to
the reorder level. Large individual demands can deplete
the stock to well below the reorder level when an order

is generated thus greatly increasing the stockout risk in
that cycle. - Overshoot is not a problem in the operational
system as orders are generated according to the predicted
expected lost sales for a family of products.

The correction in the simulation is based on an expression
for average overshoot (K) given by Lampkin (91) :

= _ 2
K = lz(uD l+GD /uD)

where uD and (% are strictly the parameters
of individual demand order sizes. However, they
apply reasonably well to daily demands, as, for
the majority of products in the range there is
rarely more than one order in a single day.
This has the effect of increasing the reorder level by X.
The correction adds approximately 0.5% to the result in
most cases (decreasing as the reorder level increases).
The weighting factors for ELS represent the proportion of
the annual costed demand for the Distribution Centre
accounted for by the celi identifying parameters, e.g.
0.0008 of the annual costed demand is accounted for by

products with a variance coefficient < 0.75 and a Lead
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Time/Order Interval ratio < 0.29 (i.e. halfway between
the adjacent parameter values). The weighting factors
for average stock are formed in the same way but using
costed stock value as the apportionment base.

c) The percentage error in average stock is calculated as:

!
AS - AS

!
AS

x 100%

where AS is the average stock obtained during the
trial
and AS] is the average stock which would have been
obtained with the corrected reorder level to give a
95% sexvice level (explained later).

The system service level, obtained from

all cells )

Average SL X Weighting Factor for ELS, is 96.84%. This
is equivalent to an error of -36.8% in the expected lost sales,
which puts the magnitude of the error in better perspective.

The system error in terms of the average stock value is easily
derived. It will be shown thét the correction for overlapping lead
times is uniformly effective. The weighting factors therefore apply
to the correct stock levels and not to the levels inflated by the
error.

Let total stock value at Distribution Centre = S

all cells

Then total stock value given error = X Wt. Factor x S x

100 - % Error
100

all _cells -
And, system error = 2 ['wt. Factor x S x [looiiifror ]’—S

S
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= auZyeuS ‘Wt. Factor x (lOO—%Error }]_ 1

L { 100

all cells

Wt. Factor x % Error

1l
0~

This evaluates as +20.86%, which is a measure of the
additional stock required to achieve the inflated service level
caused by the errcr. It is worth pointing out that with a
perfectly balanced stock, increasing the service level from 95% to
96.84% requires approximately 15% more stock. The increase of
almost 21% reflects the fact the additional stock is not being
employed to the best financial advantage of the Organisation.

The correction to the overlapping lead time - errors was derived
as follows:-

a) The reorder levels for each point on Fig. ©.10 were
adjusted by trial and error until the achieved service
levels were as close as possible to 95% i.e. a further
adjustment of 1 unit would cause a larger error in the
opposite direction. These individual reorder levels (R‘)
were regarded as effecting the 'perfect' correction insofar
as this is possible within the constraints of the exercise.

b) Corresponding standardised reorder levels were computed :

i
U= R

o]
LD

c) The related PLS values (PLSI) for Ul and kLD were
obtained from equations and .

d) The ratio PLS]/PLS was plotted against the ratio of Lead
Time/Order Interval for each of the variance coefficients
(c) (Fig. 6.12(a)). A linear approximation appeared
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Fig. 6.12 Graphs to Derive Correction for PLS
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reasonable in all cases, therefore a linear regression
was carried out to obtain the best straight-line fits
indicated. The intercepts on the PLSI/PLS axis were
found to be very consistent and the average value of
0.826 was taken to apply to all three.

The slopes of the lines (m) were plotted against their
variance coefficients (Fig. 6.12(b)). A linear
approximation again seemed justified and a linear
regression obtained the fit,

m = 0.235C + 0.254

.
But, PLS M, + 0.5)

—— - ———e——— + .

PLS m T 0.826
and g 2 - Cu l1e5§

L L

Substituting for m and C and transposing,

2

PLS = PLS [‘[0.235 O 0.254] (M1, +0.5) + 0.826
1.5
I -

- UL
where PLS" is the PLS value produced by the formula,
which may be slightly different to the PLSI value used
to derive the formula.

In the operational system the PLS values used in the computation
of the order points are replaced by PLS"-. In the simulation the
PLS" values were converted back to reorder levels (R“ )} which in
many cases were the same as‘RI to the nearest integer. The results
are given in Table 6.18 and the average service levels are shown
graphically in Fig. 6.13.

By repeating the procedures illustrated earlier to assess the

total system effects, with the correction incorporated the expected

system service level evaluates as 95.08% (ELS error -1.6%), and the
- 264 -
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increase in average stock is 0. 72s.

The correction was the result of several months' work after
the fault had been reported. A temporary less effective correction
was incorporated whilst the simulation work described was under-
taken. For the purpose of this study, it should be assumed that the
fault was present in the results reported in Tables 3.2 and 3.3,
and the reported service levels and average stock values are

inflated by the error.
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6.5 INCONSISTENCY IN SERVICE LEVEL DEFINITIONS

As stated in Section 3.3, 'Service Level' is defined as "the
percentage of costed annual demand which is satisfied ex-stock".
The expression used in the theoretical formulations (eqn.<:> ) is:

SL = Costed Forecast Demand p.a. - Expected Lost Sales p.a.
Costed Forecast Demand p.a.

As demand which is not satisfied ex-stock is assumed to be lost,
this expression is consistent with the verbal definition. (It is
assumed throughout that there is no unexpressed demand i.e. all
demand results in orders).

It is not feasible to measure achieved service level the same
way as it is set i.e. by expressing satisfied costed orders as a
percentage of total costed orders. The problem is due to the Branch
replenishment philosbphy. This system is based on a Reorder Cycle
policy where the stock is reviewed weekly on a rota basis (one-fifth
of the range is reviewed each day), and topped up to a Maximum Stock
Level. If the Distribution Centre is out of stock of an item, there
is no backordering procedure - it is simply reordered the following
week. Therefore, aséuming no replenishment:

Deficiency at end of week n = Deficiency at end of week n-1

+ Sales for week n

It can be seen that the deficiency at the end of week n-1 is
ordered twice - once at the end of week n-1 and again as part of the
order at the end of week n. Hence, service level measured on this
basis would be understated.

Achieved service level is actually measured as:

au_pmxiuctsltem Cost X Days in Stock
Days in Stock + Days out of Stock

The two measures are clearly not identical for the following reasons:-
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a) If an item is out of stock but there are no orders for it,
the measured service level will fall progressively each
day, whereas the defined service level will not be
affected.

b} As the state of the bins is only reviewed daily, some
inaccuracy is introduced e.g. an item could go out of
stock during a day, fail to satisfy demands, and be
replenished the same day without the computer being aware
of the stockout.

Notwithstanding these differences, if the assumption is made
that the demand for an item is the same when it is out of stock as
when it is in stock, it is reasonable to suppose that the proportion
of demands satisfied will be the same as the proportion of time in
stock. The measures are therefore equivalent apart from the
precision of measurement and the chance factor. Lampkin, in a
personal communication with the author, agrees with this conclusion.
He writes:-

"As far as I can see, under most reasonable assumptions, the
expected proportion of time 'in stock' is equal to the
expected proportion of demands met 'ex-stock'. It follows
that an unbiassed estimate of the one is an unbiassed
estimate of the other."

In order to check this conclusion empirically, 15 sets of
results from simulation program FTOl were analysed by counting the
days in and out of stock and comparing the service level so derived
with the reported service level (which is calculated as the
percentage of costed demand satisfied ex-stock). The results are
shown in Table 6.19, the target service level being set at 90% in

all cases.
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SL from SL from
Run
Lost Sales Days In/Out
1 88.0 87.8
2 89.6 91.7
3 89.6 88.1
4 86.8 89.5
5 92.0 88.2
6 88.8 88.6
7 92.4 92.3
8 86.4 89.7
9 88.0 90.1
10 91.2 89.8
11 92.é 92.0
12 90.0 ‘ 91.3
13 92.0 90.7
14 92.8 92.3
15 88.4 89.3
AVE 89.9 90.1

Table 6.19 Comparison of Service Levels Using Alternative

Definitions

It can be seen that:-

a) the average service levels are quite consistent, and

b) the direction of the error is about equal (9 in one
direction; 6 in the other).

It is therefore concluded that the errors introduced into the

operational system due to an inconsistency in the way service levels

are set and measured are negligible.
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6.6 ERRORS DUE TO APPROXIMATION IN AVERAGE STOCK FORMULA

Ignoring the negligible effect of the review cycle, the

expression used in the system for average stock is:

R - UDUL + UD I/2 (refer Section 3.3, equation )

This is the standard textbook formula which is derived with

reference to Fig. 6.14 (a).

(a) (b) (c)
L e e o e AS
As —— =] — =%
A\:— S R v:}‘ \\\\\\\\\N g A\ YQ
L ‘Y I [=
T T

Fig. 6.14 Alternative Formulations for Average Stock

Stock at order placement = R
Let demand in lead time = x with p.d.f. £(x)
Stock’just before order arrives = R - X

Stock just after order arrives = R - x + UD I

oo
.. Average Stock = [ 5 [(R - x)+(R - X + My I)j_ f (x) dx
But, [ x £f(x) d&x = UDUL
0
’. Average Stock = R - Uil + g 1/2

This assumes that when a stockout occurs the physical stock is negative,

therefore it is an underestimate of the true average stock.
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Fig. 6.14 (b) represents only that part of the probability

distribution where x < R.
-~

Average stock just before order arrives

R
[
= J (R-x) f(x) dx
o
= J(R—x) f(x) dx - [(R—x) f(x) dx
© R
= JR f(x) dx - J x f(x) dx - J (R-x) f(x) dx
o o R
R =~ UpHp + f(wﬂ)f&)dx
R

0]
But, [ (x~R) f(x) dx = ELS per order cycle
R

L. Average stock just before order arrives =.R - UDUL + ELS
And, average stock just after order arrives
=R - + ELS + I
UDUL L UD
.. Average Stock over cycle = R - HpHL + Uy I/2 + ELS
As this encompasses only the incidences of lead time demand which

are insufficient to cause a stockout, this expression for average

stock is an overestimate.

The true value of average stock would derive from the profile
represented in Fig. 6.14 (c). Clearly the assumption used so far
that the average over the cycle is 'half the sum of the expected
physical just before arrival and the expected physical just after

arrival' is no longer valid as the rate of depletion is not

constant. This makes an analytical solution of the true average

mathematically intractable unless simplifying assumptions are made.

Barrington Taylor and Oke (92) had to make such simplifying

- 272 -



assumptions when dealing with the backorders case which is
certainly simpler than the lost sales case. Their approach of
calculating the upper and lower bounds of the average stock is
followed here. For the upper bound, the expression described as

an overestimate is used, and for the lower bound, the underestimate.

An example is first worked through using the data values used for

the example in Section 6.3.3:

UD = 1 unit/week
GD_= 1.5811 units/week
uL = 2 weeks
OL = 1.4226 weeks
I = 4 weegs
SL = 95%

The reorder level (R) is calculated as 6.5709 (refer Section 6.3.3).
The ELS per order cycle is 5% of the mean demand per order cycle
= 0.05 UD I.

<+« Lower bound of Average Stock

R - UDUL + uD /2

6.57 - (L x2) + (1L x 4)/2

6.57 units

and, Upper bound = Lower bound + ELS

6.57 + (0.05 x 1 x 4)

6.77 units

(6.77 - 6.57) x 100
6.57

% Increase over Lower bound

il

3.04%

The aggregation technique is similar to that described in Section

6.3.3 In this case, the weighting factors represent the proportion
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of the total costed average stock attributable to the respective
Mp/ My combinations. The results are presented in Table 6.20.
The percentage by which the upper bound exceeds the lower
bound for the Distribution Centre as a whole is calculated as:
(3.04 x 0.582) + (2.20 x .0914) + ........ (2.75 x .0042)

= 3.55

oe

It is therefore concluded that the formula used for calculating

average stock in the system understates the true value by < 3.55%.
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Hp UL : Av. Stock @ Av. Stock ( - @)XlOO Weighting
(units/week)| (weeks) | (underestimate) | (overestimate) <> Factor
1 2 6.57 6.77 3.04 .0582
1 4 9.11 9.31 2.20 .0914
1 6 11.12 11.32 1.80 .0336
1 8 13.14 13.34 1.52 .0297
5 2 23.88 24.88 4.19 .0563
5 4 32.54 33.54 3.07 .0735
5 6 39.85 40.85 2.51 . 0467
5 8 47.79 48.79 2.09 .0175
10 2 43.46 45. 46 4.60 .0856
10 4 58.75 60.75 3.40 .1021
10 6 71.95 73.95 2.80 .0545
10 8 86.77 88.77 2.30 .0270
50 2 188.26 198.26 5.31 .0699
50 4 250.65 260.65 3.99 .0635
50 ) 306.72 316.72 3.26 .0256
50 8 373.39 383.39 2.68 .0150
100 2 362.62 382.62 5.52 .1010
100 4 480. 49 500. 49 4.16 .0375
100 6 587.72 607.72 3.40 .0072
100 8 717.45 737.45 2.79 .0042

Table 6.20 Upper and Lower Bounds of Average Stock
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6.7 STOCK BALANCING CONSIDERATIONS

The principle of stock balancing to optimise the objective
function has been described in Section 3.3. It can be seen from
Fig. 3.5 that when the Lagrange Multiplier ( A ) achieves a stable
value, each constituent product in the Group will have been
assigned an implicit service level. These individual service
levels are strongly related to the kLD values of the products. As
an example, the grbup of five products used on the buyers'

training course (Section 7.2) are examined. Table 6.21 shows the

assigned service levels.

Product UD MADD K Theoretical | Net Cost
Code (units/week) | (units/week) “ SL (%) ()
A 8.00 3.44 2.02 90.6 3.959
B 130.00 32.54 2.54 92.1 1.950
c 38.50 11.56 2.40 91.7 1.173
D 74.75 19.97 2.49 91.9 1.497
E 7.00 5.88 1.08 ‘ 85.0 23.754

Table 6.21 Relationship Between Assigned Service Levels and k Values

The salient points are:-
a) In general, fast-moving lines are assigned the highest
service levels.
b) Product E, which has a particularly erratic selling pattern,
is heavily penalised.
These results are entirely consistent with the theoretical
objectives of the system, in that products with a steady selling
pattern would require smaller buffer stocks (expressed as weeks'
deménd) to sustain a given service level. Tautologically, they would




generate more sales from a given value of stock - hence they are
favoured by the allocation process.

Arguments are often advanced that such algorithms fail to
account for important value judgements. For example, whatever
service level is assigned to bath pluos will certainly not be high
enough - it would be unthinkable to have an available supply of
baths but no plugs. The interaction of buyers with the algorithm
is the central theme of this work, which will be examined in depth
in Chapter 7. For the present, the effects of product inter-
dependence on the theory are investigated without the complication
of buyer interference.

Program FTOl (Section 5.1) was used to run 1l0OO-week simulation
trials on the five products listed in Table 6.21. The operating
parameters were:

SL - 90% (for the Group as a whole)

" - 10.64 days
L
- 6.22 days
g, Y
I - 10 days

A summary of ten sets of results using different random number seeds

to generate the demand and lead time data is presented in Table 6.22.
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. Product | Product | Product Product | Product | Group

un
A B C D E

1 84.36 93.12 89.95 89.67 88.96 30.65

2 89.57 93.34 80.75 89.85 88.32 90.89

3 88.56 92.30 89.70 90.11 86.85 89.79

4 89.90 94.65 91.01 93.34 85.91 91.29

5 94,02 92.64 80.77 88.53 88.64 90.62

6 92.42 93.52 93.87 90.14 84.20 30.05

7 90.52 93.92 93.98 91.61 86.91 91.23

8 87.77 91.71 88.12 89.53 88.21 89.76

9 91.25 93.86 91.80 90.48 85.43 90.42

10 95.26 93.85 92.07 91.16 83.64 30.70

MEAN 90.36 93.29 91.20 90.44 86.71 90.54

S.D. 3.15 0.87 1.82 1.33 1.88 0.54

EXPECTED 90.6 92.1 91.7. 91.9 85.0 90.0

Table 6.22 Individual Service Levels Obtaining from Simulation
Trials
The main findings are:-
1) The service level allocations are broadly in line with the
theoretical expectations.
2) The group results are much more consistent than those for
the individual products. There are two reasons for this:
a) The cancellation effect of aggregating + and -
individual product errors.

b) Replenishment orders are triggered according to the

group, status. Hence individual products will be above
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Oor below their implicitvreorder levels when orders
are generated. Their individual results can therefore
be expected to vary much more.

3) As a corollary of 2 b), the dominant product in the group

(B, which accounts for over 40% of the group costed
demand) is subject to less variation than the other
products. This is because it has a greater influence on
order generation.
It is concluded that all products will achieve their theoretical
service levels but the non-influential products (low value, slow-
moving) will experience much larger swings thaﬁ if they were
controlled independently. Such products can experience prolonged
stockouts whilst they are awaiting order generation by the
influential products; or, conversely, they can be amply stocked
for substantial periods if the influential products exceed their
forecast sales.

The average group costed stock value from the above trials is
£1,621.86 (standard»deviation £51.28). The theoretical average
costed stock using equation (:) in Section 3.3 to support a
service level of 90.54% with this group is £1,558.89. The surplus
of 4.0% is barely outside the upper bound of average stock
identified in Section-6.6. It is therefore concluded that the

process of stock balancing does not have any unexpected effects on

the average stock calculations.
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6.8 FORECASTING ERRORS

~During.the system design stage, an analysis of demand over
a l3-week period indicated that the pattern was reasonably
horizontal, and random influences were the main source of
variation. With no trend or data pattern and random incidences of
variates, it can be shown that the historical Mean is the best
estimate of the next occurrence. It is also clear that an
exponentially-weighted moving average with a low smoothing factor
constitutes a good approximation of the historical Mean. Therefore,
the best evidence available at the time suggested that first-order
exponential smoothing would be a suitable technigque for demand
forecasting. This also had the advantages that it is easy to
comprehend, it is inexpensive to compute, it requires very little
data storage, it can be initiated without an extensive data
collection exercisé, and the sensitivity to recent events can be
altered by a simple parameter change without the necessity to
re—cdmpile computer programs.

The main forecasting technique is supplemented by a de-
seasonalising/re—séasonalising procedure using tables of seasonal
factors only for products which are subject to seasonal influences.
Demand filtering of extreme values is also incorporated.A

Exponential smoothing was also selected for forecasting lead
times, though with less reasoned justification. 1In this cése the
manual records were of questionable reliability (especially
apropos part-deliveries) and the method was selected more by
default through having insufficient information than for its
positive suitability. Certainly there is strong evidence arising
from this study which favours a different approach.

With the benefit of hindsight, it seems likely that more elaborate
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techniques would have produced better forecasts for both demand
and lead time, particularly after the end of 1979 when the
economic recession vitiated the demand stationarity assumption.
However, it is considered that whilst more accurate forecasting
would have reduced uncertainty and thus enabled the same service
level to have been obtained with a smaller stock investment, the
forecasting errors do not contribute to the discrepancies between
predicted and achieved performance, provided the parameters of the
probability distribution are stationary and the demand in lead
time variates occur in a random sequence. (If the parameters of
the distribution are not stationary, the effects ﬁave already been
evaluated in Section 4.1.4.5; if the variates do not occur randomly,
the effects have been evaluated in Section 6.3). This is because
the forecasting errors (MADs) determine the reorder levels, which in
turn determine the subsequent level of actual stocks. With the same
level of forecasting erxrors, the actual stocks could therefore be
expected to be consistent with the predictions and the target
service levels éhoula result.

It is therefore concluded that inaccuracies in the forecasting
method did not contribute to the performance variations other than

through the factors already evaluated.
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CHAPTER 7

ANALYSIS OF PERFORMANCE OF HUMAN OPERATIVES
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7.1 ALLOCATION OF FUNCTION IN THE INVENTORY MANAGEMENT SYSTEM

The design principles in the Inventory Management system are
strongly orientated towards buyer freedom of action, with the
computer taking over the repetitive high volume computational
tasks. The main considerations were:-

a) Personal flair is the dominant characteristic of trading

activity in the industry. Sales promotions are
instigated at relatively short notice at local or
national level according to such factors as market
buoyancy, competitor activity and local events, which are
not normally subject to prediction by automatic methods.

b) Buyers have a close and regular contact with suppliers
and they are often in a position to influence lead times
(e.g. by switching to an alternative supplier). In certain
cases they are certainly better equipped to estimate lead
times than even the best forecasting system.

c) Many building materials are subject to fluctuating prices
(e.g. copper-based products react to the international
coppgr market). There is therefore sound reason for buying
when the price is advantageous. Similarly, suppliers often
offer special deals according to their own trading
strategies.

d) Impending shortages can sometimes be anticipated by over-
seeing the general industrial scene. For instance, the
manufacture of radiators is extremely vulnerable to
shortages of oxygen for welding. Reported industrial
disputes which may affect the delivery of oxygen therefore
make it prudent to obtain extra supplies of radiators. As
with many building products, radiator shortages prejudice
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the sales of associated products such as boilers and copper
tube - hence it is extremely important to take prompt
action to prevent or mitigate the effects of long-term
shortages.

In most cases buyer initiatives should be self-financing. For
example, if large stocks are purchased for a sales promotion, the
resultant additional profit should outweigh the extra stockholding
costs (including a realistic allowance for excess stocks of products
which do not meet the promotional expectations). In other cases,
buyer initiatives should reduce the detrimental effects of
unavoidable shortages. For these reasons it was considered prudent
not to impose system constraints on instinctive purchasing
decisions.

The system philosophy is that the computer effects the routine
regulation of stocks by calculating order points from all of the
pertinent variables according to service level targets set by
management. When orders are generated they are printed on remote
terminals in the form of 'recommended orders'. Together with each
recommended order are:—

i) an 'alternative order' which is made up to a 'best terms'
value input by the buyer only if the recommended order
falls short of that value, and

ii) the state of all of the variables used to calculate the

order gquantities.

On receipt of the recommended order, the buyer has the following

options:-

a) accept the recommended order, in which case it is placed, or

b) accept the alternative order, in which case it is placed, or

¢) change any quantities on the recommended order, oOr
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d) ignore the recommendations altogether

If the recommendations are ignored, then the order will reappear

every day with increasing quantities. The buyer then has the

option of suppressing printing until he elects to re-introduce it.
If the buyer reduces order quantities, this will advance the next
order, and vice versa. At any time during the operation of the
system the buyer has the following additional options. He can:-

e) request an order without it being due,

f) override the forecast lead time with his own estimate.

If this is done the computer will use the override for
all calculations until an accompanying 'horizon' input
by the Buyer has expired - then it will revert to the
forecast (updated if there havé been any receipts during
the horizgn),

g) change the service levels for individual products from
those allocated by the stock balancing function. The
same facility is available at Buying Family level.

It can be seen that buyers can use the computer to varying degrees
depending upon their individual preferences and their management's
guidelines. 1In practice, approximately 60% of the recommended

orders are placed unchanged, and in a further 10% of the cases the

alternative orders are placed. Approximately 30% of the orders

are therefore manually adjusted. It follows that as nearly all of

the routine tasks of recording orders, matching receipts, calculating

demand rates, calculating lead times, calculating order points, etc.,

are now performed by the computer, much more of the buyers' time is

iti i effort can now be
now spent on more cognitive functions. More

devoted to product ranging, progress chasing, supplier liaison,

monitoring of excess stocks, etc.
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7.2 BUYER TRAINING COURSES

Before the system was introduced into each of the four
Distribution Centres, the respective buyers attended a 2-day

training course at the computer centre. This comprised a short

introductory session to explain the general principles of the
system, followed by a participatory simulation exercise using the
FTOl simulation program (refer Section 5.1);

The buyers were formed into teams, each team comprising two
or three buyers. In total, eleven teams have been through the
exercise. Each team was asked not to divulge the nature of the
exercise to follbwing teams, therefore it is assumed that each
team started on an equal footing.

The product data consisted of 'live' data for five typical

products which are purchased from the same supplier. The Product

Data sheet given to each team member is summarised in Table 7.1.

UD MADD Net Cost Opening
Product
(units/week) | (units/week) per Unit (£) | Stock (units)
.\ 8.00 3.44 (F.Steady) 3.959 68
B 130.00 32.54 (Steady) 1.950 1002
C 38.50 11.56 (Steady) 1.173 192
D 74.75 19.97 (Steady) 1.497 374
E 7.00 5.88 (Erratic) 23.754 75
UL (all products) = 10.64 days
MAD = 4.68 days (fairly steady)
L
I = 10 days

1
Table 7.1 Product Data Sheet for Buyers

- 286 -

Training Course




The opening stock figures refer to the counted stocks of the
products at one of the Distribution Centres 'immediaktely prior to

the commencement of the first course. All other figures were

derived from clerical records for the same Distribution Centre.

Each team member was also presented with an instruction sheet
explaining the objectives of the exercise and the rules. An
abridged version of the sheet is given in Table 7.2. This was
fully explained and the differences between the simulation program
and the operational system were pointed out, viz.:-

a) The simulation handles only five products, whereas Buying

Families contain up to 200 products.

b) Part-deliveries are not catered for in the simulation.

c) Alternative orders are not included in the simulation.

d) Service lgvel adjustments are not possible in the

simulation.

The override options and the procedures for effecting them
were explained in detail. It was stressed that wheﬁ an override
is made the program is run through to the end of the 100 weeks
and the repercussions are not completely predictable. As the
performance measurements are taken over the whole period, chance

plays some part in the outcome.

A target service level of 90% was used throughout. In practice,

when the program is allowed to run through without interruption the
achieved service levels are between 89.5% and 92.0% in over 90% of
the trials. It is now known that the positive error is mainly

attributable to overlapping lead times (refer Fig. 6.9 with a Lead

Time/Order Interval ratio of ¢ 1.0 and a low variability lead time).

Each course was initiated by an uninterrupted run through the 100

weeks, and the outcome results were taken as the datum for the team.
!
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INVENTORY MANAGEMENT SIMULATION EXERCISE

Introduction
Introdt-~>2"

The.exerCLSe is intended to give you some practice in operating the
computerised Inventory Management System which will be introduced

sh?rtly. I? takes the form of a computer programme which faithfully
'simulates' the new system. This means that you can practice using the
new facilities before you are required to do so in real life (much like

an aircraft flight simulator). Please read this instruction sheet
carefully before starting.

Qverview
Lvervlew

We will simulate the purchasing, receipts and issues of five
products over a l0O-week period. The products are all obtained from the
same supplier and the details are given on the attached Product Data

Sheet which we will explain to you. Throughout the exercise you will be
provided with three regular pieces of information:-

1. Recommended Purchase Orders with order quantities on the day
they are generated by the computer.

2. Notification of receipts.

3. A weekly stock report giving the latest demand and lead time
forecasts as well as the physical stock and on-order balances.

You can assume that the data has been fed into the computer accurately,
so the information given to you is error-free.

A mock ‘supplier' will be available at all times to provide you
with lead time estimates. The lead times are rearranged from their
generated sequence by the computer so that they come in 'runs'. The
supplier can anticipate the rearrangement fairly well, but he himself
cannot be absolutely certain of particular lead times, and his un-
certainty is progressively greater for lead times further in advance.
This should be a realistic representation of the reliability of the
information you would get from a real supplier.

The demand data is known in advance and you will be warned of
periods of high demand. You can regard these as sales promotions and
they will almost certainly cause stockouts if you tase no action.

Objective
Your objective is to obtain a better result ‘than if you merely

follow the computer recommendations all of the time. This can be
achieved in two ways (or a combination of them):-

1. Achieve a higher service level without increasing the average

stock value. »
2. Achieve the same service level with a lower average stock value |

You can intervene in four possible ways:-

1. Change recommended order quantities.

2. Raise a manual order.
3. Suppress the generation of recommended orders.

4. Override the computer's lead time forecast.
1 of six overrides in the 100 weeks and you can

use any combination of the four types. After you agp}y an override the
computer will project the effects through the remaining part of the

1 me .
__100 weeks - so chance plays some part in the outco

You are allowed a tota

Table 7.2 Instructions for Buyers' Training Course
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In all, four different random number seeds were used to generate

the data, hence the datum levels are not quite the same for all

teams.

In order to

assess the profitability implications of

different service level/average stock value results, an additional

Control Index, denoted 'Net Profit p.a.' was computed as:

All Products

(Demand p.a. x Unit Cost x Service Level x Gross Margin)
- (Average Stock x Unit Cost x Stockholding Fraction)
where Gross Margin (as defined in Section 3.3) = 0.30
and Stockholding Fraction (i.e. the annual cost of

holding £1 stock capital) = 0.20

After each override was effected the following measurements

were recorded for the five products combined:

Achieved service level
Average stock value
Average stockturn

Additional net profit p.a. (over starting value)

The full results for all teams are given in Table 7.3. It

should be noted that:-

a)

the fesult for a given override reflects the compound
effect of that override and all previous overrides, and
the objectives (Table 7.2) imply a policy constraint which
has a bearing on the selection of overrides e.g. it is not
permissible to double the stock investment even if this

is justifiable on the grounds of improved profitability.

the result of each override was conveyed back to the team

and discussed with them. Hence the learning process was
reinforced by continuous feedback. After each override,

the Controllers of the exercise (the author and two
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[
Team Override Service Level| Stock value Additional
No. (%) (£) Stockturn | 'Net Profit p.a.’
(£)
1 - 90.1 1985 14.2 -
} ¥ 89.7 1949 14.4 (29.31)
2 * 90.6 2009 14.1 40.84
34 89.9 1876 15.0 3.54
4 90.2 1886 15.0 28.93
5 90.4 1862 15.2 51.98
2 - 90.1 1985 14.2 -
1 90.5 2020 14.1 29.51
2 * 92.0 2062 14.0 158.02
3 ¥ 91.9 1964 14.7 168.50
4 4 94.8 2157 13.8 394.60
54 93.0 1981 14.7 265.50
3 - 90.1 1985 14.2 -
1 90.4 1967 14.4 30.98
2 ¥ 88.9 1857 15.0 (83.93)
3 % 89.5 1861 15.1 (29.97)
4 v 89.0 1857 15.0 (74.81)
5 4 93.7 2167 13.6 292.19
6 92.7 1943 15.0 245.72
4 - 90.1 1985 14.2 -
1 90.1 1995 14.2 (2.00)
2 ¥ 91.0 1786 16.0 121.95
3 90.4 1817 15.6 60.98
4 4 93.0 1945 15.0 272.70
5 4 92.8 1847 15.8 274.05
5 - 90.1 1985 14.2 -
1 90.1 1983 14.2 _0.40
2 ¥ 89.2 1774 15.8 (39.95)
3 * 90.9 1767 16.1 116.62
4 4 93.9 2095 14.1 324.85
6 - 90.1 1985 14.2 -
1 90.9 1978 14.4 74.42
2 ¥ 89.5 1778 15.8 (13.37)
3 * 91.3 1817 15.8 143.13
4 4 94.4 1924 15.4 404.69
5 ¥ 92.7 1792 16.2 275.92
7 - 90.4 1646 17.3 -
1 89.5 1632 17.3 (79.35)
2 4 90.5 1775 16.1 (16.67)
3 ¥ 90.7 1746 l6.4 7.38
4 92.3 1788 16.2 145.03
5 92.5 1782 16.3 164.48
6 92.8 1763 16.6 195.67
7 4 91.9 1724 16.8 121.32
8 4 9.2 1697 17.1 154.10
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I
Team Override |Service Level | Stock Value Additional
No. (%) (£) Stockturn | 'Net Profit p.a.'
L (£)

8 - 90.4 1646 17.3 -
1 90.6 1648 17.3 17.86
2 90,1 1681 16.9 (34.38)
3 91.2 1696 16.9 63.02
4 91.8 1789 16.2 99.19
5 91.9 1835 15.8 99.12
6 93.3 1796 16.4 234.70
7 92.7 1769 16.5 185.34
8 ¥ 92.1 1733 16.7 137.77

9 - 90.9 1570 18.2 -
1 91.8 1609 17.9 74.35
2 4 91.3 1551 18.5 40.31
3 % 92.9 1558 18.7 184.95
4 4 92.1 1590 18.2 105.53
5 92.3 1624 17.9 116.99
6 * 92.6 1528 19.0 163.57
7 4 93.2 1688 17.3 186.34

10 - 89.8 1640 17.6 -
1 88.8 1578 18.1 (78.88)
2 * 90.8 1577 18.5 103.87
3 93.3 1621 18.5 323.26
4 * 94.5 1672 18.2 422.60
5 ¢ ' 93.8 1544 19.6 384,30
6 93.9 1557 19.4 390.83
7 ¥ 93.5 1523 19.8 361.12
8 94.0 1531 19.8 405.16

11 - 89.8 1640 17.6 -
1 89.8 1640 17.6 )
2 90.7 1588 18.4 92.54
3 94.5 1692 18.0 418.60
4 4 94.9 1710 17.9 451.51
5 94.4 1736 17.5 400.67
6 ¥ 94,4 1564 19.4 435,07
7 94.7 1583 19.3 458.65

* Extra quantities purchased for sales promotion
¥ Lead time forecast decreased

4+ Lead time forecast increased

Table 7.3 Performance Results from Buyers' Training Course
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colleagues who were involved in the design of the system)
ran off a fresh audit report for the whole of the 100-
week period. Appendix 5 comprises an extract of this
report from the end of Week 2 to the end of Week 6. At
the end of Week 2 the forecasts (EWMAs) of demand and MAD
of demand are revised and the critical ELS (i.e. the

order point) is re-calculated. At the end of Week 3 Day
2, the ELS calculated from the status of the physical
stocks exceeds the order point ELS. This generates Order
No. 1 which is placed the following day. On Week 5 Day 5
the ELS based on the physical stock plus on-order status
exceeds the critical value, therefore Order No. 2 is
placed on Week 6 Day 1. The generated lead time for Order
No. 1 is 16 days, therefore the receipt is recorded at the
start of business (by convention) on Week 6 Day 4. The
quantities for Order No. 1 are transferred into the
physical, and Order No. 2 is shifted into the first order
slot. It can be seen that this report provides sufficient
detail to trace through the repercussions of any override
to give a full explanation to thé team.

The performance of Team 4, which is selected for typicality
and expository convenience, is exémined in detail before discussing
the results in general.

Override 1 involved increasing the quantities of two of the
1 because it was considered that the computer

products on Order No.

recommendations were insufficient to meet their preconceived notion

of buffer stock requirements. The original audit print revealed

that these products would have remained in stock without the

override As the computer compensated for the manual intervention
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by decreasing the quantities on the next order by the same amounts,
the average stock over the period was affected only marginally.

The override was therefore unnecessary but not particularly
detrimental.

Override 2 comprised the application of a 'supplier' lead time
estimate of 5 days in place of the computer EWMA of 11 days. The
override was maintained over a pe;iod of 6 weeks, and in the event
the estimate proved fairly accurate. The order quantities were
reduced substantially and a considerable reduction in the average
stock value ensued. The service level improvement was the chance.
outcome of changing the time phasing of the order generation
relative to the demands.

Override 3 consisted of substantially increasing a recommended
order gquantity of product E (a costly slow-mover) in anticipation
of a sales promotion. Inadequate communication with the ‘'supplier’,
however, resulted in the consignment arriving too late to prevent
or mitigate the effects of the stockout. Excess stock was carried
for 8 weeks which added significantly to the average stock value.
The decline in the service level was due to a reversal of the
phase change caused by Override 2.

Override 4 involved applying a 'supplier' lead time estimate
of 15 days over a 12-week period when the computer EWMA was
initially 7 days. This proved well-founded and a number of
potential stockouts were averted. This increased the service level
by 2.6% for a modest increase in the average stock value.

Override 5 consisted of another lead time change. On this
MA of 13 days was replaced by a 'supplier'

occasion the computer EW

estimate of 6 days. In the event the average lead time proved to

be 9 days and the team were somewhat fortunate in that the lost
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sales increased only marginally. The average stock value, as

expected, fell significantly.

The first override tried by nearly all of the teams was to
adjust quantities on the first recommended order. .The buyers
from all of the Distribution Centres were of the uniform opinion
that the computer was under-ordering the fast-moving products and
over-ordering the slow-moving product with the erratic selling
pattern (product E). This attitude was conditioned by the
standard industry practice of ordering up to a set number of
weeks' cover. The stock cover calculated by the system is,
however, quite sensitive to the standard deyiation of demand (Fig.
4.22), and the number of weeks' sales this represents is far from
constant across thg product range. Hence the buffer stock
expressed as a number of weeks' sales is much greater for product
E than for the other products.

The early overrides were also characterised by minor quantity
increases or the placement of small manual orders to try to
prevent or alleviate impending stockouts. In the introductory
session, buyers showed a marked reluctance to accept the concept
of expected lost sales. The notion of planning to lose sales was
considered by most buyers to be an anathema - hence they tended
to act to prevent every threatened stockout. Most teams recog-
nised early in the exercise that minor changes to order quantities
system performance, and that

were having a negligible effect on

they were unlikely to make significant gains by this means. Some

teams, however, persisted with this type of override (e.g. Team 8

uséd their first five overrides to change order gquantities), and

were very reluctant to allow the computer to exercise homeostatic
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control in normal circumstances. The limitation on the number of

allowable overrides eventually fo;ced the teams to try more
adventurous methods, and it was strongly emphasised by the
Controllers that tampering with order quantities in routine
circumstances would be an unproductive utilisation of their time
when using the operational system.

The tactic of buying in extra stocks for the purpose of
servicing notified sales promotions was used to good effect by
most of the teams. The overrides marked with an asterisk on
Table 7.3 were all utilised for this purpose. It can be seen
that additional purchasing to meet anticipated needs which are
known to the buyer but not to the computer is a very effective
instrument for raising sexvice levels above the target values.
This can be achieved with a minimal stock investment penalty
provided the timiné of the additional purchasing is correct and
the stocks are consumed in the volumes anticipaﬁed.

In the latter stages of the exercise most of the overrides
took the form of lead time adjustments (denoted by directional
arrows in Table 7.3). It is clearly evident that by reducing the
amount of uncertainty in the forecasts appreciable performance
improvements can be made. It can be seen that when the lead time
forecasts are increased into line with the expected levels,
substantial service level improvements can be made at the expense
of a very modest increase in stock investment; whereas when thé
forecasts are decreased into line with the expected levels,

substantial cuts in stock investment are possible for only a

marginal sacrifice in service level.

In general, all of the teams performed gquite creditably and

completed the exercise on a petter performance level than the
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unaided computer (though Teams 5, 7, 8 and 9 did not finish within

the specified guidelines). Some teams quickly learned that
routine homeostatic regulation is very adequately performed by
the computer, and manual intervention is only necessary where the
buyer has access to more information than the computer. Other
teams were noticeably slower to grasp this and showed a marked
reluctance to allow the computer to take over even the most
repetitive tasks.

The training task was considered to be successfully accom-
plished in a limited timescale. Fig. 7.1 depicts the improvement
in team performance as the exercise progressed. It is very
important to recognise that the apparent decline in performance on
the last override by Teams 2, 3, 6 and 8 was due in every case to
an attempt to drop the stock investment artifically to a level
within the specified guidelines. Less damaging measures would
undoubtedly have been taken if the exercise had not been terminated
at that point.

An analysis of Table 7.3 reveals that in terms of profitab-
ility, as defined, the most beneficial override is to increase the
lead time forecast when the EWMA is below the best estimate. The
nine applications of this produced an average increase in 'Net
Profit'! of £145.93. Conversely, the 16 applications of a
downward lead time adjustment produced an average reduction in
'Net Profit' of £18.99. This measure is, however, unlikely to

reduce profits in the operational system as:-

a) the service level was set at only 90% in the simulation

(in order to concentrate more stockout events into the

exercise). At this level improvements in service tend to

penefit profitability more than reducing stock investment
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Thstay,

does, and

b) the products selected for the exercise have high stock-
turns relative to most other products in the range of
a Distribution Centre - hence the numeric value of the
average stock is small compared with the annual demand.
The 'Net Profit' formula presented earlier in this
Section clearly shows that under these conditions small
movements in service level can outweigh much larger
movements in stock investment.

The éontrollers also observed a non-linear relationship
between the strength of lead time overrides and their effects. For
instance, if the computer EWMA is 1O days and the best estimate 1is
20 days, an intermediate override of 15 days produces far more than
half of the potential benefits. This was observed to apply to
overrides in either direction - hence quite conservative actions
are likely to produce disproportionately large rewards. This
phenomenon could not be guantified, but it was checked on a number
of occasions after the original observation had been made.

Table 7.3 also reveals that the 12 overrides for promotional
buying produced an average increase in 'Net Profit' of Ell6.j9.
Considering the teams were notified of only one or two promotions
(depending on the chance clustering of demand data), this is also
a highly effective means of improving profitability. The remaining
27 overrides which wege applied for miscellaneous reasons produced
an average gain in 'Net Profit' of £26.88. This reinforces the

earlier conclusion that small gains can be made by making minor

adjustments, but when 7,000 or more products are being monitored,

the time could in all probability be employed more advantageously

elsewhere.
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The buyers themselves felt that, on thevwhole, the exercise
simulated their working environment with .a high degree of
fidelity. In particular, they considered that the demand gener-
ation and lead time generation‘and re-sequencing routines
produced rcalistic data. They were, however, of the opinion
that the lead time information was more reliable than they would
expect to get in practice, and that promotional sales rarely
materialise as planned. At the conclusion of the course all of
the buyers recognised the advantages of computer assistance in

the buying and stock control functions, and there was no perceived

inbuilt resistance to the introduction of the system.
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7.3 EFFECTS ON PERFORMANCE OF LEAD TIME OVERRIDES

The buyers' training courses provided consistent objective
evidence that the computer performance predictions could be
improved upon in practice by the judicious use of market
intelligence. The computer predictions are based upon the
forecasting errors (MADs) which have occurred in the past, with
the implicit assumption that they will continue at the same level
in the future. If the buyers can provide better estimates than
the computer EWMAs, then the forecasting errors which ensue will be
of a lower order than those provided for. Hence the buffer stocks
will overprovide, and the resulting service levels will exceed the
target levels. Tautologically, the target service levels could be
obtained with reduced buffer stocks.

Table 7.3 indicates that improving lead time forecasts is a
particularly effec£ive way of improving performénce. Substantial
sexrvice level gains can be made for modest increases in stock, or,
conversely, sizeable stock reductions can be achieved at the
expense of only marginal service level deterioration. These
observations are now stuaied by analytical methods to remove the

random effects inherent in the simulation.

To avoid compound effects, a continuous review, fixed reorder
level, fixed quantity system will be used for a single independent
product with a stationary lead time distribution. Assume the last
12 lead times for supplier PO in Table 6.2 are drawn from a

population with the same parameters:

Then, uL = 12.75 days; OL = 7.58 days
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And a = ;
ssume Ho 5> units/week; o, = 3 units/week;

Target SL = 95%; I = 30 days

Then, PLS = (1-0.95) x 30
12.75
= 0.117647

= 12.75 2 2 N
b /5 x3  +5 x 7.58

5

= 8.9670

_ 2 2
KD = 12.75 x 5

52 x 8.9670°

= 2.0217
Uyp for kyp = 2.0217 and PLS = 0.117647 is 2.1734
R = Urp oD (Sect. 3.4 equation <:>)

= 2.1734 x 8.9670

= 19.49 units
AS (Sect. 3.3 equation <:> with T = 0)

19.49 - 12.75 x 5 + 30 x 5
5 2 x5

L]

21.74 units

The performance expectation in each individual order cycle is
now examined by calculating posterior service levels and average
stock expected values given the occurrence of the respective lead

times. This is equivalent to assuming a fixed lead time.

Weatherburn (93) proves that for a fixed lead time, L, and a Gamma-

distributed demand with modulus k, the demand in lead time assumes

a Gamma distribution with modulus L k.
Considering the first lead time in the set (of 14 days):
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=

g
Ii
J

D
2.
= 5
2
3
= 2.7778
From Weatherburn, k = k L
D
= 2.7778 x 14
5
= 7.7778
o = /i4 . 2 ’
LD — x 3 + O
5
= 5.0200
Given the calculated R of 19.49, U = 19.49
LD 5.0200
= 3.8825
PLS for k = 7.7778 and U = 3.8825 is 0.034048
LD LD
SL, = 1 - | 0.034048 x 14
30

0.9841 (or 98.41%)

]

AS 19.49 - 14 x 5+ 30x5

5 2 x5

20.49 units

Hence the posteriof expectation of service level during the
order cycle containing the l4-day lead time is 98.41% and the
average stock expectation is 20.49 units. By repeating these

calculations for the other lead times in the set, the results

presented in Table 7.4 are obtained.
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Lead Time (days) Expected SL (%) Expécted Av. Stock (ﬁnits)
14 98.41 20.49
11 99.56 23.49
11 99.56 23.49
34 51.54 0. 49*
16 96.87 18.49
18 - 94.52 16.49

8 99.92 26.49
13 98.92 21.49
10 99.74 24.49
10 - 99.74 24.49

3 100.00 31.49

5 ’ 99.99 29.49
Av. 94.90 21.74

*The formula used for calculating average stock is unsuitable

for low service levels

Table 7.4 Posterior Calculations of Expected Service Level and

Average Stock for Individual Lead Times

The process of treating the order cycles as mutually independent
introduces some minor inaccuracies e.g. the 34-day lead time would
set back the generation of the subsequent order by 4 days. However
the effects of these inaccuracies are negligible compared to the

service level differences between the order cycles.
Suppose now that the buyer had forewarning of the 34-day lead

time, and an override of the exact duration was applied at the
14

correct time (The effects of imperfect overrides wi;l be examined

later) The computer would recalculate the reorder level to give a
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95% service level during the period of the override. When such

an override is applied, the computer calculates an associated

standard deviation to be used with it, in accordance with the

Variance Law with a coefficient derived from the historical

standard deviation. In this case:

I
=

Coefficient (C)

7.58"
12.75'°3

1.262

Standard deviation to be used

l

//1.262 x 34'°°

15.82 days
o = /34 2 15.82°
LD —5—x3 + 5 x—-—'—?:-—

17.6486

34% x 52

k.p

5% x 17.6486°

= 3.7114
PLS for 95% SL during override period = (1-0.95) x 30
34
= 0.044118
= 3.7114 and PLS = 0.044118 is 3.1755
ULD for kLD
R = 3.1755 x 17.6486

56.04 units

A reorder level of 56.04 units would therefore give a prior

service level expectation of 95%. Given the incidence of the

34-day lead time with this reorder level the posterior service

level and average stock expected values are now calculated.
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LD —
: X 3 + 0
= 7.8230
kLD = kD L
= 2.7778 x 34
5
= 18.8890
ULD = 56.04
7.8230
= 7.1635
PLS for kLD = 18.8890 and ULD = 7.1635 is 0.000853
S, = 1 - 0.000853 x 34
30

0.9990 (or 99.90%)

As 56.04 - 34 30 x 5

5 ¥+t 5 x5

37.04

Substituting these values into Table 7.4, the average expected
service level over the complete period becomes 98.93% and the
average stock = 24.79 units. It can be seen that the expected lost
sales has been cut to 21.4% of the target value for an increase in
stock investment of 14.0%. This can be compared with the stock
investment required to give a 98.93% service level without an
override facility. This is depicted by the curve in Fig. 7.2, which
shows that an average stock of 33.5 units would be required i.e. an
increase of 54.1% over the 95% base level. It is clear from Fig.

7.2 that any override which produces a coordinate on the convex side

of the curve represents an improvement over the unaided computer.

The result of the override is denoted by 'IE' and this clearly

represents a substantial improvement. However, repeated overrides
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of this type without counterbalancing measures may well be
unacceptable from a stock investment viewpoint.

Suppose now the buyer had reliable advance warning of a fall

in lead times for the last two orders, and an override of 4 days

was applied before the penultimate order was placed. The reorder

level would be recalculated as follows:

/1.262 x 4**°

3.17 days

Standard deviation to be used

2
g = /
.D /4 ~2 52 3.].2

5
= 4.1532
k = i x5
LD =
5% x 4.15322
= 0.9276

PLS for 95% SL during override period (1-0.95) x 30

4

0.375

= .927 d PLS = 0.375 is 0.9756
[JLD for kLD 0 6 an is

0.9756 x 4.1532

oyl
I

4.05 units
Given the incidence of the 3-day lead time with this reorder

level, the posterior service level and average stock expectations

are now calculated:

GLD = /j;_—x——;Z—:_(;

= 2.3238
X = 2.7778 x 3
LD 5
= 1.6667
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U = 4.05

LD 2.3238
= 1.7428
PLS for k = 1.6667 and U = 1.7428 is 0.181789
LD LD
SL = 1- (0.181789 x 3
30
= 0.9818 (or 98.18%)
AS = 4,05 - 2

30x 5
+ ===
5 % 2 x5

16.05

A similar calculation for the 5-day lead time with the same
reorder level gives a service level over its order cycle of 94.59%
with an average stock of 14.05 units. If Table 7.4 is adjusted
for these changes without adjusting for the first override, the
expected.service level over the whole period becomes 94.30% and
the average stock 19.17 units. This resulf is denoted by point
'2E' on Fig. 7.2. If both overrides are applied the expected
service level over the period becomes 98.33% and the average stock
22.21 units. Thus the joint effect of the two counterbalancing
overrides is to produce a very substantial service level increase
for virtually no increase in stock investment (point '3E' on Fig.
7.2) .

The foregoing results are possible with perfect (or near-

perfect) overrides. The more practical case is now considered

with overrides subject to varying degrees of error. The first
override is first considered where the estimate is in the right

direction but only 50% of the correct strength i.e. midway between

the computer forecast and the ensuing actual.

Then, override = 12.75 + { 34 - 12.75}
-2
= 23.38 days
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//1.262 x 23.38 °°°

o. .
L =
= 11.94 days
s = //23.38 2
LD x 3
. 5
= 13.5885
2 2
k = 23.38 x.5
LD 2 2
5 x 13.5885
= 2.9604

PLS for prior SL expectation

U
LD

R based on override

for k = 2.9604 and PLS
LD

2.7913

37.93

1l

of 95% (1-0.95) x 30

23.38

0.064157

0.064157 is 2.7913

x 13.5885

It has been shown that with an effectively fixed lead time

of 34 days, o = 7.8230 and k = 18.8890. Therefore, for the
LD LD
posterior condition, U = 37.93
LD 7.8230
= 4.8485
PLS for k = 18.8890 and U = 4.8485 is 0.048030
LD LD
SL = 1 - |0.04803 x 34
30
= 0.9456 (or 94.56%)
_ - 3 5
as = 37.93-34 ., 30x5
5 2 x5
= 18.93 units

If these figures are substituted in Table 7.4 for those

relating to the 34-day lead time

(51.54% and 0.49 units), then

the expected value of the service level over the complete period
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becomes 98.48% and the average stock becomes 23.28 units
Repeating these calculations for overrides of -25% (i.e. 25%
in the wrong direction), 25%, 75% and 150% of the correct

strength gives the results shown in Table 7.5, and graphically

by points 1A to 1F on Fig. 7.2.

—
Override |% Correct |Period of Override Full Period Designation
LT (days) {Strength [SL (%) | AS (units)|SL (%) |AS (units)|on Fig. 7.2
7.44 -25 20.43 -8.89* [92.31 20.96 1A
- 0 51.54 0.49 94.90 | 21.74 Base
18.06 25 79 .06 9.75 97.19 22.51 1B
23.38 50 94.56 18.93 . 98.48 23.28 1C
28.69 75 98.83 26.60 98.84 23.92 1D
34.00 100 .| 99.99 37.04 98.94 24.79 1E
44.63 150 100.00 51.05 98.94 25.95 1F

*The Average Stock formula can produce negative values with very

low service levels

Table 7.5 Posterior Expected Values of Service Level and Average

Stock (First Override)

The same exercise for the second override gives the results

shown in Table 7.6, and by points 2A to 2F on Fig. 2.
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Override |% Correct|Period of Override Full Period Designation
LT(days) | Strength |SL (%) |AS (units) [SL (%) |aS (units)|on Fig. 7.2
14.94 -25 100.00 34.33 94.90 22.38 2A
- 0 99.99 30.49 94.90 21.74 Base
10.56 25 99.97 26.64 94.89 21.10 2B
8.38 50 99.86 24.79 94.88 20.46 2C
6.19 75 99.24 18.92 94.77 19.81 2D
4.00 100 96.40 15.06 94.30 19.17 2E
1.81 150 88.05 11.41 92.90 18.56 2F
Table 7.6 Posterior Expected Values of Service Level and Average

Stock

(Second Override)

Table 7.7 and points 3A to 3F indicate the combined results of

applying both overrides with the same strength.

% Correct Full Period Designation
Strength SL (%) AS on Fig. 7.2
~-25 92.31 21.28 3A
0] 94.90 21.74 Base
25 97.19 21.87 3B
50 98.46 21.99 - 3C
75 98.71 21.99 3D
100 98. 34 22.21 3E
150 96.94 22.77 3F

Table 7.7 Posterior EXp
(First and Second Overrides Combined)

Stock
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In order to check that the essential cﬁafacteristics of Fig.
7.2 are not unduly influenced by the demand data, the complete
exercise was repeated with a typical slow-moving product
p =1+ Oy =1.4. The result is shown in Fig. 7.3. A
further verification exercise was performed with a typical fast-
moving product ( U = 50, Oy = 25). The result is not included
as the profile of the graph is virtually identical to that in Fig.
7.2.

The analytical results are now summarised:—

a) The balanced effect of two opposing overrides is to
reduce the expected lost sales substantially whilst
maintaining the stock at around the target level.

b) In all three exercises, thé best results are obtained by
applying ovefrides which are somewhat conservative.
Overrides of 75% strength (i.e. 75% of the way between
the previous average and ensuing actual) appear best in
all cases in either direction. The results are not
particularly sensitive to the accuracy of the overrides
- anywhere between half strength (points C) and full
strength (points E)bare almost equally beneficial. This
conclusion substantiates the observations of the
controllers of the buyers' course that there is a non-
linear relationship between the strength of overrides and
their effecﬁ.

¢) Over-strength overrides are always counter-productive

full-strength overrides. This is because

compared with

full-strength overrides produce posterior expected values

of service level approaching 100% during the override

period, and stronger measures merely add stock for no
14
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AVEAAGE STock (UnITS)

Fig.

No OvAfr(d(es‘

3 First
I< Override

o

First and Second
4 Overrides Combined

Second Override
2
0
0 . 94 1% 1% 100
seRVICE LeVEL (%)

7.3 Effects of Overrides of Varying Strengths on Service Level/

Average Stock Level Relationship (Slow-Moving Product)
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service benefit.

As expected, overrides applied in the wrong direction
(points A) are always counter-productive. The effect of
a 25% strength override in the wrong direction is seen to
be extremely deleterious when the actual is greater than
the computer forecast.

The greatest improvements are brought about by averting,
or at least mitigating, the potential lost sales due to
very large lead time demands (usually caused by very

long lead times). With the original data set, the
protection level corresponding to a 95% service level is
81.73%, i.e. on average only 1 order in every 5.5 results
in a stockout. If this stockout can be anticipated and
averted by a timely increase in stock over a limited
period, the éverall service level attained benefits
greatly for a marginal overall increase in stock invest-
ment. The counterbalancing effects of reducing lead time
estimates when the actual lead times are low are far less
significant but they are necessary to keep stock invest-
ment levels within budgetary constraints.

The underlying reason for the performance improvements 1is
the reduction in uncertainty in the lead time forecasts.
This reduces buffer stocks for a given service level
which produces a more efficient stockholding operation.

It is significant that the best results achieved on the

buyers' course compare closely with the analytical

results (Team 11 succeeded in almost halving the expected

lost sales without increasing the stock investment) .

Whilst the conditions are not exactly comparable, there
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is a strong suggestion tha

t results which are quite

close to the theoretical optimum can be obtained by

buyers in a controlled env

ironment. Also, the added

complexity of multiple products being ordered collectively

doces not appear to have an
outcome.

Lead time overrides have been
system on a number of occasions, by
cast errors with the EWMA forecast
check was carried out in March 1982

operation at that time were examine

appreciable effect on the

monitored in the operational
comparing the override fore-

errors. The most comprehensive
when all of the overrides in

d. For the four Distribution

Centres combined, overrides were applied to 137 Buying Families out

of a total of 1795 (7.6%). Of thes
for the Distributipn Centre who had
the system and who had subsequently
it. This represents 14.7% of their
hand, one of the other Distribution
accept only token site training did
operation.

Of the 137 overrides, a sample
The results are given in Table 7.8.

errors reveals that:

EWMA) | =

Z I(Actual

Z I(Actual Override)l

) 2

z (Actual - EWMA

, 2
z (Actual override)

The Mean Absolute Errors with
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e, 72 had been applied by buyers
pioneered the development of
shown the greatest affinity to
Buying Families. On the other
Centres who had elected to

not have a single override in

of 46 was selected for analysis.

An analysis of the forecast

391

260

4793

2144

the overrides are therefore 33:5%



OYer‘ Lgad Lgad Léad Prior |Posterior |Posterior|Posterior|Posterior
ride |Time |Time , Time | Exp. |Exp.of AS|Exp.of AS|Exp.of SL|Exp.of SL
No. EWMA Override|Actual] of AS |Without |With O/R |Without |With O/R
(days) | (days) (days)| (units)|{0/R(units) (units) |O/R (%) (%)

% 22 lg lg ﬁ.zz 19.92 15.94 99.44 98.67
. 53 s : 33. 7 39.27 19.39 99.79 95.68
.93 47.93 26.53 99.97 98.98
4 14 10 20 25.57| 19.57 11.39 92.96 82.19
5 }4 10 6 25.57{ 33.57 25.39 99.83 99.28
6 14 7 6 25.57| 33.57 18.92 99.83 97.75
7 18 10 8 29.42| 39.42 23.39 99.90 98.54
8 16 20 12 27.53| 31.53 39.27 99.29 99.79
9 10 15 3 21.39| 28.39 38.55 99.83 99.98
10 11 15 17 22.47| 16.47 24.55 91.16 96.86
11 14 20 11 25.57| 28.57 40.27 99.02 99.85
12 20 15 9 31.27| 42.27 32.55 99.92 99.62
13 26 5 8 36.52| 54.52 12.34 99.99 91.26
14 32 20 20 | 41.49] 53.49 31.27 99.93 98.38
15 3 12 1 12.40| 14.40 34.53 99.02 99.99
16 26 20 - 7 36.52| 55.52 44.27 100.00 99.97
17 11 15 5 22.47| 28.47 36.55 99.68 99.93
18 22 15 8 33.06| 47.06 33.55 99.97 99.73
19 20 15 S) 31.27 45.27 35.55 99.98 99.88
20 17 15 12 28.48| 33.48 29.55 99.48 99.04
21 39 20 19 47.03| 67.03 12.74 99.99 98.69
22 30 15 17 39.87| 52.87 24.55 99.95 96.86
23 25 20 23 35.67| 37.67 28.27 99.12 97.10
24 29 20 17 39.05| 51.05 34.27 99.93 99.17
25 28 15 30 38.21| 36.21 11.55 98.33 77.81
26 32 18 20 41.49] 53.49 27.42 99.93 97.34
27 28 15 12 38.21] 54.21 29.55 99.98 99.04
28 25 20 20 35.67| 40.67 31.27 99.54 98.38
29 20 15 23 31.27| 28.27 18.55 97.10 90.96
30 15 8 18 26.55| 23.55 9.13 96.17 78.56
31 32 15 8 41.49| 65.49 33.55 100.00 99.73
32 31 25 25 1 40.69| 46.69 35.67 99.68 98.68
33 26 15 25 36.52f 37.52 16.55 98.96 87.95
34 30 20 14 39.87 55.87 37.27 99.98 99.62
35 24 20 15 34.80 43.80 36.27 99.84 99.50
36 13 15 8 24.57| 29.57 33.55 99.48 99.73
37 21 10 22 32.17] 31.17 9.39 98.11 76.97
38 23 15 17 33.93( 39.93 24.55 99.63 96.86
39 29 15 22 39.05| 46.05 19.02 99.74 91.77
40 31 17 23 40.69| 48.69 22.48 99.80 94.22
41 20 15 9 31.27| 42.27 32.55 99.92 99.62
42 23 15 24 33.93] 32.93 17.55 98.27 89.53
43 22 18 11 33.06| 44.06 36.42 99.92 99.71
44 29 10 8 33.06| 47.06 23.39 99.97 98.54
45 14 10 16 25.57| 23.57 15.39 96.68 90.39
46 16 10 14 27.53] 29.53 17.39 98.79 93.38
1478.91/1821.91 |1212.04 99.08 95.77

J s

Totals Averages

Table 7.8 Effects of Lead Time Ove
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less than those with the EWMAs, and the squared errérs with the over-
rides are 55.3% less. Also the absolute error with the override

was smaller than that with the EWMA in 29 cases out of the 46
(63.0%). It is therefore strongly indicated that the overall

effect on system performance should be clearly beneficial. 1In

order to quantify this benefit the prior and posterior expected
values of service level and average stock were calculated in the
manner described earlier. The results are given in Table 7.8,
columns 5-9. The following assumptions were made:—

i) Each order is assumed to be for a single product with a
mean demand rate of 5 units per week and a standard
deviation which conforms with the Variance Law. The use
of a single product enables stocks to be added without the
complication of varying unit costs. In order to check
that the results are not unduly influenced by the selected
product parameters, the exercise was repeated with two
other products with mean demand rates of 1 unit per week
and 50 units per week respectively. The results were not
fundamentally different to those presented here.

ii) A nominal order interval of 20 days is used throughout.
This gives a fixed relationship between PLS and service
level which makes posterior service level variations
easier to comprehend.

iii) The target service level is 95% throughout. This means

that the 'Prior Expected Value of Service Level' is 95%

in all cases and hence it is not tabulated.

Before examining the results in detail, it should be

appreciated that they are strongly influenced by the trading

climate at the time. During the latter half of 1981 and the early
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months of 1982 lead times were generally improving. The System
Dynamics study in Chapter 4 has shown that under these circum-
stances the system SWpstantially overprovides. Table 7.8 shows
that the lead time EWMAS exceed the actual lead times in 38 cases
(82.6%). The posterior expected values of service level can
therefore be expected to exceed substantiall? the prior expected
values. This tendency is reinforced by the absence of any very
high lead times which would have caused very low service levels
each of which would counterbalance several high ones. Anocther
consequence of the EWMAs exceeding the actual lead times is that
the posterior expectations of average stock will be greater than
the prior expectations. This is because the mean demand in lead
time (which is subtracted from the reorder level - refer equation
<:> ) is numerical}y smaller in the posterior condition.

In the light of the analytical study leading to Fig. 7.3,
the overrides are examined in four groups.

Group 1

This consists of overrides 1, 3, 5, 6, 7, 10, 14, 18, 21, 24,

27, 28, 31, 32, 34 and 44. All of these were applied in the

correct direction and they were between half and full strength.

According to the analytical study their effect should be

near-optimal. For this group the overall results are:

99.32%

Posterior service level without override

98.75%

Posterior service level with override
Posterior aggregate stock without override - 719.50 units

437.25 units

Posterior aggregate stock with override

Thus, the stock is cut by 39.2% for a very marginal deterior-

ation in Service level.
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Group 2

This comprises overrides 12, 16, 19, 20, 35, 41 and 43, all

of which-were applied in the correct direction but below half

of the correct strength. According to the previous analysis

they should produce weaker benefits than Group 1. The overall
results are:
Posterior service level without override - 99.87%

Posterior service level with override

99.62%

Posterior aggregate stock without override - 306.67 units

Posterior aggregate stock with override 247.16 units
As with Group 1, a marginal service level deterioration is
evident, but here the stock reduction is only 19.4%.
Group 3
Overrides 2, 3, 22, 23, 26, 33, 38, 39, 40 and 46 were all
applied in the correct direction but too strongly. This
condition is represented by the 'F' points in Fig. 7.2.
Though they are depicted there as beneficial, if the strength
had been increased further they would have crossed the 'Normal
Relationship' curve and become counterproductive. Hence the
effect of an overstrength override is indeterminate. The
overall results are:

Posterior service level without override - 99.57%

94.24%

Posterior service level with override
Posterior aggregate stock without override - 439.54 units
Posterior aggregate stock with override - 211.96 units

In terms of stockholding efficiency this result is breadly

neutral. Fig. 7.2 and many similar graphs with different data

(not included here) indicate that approximately twice as much

stock is required to raise the service level from 95% to 99%%.
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Group 4

This consists of overrides 4, 8,-9, 11, 15, 17, 25, 29, 30,
36, 37, 42 and 45, all of which were applied in the wrong
direction. The analytical study suggests that the effect
of these must be detrimental. The overall results are:

Posterior service level without override - 98.00%

Posterior service level with override 91.21%

Posterior aggregate stock without override - 356.20 units

Posterior aggregate stock with override 315.67 units

The modest reduction of 11.4% in the stockholding in no way
compensates for the severe degradation in service level even

if this action constitutes an acceptable strategy shift.

The application of overrides in the operational system is now

summarised:-

a) As there was a general improvement in lead times during
the period, it is certain that only a small fraction of
the total number of justifiable overrides were applied.
The reason most commonly given for this is an alleged
unreliability of suppliers in quoting realistic lead
times.

b) The effect on total system performance of this reluctance
to override lead times would be to produce results which
are more akin to the posterior expectations without over-
rides i.e. service levels and average stocks which are

well above the prior calculations.

c¢) When overrides were applied a definite net advantage

ensued, and the portion of the system affected was steered

to a condition much nearer the strategic objectives.

d) The quality of the overrides fell far short of that
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achieved on the training courses. This is considered

to be due to three main reasons :-

i) The information given to buyers by suppliers is less
reliable than that given by the course Controllers.
In the operational situation, over a quarter of the
overrides were applied in the wrong direction,
whereas on the courses this occurred only in a few
instances of mistiming.

ii) On the courses, the buyers were given feedback on
theeffects of every override, together with a
reinforcement of the principles which should be
adopted. 1In the operational system there is no
regular feedback of forecasting errors.

iii) On the courses, the compression of 2 years' data
into 2 days forced a concentration of effort into
applying overrides. In the operational system, this
activity is interspersed with many other disparate
activities. Hence. lead time movements may be
unnoticed.

The system effects of the overrides are completely in line

with the analytical expectations. Properly applied over-

rides can be seen to produce a much moxre efficient stock-
holding operation than a sole reliance on historical data
for forecasting.

It is extremely significant that the human manipulation

of lead time forecasts produces performance changes of a

r than any of the theoretical factors

much higher oxde

analysed in Chapter 6. It is therefore of paramount

importance to raise the achievement of human performance

in this area of activity.
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7.4 PROBABILISTIC ESTIMATING FOR LEAD TIME OVERRIDING

It has been demonstrated in Section 6.1 that the pattern of
lead times approximates a Gamma distribution. This deduction
was ar;ived at by measuring lead times over a long period of
time before subjecting the data to statistical analysis. The form
of the distribution and its parameter values therefore represent
the amalgam of circumstances which existed over the whole of the
data collection period. At any point in time, the full variety in
the supply circumstances would not be expected to exist. It should
therefore be possible to obtain a more accurate forecast by
obtaining information which would identify the subset of circum-
stances extant at that particular time. As previously stated, a
reduction in uncertainty would permit buffer stocks to be reduced
for the same levelvof service.

The essential role of the buyer here is to reduce uncertainty
by providing the system with lead time information which is
specific to the prevailing circumstances and which cannot be
elicited from the historical data. In view of the importance of
lead time overrides on system performance, this Section examines
possible ways of improving them. The discussion should be regarded
as exploratory, and the experimental results are intended only to
provide direction for further research.

In the present system, the buyer applies an override in the

form of a point estimate, this being his judgement of the most

likely eventuality (i.e. his perceived mode). This is used in

place of the computer EWMA as the mean value of the forecast.
Buyers have unanimously indicated that they do not take account of
a spread of probabilities when submitting overrides - they simply

use the most likely eventuality. The possibility of using
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probabilistic estimates is now examined. This would mean that the

buyer would submit his subjective assessment of the likelihood
distribution of the next lead time falling into mutually exclusive
ranges. Such an assessment has two distinct elements compounded :-

1) The Estimaior's familiarity with the statistical concepts

of probability.

2) The Estimator's contextual knowledge of the domain in

which the judgement is required.

Winkler and Murphy (94) refer to these as the 'normative' and
'substantive' standards of goodness respectively.

The usual technique for judging probability assessments is to
compare the stated probabilities with the subsequent event using
'Scoring Rules' (refer Kidd (95)). A number of Scoring Rules have
been proposed, a cqmmon one being the 'Quadratic Rule'. An
experiment conducted by Stael Von Holstein (96) will be described
to illustrate the method.

The estimation task involved the movement of buying prices on
the Stockholm Stock Exchange. The subjects were asked to assign
probabilities (summing to unity) for five classes of outcome which
were considered to be more or less equi-probable according to past
records:

i) Price decreases > 3%

ii) Price decreases > 1% $ 3%

iii) Price changes € 13 in either direction

<
iv) Price increases > 1% T 3%

v) Price increases > 3%

The Quadratic Rule is expressed as:



where r is the expressed Probability of event class i

occurring
J is the event class which actually occurs
n is the number of event classes
Sj (r) is the score received for the assessment
e.g. if a subject assigns probabilities of .05; .25; .50; .20; O

to five classes and the second outcome occurs, then:

Sj~(r)

(2 x .25) = (.05% + .25% + .50% + .20% + 09

+.145, which is the score for the assessment.

Two characteristics of the Quadratic Rule are important

apropos the present study:-

1) The maximum score possible is +1, which occurs when a
probability of 1 is assigned to a single class and the
assessment is correct. Then,

S (r)=(2xl)—(12+02+02+02+02)=+l
The minimum score possible is -1, which occurs when a
probability of 1 is assigned to a single class and the
assessment is wrong. Then,
S. (1) =@2x0 - (1*+0°+0%+0%+0%) =-1
2) If equal estimates of 0.2 are assignedAto each of the five

classes,

s () = (2x.2) - .20+ 2%+ 2%+ 27+ 2% = +0.
J
More generally, for n classes,

o[- [ (B

Therefore, a neutral assessment is awarded a positive score,

and that is high with a small number of classes.

It follows from these characteristics that the Quadratic Rule

favours an even spread of estimation (i.e. 'hedging one's bets'). In
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an extreme case of dichotomous estimating, assigning a probability
of .5 to both classes would ensure a score of +0.5, whereas
assigning a probability of 1 to either class would give an
expected score of % (+1, —i) = Q.

In the present study, each of six buyers was asked to make a
probabilistic lead time assessment for each supplier upon whom an
order was about to be placed. Seven classes were used, which were
not equi-probable though they were designed to give a reasonably
even spread of lead time incidences. 1In all, 29 assessments were
made which are shown as the middle vector for each supplier in
Table 7.9. Buyer A submitted the assessments for suppliers 1-5,

B for 6-8, C for 9-13, D for 14-18, E for 19-23, and F for 24-29.
The four sets of scores - S1, S2, s3 and S* - are now explained.

The S! scores were calculated on the basis that the buyer

made a point estimate at the modal value. e.g. for Supplier 1,

S 5(x) = (2 x 1) - (02 + 02 + 12 + 02 + 02 + 02 + 02) = +1.00
The .52 scores used the full probabilistic assessment, e.g.

5 5(p = (2% 90) - (0% + .05% + .90% + .05% + 0% + 0% + 0?)
= +0.99

The S} scores are based on the prior lead time distributions

shown as the top vector. These were obtained by calculating the

Gamma modulus (k) from the prior mean and standard deviation, then

using equation in Section 3.4 to calculate Gamma probabilities.

This can be assumed to represent the algorithmic forecast

unmodified by the buyer.
18) - (.09% + .17 + .18 + .152 + 212

+ .16%2 + .04%) = +.20
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Probabilities for Lead Times Prior |Next

Supplier (Weeks) *

Mean |Actuall »o! s? s? st
O-1} 1-2} 2-313-4 |4-6 6-10(>10 (LT - LT
-
1 .09 L1790 .181.15 (.21 | .16 .04 14.00 2.40 { +1.00| +.991{ -.201 +.99

0| .05| .90/.05 o 0 0
O} .05| .91|.04 0 0 0
2 .22 :égv :ég .lg .lé .Og .01 |2.40 3.60 | -1.00| -.91; ..04| -.87
O] .07] .93 0 0 o 0
3 13§ .21 .19].15 .18 .12].02
o] 0] 0{.051.85| .10 o
O 0 0].04 (.89 | .07 o
4 .56 .26 .11.05 |.02 o OL.20 | 0.80 | ~1.00| -.81]:.72| -.62
o
o]
1

3.40 5.20 | +1.00} +.98|+.19| +.99

.05 .95 o] o] 0 0
.10] .90 0 0 0 ©]
5 .04 .10] .13|.14 (.23} .25,.1
0] O} .80}.10{.10 0 o]
©] 0| .74(.10}.16 0 ©]

5.47 5.00 | -1.00| -.40}..28| -.26

6 .01| .04| .08(.10{.21} .32{.24|7.60 7.20 | -1.00| +.04{+.42| +.27
0] 0 0].40 0| .20].40
O O 01.20 0| .32(.48

7 .02 .09| .11[.12[.23] .28[.15[6.16 | 4.00 | +1.00| +.50|+.27| +.77
of o] o|.50[.50] of o©
o] o] o].34].66] 0| ©

8 .01l| .04} .06|.09 (.20 .32|.28 8.05 8.00 | +1.00| +.78|+.41]| +.85
0] 0] 0l.101.10} .60].20
Or (0] 01{.03].07 .691.21

9 .1.37| .29] .16|.091].07| .02| ©{1.80 | 1.60 | -1.00(-1.00{+.32|-1.00
0 o|lL.00| 0o} © of ©
0 ol|l.00| O} O ol o

10 .56 | .26 .11].05 (.02 ol ol1.20 | 1.00 | +1.00| +1.00|+.72 |+1.00
0|1.00 o] o o© ol o
0|1.00 ol o] O ol O

11 091 .171 .18/.15/.21] .16|.04 [4.00 | 3.30 | ~1.CO| -.8l|+.14}| -.84
0 of .95(.05| O ol O
0 ol .96|.04| O of O

12 31 .08 .121.131.23] .27[.146.00 | 7.80 | -1.00| -.62|+.36| =.55
o) o) ol o0}.90] .10| O
0 o) ol ol.88] .12] O

13 51| .25] .19].13|.14] .07|.012.70 | 3.60 | +1.00 +1.00|+.08|+1.00
o] ol .01|.99| O ol ©
0 ol .01l.99] O o] ©

14 o1 .04l .06/.09].20| .32/.288.00 | 8.00 -1.00| -.28]+.41}| -.01
o] o) ol o}f.80] .20| O
o) o ol ol.71] .29] ©

15 o1l .03l .o7l.09 .20 .32].287.90 2.90 | -1.00| -.50|-.09{ -.57
0 0 0l.50](.50 of O
0 0 01].31].69 ol O

16 55| .27] .19].12(.11] .05|.0L 2.40 4.60 | +1.00| +.50(+.02 | +.46
0 0 0|.501.50 o] 0
0 0 0{.52/.48 of O

Estimates

Table 7.9 Scores for Buyer and algorithm Cont'd/...
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* Top figure in each cell =
Middle figure in each cell =

Bottom Figure in each cell =

Table 7.9

(Cont'd)

Prior Probability -
Likelihood Distribution
Posterior Probability
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Probabilities for Lead Times Prior |Next
Supplier (Weeks) * Mean |Actual| S! s2 s3 st
O0-1|1-2] 2-3|3-4(4-6|6-10{>10|LT LT
17 2L 126 .191.13 .13} .06|.02| 2.65| 2.20|-1.00| -.63 |+.19| =.77
0 o) O} O}.75] .25| o
0 ol ol ol.87] .13l o
15 -09 | .17 .181.151.21| .16}.04] 4.00| 0.80|-1.00 -1.00 |+ .02|-1.00
0 0 oj.ool ol o] o
0 0 0[L.00] © ol o
19 O |.0l| .02}.04.12| .29}.52111.40| 6.40 [+1.00| +.97 [+.21] +.97
0 0 0 O|.1l0| .85].05
0 0 ol o].04] .87].09
20 .03 | .09} .12].13 .23} .27/.13]| 5.90| 5.50|+1.00| +.86 [+.28| +.86
0 0 ol.10!l.70{ .20| o
0 O 0].06|.71Lf .23| . 0O
2L .09 | .17 18(.15|.21] .1l6}.04| 4.00 1.90{-1.00{-1.00 |[+.18{-1.00
0] 0 11.00 0] 0 0 e}
0] 0 {1.00 0 0 0 0
22 .02 | .08} .11}.12 .23} .29.15] 6.20 3.60|-1.00| -.82{+.05| -.79
0] 0] O 01].90] .10 0
.0 0 0 0}.88] .12 @)
23 .17 24| .191.14|.16| .09|.0l| 3.00| 2.60|-1.00| -.60|+.20| -.80
0 o o] o0].75] .15|.10
0 0 o| 0].89] .10|.01
24 .12 1 .20 .19|.15(.19} .12(.03| 3.60 2.40 [+1.00| +.98{+.22| +.99
0] O] .90(.08/|.02 ¢} 0
0 0| .92].06/.02 0 0
25 04 | .12 14}.14].23] .24{.09]| 5.12 4.30|-1.001 -.78(+.29| -.74
0 0| .90}.08!.02 0] ¢}
0] O} .891.08/|.03 ¢} 0O
26 .03 | .08 .121.131.23} .27{.14] 6.00 5.00(|-1.00| -.26{+.28! -.06
0 0| .60].30].10 ol o
0] 0] 541.291.17 0 0
27 .09 | .18 181 .151.21| .15}.04| 3.98 1.40{-1.00] +.14{+.20| +.15
o] .30} .60{.10 0 o} 0
ol .31| .61}.08 O 0 0
28 03 | .10/ .13].13].23] .26}.12| 5.60| 5.50|-1.00 +.45|+.28| +.38
0 0 0 0|.45| .50}.05
0] 0 0 0l].43] .54}.03
29 02 | .06| .09(.11}.22f .30 .20} 6.93 4.20|+1.00| +.81l(+.24| +.73
0 0 ol.o5|.65| .27].03
0 0 ol.o02|.61] .34}.03
Average -.24] -.02|+.25! +.02
S! = Buyer point estimate
S? = Buyer probabilistic estimate
s? = Algorithm estimate
s* = Joint Buyer/Algorithm estimate




4
The S° scores are calculated using a Bayesian combination of

the prior probabilities and the buyer's likelihood distribution,

following a method by Kidd (97). The posterior probabilities,

shown as the bottom vector, are computed as:

Poi = Pr, Xx L

1 b
i=7
) Pr. x L
i=1 * *

where Pqi is the posterior probability for event class i

Pg_ is the prior probability for event class i

Li is the buyer's assessed probability for event class i

e.g. for the 2-3 week class for Supplier 1,

(.18x.90)
POi =
[(.09%0) +(.17x.05) +(. 18x.90) + (. 15x.05) + (. 21x0) + (. 16%0)
+(.04x0) ]
= .91
And, S (xr) = (2 x .91)—(02 + .oS2 +.91% + .04% + 0% + 0%

Bayesian forecasting methods have been the subject of a
considerable amount of research over the past decade with differing
conclusions. Bunn (98), and Green and Harrison (99) have reported

promising results, whereas Dikenson (100) has concluded that the

statistical combination of forecasts is not beneficial. 1In principle,

the Bayesian method uses historic data (which is normally the sole

basis of computer forecasting algorithms), and combines this with a

further datum to form posterior probabilities upon which the forecast

is made. TInsofar as the datum usually takes the form of a

subjective likelihood distribution, the principle is entirely
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consistent with the notion of man-computer symbiosis Ziscussed in

Chapter 2. It is hypothesised that this offers a sound basis for

working towards better lead time forecasting methods.

In the present study it has to be concluded that the results
presented in Table 7.9 are on the whole disappointing. The reasons
for this are considered to be:-

a) Considering that the buyers had the opportunity to use
every means at their disposal to obtain their estimates
(including sight of the computer EWMAs), their forecasts
were not very good. The Mean Absolute Error of the mid-
point of the range into which they assigned their modal
estimates was 1.35 weeks, compared with 1.43 weeks for the
EWMA.

b) The buyers used very little spread for assigning probab-—
ilities. Fig. 7.4 depicts the average of the assessments
for each Buyer as 'personal p.d.f.'s' with the modal
estimates overlaid. It can be seen that Buyers A, C and
E, in particular, placed a great deal of confidence in
their modal estimates, and Buyer D never used more than
two classes. In most cases this confidence was misplaced.
The S ! scores show that the modal values did not occur in
18 of the 29 cases. Also,of the four instances where the
Buyer assigned 100% probability to one class, three of
these proved to be wrong. In the more extensive experiment
already referred to, Stael Von Holstein (96) found that of
40 assessments concentrated into one class, only 12 proved
correct. Both of these results substantiate the widely

held view that humans ascribe far too much certainty to
subjective forecasts.
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The prior probabilities and likelihood distribution are

combined multiplicatively to form the posterior

distribution. It follows that the spread of the posterior

distribution is equal to or less than the smaller of the

two component spreads. The buyers' tendency to ascribe
too high a degree of Certainty to their favoured outcome
is therefore passed through to the combined forecast.

d) As previously indicated, the Quadratic Rule favours
dispersed estimating. The fact that only 3 of Stael Vvon
Holstein's 72 subjects recorded a final score which
exceeded that which would have been obtained by consis-
tently making neutral assessments is, in the opinion of
the present author, due more to this reason than Stael Von
Holstein's deduction that the task was too difficult.

In spite of tﬁe fact that the Bayesian combination appeared to
be outperformed by the algorithm alone, there are some indications
that with training in probabilistic estimating, the buyers could
contribute towards combined forecasts which would consistently
outperform the algorithm. The results for Supplier 8 provide a
good example. In this case both the buyer and the algorithm are
correct in their modal estimate. The buyer is, however, more
certain in his assessment (60% vs. 32%), though he has allowed a

reasonable dispersion around the mode. The effect is that the

buyer and algorithmic forecasts reinforce one another to give a

joint modal probability of 0.69. It is important to observe that

the posterior distribution assumes a similar form to the prior

distribution. This should therefore provide better cover in the

regions where the lead time is mest likely to occur.

If buyers were trained in probabilistic estimating, it seems
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likely that the joint forecast should outperform the.algorithm

in most cases.  The buyer's modal probability could be expected

to exceed the algorithm's modal probability (otherwise he would

not be reducing uncertainty by applying his special knowledge) ,
but he should allow a sufficient spread for the algorithm to
impose weightings on the other classes which would reduce the
probable error if the modal value is not correct or if the buyer
and algorithmic modes do not coincide. Here the notion of
symbiosis is clearly apparent - the buyer provides the algorithm
with specialist knowledge of the current circumstances, and the
algorithm provides the fine statistical weightings.

It should be noted that the results of this experiment do
not contradict the results obtained on the buyers' course (Section
7.2) . In this experiment, the buyers were asked to make forecasts
on all orders placéd in a short time period. On the course, they
applied overrides only in special circumstances where they had

strong reason to believe that the historic records would be

inappropriate for forecasting.
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7.5 EFFECTS ON PERFORMANCE OF ORDER QUANTITY OVERRIDES FOR

NON-COMMERCIAL REASONS

An analysis of order placements over a 6-week period in May/

June 1982 revealed that at one of the Distribution Centres 37% of
the normal computer orders were either pre-empted by buyer

ordering action or else the recommended quantities were changed

before the order was placed. There were two main reasons for these

actions:-

1) A buyer distrust of the computer calculations.

2) Bulk purchasing for commercial reasons.

This Section deals with the first reason. The second reason
is treated in Section 7.6.

Prior to the introduction of the computer system, the buyers
operated on a doctrine of maintaining buffer stocks equal to a
set number of weeks' supply. This number of weeks was normally
constant from product to product except for those of special
commercial importance, e.g. white paint.

It was immediately evident on the buyers' training course
that this practice had been strongly ingrained, and there was a
strong tendency to change any computer recommendations which
deviated far from it. Because of time pressures they were unable
to follow their instincts on every occasion, and at the end of the
course they invariably had to accept that the computer had
cient cover to give the service intended. Neverthe-

provided suffi

less, it was suspected that they might have a tendency to revert

] 1
to their former practice when they returned to the 'real world'.

This proved to be the case and a number of refresher sessions were

held. Even so, it is an agreed philosophy that the buyers should

have the authority to override the computer whenever they are
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unhappy with the recommendatidns, and they carry the ultimate
responsibility for the consequences.

After the order placement analysis, an exercise was undertaken

to check if the buyers' conception of buffer stock requirements
had changed after a lengthy period of operation of the computer
system. Seven buyers were asked to estimate the buffer stock for
each set of parameters given in Table 7.10 assuming a fixed order
interval of 3 weeks. The main elicitations from Table 7.10 are:-

1) Apart from an isolated aberration by Buyer 5, all buyers
recognise that higher service levels require additional
buffer stocks. However, the rate of increase in buffer
stocks to support the higher service levels is not
nearly large enough. This is surprising as the asymptotic
profile of the Service Level/Average Stock graph had been
impressed'upon them repeatedly.

2) All buyers except Buyer 3, and possibly Buyer 4 whose
results are inconsistent, recognise that high variability
of demand and lead time require increased buffer stocks.

3) only four buyers achieved the correct ranking of the four
Groups (3, 1, 4, 2 ascending). This is not surprising, as
the correct ranking cannot be ascertained with certainty
by inspection alone.

It is concluded that all of the buyers have abandoned their

previous notion of a fixed number of weeks' supply as a suitable
criterion for determining the magnitude of buffer stocks. With

one or two exceptions, they are aware of the direction of the

relationships between buffer stock and service level, and between

buffer stock and data variability. The operation of the system at

various formal service level settings has clearly helped to
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eradicate the concept of a fixed number of weeks — for they would
have  been forced to accept that if Management wished to aim for a
higher service level they must permit the buffer stocks to rise.
The buyers nevertheless have a Poor appreciation of buffer stock
magnitudes.

A dissatisfaction with buffer stock levels can result in two
types of override being applied. The buyer can either:-

1) raise an order before the computer order is generated to

protect products which he feels are vulnerable, or
2) adjust the computer recommended order guantities down-
wards where he considers the products are over-protected.

In the first case the buyer is discouraged from placing an
order for just the vulnerable items, but instead to request a
computer recommendgd order even though one is not due. On receipt
of such a request, the computer ignores the ELS trigger point and
produces a balanced order with reduced quantities. If perpetuated,
this principle of generating an order for a family of products when
the first one falls to its reorder point is akin to one described
- by Brown (57) as a 'can-order' point method. The result is that
the target service level can then be regarded as a minimum and the
expected service level is indeterminate. Simulation trials using
program FTOl have revealed that the average service level obtained

on a 95% setting is approximately 97.2% and the average stock is

38% above the normal value. As only around 6% of all orders are

pre-empted in this way, it is estimated that the practice adds

0.13% to the achieved overall service level (on a setting of 95%)

and 2.3% to the average stock investment.

In the second case, the reduced order quantities of the

products which the buyer feels are over-protected will in fact
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result in their under-protection. There is also a second more

insidious effect, in that the reduced quantities will advance the

next order, thus reducing the order interval. As the ELS trigger

point is calculated from the target service level on the basis of
a planned number of risk points per ;nnum, by increasing the
number of risk points per annum and keeping the ELS unchanged, the
service level for the whole family will be prejudiced. This is
another case where a sound understanding of the system concepts is
essential before the normal homeostatic functioning may be
interfered with.

Around 8% of all orders are adjusted downwards. It has been
observed that this reduces the order interval by an average of
around 20%, which produces an increase in ELS of 25% p.a. On a
service level base of 95%, the expected service level will be
100 - (1.25 x 5) = 93.75%. The overall service level then becomes
(0.92 x 95) + (0.08 x 93.75) = 94.90%. The overall average stock
could be expected to decrease by around 1.5%.

It is concluded that the counterbalanced effect of adjusting
order quantities because of a distrust of the computer buffer stock

calculations is small overall, but it could assume significant

proportions if the practice became widespread.
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7.6 EFFECTS ON PERFORMANCE OF ORDER QUANTITY OVERRIDES FOR

COMMERCIAL REASONS

An analysis of the constitution of the physical stock at the
two largest Distribution Centres was carried out in June 1981 and

September 1981 respectively. Distribution Centrs 'A' had a

physical stock value of £4.07m of which £1.05m was classified as
'excess' (i.e. above the computer calculated Maximum Order Cover).
Distribution Centre B had a physical stock of-E2.65m of which
£0.63m was excess. There were a total of 9,180 products at 'A'
and 7,510 at 'B' giving a joint total of 16,690.

In each case an 'Excess Stock' computer report was produced
which listed all of the items where the physical stock exceeded
the MOC. This contained 3,674 items (40% of the range) for
Distribution Centre 'A' and 3,402 items (45%) for Distribution
Centre 'B'. As thé computer orders up to the MOC, there had.
clearly been a substantial amount of overbuying. Every item on
these reports was scrutinised by the relevant buyer who assigned
a reason for the overstock wherever possible. As this exercise
was dependent mainly on memory, & high degree of accuracy was not

expected. The reasons were categorised by the author, and some of

these are reported in Table 7.11.
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Dist.Centre| Dist.Centre Dist.Centres 'A' + 'B'
Reason for Excess "A! "B
Value (£) Value (£) Value (£) % Items
Sales Promotion 280422 94385 374807 22.2 1468
Special Deal 86284 29041 115325 6.8 524
Supplier Rebate 64713 21781 86494 5.1 466
Initial Stocking 164342 156012 320354 19.0 1297
Improved Discount 160832 87092 247924 14.7 976
Total (Commercial) 756593 388311 1144904 67.7 | 4731
Total (Non-
290578 254929 545507 32.3 | 2345
Commercial)
Grand Total 1047171 643240 1690411 100.0 7076

Table 7.11 Classification of Excess Stocks

The non-commercial reasons comprise:-

a) System dynamics, including dynamic recalculation of the MOC

(in a declining demand climate, the MOC often falls below

the physical).

b) Buyer adjustments as described in Section 7.7.

c) Customer and Branch returns.

d) Unidentified reasons.

The commercial reasons are examined separately.

Sales Promotion

As previously stated,

characteristic in the industry.

effective (i.e. non-excess)

promotions is:
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374807

5040000 100

= 7.44%

If it is assumed that the excess stock provides 100% service
level for the appropriate products, and the products without an
excess achieve the overall target of 95%, then the expected service
level excluding the products which are in excess for other reasons

is:

(OO x 1468) + (95 x (16690 - (7076 ~ 1468)))
(1468 + (16690 - (7076 - 1468)))

= 95.58% (N.B. For strict accuracy the items should be costed)
An example of a sales promotion for a family of 21 products is
given in Fig. 7.5. This clearly shows that whilst the buyer
managed the procurements extremely well by obtaining regular receipts
just before and during the promotional period then curtailing them
immediately afterwards, a considerable overstock was carried over
a period of eight weeks. This is because the promotion was almost
totally ineffective. The buyer had no option but to procure
sufficient supplies to meet the marketing estimates. Commercial
realities dictate that this is the price paid for an attempt to
improve the market share. As promotions are undertaken rotationally,

a constant excess stock level of the order indicated is gquite
plausible without impugning the buyers in any way.

Special Deals

Special terms are sometimes offered by suppliers in respect of

their own sales promotions, OTr perhaps because of their own over-

stock problems. Here, excess stocks are justified only if they are

self-financing over the overstock period, i.e.

Additional discount + extra profit arising from effective 100%

service level + reduction in ordering costs > increase 1n

stockholding costs
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Given the financial parameters, this is a straightforward

calculation, and it is not proposed to investigate the justification

for the excess stock in this category. The effects on average stock

and service level are, however, quantified on the same basis as for

the sales promotions:

I

Increase in AS 115325

5040000 * 100

= 2.29%

Overall SL (100 x 524) + (95 x (16690 - (7076 - 524)))

(524 + (16690 - (7076 - 524)))

95.25%

Supplier Rebate

Supplier rebates are normally obtained annually if all Trading
Units combined purchase an agreed goods value. Towards the end of
the year, if ﬁhe pgrchases to date fall short of the agreed value,
Distribution Centres are often directed to make bulk purchases so
that the Organisation obtains the rebate. Again, such parameters
should be self-financing on the basis of a calculation similar to

that for special deals. The effects on average stock and service

level are:
Increase in AS = 86494 100
50406000
= 1.72%

(100 x 466) + (95 x (16690 - (7076 - 466) ) )

Overall SL
(466 + (16690 - (7076 - 466)))

95.22%

Initial Stocking

When a new product line is introduced into the range of a

Distribution Centre, sufficient supplies are procured for the

Distribution Centre and all of its Branches. It is, however,

tested in a few Branches before being generally introduced in order
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to minimise shelf ré-merchandising activity. The initial stocks

can therefore reside in the Distribution Centre for a considerable

period before being dispersed. Also, if the buyer overestimates

the sales potential, the Branches will reduce their shelf stock
allocations accordingly and the residue will remain at the
Distribution Centre. During the build-up of sales over the first
few months, the computer will have little or no sales history,
therefore most of the stocks will appear as excess. The effects on

average stock and service level are:

320354
5040000

Increase in AS
100

= 6.36%

1]

Overall SL (lo0 x 1297) + (95 x (16690 - (7076 - 1297)))

(1297 + (16690 - (7076 - 1297)))

95.53%

Improved Discount

The minimum order value necessary to receive the most favourable
supplier terms is the basis for calculating the computer 'Alternative
Order'. Even though this is a computer order, the product order
quantities added to the physical stock plus on-order balances will
exceed the normal MOCs. Here the system informs the buyer that he
must obtain n.nng additional discount to justify moving from the
recommended to the alternative order i.e. the self-financing formula
is included in the order generation program. As approximately 10%
of all recommended orders are accompanied by an alternative order and

nearly all of these can be justified by a small additional discount,

the excess value for this category is consistent with the buyers

following the computer guidelines. The effects on average stock and

service level are:
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Increase in AS

Overall SL

[}

247924

5040000

4

.92

o

1oo

(100 x 976) + (95 x (16690 - (7076 - 976)))

9

(976 +

5.42%

(16690 - (7076 - 976)))

The implications on system performance of commercially-

motivated bulk overrides are summarised in Table 7.12.

Reason for Excess Increase in Expected
AS (%) SL (%)
Sales Promotion 7.44 95.58
Special Deal 2.29 95.25
Supplier Rebate 1.72 95.22
Initial Stocking: 6.36 95.53
Improved Discount 4.92 95.42

Table 7.12 Summary of Effects of Commercial Actions on Service

Level and Average Stock

As the effects of these measures are mutually exclusive, they

constitute a major reason for the differences between the expected

and achieved system performance results.
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7.7 EFFECTS ON PERFORMANCE OF DATA INACCURACY

System performance is clearly directly dependent upon the

timing of the placement of purchase orders. If the computer stock

records, in particular, are inaccurate, then orders will be placed

at the wrong time, and discrepancies between the predicted and
achieved performance will inevitably result. This Section evaluates
the likely magnitude of these errors. For clarity, the effects of
joint ordering are removed by examining the products independently,
and by using reorder levels in units instead of the ELS equivalents.

A sample of 104 products was selected for monitoring the
accuracy of the computer stock balances at intervals of approximately
cne week. Unfortunately, several of these products were either
removed from the stock range or else they moved so slowly that
continued monitoring was not worthwhile. Consequently, the following
analysis is based on a reduced sample of 51. The results of one
check are given in Table 7.13, from which it can be seen that the
computer records were correct in only 7 cases (13.7%). Several such
checks revealed that the discrepancies tend to remaih at about the
same level, which suggests that the transaction data is delayed rather
than lost completely. The reasons for the delays have been inves-
tigated but they are not reported here.

Table 7.13 shows the effects of the data inaccuracies on the

expected service level and average stock. An example, using product

A, is worked through to illustrate the method.

Uy = 37.80 units/week
UD = 24.68 units/week
U = 13.00 days

g = ©5.32 days

L
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Product

u

D Phys.
(units/ | Stoon g:igg ?hgs- Expected {% Inc. in AS
week) (units) | (unit omp. | SL (%) over
- its) | (units) theoretical
: 2;-?2 115 117 -2 94.77 -1.52
: 275 275 o) 95.00 0
c 4.88 28 29 -1 94.28 -4.38
D 14.88 147 144 3 95.66 4.53
E 20.05 240 265 -25 88.20 —27.87
F 27.91 345 329 16 96. 72 13. 45
G 7.24 195 223 -28 35.44 -86.83
H 7.09 22 21 1 95.53 3.44
1 1.72 6 4 2 97.22 18.71
J 0.63 23 22 1 97.66 25.05
K 81.20 1157 1237 -80 88. 46 -27.48
L 21.04 191 300 109 99.95 136.48
M 9.72 130 171 -41 0.00 -
N 32.85 377 432 -55 84.22 -37.61
0 3.34 42 65 -23 0.00 -
p 0.93 50 50 0 95.00 0
0 4.98 146 127 19 99.51 73.28
R 44.47 88 147 -59 84.97 -36.41
S 7.75 14 14 ) 95.00 0
T 5.69 42 41 1 95.66 4.46
U 4.30 33 34 -1 94.10 -5.46
v 26.19 23 80 -57 70.26 -60.28
W 24.35 102 146 -44 78.55 -48.58
X 1.21 28 25 3 97.64 29.64
Y 0.46 22 24 -2 83.24 -48.43
Z 0.51 13 10 3 99.01 57.20
a 0.39 40 36 4 99.81 127.39
b 0.40 24 24 o 95.00 0
c 1.55 26 28 -2 92.04 -18.28
d 0.92 19 19 o 95.00 0
e 3.96 6 4 2 96.49 12.48
£ 1.42 9 5 4 97.86 33.42
g 1.93 32 50 -18 0.00 -
h 2.40 o) -19 19 99.83 119.57
i 1.52 0 o) o 95.00 0
3 1.62 0 -2 2 96.42 13.35
k 0.81 32 34 -2 89.21 -30.53
1 6.65 27 22 5 96.92 17.04
m 7.44 19 34 -15 84.85 -41.18
n 6.70 41 53 -12 88.03 -32.14
o 1.85 65 73 -8 73.69 -62.56
D 5.30 100 96 4 96.76 15.29
q 6.10 123 135 -12 86.01 -38.08
. 0. 74 15 15 o 95.00 0
s o 64 o 2 -2 85.76 -38.80
. 3 10 71 73 -2 93.44 -9.81
54 55 -1 94.73 -1.85
u 11.30
v 6.27 37 44 -7 90.].]. -24.72
141 -2 94.02 -6.49
W 5.34 139
153 -8 89.31 -25.18
X 3.35 145 57.67 26. 45
y 3.12 67 63 4 ' ‘

Table 7.13

Effects of Physica
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I = 5 days

Target SL = 953

Then, ¢ = //' 2 252 i
* Op ULGD + UD OL (ignoring the review

cycle)
= 13 2 2
//C;- X 24.68 " + 37.g0 “x 2:32

5

56.5796 units
LD )

2 2
= 37.80 x 13
56.5796% x 5

2

= 3.0172
PLS = (1 -8L) I
uL
= (L -0.95) x 5

13

0.0192

3.0172 and PLS = 0.0192 is 3.7303

w)
H
O
[
-

c

(w)

it

And, R = Up 9p

3.7303 x 56.5796

211.06

AS (Sect. 3.3 equation (:) with T = 0)

211.06 - 37.80 x 13 37.80 x 5
_ 4 V=
5 2 x5

1

131.68

If it is assumed that the stock discrepancy of -2 units is

still present when the stock falls to the reorder level (this is

. ! .
the best estimate available), then the physical stock (R ) will be

209.06 (actually 209, but the fraction is retained to avoid
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quantising errors) when the order is placed

Corresponding u' R
LD S
0LD

= 209.06
56.5796

]

3.6950

and, PLS for k = 3.0172 and U' = 3.6950 is 0.0201
LD LD

SL = 1 - {0.0201 X %?}

0.9477 or 94.77%

And AS' = 209.06 - 37.80 x > 4 3280 x5
5 2 x5
= 129.68 units
. . _ 129.68 - 131.68)
.. Increase in AS = 131.68 Jx 100

-1.52%

In this particular case the errors are small, but it can be
seen from Table 7.13 that they can be very substantial where the
stock discrepancy is large relative to the demand rate.

The costed expected service level for the sample,

i=51
Z 1 Shy uDi evaluates as 90.20%,
=l e
i ™D

i
and the overall percentage increase in costed average stock is -
5.23% This indicates that with this particular sample, approx-
imately double the predicted amount of lost sales could be expected
a commensurate reduction in stock. Whilst there

to occur without

is some bias towards negative discrepancies (26 negative, 18

- 349 -



positive, 7 zero), it is nevertheless apparent that a degraded

service level could be expected for the Distribution Centre as a

vhole. This is because a positive error can produce at best a

100% service level, which gives 5.3% (i.e. 5/95) extra sales,

whereas a negative error can result in the whole of the predicted

sales being lost. It is also clear that positive and negative

discrepancies of an equal magnitude will not produce fully-
compensated results. The positive error will give rise to a large
stock increase relative to the improvement in service level,
whereas the negative error will tend to cause a large service level
deterioration for a relatively small stock saving. The combined

result is a degradation in stockholding efficiency.
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CHAPTER 8

CONCLUSIONS
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8.

8.

CONCLUSIONS

1 The system has been well received by the management and

buyers, but a measure of disappointment is felt that the

performance predictions were never fully realised. The overall

service level was raised from a totally inadequate level to one
which has settled to within what the management regard as a
reasonable tolerance of a commercially-acceptable target. The
stock investment, however, has shown only a relatively small
movement towards the greatly reduced level predicted.

Numerous reasons for performance variations have been
demonstrated, some of which cause positive service level errors
and some negative. It is important to recognise, however, that
fully-compensated service level errors carxry a stock overhead.
(To take a simple example, if two identical products have a 95%
service level target and they achieve 99% and 91% respectively,
this will require substantially more stock than if both achieve
the target). Also, errors of any sort usually result in a
deterioration in stockholding efficiency, i.e. a service level
achieved in error will almost certainly result in more stock
than if the same service level was targetted and achieved
without error. It is therefore quite feasible that the
achieved service levels adhere fairly closely to the targets

without a commensurate adherence by the stock investment.

8.2 The performance variations due to human actions were

demonstrated to be of a much higher order of magnitude than

those due to technical factors. It was shown in Section 7.2

that when the system is allowed to operate in a reasonably

stable manner, it is possible with buyer intervention to halve

the lost sales from the theoretical ELS without affecting the
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stock level. Similarly, regular bulk buying practices for

varlious reasons were shown in Section 7.6 to cause large

accumulations of excess stock. In contrast, with two exceptions

(which are discussed in Section 8.11) , the effects on perfor-

mance of theoretical factors are small, and numerical approx-
imations are shown in Section 6.2 to be inconsequential. These
findings provide objective support for the views expressed by
the proponents of redirecting more Operational Research efforts

towards implementation activities, as discussed in Section 1.3.
.3 The study produced strong evidence that a buyer/computer
combination is potentially capable of substantially out-
performing either when acting independently. The computer,
operating without human intervention, produces results which
approximate the predictions, but with a sacrifice of the
commercial advantages of opportunistic buying. The buyer on
his own produces the sort of results indicated in Section 3.5
before the computer system was introduced. The potential of
the buyer/computer team is evaluated with respect to lead time
forecésting in Section 7.3. Near-optimal results should be
achievable in practice, as they are shown to be fairly
insensitive to the accuracy of the overrides, provided the

buyers err on the side of conservatism. Judicious advance

purchasing to meet known periods of high demand is seen in

Section 7.2 to have a similarly beneficial effect.

The task allocation is clear: the buyer provides an

intuitive estimation of factors which have no known history and

therefore cannot be analysed by statistical techniques, and the

computer provides from a wide base of data projections of

future probabilities whose complexity is such as to defy mental
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analysis. This division of responsibility accords with the

principles advocated by several authors, as discussed in

Chapterxr 2.

The modus operandi is that the buyer interrupts the
homeostatic regulation exercised by the algorithm only when ne

has information about particular circumstances which is not

available to the computer. The injection of this information

into the algorithm reduces uncertainty, which enables the
stockholding efficiency to be improved. The perpetuation of
this mode of action should result in an achievement which
surpasses that of the algorithmic prediction which is itself
based upon the full range of uncertainty experienced in the
past.

8.4 The use of probabilistic buyer estimates could be expected
to further raise the level of achievement indicated in Section
8.3 by refining the buyer's input. Whilst the results of the
exploratory exercise (Section 7.4) were somewhat disappointing,
there were glimpses of some very promising possibilities which
could be developed for practical application. The failure to
obtain favourable resulﬁs is attributed mainly to the Buyers'
lack of a sound understanding of probabilities, and their
consequent tendency to assign undue certainty to their
estimates. Much better results would be expected from

graduates in a numerate discipline with equivalent contextual

knowledge.

In the best case it was seen that a reasonable spread of

the Buyer estimate reinforces a good algorithmic estimate,

whereas it also has a correcting influence on a bad algorithmic

estimate At the same time the algorithmic estimate provides
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cover for the Buyer estimate ip the regions dictated by the

historical pattern of incidences (i.e. the probability

distribution). This principle of ‘Buyer helps computer' at the

. ] .
same time as 'computer helps Buyer' gives the true flavour of a

symbiotic partnership. This area, however, needs further
research before it could be considered for practical

application.

8.5 The failure to transfer the satisfactory course results to
the operational system is considered to be due to two main
causes :-

i) The generous amount of feedback given to the buyers on
the course was not continued at the same level in the
operational system. On the course, the direct and
indirect effects of every action were examined in depth
and the possible effects of alternative actions were
also contemplated. Hence there was a prompt reinforce-
ment of the actions which produced successful outcomes.
In the operational system, a good balance of reports is
provided but they do not in general indicate the direct
effects of specific actions. In retrospect, more
feedback should have been built‘into the system, e.qg.
buyer and computer lead time forecasts could have been
compared with actuals, promotional sales and stocks

could have been monitored, stockouts resulting from

cancelling or reducing recommended orders could have

peen reported, etc. All of these additional features

obviously carry a computing overhead, and consequently

there are commercial limits to the amount of feedback

provided However, in this instance the provision of
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more direct feedback is justified

ii) The operation ‘ |
o) al»system was subjected to more 'shocks'

than the simulated System. Whilst sales promotions and

supply failures were included in the simulation, the
extent of these and other disruptive forces were not
fully representative of the real situation. Certainly,
opportunistic buying cannot be suppressed, as that
would blunt any competitive advantage. Yet the practice
of bulk buying was shown to disrupt the control system
and gave rise to large performance variations.

The problem of reconciling commercial buying with a
self-regulating algorithm is not easy to resolve. One
fascinating area of research might be to draw a
cybernetic analogue with the wa? the human body recon-
ciles tﬁe exterofective activities of the upper regions
of the brain with the basal homeostasis which is
governed by the autonomic nervous system and endocrine
system. Certainly, in nature, the homeostasis is not
destroyed. A more prosaic solution would be to extend
the education process beyond the staff who are directly
involved in using the system. Many of the commercial
issues are handled by central marketing and negotiating

teams who have no direct responsibility for the stock-

holding consequences. A greater understanding of, and

commitment to, the system by these groups could only be

beneficial.

8.6 The system was found t0possessprofound behavioural

characteristics even when allowed to operate under the control

of the algorithm without human intervention. Many of these
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characteristics are a function of the dynamics of the system
and its interaction with the internal ang external environment.

The following are examples of System behaviour which could not

have been foreseen with confidence without a System Dynamics

exercise:-

a) A moderate step increase in demand of 20% of the base
value produces an Expected Lost Sales peak of more than
double the original value, and the service level takes
around six months to stabilise (Sect. 4.1.4.1).

b) Step reversals of demand induce 'backlash' effects
which result in greater deviations in service level and
stock level than unidirectional steps of the same
magnitude (Sect. 4.1.4.4).

c) The onset of a linear downward trend causes stock to
increase over the first three months before it starts
to decline (Sect. 4.1.4.5).

d) The continuation of a linear downward trend gives a
stockholding.performance which is permanently better
than the predictions (Sect. 4.1.4.5).

e) With a cyclic demand pattern, the stock levels may be
completely out of phase with the demand levels. Hence
stock is most readily available when it is least needed

(Sect. 4.1.4.6).

Insofar as the performance predictions are concerned, the

dynamic effects would be incorporated into the EWMAs as a

hidden component. This may cause a discrepancy between

prediction and actual, depending upon whether the causal

factors recur with sufficient regularity to be absorbed in the

Whether or not they recur, they are

aggregation process.
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8.8

identifiable elsewhere in the Organisation before they are

recorded as orders on the Distribution Centre. Hence, they

could conceivably be incorporated into the forecasts by

1 1
employing a 'feedforward' process in the forecasting mechanism.

This should reduce uncertainty and thus improve stockholding
efficiency. This is another area which would benefit from

further investigation.

The conceptual framework, mathematics and dynamic
behaviour of the system render it an indisputably complex
package to comprehend. The numerous facets which have been
examined in this work underline the different order of com-
lexity between this type of indeterminate system and the
determinate systems which comprised most early computer
applications. Moreover, the dynamic effects are specific to
the organisation - its structure, internal and external
environment, operating procedures, and communication media. It
follows that a full understanding of the behaviour of the
system can only be gained in situ. Learning solely from the
experiences of others working in different organisations and
circumstances will not be adequate. This intellectual challenge

to the Organisation has two extremely important implications -

the Organisation's attitude to Research and Development expen-

diture. and the Personnel Specification for the buyers - which
r ? d

will be discussed in Sections 8.8 and 8.9 respectively.

Most commercial establishments are reluctant to spend much

time and effort on R & D work unless it is directly related to

product development. A common attitude to the introduction of

computer systems is to purchase a 'package' from a computer

-built
manufacturer or software house, perhaps add a few custom-bul
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management reports, and install it aCCofding fo the adage that

i . . . | ,
it will meet 90% of the requirements for minimum cost." This
may well be a sound strategy for determinate systems, but all

of the indications in this study are that it is a false

economy

for complex indeterminate systems.

There is no doubt that the System studied produced immed-
iate benefits over the previous manual system, but when it was
first introduced none of the problems uncovered by this study
were recognised, and operational performance was well below its
potential. As the project followed a typical course, the
indications are that development effort is usually cut off too
soon, and that post-operational development might be expected
to be of the same order of magnitude as pre-operational
development. Certainly a sound in-house knowledge of the
system in situ is eésential, and this should be experientially
supported.

8.9 A higher grade of buyer is required to fulfill the demands
of the system. Without implying any derogation, it is evident
that the mental constructs of the buyers are unsuitable for
managing the system efficiently. Though basically numerate,
they were stretched to understand the basic statistical concepts
(which is not surprising as they were originally employed to

g to some very simple rules). Moreover,

replenish stock accordin

this study has amply demonstrated that an understanding of the

basic concepts is not enough. There are phenomena which

sometimes run counter to intuitive expectations, as exemplified

below, and it requires some flexibility of thought beyond a

straightforward application of the concepts to explain them:-

an reduce the average

a) An increase in mean lead time c
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stock (Sect. 4.2, Fig. 4.21)

An increase in - i X
€ 1n the interwval between placing orders can

reduce the average stock (Sect. 4.2, Fig. 4.25)

Consistent lead times are generally more important than

short lead times (Sect. 4.2, Figs. 4.21 & 4.22)

Numerous similar examples were referred back to the design

team for investigation. The answers to most of the queries

were derivable by logical reasoning, but some required empirical

verification. Quite often, the buyers were unconvinced by the
explanations. For example, some buyers still override the
computer because they do not understand the probability theory
which underlies buffer stock calculations (Sect. 7.5).

It is not considered feasible to expect the existing
buyers to acquire the specialised_mental attributes now demanded
of them. These‘attributes are partly innate and partly
developed by an education in certain numerate disciplines. It
is therefore unrealistic to expect these qualities to be
acquired by a re-training programme, though this must be
employed as a necessary short-term expedient. Training is not
an adequate substitute for education.

In the longer term, persons with the mental attributes
outlined above must be inducted and trained in buying skills.

This may well mean employing graduates or equivalent in this

capacity. This raises the moral issue - not debated here - of

. 7o, . 3
introducing automated systems which requireelitist operating

staff, with the resultant deterioration in job opportunities
’

for the remainder of the population. Certainly the findings

from this study do not support the popular conception of

automatic systems having a de-skilling effect on jobs. The
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cognitive elements of the original buying function are distilled

by elimination of the mundane stock replenishment tasks and the
introduction of taxing intellectual challenges

8.10 The traditional methods of training were found to be

inappropriate for this type of system. Much of the expertise

needed to manage the system efficiently was gained post-
operationally. In the circumstances the problems were referred
back to the design team for investigation, and any lessons
learned were disseminated by memorandum or verbal communication.
It would be much better for buyers to be given simulation tools
to carry out their own investigations. Periodic experience-
sharing sessions could then be convened which would be much
more valuable than the traditional ;classroom' techniques where
the Trainer is expected to provide all of the solutions. In
indeterminate systems, it is not possible to provide a set of
definitive instructions which cover all eventualities. As
circumstances change, operator actions must adapt, and a much
greater degree of self-reliance is called for.

8.11 It is significant that the only two theoretical factors
which gave rise to serious performance variations - overlapping

lead times and demand autocorrelation - are nearly always

treated as assumptions in standard textbooks. Further research

is required to provide generalised solutions to these problems.

(In this work solutions were devised which are specific to the

system). In the meantime it is recommended that proper

recognition is given to the importance of these problems even

olutions do not currently exist. There is

though satisfactory s

a tendency for students, in particular, to regard assumptions

as inconseguential and use the results regardless.

- 361 -



8.12 Performance variations due to Computer hardware, software

and operations were found to be Virtually non-existent

Since the inception of the System there has not been a

single mainframe failure resulting in a downtime of more than

10 minutes. Occasional failures in remote terminals did occur,

but they were too infrequent to have had any tangible effect on

system performance. A log of system design and programming

errors revealed that after the initial 'settling-in' period

when the system was loaded up, there were very few errors which
could conceivably have caused performance variations. Computer
operational errors did sometimes cause delays in printing
recommended orders, and occasionally a day was missed out
altogether. The consequential delay in sending out purchase
orders may have had a marginal effect on stockouts, but again
the occurrences were of insufficient frequency to produce a
measurable service level degradation. -
8.13 The data errors evaluated in Section 7.7 were found to
produce potentially serious performance variations, with a
strong tendency to degrade service levels. These errors are
caused primarily by the time lags associated with a batch

updating system, and by physical stock counting errors.

Neither of these problems are easy to rectify: at least 30 data

collection terminals would be required in each Distribution

Centre to provide a real-time updating facility; and the layout

of the storage areas makes counting irregularly-shaped products

extremely difficult from ground level. It is also perhaps

relevant that the Operatives responsible for the submission of

a are not the main beneficiaries from the

most of the dat

system.
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These rather prosaic Problems are faced by most data

processing installations. The evaluations in Section 7.7

confirm that they are a major cause of system performance

degradation, and as such they warrant constant attention

8.14 Finally, an observation made in Section 1.5 is returned

to - namely that the true behaviour of the system would never

have been fully understood without the degree of analytical and

experimental work here undertaken. It would be reasonable to
question the justification for the inbuilt complexity. The
type of heuristics described in Section 1.2 may well have
produced similar results with a much simpler mechanism.

The author is of the opinion that, with some qualification
(mainly in respect of the need for a refined optimisation
function), the ;omplexity is a feature of the requirement, and
a complex requirement must be met with a complex solution.
Simplifying assumptions bring their own problems. The complex
situation has to be understood to determine if the simplifying
assumptions are valid. If they are not valid, then the wrong

problem is being addressed. Even if they are valid, they may

not remain so indefinitely. In the system studied, the states

of the operating variables were shown to be both time-dependent

and situation-dependent.
It has been demonstrated that much of the difficulty in

comprehension is caused by the way the system behaves in situ,

and this would not be greatly changed by substituting it with a

is d for both the
simple reorder level system. There is a nee

designers and buyers to gain sufficient exposure to the way the

and to understand what

system reacts to different conditions,

'makes it tick'. This cannot be gained from any Manual. It is
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highly desirable for buyers to become what Singleton (37) has

1] . .
termed 'Concept Operators', It is seen that limited success is

ing achieved i
being by buyers acting as 'Programmed Operators', but,

by definition, a full set of predetermined responses cannot be

specified for indeterminate Systems. 1In order to get the best

out of the total system, the buyers must fully understand the
concepts underlying the algorithm with which they interact.
Only then could the positive outcome from the interventions be
expected to outweigh the multiplicity of dysfunctional factors
which the system encounters. Until that state is attained, the

predictions will not be matched by the achievements.
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APPENDIX 1

Glossary of Mathematical Symbols

o Gamma shape factor

AS Average stock level

C Item cost per unit

ELS Expected Lost Sales (units, unless otherwise stated)
EWMA Exponentially-weighted Moving Average

£(x) Probability density function of demand in lead time
I Order Interval

k Gamma modulus

kD Gamma modulus for demand per unit time

kL Gamma modulus for lead time

kLD Gamma modulus for demand in lead time

A Lagrange multiplier

M Gross Margin

uD Mean demand per unit time

UL Mean lead time

MLD Mean demand in lead time

MAD Mean Absolute Deviation

MPIB Mean Absolute Deviation of demand per unit time
MA%J Mean Absolute Deviation of lead time

MA%J) Mean Absolute Deviation of demand in lead time

MOC Maximum Order Cover

MSL Maximum Stock Level

P Protection Level

PIS Percentage Lost Sales (in lead time unless otherwise stated)
R Reorder level
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Standard deviation of demand per unit time

Standard deviation of lead time

Standard deviation of deménd in lead time

Service Level

Review cycle

Standardised reorder level

Variance of demand per unit time

Variance of lead time

variance of demand in lead time

Demand in lead time variate (unless otherwise stated)

Stock cover (physical plus on-order)
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APPENDIX 2

computer Routines to Calculate Gamma Functions

(BASIC Notation)

1. To calculate T (k), given k:

10 INPUT "K";K

20 Al = -.57710166: A2 = .98585399: A3 = -.87642182: A4

I

.8328212

30 A5 = -.5684729: A6 = .25482049: A7 = -.0514993

A
It

40 1IF 1 THEN GK = 1l: G@T@ 190

50 KI = INT(K)

60 KF = K-KI

70 IF = KF = O THEN 130

80 GP = 1 + AL*KF + A2*KF42 + A3*KF43 + A4%*KFHP4 + AS*KF45

90 GP = GP + AG*KF16 + A7*KFt7

100 GF = GP/KF

110 IF KI = O THEN GK = GF: G@T@ 190
120 IF KI = 1 THEN GK = GP: G@T@ 190
130 GK = 1

140 FR I = 1 T¢ KI - 1
150 GK = GK*(K - I)

160 NEXT I

170 IF KF = O THEN 190
180 GK = GK*GP

190 PRINT GK

200 END

2. To calculate P given U, k and Fe)

10 INPUT "K";K
20 INPUT "GAMMA K"; GK

30 INPUT "U"; U
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40 INPUTv"TERMS IN SERIES"; M
50 RK = SQR(K)

60 A = (RK*U)t (K - 1) *EXP (~RK*U) /gK

70 SX =0

80 FPR N = O TP M
90 PI =
100 FPR R = 0 TP N

110 PI = PI*(K + R)

120 NEXT R

130 X = (RK*U) (N + 1)/PI
140 SX = SX + X

150 NEXT N

160 P = A*SX: PRINT P

170 END

To calculate PLS given U, k, T (k) and P:
10 INPUT "K";K
20 INPUT "GAMMA K"; GK
30 INPUT "U"; U
40 INPUT "PROTECTION LEVEL"; P

50 RK = SQR(K)

60 PLS = (l—U/RK)*(l—P)+(U*RK)TK*EXP(—U*RK)/K/GK: PRINT PLS

70 END
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ACD

AIB

AID

ARD

ATD

AUB

CRB

CRD

DFB

DFD

DHB

DHD

DIB

DID

DLS

DPD

DRB

DSB

DSD

DTB

DTD

MDB

List ©

APPENDTX 3

£ Mnemonics Used in System Dynamics

Actual
Actual
Actual
Actual
Actual
Actual
Actual
Centre
Actual
Custom
Custom
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Delay
Centre

Materi

unf?lled Customer orders at Distribution Centre
Inventory at Branch

Inventory at Distribution Centre

level of Pipeline orders at Branch

level of Pipeline orders at Distribution Centre
unfilled Replenishment orders at Distribution Centre

total (Branch + Cust.) unfilled orders at Distribution

Unfilled customer orders at Branch
er orders Received at Branch
er orders Received at Distribution Centre
in Filling orders at Branch
in Filling orders at Distribution Centre
in Handling orders at Branch
in Handling orders at Distribution Centre
in adjusting Inventory at Branch
in adjusting Inventory at Distribution Centre
due to Lead Time at Supplier
in placing Purchase orders at Distribution Centre
in placing Replenishment orders at Branch
due to Stockouts at Branch

due to Stockouts at Distribution Centre

in Transporting materials to Branch

in Transmitting replenishment orders to Distribution

als Despatched from Branch
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NIB

NID

NPB

NUB

NUD

POD

POS

PSS

RCB

ROB

RPD

RRB

RSD

RTB

SDB

SDD

SFB

SFD

SRB

SRD

TRD

Materials Received by Branch

Materials Received from Supplier

Materials

Sent to customers from Distribution Centre

Materials in Transit to Branch

Number of Branches per Distribution Centre

Nermal Inventory at Branch

Normal Inventory at Distribution Centre

Normal Pipeline
Normal Pipeline
Normal Unfilled

Normal Unfilled

‘Purchase Orders

Purchase Orders

Purchase Orders

levels Branch/Distribution Centre

levels Distribution Centre/Supplier

orders at Branch

orders at Distribution Centre

awaiting placement at Distribution Centre
in process at Supplier

Sent to Supplier

Replenishment orders in storage on Computer from Branch

Replenishment orders awaiting placement at Branch

Required Purchasing rate by Distribution Centre

Required Replenishment rate by Branch

Replenishment orders Received by Distribution Centre

Replenishment materials Sent by Distribution Centre

Replenishment orders Transmitted from Branch

Smoothed Demand

Smoothed Demand

at Branch

at Distribution Centre

Smoothing Factor for Branch demand

Smoothing Factor for
Standardised Reorder
Standardised Reorder

Total orders Received DY Di

Distribution Centre demand

Level for Branch

Level for Distribution Centre

stribution Centre
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APPENDIX 4

Computer Routine for Generating Gamma Random Variates

(BASIC Notation)

0lo K MEAN*MEAN /VAR

020 T = K-1

030 LAMBDA = MEAN/VAR

040 IF T < = O THEN 200

050 MU = (-1 + SQR(1l + 4 * T))/2/T

060 R = (T *(1-MU)* T)/(T *(1-MU)* T + 1/MU * EXP(-MU*T))
070 RI1 = RND(RN)

080 R2 = RND(RN)

090 E = -L@G(R2)

100 _IF Rl >R THEN 140

110 X = R1*T/R

120 IF T * L@PG(T/X) - T + X<= E THEN 180
130 G@gT@ 070

140 R3 = RND(RN)

150 X = -1/MU * L@G ((1-R3) * EXP (-MU*T))
160 IFE >=T * 1gG (T/(1-MU)/X) + (1-MU) * X - T THEN 180
170 G@TP 070

180 GAMMAVAR = X/LAMBDA

190 G@gT@g 320

200 Rl = RND (RN)

210 R2 = RND (RN)
220 E = -L@G (R2)
230 P = RL * (K + EXP(1))/EXP(1)

240 IF P >1 THEN 280

250 X =P 4 (1/K)

260 IF X <= E THEN 310

270 G@TP 200 |
280 X = -10G ((K + EXP(1) - P * EXP (1)) /K/EXP(1))
290 IF (l—K) * IgG (X) <= E THEN 310

300 G@T® 200

310 GAMMAVAR = X/LAMBDA

320 END

- 372 -



Notes

1. 'RN' is a rando
m n
umber generated directly f v
oo rom the seed
- 18
O execute Atkinson's algorith
l1thm: statements

.200 - 310 execute Ahren's algorith
ithm.
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APPENDIX 5

Sample Printout from Simulation Program FTOL
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