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TECHNIQUES FOR EQUALISATION OF SPEECH CHANNELS FOR HIGH-SPEED 

DATA TRANSMISSION, 

Summary. 

The main purpose of this project was to identify equalisation 

strategies which would facilitate efficient transmission of 

data signals over channels primarily intended for the transmission 

| Hee analogue speech signals. Such channels include leweeg 

“private-wire" and switched telephone network speech paths and 

h.f. radio speech channels. 

To this end, a comparative study wes made of the relative 

merits of various transversal filter configurations as the 

basis for an automatically adjustable data channel equaliser. 

Automatic pre-set and continuously adaptive coefficient setting 

strategies were considered and their performances compared. 

Computer simulation was used whereve1 possible, thus avoiding 

much of the effort and expense involved in the construction 

of actual physical models. 

The growing use of large-scale integration as a manufacturing 

process led to special consideration being given to modes of 

operation which could be implemented using almost entirely 

Gigiial techniques. As a result of this work, a design has 

been produced for a highly efficient adaptive equaliser 

which converges rapidly to its optimum condition. The 

design uses digital techniques and is based on @ nodular 

concept. This makes it extremely flexible in application 

and yet convenient for implementation using L.S.1. techniques. 
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TABLE OF SYMBOLS USED 

Theoretical maximum symbol transmission rate (Nyquist Rate). 

Maximum alphabet size. 

Theoretical maximum bit transmission rate. 

Intersymbol interference. 

Unequalised channel intersymbol interference. 

Minimum value of intersymbol interference attainable. 

Intersymbol interference due to quantisation. 

Time. 

Symbol sampling interval. 

indexing integers and variables. 

Data channel single-pulse mera ees 

Equaliser single-pulse response, 

Overall single-pulse response cf equaliser + channel, 

Intermediate single-pulse response. 

Linear network response function, 

Coefficient value. 

Anticipatory dispersion of single-pulse response, 

Trailing dispersion of single-pulse response. 

Total number of equaliser taps. 

Number of equaliser taps before reference tap. 

Number of equaliser taps after reference tap. 

Unit advance operator. 

Complex frequency transform variable. 

Real part of s. 

Imaginary part of s. 
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Data channel frequency domain characteristic. 

Equaliser frequency domain amplitude characteristic. 

Equaliser frequency domain phase characteristic. 

Increment step size. 

Convergence coefficient. 

Intersymbol variance. 

Mean error. 

Upper limit on band~width, 

Data channel input signal. 

Equaliser input data signal. 

Equaliser output data signal, 

Data channel additive noise signal. 

Error signal. 

Signal power. 

Noise power. 
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1.2. 

ny INTRODUCTION 

Background. 

There has been a rapid increase in recent yeare in the use 

of large, centrally-based computers to process data originated 

at locations remote from the main computing centre. The ability 

to obtain direct access to the computer from the remote location 

is thus a highly desirable feature; in fact the whole concept of 

centralised control depends on the availability of just such 

a facility'*7, Since the public telephone network already enables 

connections to be established to almost every part of the civilised 

world, it is not surprising that this is being widely utilised 

for the transmission of such datal*?, 

Furthermore, in remote areas, or at sea, where it is impossible 

to obtain direct telephone connection, it is still nevertheless 

possible to establish connection via radio-telephone. More 

recently, therefore, there has also been a growing interest in 

the possibilities of utilising radio-communication voice channels 

in a similar way for the tenons geren of data’*?> fete 

For economical utilisation of both the transmission and the 

computer access facilities, it is desireble that the data transfer 

is effected as quickly an possible. Because of this, there is 

a great deal of interest in techniques for attaining the maximum 

possible data transmission rate over channels which are primarily 

intended for the transmission of analorve speech signals. 

Project Motivation. ’ 

The origin of the work described in this thesis was the design 

of an automatic equaliser for use in conjunction with a vestigial 

side-band high-speed data modem for transmission over leased 

“data quality" telephone line connections '*>. This original 

design, which, because of commerical urgency, was largely based 

on existing techniques, is currently being engineered for quantity 

=4=



4.4. 

manufacture and commerical exploitation. It was acknowledged, 

however, that a number of deficiencies existed in this design 

and, as a result, a full study of automatic equalisation techniquer 

was initiated. 

Objectives of study. 

The main purpose of this study was to identify these equalisation 

strategies which would give near optimum utilisation of the 

communication channel, whether leased data quality line '*® 

h.f. radio channel or a connection through the normal switched 

telephone network. However, concurrent with this study there 

have been considerable advances in technology which have made 

large-scale integration a commercially attractive method of 

implementation. Since large-scale integration is most applicable 

where signal processing is carried out using digital techniques, 

the emphasis of this work has changed during its course to 

consider more especially those modes of cperation which offer 

the greatest advantages when implemented entirely digitally. 

Because high data transmission rates are normally associated 

with a shorter channel occupancy, the time required to aquire 

and condition the channel becomes increasingly more significant 

as data rates are increased. It is therefore important that any 

study of techniques to achieve higher data rates also considers 

techniques for faster channel aquisition. These problems have 

thus been considered as complementary to one another throughout 

thecourse of this work. 

Typical Channel Characteristics. 

Extensive use has been made of computer simulation to 

assess the relative performances of the various equalisation 

strategies and equaliser configurations considered in the 

course of this work. — A number of typical equivalent base-band 

channel characteristics have been computed for use in conjunction 

with the simulation prorrammes. These represent a wide variety 

=e



of v.s.b. modem implementations used in conjunction with 

a selection of leased 'data quelity' lines. The line 

characteristics used were actual measured characteristics 

obtained on lines supplied by the G.P.O. Details of each 

channel, together with its computed single-pulse response and 

the associated intersymbol interference D) (defined in section 2.3), 

are given in appendix 1. Details of the line characteristics 

and the method of computation are also given in this appendix. 

For ease of identity, each channel characteristic has been given 

a Abeteme tory code, which is used for reference purposes 

throughout the text of this thesis. 

The results given in appendix 1 are summarised, for convenience, 

in table 1.1. The table indicates that binary transmission is 

possible without equalisation at 2400 symbols/s, but at higher 

transmission rates it is generally necessary to provide equalisation 

to support even binary Pepereei ts A comparison of the results 

for 2400 symbols/s. transmission indicates that the expected 

increase in intersymbol] interference, arising from the use of 

filters with steeper "roll-off" characteristics, is more than 

off-set by the attendant restriction of the line signal spectrum 

to the portion of the line characteristic having the least 

amount of group-delay distortion 

Because of lack of information, previous workers have frequently 

resorted te the use cf "idealised line" characteristics®’® 1*7, 

Unfortunately, such a simplification can well lead to misleading 

results. by using actual characteristics, it has been possible, 

in this work, to obtain more reliable indications of expected 

performance. To avoid the possibility of drawing erroneous 

conclusions through lack of generality, a range of characteristics 

has been used, rather than a single ‘'typical"” characteristic. 

-3-
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2.1. 

ee HIGH-SPEED DATA TRANSMISSION - BASIC CONSIDERATIONS, 

Theoretical Maximum Rate of Transmission. 

  

The two factors which determine the upper bound to the rate 

of transmission are the channel transmission characteristics 

and the noise encountered on the channel. The theoretical 

maximum rate (N) at which data symbols may be transmitted over 

a channel] is a function of the channel bandwidth and is, known as 

the Nyquist Rate-*). Fach symbol, however, may be any one 

from an alphabet of symbols. The maximum size of alphabet 

that can be used depends on the noise present in the channel, 

which limits the discrimination of one symbol from another. 

If the maximum size alphabet contains A symbols and there is no 

redundancy in the bit-to-symbol encoding, the maximum rate of 

transmission of digital data is piven by: 

bits, 

  

R= N log, ° Be. Ree ie day eae) 

  

In an amplitude-modulated system, the number of symbols in the 

alphabet corresponds to the number of amplitude levels distinguished 

  

in the transmitted signal. A similar correspondence exis for 

other modulation systems. 

Woause | has shown that the theoretical maximum rate at 

which distortionless transmission can be achieved over a base-band 

channel is twice the cut-off frequency of the channel. In order 
: 

to attain this theoretical limit, however, the channel has to be 

conditioned to have an "ideal filter" characteristic. This 

characteristic is not attainable in practice and the best 

approximation is the channel whose attenuation/frequency response 

possesses vestigial symmetry about a frequency equal to half the 

data symbol transmission rate and whose associated phase/frequency 

response is linear. This means that some excess bandwidth must 

be provided for the equivalent filter characteristic "roll-off",



2.2. 

The process of conditioning the available bandwidth to exhibit 

the required Sharecteretiee is the process known as equalisation. 

In general, the smaller the excess bandwidth utilised the more 

complex the modem filters and the equaliser become. There is 

tite an economic compromise for a given channel between maximum 

rate of transmission and equipment eeeieni tye 

Modulation. 

The frequency spectrum of a basic digital data stream normally 

extends to zero at its lower frequency bound. Since, in general, 

a telephone speech channel does not extend to zero frequency, 

but has a lower frequency cut-off in the remion of 300 Ha2., it is 

necessary to use modulation to enable the lower frequency components 

of the spectrum to be transmitted. 

A detailed study of modulation schemes has not been carried 

out as part of this work, as this has already been carried out 

elsewhere@*@, Because of the differing side-bands generated by 

the various modulation processes, some modulation schemes yield 

better band-width utilisation than others. Two schemes are generally 

regarded as giving good bandwidth utilisation, namely, vestigial- 

sideband amplitude-modulation and phase-shift keying?’?. The 

choice between these two modulation schemes has been the subject of 

he 
international @icouseion= and it is likely ‘that both these schemes 

will be generally adopted for high-speed data transmission. 

The phase-shift keying (p.s.k.) modulation scheme may be 

considered as equivalent to two independent double-sideband 

amplitude-mcodvlated channels, one being nodulated onto an in-phase 

carrier component and the other onto a quadrature carrier component<*~. 

Since both the vestigial side-band (v.s.b.) and double side-band 

(d.s.b.) modulation processes linearly transform the channel 

characteristics into the base-band frequency domain, it is possible 

to consider the modulation - demodulation equipments (Modems) and 

ee



2.3. 

the transmission medium tomether in terms of its equivalent linear 

base-band channel as shown in fig. 2.1. 

  

              

Data In. I { Data Out. 
' 

——") Modulator A Trasmission [-*} Demodulator aber aan 
| Medium ; 

ee ee aR a ede Be Pe ee at nn ee TD 
Channel (Base-band). 

  

Fig. O04. Equivalent Base-band Channel. 

The v.s.b. modulation scheme consists of a single equivalent 

base-band channel whereas the p.s.k. scheme consists of two 

identical equivalent base-band eiavnele Because these equivalent 

base-band channels are linear, it is possible to carry out the 

channel conditioning (equalisation) at base-band using simple 

linear network techniques. This is of considerable advantare 

where automatic equalisation is required, as will be seen from 

the subsequent chapters. 

Effect of Channel Characteristics on Transmitted Symbol. 

If a data symbol is transmitted throush a network, the shape 

of the symbol envelope is medified as a result of attenuation and 

phase-shift of the various frequency components of the transmitted 

signal. The extent of this distortion depends on the 

transmission characteristics of the network, but in reneral the 

distorted response is dispersed in time and may extend over a 

period equal to several symbol epochs. As consecutive data 

symbols are transmitted they will therefore overlap each other 

and intersymbol interference will arise. Because hish-speed 

data is transmitted as a synchronous stream of data symbols, it 

is usual to examine the received signal on a time-sampled basis. 

It is thus the values of the data symbol response at the sampling 

instants of adjacent symbols that determines the quality of the 

channel for the transmission of digital data. The total 

*Some cross-modulation will also be present.



intersymbol interference at the sampling instants of adjacent 

symbols would therefore seem to constitute a reasonable measure 

of the channel] quality. 

The intersymbol interference, D, may thus be defined as: 

  o Wemeaenael cieolna Clee) 

  

where h(t) is the response to a single pulse representing ore 

transmitted symbol, T is the sampling interval and the time origin 

is chosen so that t = 0 represents the instant at which h(t) is a 

maximum (See fig.2.2.). 
ht) 

WO) 

nT) 
he) 

  

  

0 esr yor Jar rere ey, kT 

NS La hep 

Pigs 25e. Single-Pulse Response, showing values at Sampling 
  instants. 

In practice, the response will be nerlisible for -i> n>k, 

whence (242) becomes the finite summation: 

k 

: Dos D= h(n?) ita nO), nes anes 

n£o 

  

The symbol Dy is used throurhout this thesis to denote the 

actual value of intersymbol interference of a channel before 

equalisation is ap:lied. 

The number of ¢ 

  

mbol periods over which the samples in 

the single-pulse response remains significant, (j+¥), is veferred 

=82
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to as the dispersion of the response. 

The Eye Pattern. 

The eye patternat” is a convenient method of displaying 

on the oscilloscope the effect of intersymbol interference 

on the received data stream. The received data stream 

amplitude voltage is used to deflect the oscilloscope trace 

vertically and the horizontal sweep is synchronised to the 

data symbol rate. The resulting display for a random ‘binary 

bipolar data stream is shown ta fig.2.3(a). The optimum 

sampling instant in the symbol period occurs where the ‘eye' 

is open widest. 

It can be seen that, in the absence of intersymbol interference 

or noise, all symbol amplitudes would pass through one of two 

single points at the symbol sampling instant. As’ the intersymbol 

interference increases, there is a widening of the band formed 

by the sample amplitudes at the sampling instant and the eye 

begins to close. The binary eye is just closed when, under 

worth case sequence conditions, there is a translation of the 

symbol amplitude at the sampling instant from its optimum value 

to zero level. This is equivalent to the condition D = 1. 

For p> 1, the binary eye is completely closed and the sampling 

instant transitions may row be of the opposite polarity to that 

of the associated data sample. Hence, it becomes impossible 

to weeipnee the data simply by slicing the signal about the 

zero level. 

Figs.2.3(b) and 2.3(c) show 4-level amplitude-modulated 

data eye patterns for different values of D. The eye-closing 

effect of the larger value of D associated with fig.2.3(c) is 

evident from these photographs. The 4#-level eye is completely 

closed for b> Ny In general, the eye pattern for an A-level 

amplitude-modulated system is closed for Dya/(a = Whe 

On 

assumes fixed peak signal power.



  
¢) 4-level Eye Pattern, Increased D. 
  

Fig.2.3. EYE PATTERNS. 
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The eye pattern is extremely useful for making practical 

assessments of the effect of intersymbol interference in 

working data transmission systems. 

=11-



3. TRANSVERSAL EQUALISERS = GENERAL DESCRIPTION. 

There is a wide variety of network configurations which can 

be used for the synthesis of equalisers for channels which have 

pre-determined and time-invariant transmission characteristics. 

In most cases, however, the interdependence of the parameters 

of these networks render them quite unsuitable for adjustable 

operation. 

We have already seen that optimisation for synchronous data 

transmission requires the adjustment of the sampled single-pulse 

response in the time domain and the transversal filter?’! is 

eminently suitable for this type of adjustment. The basic 

transversal filter configuration is given in fig.3.1. It 

consists of a tapped delay-line with multipliers connected to 

each of the tapping points on the lire. The outputs from the 

multipliers are added together in the summing network to form 

the output signal. The second inputs to the multipliers are 

the adjustable coefficients Se which determine the characteristics 

of the filter. Some variations on the basic transversal 

  

filter configuration are considered in the following section. 

The mathematical analysis of the transversal equaliser is 

2 
best carried out using the Z transform concept?** and extensive 

use will be made of it in subsequent sections. The operator 

A ecoryespends te 
Zz vepresents a unit delay T, so that the sinzle-yulse response 

of fig.2.2. may be expressed in terms of 4 as: 

k 
‘ 

h(Z) = S HUnD) Du meee es Reese) 
aad 

n 
  

  

3 

The right-hand expression in equation (3.1) is thus the 

% transform of h(t). 

Trans 

  

The transversal equalisers considered in this chapter are 

=12—
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based on delay-lines,where the unit delay T is equal to one symbol 

period. The possibility of using delay-lines where the tapping 

points occur at other than unit symbol periods along the line 

are considered in chapter 6. The use of other networks as an 

alternative to pure delay is also considered in this later chapter. 

There are basically four configurations in which the unit delay 

modules may be arranged. 

a) he Basic Transversal Filter. (Fin.3.1). This is the 
  

simplest and the most widely used confiruration. The sampled 

single-pulse response of the basic transversal filter, expressed 

as a function of 4, is: 

q 

a(Z) = ies Reza) Mage ot ess (512) 

x=~p 

The overall sampled sinsle-pulse response of the channel + 

equaliser y(Z) = h(Z).¢(%) 

q k 

z oe coun Os h(nt).Z” 

x=-p n=-j 

k+p+q 

2 yCMD)LZ"” . Sasol) pie ome) 

m=-j 

For mathematical simplicity, the units of y(t) are normalised 

so that the equalised single-pulse amp'itude is unity at the 

main sampling instant. Then, for minimum intersymbol 

interference D, we adjust the K's so that y(pT) = 1 and 

kep+q 

[y(ar)} = minimum... .(3.4) 

  

3.3 Lucky has shown that, for Da<t this condition is 

ates



satisfied when: y(mT) = O for O<mE pra, m/p 

y(m?) = 1 for m=p. * 

Hence, the values of the K's are given by the solution of 

the following set cf simultaneous equations, where hy=h(xt) + 

Bh ove nee Ree TEs so! Meaaa nas 0 
o =P -p-q -P 

h ano h K oO 
nel ee toe a i O|feet | eee a 
Roe De Rieg es a 

Bat eee b tase Sacer a K 
Pra qa 0 a 

vam (555) 

The basic transversal filter configuration is thus 

  

particularly useful for systems with small distortion (Dp <1) 

and limited dispersion, since, under these conditions, the 

multiplier coefficients are easily computed from these equations. 

Unfortunately, the dispersion in the equalised singie-pulse 

response is increased by one unit symbol period for each delay 

module added to the equaliser. This can be seen from the range 

of the summation in equation 3.3, which shows that the dispersicn 

of the single-pulse response is increased from j+k to j+k+p+q 

by the eaeration of an equaliser having p+q delay modules. 

The magnitude of the distortion associated with this added 

dispersion can be very sirnificant when the distortion Do 

and the dispersion of the single-pulse response to be 

equalised are initially large, and way decrease quite 

slowly as the number of delay modules is increased. 

  Thus, the number of delay modules, including the 

associated coefficient stores and multipliers, required 

-15 * 
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to achieve a given decree of equalisation increases quite 

rapidly with increase in distortion Dy and in dispersion in the 

single-pulse response of the channel before equalisation. 

This is clearly demonstrated by the tests described later 

in section 5.3. To combat this disadvantage, the Reeve Tes 

9 configurations have been suerested. and decision feed-bac 

An example illustrating the advantage that can be gained 

by using the recursive configuration is given in fig.3.2. 

a) Initial Response. 

| ' Do = 0.98 

b) Feed-forward Equaliser. 

D = 0.45 

c) Recursive Equaliser. 

D= 0.0 

  

Fig.3.2. Egualisation of Typical Response (R1K) using 
  

13 Tap Equaliser. (p = 9 = 6). 

In each case a 15 tap equaliser is used to equalise a channel 

(R1K of appendix 1) having an uneqvalised intersymbol interference 

of 0.98. Using the normal feed-forward equaliser, the value of 

=16=



intersymbol interference attained is.0.45, whereas, with the 

recursive equaliser, the residual intersymbol interference is 

sc small that it cannot te measured. 

b) The Recursive fransversal Filter, In the basic transversal   

filter, the connection of the ovtputs from the coefficient 

multipliers into the summing network is made in what is 

normally referred to as the "feed-forward" arrangement. 

This title is suggested by the alternative "feed-back" 

arrangement which is shown in fig.3.3. The general recursive 

equaliser consists of both a feed-forward and a feed-back 

equaliser section in combination. 

The sampled single-pulse response of the feed-back arrangement 

is: 

e 0 EUNES esl eae 6) 

x=1 

and the overall single-pulse response of the channel + equaliser 

  

becomes: y(Z) = h(%).e(4) 

zea 8 « (3.7) 
q 

1 > Wee 
x 

x=1 

One the face of it, it would seem that, providing jek €a, 

at Ait possible to select the K's so that the single-pulse response 

y(Z) reduces to the single (negative) delay a9; that is, 

it is possible to obtain perfect equalisation. The difficulty 

lies,in the fact that, with the feed-back arrangement, it is 

possible to obtain unstable networks. 

Toe Shifting Theorem defines the relationshiy between 

the unit advence operator Z and the complex frequeacy transform 

variable s as: Z= cee Bicones Sela ole Ub eos, ugh wean OO 

=17=
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The imaginary axis of the s plane thus maps conformally 

into the unit circle on the Z plane. The network stability 

criterion that all poles of g(s) must lie in the left half-plane 

is therefore equivalent to the condition that all poles of 

e(Z) must lie within the unit circle. 

The fact that the value of any Ks Ae x{q, in equation (3,6) 

is equal to or greater than unity means that 

the function el Z) Mi? ave a pole outside the unit circle. 

Such a condition would arise if an attempt was made at perfect 

equalisation, except fur the case where h(-jT) is the largest 

sample in the function h(nT). However, by definition, h(0) 

is the largest sample in the function. It is thus only 

possible to obtain perfect equalisation where j=0, that is, 

where there are no anticipatory samples in the single-pulse 

response. In all other cases, an attempt at perfect equalisation 

would result in instability. 

The feed-back filter can be used, however, to completely 

equalise the trailing response, providing a k, by adjusting 

Ky to normalise the amplitude of the sample y(0) and Ke 

1¢x <4, so as to force the response sample y(xT) to zero. 

The remaiizing anticipatory response can then he separately 

equalised by means of an additional feed-forward filter, as 

shown in fig.3.4. 

The single-pulse response of the combined feed-forward and 

feed-back network is: @(Z) = &,(4)- (4) 

x 

  

t ey 1- > Ky 4 
Y= 

where g,(Z) is the response of the feed-forward network 

and 6,64) is the response of the feed-back network. The 
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overall response’ of the channel + equaliser then becomes: 

(x+p) k 

5 h(nt).27" 
eed 

n=-j EZe- Ae Gao) 

  

Ef ak optimum equalisation of the trailing response 

will reduce this equation to: 

O 0 

ae ht(nt),Z os. 463.19) 

J 

y(Z) " n N 
Y * + te 

  

" < 8 3 is 
' 5 

> Q 2 is ~ 

  

the values of kK, in equation 3.11 can then be determined from 

equation 3,5. An examination of the responses given in appendix 

4 shows that both the magnitude and the dispersion of the 

anticipatory response are generally much smaller than those 

of the associated trailing response. The necessary condition 

given by the inequality 3.13 is therefore satisfied in most 

cases encountered in practice. Alternative criteria for 

coefficient optimisation, which can be employed in cases where 

this condition is not satisfied, are discusseé in section 3.3. 

It can be seen from equation 3.10 that it is of little 

consequence whether the signal is operated on first by the feed- 

forward network or first by the feed-back network. The former 

arrangement, as shown in fie.4.4, bears the closest physical 

resemblance to the basic transversal filter configuration 

because the anticipatory response is equalised by the taps 

nearest the equaliser input. It is apparent from the diagram 

-24-



that, since the intermediate single-pulse response h'(n‘) 

of equation 3.11 is not of any practical interest, the two 

sunning networks can be combined to give the configuration 

as shown in fig.3.5. The similarity between this configuration 

and that given in fig.3.1 now becomes even more apparent. 

Because of its ability to equalise completely the trailing 

response, the recursive transversal filter configuration is 

extremely useful where Do is high due to the existence of large 

magnitude samples in the trailing response. Such a case exists, 

for example, in h.f. radio enannave’*< where multipath effects 

can result in secondary pulses in the trailing response which 

have amplitudes comparable to that of the main single-pulse 

response sample. An equaliser for this purpose, using the 

recursive transversal filter configuration, is described in the 

3.4 
literature . 

ce) The Canonic Recursive Transversal Filter Configuration. 
  

The alternative arrangement, where the feed-back network 

operates on the signal before the feed-forward network, 

is shown in fig.3.6. An interesting feature of this arrangement 

is that both the deiay lines contain the same signal, together 

with the same delayed versions. This arrangement can therefore 

be reduced to the canonic configuration shown ‘in fig.3.7, with a 

considerable saving in component requirements. The optimum 

settings for .the coefficient values are identical to those 

required for the ener ication descibed in the previous 

section and can therefore be computed in exactly the same 

manner. Although the equivalence of these two configurations 

is well known in connection with digital filter design’, 

the economy afforded by the latter configuration does not 

seem to have heen exploited in connection with adjustable 

transversal equalisers for data transmission channels. 

=n
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3.2. 

a) The Decision Feed-back Configuration. The schematic 

365 
diagram of the decision feed-back equaliser is shown 

intvesg.os It is a modification of the recursive filter 

configuration given in fie.3.5, the signal output being sampled 

and sliced in the signal detector circuit before it is fed into 

the second tapped delay line b. Since the decision feed-back 

equaliser is a non-linear system, it is less amenable to 

Ratena aca analysis than the equivalent recursive equaliser. 

in practice, ovaten: the decision feed-back and the recursive 

equaliser are almost identical in behaviour once satisfactory 

equalisation has been attained because, under this condition, 

there is little difference between the signals at the input and 

the output of the signal detector. 

Modes of Adjustment. 

In the most elementary form of transversal equaliser, the 

coefficient multipliers consict simply of potentiometers which 

are adjusted manually to produce the required equaliser 

mespones’*°. Such an arrangement is satisfactory only where 

the same line and equipment are always used togther and the 

characteristics of the line ané equipment are virtually time- 

invariant. In practice, such a situation is rare ane the 

general requirement is for an automatically adjustatle equaliser. 

There are two possible basic modes of automatic adjustment 
i 

for setting vp the transversal equaliser multiplier coefficients. 

In the first mode, the coefficients are automatically pre-set 

to their correct value before the actual transmission of data 

3.3. 
begins In the second mode, the coefficient values are 

continuously adapted to their correct value throughout the 

z 
course of the transmission of data?*®, This latter mode 

of operation is pariicularly useful where the channel 

characteristics vary significantly with time. 

=264
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a) The Pre-set Mode of Operation. Fig.3.9 illustrates the 

automatic pre-set mode of operation, in which a training yattern 

is transmitted prior to the transmission of data. Since the 

training pattern is known a priori by the receiver, this 

knowledge can be used to enable the single-pulse response 

to be computed directly from the received signal. From the 

single-pulse response so obtained it is then possible either to 

oaleulate the tap coefficients directly or to use an iterative 

technique whereby the coefficients are successively incremented 

until an optimum value of inter-symbol interference is attained. 

Various strategies are considered in detail in chapter 6. A 

number of suitable training patterns exist and these are considered 

in detail in section 6.2. 

b) The Adaptive Mode of Operation, The adaptive mode of 

operation is illustrated in fig.3.10. In this method, a 

measurement is made of the differences between the received signal 

and the receiver estimate of the transmitted signal. The error 

signal so obtained is correlated with the data stream to obtain 

estimates of the coefficient setting errors. The coefficients 

are then updated in accordance with these estimates so as to 

minimise the magnitude of the error signal. No training pattern 

is needed in setting-up, since no a priori knowledge of the 

transmitted data is assumed. 

The advantage of this mode of operation is that the 

setting-up procedure is ee areaeiay adapting process and 

it is therefore capable or following and neutralising any 

changes in characteristic that may occur during the course 

of tlanaureatant 

The correctness of the error signal used to update the 

coefficients depends on the validity of the a posteriori 

estimate of the transmitted data at the output of the equaliser. 

It is therefore necessary for thc received data at the ontput 
~28-
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33. 

of the equaliser to be substantially correct in order to be 

assured of the convergence of the adaptive stratery. The 

way in which this condition can be achieved depends on the 

amount of distortion present in the uneaualised input signal. 

Where DX ,the channel is capable of supporting binary 

transmission and the initial equaliser setting can, if necessary, 

be obtained by simply commencing operation with a period of 

binary transmission with the equaliser coefficients initially 

set to zero, except the reference coefficient, which is set 

to unity. However, if vg 4, then it is necessary to commence 

operation in the automatic pre-set mode until the channel is 

conditioned sufficiently to sustain substantially error-free 

transmission. The equaliser can then be operated in the adaptive 

mode so as to compensate for any changes in Guaracteriatie as 

they occur. A method for changing the mode of operation is 

described later in chapter 8. 

Criteria of Adjustment. 

The ultimate criterion we wish:to achieve is the 

ability to transmit the data through the channel with 

the minimum of error. So far, it has been tacitly assumed 

that this criterion is achieved by minimisation of the 

intersymbol interference ). This assumption is not 

strictly true, however, for although in many cases it 

will yield the optimum condition, there are circumstances 

in which a smaller error rate could be achieved by 

optimisation to some‘other alternative criterion. The 

choice of criteria is, in fact, mainly dependent on the 

amount and character of the noise perturbations present in 

the system, althourh the choice may alse be influenced 

somewhat by the unequalised channel characteristics. 

-31-



However, in most cases the minimum D criterion gives a result 

that is so near to optimum that the comparative ease with 

which it can be implemented makes it the obvious choice. 

A brief summary of a selection of the criteria which are 

considered as being both useful and practicable is given here: 

a) Minimum D. This is equivalent to maximum eye-opening 

and thus gives, under noise-free conditions, the maximum 

amount of tolerance in amplitude slicing level in the symbol 

decision circuit. Although the eye pattern may be open 

under noise-free conditions, it can be closed by the 

superimposition of noise perturbations on the data stream. 

Errors will occur under this condition and the noise-free 

minimum D criterion may not then necessarily give the conditions 

under which error rate will be a minimum. Also, although 

at the optimum sampling instant the eye.may be widest open, 

the eye may close quite rapidly with mis-timing in the sampling. 

An alternative criterion may thus be more suitable where 

timing errors are likely to be encountered. 

b) Minimisation of the Sum of the Squares of the Sample Values, 

The multiplier coefficients are adjusted so that: 

kiprq 

y(m?)? = minimum. ........ (3.44) 
eet 

m=-j 

mép 

This equation should be compared with equation 3.4, The 

value given by the left-hand expression in equation 3.74 is 

sometimes referred to as the intersymbol variance 20 and is 

denoted by the symbol a. This criterion can be shown to 

give a lower error rate than would be obtained by minimum 

Din the presence of noise. 

-32-



c) Minimisation of Mean-Square Error in Frequency Characteristic. 
  

The multiplier coefficients are adjusted so as to minimise 

the mean-square error between the equalised channel freauency 

domain characteristic H(w) and the ideal channel characteristic 

3.10 
t eo 

Siw - GW)|* aw = minimum. 
—co 

For this criterion it is not necessary for the delay of 

G(@), that is 

the Aeieyeline sections to be a function of the symbol rate. 

It is therefore useful in the equalisation of non~synchronous 

systems, The ideal characteristic to which the channel 

is to be equalised must be svecified to the equaliser. 

Since,for synchronous transmission, this ideal characteristic 

is a function of symbol rate, it is still necessary to 

re-equalise whenever this rate is altered. 

It is only possible to approximate the ideal characteristic, 

because the number of coefficients limits the degrees of 

freedom in adjustment. The approximation will not in general 

yield the minimum D or minimum ef condition. It will not 

therefore give an optimally minimum error eae It does, 

however, allow a general-purpose equaliser to be designed 

without the need for the ability to change the delay-line 

timing. 

Adjustment strat 

A large variety of adjustment stratepies exist for setting 

  

up the multiplier coefficients to achieve one or other of 

the adjustment criteria described in the previous section. 

In the automatic pre-set mode, these strategies may be classified 

into two broad classes: 

a) Those which determine the channel single-pulse response and 

-33-



from this calculate directly the coefficients. 

b) Those which determine the single-pulse response and increment 

the coefficient values on an iterative basis until the optimum 

condition is attained. Within this chass a variety of 

methods of incrementing the coefficient values is possible. 

For instance, it is possible to increment the coefficients 

in pre-determined fixed steps. Alternatively, the step 

size can be variable in a way related to the significance 

of the error signal.so as to increase the rate of convergence 

of the adjustment strategy. 

A number of strategies also exist for adaptive mode 

operation. Further consideration of the more important 

strategies is to be found in chapter 7, 

The important features of an adjustment stratery are that 

it should be absoluteiy convergent and that it should converge 

with reasonable rapidity. For the adaptive equaliser, the 

rate of adaptation must be adequate to deal with changes 

in characteristic as they occur. 

The conversence of some of the-strategies that have been 

proposed in the literature has only been proved mathematically 

by assuming that the delay elements are ideate-8-3-3, Such an 

assumption cannot always be justified in practice and some work 

has been carried out to determine the effect of various 

inadequacies in the delay elements on the convergence of 

certain strategies. Details of this work are given in 

chapter 6, 

~ 34



4 TRANSVERSAL EQUALISERS - SURVEY OF PUBLISHED WORK, 

444 
The transversal filter, patented by Blumhien in 1938, 

4-2 an 1940. was first described in the literature by Kallmann 

Its first use as a time-domain variable equaliser was for 

video-frequency television signal correction and was described 

by Linke?+2 as far back as 1952. Dr. Linke's work was 

carried out in the United Kingdom at the Post Office Research 

Station, Dollis Hill, London, Most of the difficulties 

in realisation described by Dr. Linke have been solved since 

that date by the vast progress that has occurred during the 

last decade in device technology. eS 

In contrast to Linke's Siento ine work, mest of the 

significant published work on transversal equalisers for 

data transmission is of United States origin. 

Work carried out at IBM Corporation, 

One of the carliest records in the literature relating 

to the use of the transversal filter for the equalisation 

of digital data channels is a paper by Mohn ard Sticklert+* 

published in October 1963. fhe paper describes an elementary 

@igital transversal filter which can be used to achieve 

either pre- or post-transmission equalisation. The strategy 

described is a simple zero-forcing automatic algorithm 

which limits the usefulness. of the equaliser to conditions 

where the initial distortion D, is less than unity. The 
0 

same work was later reported in the 13M Journal of Research 

and Development, January 1965, in an article by Shreiner, 

4.5 
Funk ‘and Hopner. All further work at IBM appears to be 

towards a computer software implementation of the basic 

7 < og 4 
automatic transversal filter concept. To this end, Meinster 

published a paper in IBM Journal in July 1968 describing a 

fast mathematiczl algorithm for computing the optimal tap 
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coefficient setting from the measured single-pulse response. 

Work carried out at Bell Telephone Laboratories, 
  

The majority of the literature relating to transversal 

equalisers is of Bell Laboratories origin. The first paper 

from Bell Liboratories appeared soon after the initial IBM 

paper and was published by Rapeetont tc! in September 1964. 

The paper describes a computer simulation of an equaliser 

configuration similar to that proposed by IBM, A rather 

more sophisticated mathematical presentation is made than 

in the IBM papers. Subsequent to this publication, a number 

of papers have been published by Bell laboratories, the 

names of R.W.Lucky and H.R.Rudin being associated with the 

most significant of these. The first paper by Tacit’? is 

avery thorough treatment of the basic automatic preset 

transversal equaliser. Automatic iterative strategies are 

proposed for both the condition D Gi and the condition D> si 

The absolute covergence of these strategies is proved 

analytically for the case where perfect delay-line sections 

are assumed. 

49 
In his next paper Lucky describes an adaptive stratesy 

for the basic transversal equaliser and again proves its 

converpence for the perfect delay-line case. Following this, 

4.10,4.11 Lucky and Rudin describe automatic pre-set and 

mdapeive: (2 strategies for the basic transversal equaliser 

which minimise the mean-square error in the frequency-domain 

characteristic. This' equaliser is thus suitable for 

non-synchronous data systems. At about the same time, 

Hea published a thorough mathematical treatment of Gersho 

an adaptive strategy for the basic transversal equaliser 

interference 

  

HPLC Mi niwiccs suc weaumoquare Luleroya 

for synchronous data transmission. 
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4,3. 

Wed 

4 
The next two papers from Bel] Laboratories ** M1415 give 

Getadze of physical realisations of the equalisers described 

theoretically in the earlier papers. 

Work on transversal equalisers is still continuing at Bell 

Laboratories and more recently Chang has published several 

L 
panerstel” to 4.18 which detail various improvements to the 

strategies described in the earlier work. The only paper 

to suggest that Bell have considered the use of any equaliser 

configuration other than the basic transversal filter is a 

4.19 
brief contribution by Taylor ° In this’ paper, Taylor 

indicates a distinct preference for the non-recursive filter 

configuration for the Nareteiiad ayoiscetian under consideration, 

Work carried out at Cardion Electronics. 

Several papenaiec’ to 4.22 have been published by Di Toro 

  

of Cardion Electronics. These papers discuss the recursive 

transversal equaliser and describe an automatic technique 

for optimisation. Although an adaptive strategy is claimed, 

it is in fact an automatic pre-set method which is reactivated 

at predetermined intervals. It appears that ‘ardion are 

especially interested in the ecual ication of radio channels. 

This work has culminated in a commercial equipment marketed 

under the trade name ADAPTICOM. 

Work carried out at GI&E - Lenkurt Electric Corporation. 

Some interest in automatic/adaptive equalisers has been 

shown by GT&E - Lenkurt Electric Corporation'*-" es oes 

The work appears to be directed towards the provision of 

a digitally implemented adaptive equaliser which would enable 

the commercially available 4800 Bits/s. Data Set 26D to be 

used on switched telephone network circuits. The Lenkurt 

propo: ee siutlay in cencept to those previously described 

in the Bell laboratories publications. 
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4.5. Work carried out by Universities in the United States. 
  

a) Massachusetts Institute of Technology. 
  

Various research projects have been pursued at M,.I.T. 

The most significant of these are: 

4.27 
(1) Austin, A décision-feedback equaliser with manual 

adjustment optimisation. 

(41) Niessen et ee ee? An automatic pre-set 

optimisation strategy for the basic transversal 

equaliser. 

b) Harvard University. 

tutte '*2° has been working in co-operation with Aaron 

of Bell Laboratories on problems associated with the 

relationship of intersymbol interference and error 

probabilities. 

c) University of Washington. 

Lytiet+37 has made a general mathematical study of 

converrence criteria for automatic pre-set strategy 

algorithms. As the work was published in Bell System 

Technical Journal, it is assumed that this work was 

sponsored by Bell laboratories and forms part of their 

programme of research and development. 

d) N.E. University, Boston. 

Gonsalves <7" Rate2? has carried out some theoretical 

study of maximum likelihood receivers, especially with 

regard to noisy channels. Some of this work was carried 

out in collaboration with Bell Laboratories. 

4.6. Work carried out in Canada. 

a) Communications Research Centre and Carleton University. 

nicr of papers have heen pyblished jointly by 

the Communications Research Centre (formerly DRTE) Ontario 
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4. 

4.8. 

and Carleton University Ottawa. The first of thesetr 

describes a simple adaptive strategy for a basic transversal 

filter which is suitable for digital implementation. 

4.35 to 4 % 
Other publications 3? describe various items 

of research, mainly concerned with adaptive decision 

feed-back equalisers. : 

b) McMaster University. 5 

A recent Rablication (tos describes a research project 

caried out at the University into adaptive equalisers 

for digital communication. An adaptive strategy is 

proposed and the paper concludes with the resvlts of 

a computer simulation of the strategy. 

c) Northern Electric Company, Ottawa. 

A pene describes an adaptive equalser for television 

channels. The equaliser is based on the transversal filter 

concept. 

Work carried out in Australia. 

Rotter 9 Cescribes work on adaptive equalisation 

carried out at the University of Melbourne. The work 

is similar to that carried out concurrently at Bell 

Laboratories, USA. 

Work published in Western Germany. 

A paper by Gapprecnss: | sugeests the possibility of the 

use of networks other than unit delays, but no rigorous 

mathematical treatment is given. Rupprecht is with the 

German Telephone Adwinietration (DBP). 

A paper by Ménemann®: *¢ of Siemens AG, Munich, describes 

the basic concepts of adaptive equalisation. Although it 

makes little contribution to the advancement of knowledge, 

it does indicate an interest in the subject of equalisation 

at Siemens. 
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4.9. 

There is no indication of any extensive research programnzie 

on equalisation being pursued in W.Germany. 

Work in the United Kingdom. 

It is known that various companies in the United Kingdom 

are interested in the problems of automatic pre-set and 

adaptive equalisation. There is no significant published 

papers,however, which indicate the lines of research and 

development which are being pursued by these companies. 

A number of U.K. universities have projects concerned 

with the study of adaptive equalisation. The following 

publications have resulted from these projects: 

a) Imperial College, London. 
ae aa 

Ga) clark'''? describes an adaptive correlation 

detection process. The work was carried out as 

‘a Ph.D. project and was sponsored by the Plessey Co. 

(ii) Lawrence and Bevan’ suggest a set of orthogonal 

functions that can be used to approximate the 

channel single-nulse response. The practical 

aspects of implementation had not been considered, 

however, at the time of publication. 

b) Loughborough University. Zon Eh borous 

Romlingones 2 ete describes an automatic equaliser 

which uses a feed-back transversal filter configuration 

employing modvlo arithmetic. The equaliser operates on 

the signal prior to transmissicn. Since the channel 

single-pulse response is determined at the receiver, 

it is necessary to provide feed-back to the transmit 

terminal in order to optimise the equaliser coefficients. 

c) City University, London 
    

  

De and eyien propose an optimisation algorithm for 

the conventional feed-forward transversal equaliser which 
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can give faster converrence than is generally obtained 

using the normal "steepest-decsent" algorithms. 

a) Queens University of Belfast. 

k 
at ee describe a decision-feedback Boyd and Mond 

equaliser which is particularly suitable for signals with 

impairments arising from multipath transmissions. 

In addition to the work carried out at the universities, 

other work in the JK was reported at the conference on 

"Digital processing of signals in comunicaions” held at 

Loughborough University of Technology in April 1972. This 

work is not taken into account in other chapters of this 

thesis as it was published subsequent to the completion of 

the work reported therein. It is included here, however, 

to make this survey as comprehensive and up-to-date as possible. 

The work reported was as follows: © 

e) S.R.D.E. Christchurch, 

A general review of known equalisation strategies 

has been meee 20 An experimental Aqupment ts. has 

also been constructed, which can be programmed for different 

layouts of equaliser, to cater for various conditions of 

channel distortion. 

f) The Post Office Research Establishment, Dollis Hill, London. 
  

s 
Ryo) Gantribatioue’’ © ° ">> anaicatertuat the Fost 

Office have considered an adaptive decision feed-back 

egualiser for use on switched telephone network circuits 

using v.s.b. amplitude modulation at 2400 Bauds. There 

is close agreement between results obtained by the Post 

Office and similar results reported in this thesis. 

  

g) Raca go Limited. 

The equaliser used by Racal-Milgo in their commercial 

Ak. 
high-speed data modem 5500/96 is described The 
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development work for the equaliser was carried out by 

the Milgo Corporation in the United States. 

The work described in chapter 9 of this thesis was presented 

4.55, 
by the author at the Lourhborough conference 

aioe.



  

5. ASSESSMENT OF 1 

  

ANSVVYRSAL FILTER NETWORK CONFIGURATIONS. 

Introduction. 

In this chapter various filter configurations are compared 

and the factors roverning the choice of the optimum configuration 

ain any given application are considered. Consideration is 

also -miven to methods of implementing the tapped delay-line 

which forris the basis of the transversal filter. The various 

strategies for setting the filter coefficients are considered 

in detail in the following chapters. 

  

Choice of Filter Configuration. 

The most appropriate filter confisuration, the number 

of delay line modules necessary to obtain satisfactory 

equalisation and the optimum disposition of these modules 

with respect to the reference tapping point (i.e. the tap 

associated with the coefficient Ky in equation 3.2.) are 

all functions of the characteristics of the equivalent 

base-band channel to be equalised. Since the cost of any 

practical equaliser is almost diréctly proportional to the 

number of delay modules it contains, it is of obvious economic 

advantage to select the equaliser parameters co that the 

required degree of equalisation can be obtained using the 

least possible number of delay modules. Also, where 

multiplier coefficients are stored in quantised form, the 

provision of unnecessary stares simply leads to a deterioration 

in the degree of equalisation that can be achieved by the 

addition of further errors due to quantisation. 

. In general the detailed characteristics of the transmission 

channel are not known in advance and the most suitable choice 

of configuration is that which most adequately satisfies the 

Pange of Claracteriotlus tial wouLu surwally be encountered 

under the specified operating conditions. 

ioe



Dede Consideration of Basic Transversal Filter Configuration, 

In this section we consider the degree of equalisation 

that can be achieved for various v.s.b. modem designs 

operating over leased ‘data quality' lines using the basic 

transversal filter confiruration. The minimum value of 

intersymbol interference (D.._) that can be obtained with 
min 

a given number of delay modules and a given disposition 

about the reference tap was computed for those equivalent 

base-band channels shown in table 1.1. which have an initial 

intersymbol interference Deca This was done by solving 

the set of simultaneous equations (3.5.) to obtain the 

optimum values for the multiplier coefficient settings. 

From these coefficient values the residual intersymbol 

interference De) remaining after equalisation was then 

computed for each case considered. 

Graphs showing the variation of residual intersymbol 

interference Daa with number of delay modules L and with n 

disposition about reference tap, where p is number of taps 

before reference tap and q is number of taps after reference 

tap (i.e. L=p+q+1), were plotted for each channel response 

considered. These are given in figs.5.1(a) to 5.1(e) 

It should be noted that the values of D, indicated on 
min 

these graphs are those that would be obtained under ideal 

conditions and does not take into pcesunt the deterioration 

in D resulting from quantisation and other errors that may 

occur in the coefficient settings. These factors are 

considered in more detail in section 5.4, 

It will be seen that there is virtually no difference 

between the equaliser reauirements for modems using the A and B 

paraueter sets 4S Gelaiied in appeuaix |. ine choice between these 

two parameter sets will therefore depend entirely upon their 

effect on the modem implementation, 
he
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5.4. 

The computations indicate that the most suitable tap 

@ispositicn for the basic equaliser configuration used in 

this application is a symetrical distribution of coefficients 

about the reference tapping point. This is surprising, 

since a cursory glance at the time domain responses given 

in appendix 1 would indicate that the anticipatory response 

was generally less significant than the trailing response. 

With a total of 15 delay-line taps, all the 2400 symbols/s 

modem-line combinations can be equalised to better than a 

0.05 residual intersymbol interference Do: The figure is 

improved to better than 0.025 for a total of 19 delay-line taps. 

The channel characteristic L1J is for the same line and 

modem combination as L1A but, whereas L1A uses the idealised 

approximation for the shaping and v.s.b. filter characteristics 

as described in appendix 1, Lid uses gharattericties obtained 

by measurement of a practically implemented filter. A 

comparison of the results for these two channels characteristics, 

given in figs.5.1(a) and 5.1(f), indicates that the ‘idealised' 

approximation gives results which do not differ significantly 

from these obtained using actual measured characteristics. 

Similar computations were carried ont for equivalent 

base-band responzes W1A, W1G, W2H, and R1K, as these are used 

for comparative purposes elsewhere in this thesis. The 

results of these computations are giver in figs.5.1(g) and 5.1(h). 

Consideration of Recursive Transversal Filter Configuration. 
  

We now consider the degree of equalisation that can be 

obtained using the recursive equaliser configuration. 

The computation for this configuration is somewhat more 

complex than for the basic configuration, because the provision 

of dineufficient feend-hack sections may well cause the trailing 

dispersion to be extended indefinitely. On the other hand, 

since complete equalisation of the trailing response can 
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be achieved with the number of feed-back sections equal to 

the number of symbol periods in the trailing response, there 

is no advantage to be gained by the provision of any further 

feed-back taps. We therefore assume that just sufficient 

feed-back sections are provided to fully equalise the trailing 

response and that all the additional sections are associated 

with tna anticipatory response. The lower curves (marked 

“not quantised") in figs.5.2(a) and 5.2.(b) show the comparison 

between the degree of equalisation that can be achieved for a 

given number of sections in the recursive configuration using 

the disposition of sections described, with that obtained using 

the same number of sections in the basic configuration, assuming 

optimum selection of the disposition of the sections about the 

reference coefficient. 

It will be seen that for leased telephone-line type channels 

there is no advantage in using the recursive configuration, 

except where a very high degree of equalisation is necessary 

requiring the provision of a large number of equaliser sections. 

However, the graphs for characteristic R1K indicate that the 

recursive configuration can be very advantageous when used in 

connection with channels characterised by the presence of large 

echoes. Such echoes are typical of h.f. and troposcatter radic 

channels?’ ", where they occur as the result of multipath 

transmission effects. They are also encountered on connections 

established through the normal switched telephone networko: 

Effect of Quantisation of Coefficient Values. 

In most practical implementations of automatic equalisers 

it is desirable (and sometimes necessary) to store and update 

the coefficient values so that they have discrete step 

increments. This quantisation of the coefficient values 

means that the intersymbol interference cannot, in general 

be completely cancelled at each sampling instant. Instead, 
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a small residue exists which causes a deterioration in the 

optimum condition that can be achieved for a given number 

of taps. 

The effect of the quantisation of the coefficients is 

somewhat dependent on the strategy used to set them up. 

If the coefficients are calculated directly and rounded off, 

the quantised value chosen will be that nearest to the 

ideal value. If the increment step size isA, then the 

magnitude of the maximum error will be th. Since the 

probability distribution of the error magnitude will be 

uniform for values 0 to 4A, and zero outside this range, 

the mean error en will be +A. On the other hand, with 

automatic and adaptive strategies, the coefficients wiil 

normally alternate between the quantised values either side 

of the ideal value and the mean error e, then becomes th. 

The value en represents the average contribution to the 

intersymbol interference due to quantisation per tap of 

the equaliser. The total mean deterioration in intersymbol 

interference due to quantisation for the complete equaliser 

(D,) is therefore given by; 

Dy = €, +L. 

The effect of this deterioration is itiuetated in 

figs.5.2(a) and 5.2(b), where the mean error ox has been 

taken to be 3A. It will be seen that, whereas with 

optimally adjusted coefficients the intersymbol interference 

tends to zero as the number of taps tends to infinity, with 

quantised coefficient adjustments there is a minimum value 

of intersymbol interference, associated with an optimum size 

of equaliser, that can be attained for any given increment 

size. Further reduction in intersympol interference can 

only be achieved by reducing the size of the coefficient 
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5.6. 

5.7 

increment. This has the effect of increasing the time 

required to set up the equaliser when certain iterative 

adjustment strategies are employed. This problem is considered 

further in chapter 7, where the operation of various adaptive 

equaliser adjustment strategies is studied in detail. 

Delay, Module Implementation, 

One of the problems associated with the design of transversal 

equélisers is the choice of a suitable delay module implementation. 

The perfect delay-line is unattainable in practice and a 

compromise has to be made between choosing a delay element which 

causes little distortion of the applied signal and one which is 

not inordinately complicated or expensive to implement. 

The conventional lumped network delay-line constructed from 

LC elements does not lend itself well to this purpose since, 

in order to obtain the necessary quality, each section must 

consist of several elementary delay networks, each of which 

in turn consists of several expensive and bulky components. 

Good timing accuracy is required t> avoid the formation of 

cumulative delay errors along a line consisting of several 

delay sections. This demands accuracy in the components 

from which the delay-line is constructed. 

The Active All-Pass Phase-Shift Network as a Delay Element.   

One possibility for the construction of a suitable delay 

element is the active all-pass phase-shift network. A study 

was therefore carried out to assess the suitability of such 

networks for this application. 

a) Requirements. The requirement is for a delay-line section 

which has a substantially constant delay characteristic 

over a frequency band from zero (d.c.), to an upper band 

t is of the 

  

seek ys Buch that che delay 

order of 1.51) radians. The second order all-pass network 
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appears to give the best compromise between meeting this 

requirement and the necessity of keeping the circuit configuration 

reasonably simple. This study is therefore based on the 

second order network. 

b) fhe Second Order Network. The function describing the 

transfer characteristics of an all-pass network consists of 

the ratio of two nth order polynomials whose roots are in 

quadrantal symmetry. A second order all-pass function 

would have the form: 

peroneal o re Pave fe <mamerel dete 

    

Gis) tee 
(s + 5,)(s + 5 

(See fig.5.3.) 

jw Ss plane 

* 
“5, x ° By 

:. ee o 

* 
Poa One| 

-jo 

Fig.5.3. Sineularities of Transfer Function of 
  

Second Order 'All-Fass' Network. 

* “ * 

If we let 5, +5, =e and 5,5, =p 

then (5.1.) becomes: 

Gla) = Ses +8 Lee WAL.S SEs (ae) 
s* +5 +B 

Again, let s = JU) whence (5.2.) becomes: 

G(w) = (B-0*) — justo 
(B-V) = Gue 

Arg.G(w) Hence the phase characteristic $ (w) 

-2 arctan ae 
-59- f-we 

"



and the delay T(W) = - 

meee trees eC Oss) 

  

Substituting in 

: 
Ee) » X =WR and k =0R, where R = 

Thence (5.3.) becomes: 

2k 

equation (5.3.) to eliminate a variable, 

we let y = 

  

2 
  +k) 

y= ; 
mie KGcwea)ge wie 

© ee, omaerel een Oethe) 

Graphs of y against x for various values of k are given in 

fig.5.4. k = 3 is maximally flat. 
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Let the nominal delay = T(o) 

.. The delay-bandwidth product = To) XD, (wpe bonelunctth) 

= ¥ Go) Xx, xb = normehged 
bendundit ) 

preduct of 1.5%, 

  

for a delay-bandwidth 
  

More than one delay element may be used per delay line 

section. However, the delay-bandwidth product per element 

then becomes the celay-bandwidth product per section, divided by 

the number of elements per section, n. The normalised upper 

frequency bound x, then beccmes x, = *b 5 -For each valve of 

xy there is an optimum value of k we minimises the variation 

in delay over the frequency band. For n = 1, the maximally 

flat curve, with k = 3, is optimum. 

Fig.5.5 shows the devietion in delay AT, where 

TC max) =F (man) 

TX nom) 

against k, for n = 2, 3 and 4. 

      oo T 7 7 r ’ 

= 22° aH 2Q-b 29 %0 

Pig.5.56 Deviation in Delay Factor versus k. 
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From these graphs the values of Kopt) and TM min) are taken. 

Tonese aré tabulated in the follo ig; table. sang fies, is the 

delay distortion per delay line section. 

e or min) eCopt) AT min) 

4 2.36 0.547 3 0.547 

a 1.18 0.0? 245 0.14 

B 0.79 0.012 2.79 0.036 

He 0.59 0.004 2.88 0.016 

©) Estimate of Acceptable torticn. In order to make 

  

a qualitative assessment of the degree of permissible 

distortion, computer simulation of the response of 1, 5 and 

43 section delay lines to a 25% cosine roll-off band-limited 

single-symbol stimulus was carried out. The intersymbol 

interference D was also computed in each case in accordance 

with equation (2.3) The summation was restricted to 16 

samples since the samples became Seienerieeat outside this 

range. The values of D obtained are given in the following 

table. The 25% cosine roll-off band limiting filter itself 

gave an intersymbol interference of 0.013. 

  

  

No. of Sections 

=a ~- 1 Sect. 5 Sects. 13 Sects. 
n 

‘i 0.408 ~ 0.750 2.407 

2 0.129 0.235 0.642 

3 0.043 0.126 0.454 

4 9.080 0.065 0.033             
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The plotted response waveforms are given in figs.5.6(a) to (m), 

the sampling points beine indicated on the waveforms. 

Although the aticunt of distortion that can be tolerated 

is a function of the algorithm used te adjust the equaliser 

coefficients, it is unlikely that a binary channel could be 

equalised satisfactorily if the distortion contributed by 

the delay-line is in excess of 0.25. For a 5-section line, 

2 elements per section may therefore be satisfactory but 

3 elements per section would be required for a 13-section 

dine. The number of sections required depends on the degree 

of equalisation it is necessary to provide on the data channel. 

For a multilevel channel, 4 elements per section would seem 

to be necessary for satisfactory operation. 

a) Realisation of Second Order Network. A second order active 

network can be synthesised using the basic circuit configrration 

shown in fig.5.7. 
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Pie. Sue Basic Delay Element. 

  

The overall transfer characteristic Gis is given by 

4 : 
Gra Tee 2Giaa ~ Saap 

42c 

To realise the polynomial of the all-pass function 

s° Sica ee 

  

s&s + ks + k 

we can identify certain parts of the polynomial with the 

transfer characteristics of networks 'e', 'b' and 'c'. 
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One pessibilit 

Thus the networks b and ec can be identical. 

y is G = 

  

bridged 

Realisation of Gj5, 

network to give real frequency transmission 

tyr 

requires a twin 'T! 

Zeros. Gon and Grog may be realised with a 

network. A complete circuit diagram for the Jelay element 

is given 

  

in fig. 5.5. 

  

  

  

  

  

  

  

  

  
  
  

ee ub: 

i i : 

Pige5.S. Circuit Diagram of Delay Element. 

Normalised values of the components required for k = 2.43 

and k = 2.78 are given in the following table 

| Koso )eeeks } er78 k 2.43 2.78 
Cia 2 on Ria 0.327 0.265 
C2a 3.04 3.55 R2a 0.139 0.139 

C3a 2 2 Rda Ob 4h 0.363 

C1b 1 4 Rha 0.503 0.558 

C2b 4 4 R1b 0. 824 0.72 
Cic 4 4 R2b 9.5 0.5 

Cec 4 4 Ric 0.824 0.72 
R2e 0.5 0.5 

0.278 0.311   
The following table gives a set of component values for 

an equaliser operating on a data stream having a symbol rate 

of 2400 Bauds. The values giver are suitable for realisation 
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using thin-film techniques. 

R2b 
Ric 

R2c 

RS 
irae Sle sas she = 
    
Capacitors in pF. Resistors ir kilohms. 

Laboratory models of single delay-liine sections were 

constructed using discrete components for values of k = 2.43 

and k = 2.78. The amplifier used for these sections was the 

Fairchild differential operational amplifier type pa?o9. Tests 

on these sections confirmed the performance predictions given 

in fige.5.6(e) and 5.6(h). 

Sampled Data Delay-Lires. 

We have shown that it is possible to realise an active 

all-pass network delay-line element which can be manufactured 

using thin-film cirzuit techniques. The cost of such a 

delay-line, however, was still somewhat. excessive and alternative 

methods of obtaining the égelay function were therefore 

considerec. Since the duta is determined at the receiver 

by sampling and slicing the received signal at the symbol 

transmission rate, it would seem reasonable, provided the 

symbol timing can be extracted before equalisation, to carry 

out the sarpling prior to equalisation and to perform the 

equalisation So eceeron the resulting sampled signal. 

Associated work on data moder design’? indicated that, 

even when the intersymbol interference is such that the 

received cata 'eye-pattern' is completely closed and it is 

thus impossible to decipher the actual data content without 
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5.9. 

equalisation, it is in fact still quite feasible to extract 

sitions of     the symbol timing from the signal polarity tra 

the unequalised signal. As the symbol timine can be recovered 

from the received signal before equalisation, it is thus possible 

to equalise the received signal following the sanpling process. 

Since the equaliser is now only required to process the 

sample values, a full analogue delay-line is no longer a 

necessity. There are two possible ways of storing the time- 

sampled signals; either the sample amplitude is’ stored on an 

analogue basis, using, for example, capacitive storage, or the 

sample amplitude is also quantised and stored digitally using, 

for example, shift-register storage. At the time of this 

investigation large-scale integration technology was not 

generally available and so capacitive storage was given 

consideration. 

Capacitive Storage. 

There are two basic approaches to implementing a suitable 

capacitive store; one is to use a pushdown! type store, where 

the information is stepped along a series of storage locations 

under the control of a clock pulse, and the alternative is to 

store samples in fixed locations and to access by means of 

a commutator. The commutation logic required, however, 

proved to be quite complex and only the former type of store 

was therefore considered. 

A schematic diagram of the basic storage element is given 

in fig.5.9. 
h 

|   
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A | 
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Fig.5.9. basic Delay Line Element. 
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A master-slave storage arrangement is required to provide 

memory during the transfer operation. The cleck waveform X 

is provided normally and in 

  

arted at the symbol transmission 

rate. The normal phase opens gate 1 for the first half of 

the clock period, thus charging storage capacitor C1 to the 

input voltage Vine The inverted phase opens gate 2 for 

the second half period so that the storage capacitor C2 is 

charged to the sam2 potential as C1. The gates are 

bi-directional analogue gates with low 'on' resistance, low 

leakage in the ‘off' condition and low d.c. offset. The 

Fobet. gates a is a suitable method of realising the Saati rad 

conditions. Unity gain, high input impedance, low cutput 

impedance, low d.c. offset amplifiers are required forthe 

buffer amplifiers. Suitable low-cost operational amplifiers 

are available for this application. 

If C1 is made very much larger then C2, so that C2 can be 

charged from C1 without significant loss in veltare, then 

it is TOneiple to dispense with buffer amplifier A1. The 

difficulty with this approach is that C1 has to be kept 

sufficiently small to charge fully via the pate 'on' resistance 

during its charging period, whereas G2 has to be kept sufficiently 

large to prevent significant change in voltage due to leakage 

over the same period. By careful choice of the C1 charging 

period it is possible to obtain an optimum C1/C2 ratio, but 

additional logic is then required to obtain the optimum 

charging period from the standard symbol-rate clock available 

from,the modem. 

Another alternative is to commutate two capacitors for 

alternate symbol clock periods so that whilst one is charged 

from the previous stame, the other is, at the same time, 

hoiding the earlier sample at the input to its own stage. 
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The arrangetient is illustrated in fig.5.10 

  

Fig.5.10. Gated-Capacitance-Store Delay Network. 
  

Since the original study was carried out, this latter 

arrangement has been implemented elsewhere using thin-film circuit 

eo 
technology Even more recently, the basic design described 

in this section has been implemented using HOS large-scale 

5.6 
integration °~ and a variation on the design using bi-polar 

large-scale integration?’ ’. 

5.10. Digital Storage. 

Since large-scale integration is now commercially available, 

the implementation of the equaliser, including the delay-line 

function, can be carried out using entirely digitel techniques. 

The delay-line function is shown schematically in fig.5.11. 
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Fig.5.11. Digital Implementation of Delay-Line.
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The input signal to the equaliser is quanti by means 

of the analogue-to-digital converter (ADC). The digitised 

sample values are then either shifted serially (fig,5.11(a8)), 

or in parallel (fig.5.11(b)), along a shift-register arranrement, 

the sample values passing from one storage location to the next 

at the symbol trans 

  

ion rate. The number of quantisation 

levels required for the line signal is calculated in chapter 9, 

  

where the design of an entirely digital equ ser is considered 

in detail. 

Conclusions on Methods of Delay-Line Implementation. 

A number of methods of obtaining the delay-line function 

for the transversal equaliser have been described in the 

preceeding sections. The choice of method used in any given 

situation will depend largely on the techniques used in the 

construction of the associated equipment. Where peodueitow 

quantities are large enough, the use of large-scale integ.ation 

becomes an attractive possibility. In these circumstances, 

digital storage would almost certainl, be vwsed for the delay-line 

function. If, however, insufficient demand is foreseen to 

warrant the use of large-scale integration, thcn digital 

storage becomes much less economically attractive. In these 

circumstances the capacitive storage delay-line would generrlly 

seem to be the besi solution. An experimental automatic/adaptive 

equaliser was built using this gecnntauel- © and very satisfactory 

performance was obtained. This equaliser is currently being 

engineered for quantity production (see section 1.2). 
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6. AUTOMATIC P 

  

SET ADJUSTMENT STRATEGIES 

Introduction. 

The first priority of this work was the provision of 

automatic equalisation for leased ‘data quality' lines 

because these were already being widely used for the transmission 

of digital data. Since these lines have virtually time-invariant 

characteristics, it is not necessary for the equaliser to be 

continually adapting throughout the course of transmission of 

data. This means that the equaliser coefficients can be 

set up using.an initial training pattern transmission, which 

is known a priori at the receive terminal as described in 

para. 2.2(a) As this yields more reliable updating information 

than can be obtained by the assessment of errors in an unkown 

signal, it is possible to obtain faster convergence rates than 

is possible without the use of a training pattern transmission. 

There are a number of different automatic pre-set adjustment 

strategies which can be used to set up the coefficients of the 

transversal equaliser, the simplest of these, however, is 

limited in use to where the unequalised intersymbol interference 

Do is less than unity. Because of this it is desirable, 

wherever possible, to use modulation parameters which, 

together with the expected range of line characteristics, will 

Generally yield an equivalent base-band channel which has an 

unequalised intersymbol interference Do which satisfies this 

condition. This may necessitate the use of a sub-optimal 

symbol transmission rate to avoid the line transmissione-band 

limits which cause the greatest amount of signal distortion. 

If higher symbo)} transmission rates are essential, then 

more complex equaliser strategies are available which will 

converge whatever value the unequalised intersymbol interierence 

Do takes. It must be borne in mind, however, that it will 

=74-



not be possible to reduce the intersymbol interference to an 

acceptable value by means of the equaliser if the equivalent 

base-band channel band-width is inadequate to support the 

transmission according to Nyquist's criterion. The contravention 

  

of Nyquist's c erion always gives an intersymbol interference 

equal to or greater than unity. 

In this chapter we consider first the problem of automatic 

pre-set equalisation for channels where Do is always expected 

to be less than unity. We then consider a strategy proposed 

by Tuckyes for systems where the unequalised intersymbol 

interference Do can take on values equal to and greater then 

unity. Since the absolute convergeuce of both these strategies 

is dependent on the use of perfect delay-line modules, we also 

consider a strategy that can he used an conjunction with more 

general sets of networks than simple unit delay uetworks. 

The relative performances of these three strategies, used in 

conjunction with imperfect unit delay modules, is then 

demonstrated by computer simulation, 

The use of sets of networks other than unit-delay modules is 

then considered, including the use of delay networks where the 

delay period is a fraction of the symbol period. The advantages 

and disadvantages of such networks are discussed. 

An Iterative Pre-Set Equaliser Stratery for use when D4 

We have stated in section 2.1 that for DX all that is 

required is to adjust the cverall sampled single-pulse response 

y(mT) so that: y(mT) = O for OXm pra, mép, 

y(mf) = 1 for m=p. 

Because the stratery requires the adjustment of the single- 

  

pulse response to give voltage zeros at the sampling instants, 

it is frequently referred to in the literature as the " Zero 

Forcing Strategy".



Since the coefficient adjustments are substantially 

independent for Do <i, it is possible to simply increment 

the coefficients in steps, the sign of the increment being 

opposite to that of the corresponding sample in the single-pulse 

response, ive. GK, = -Asen y((x+p)T) 

where A is the increment step size. 

This stratesy was originally proposed by R.W. Lucky of 

Bell laboratories®*! and has been implemented in the course 

of this work both by computer simulation and also in hardware. 

Lucky has shown that the algorithm is convergent for all 

conditions of Do<1s assuming perfect delay-line modules 

are used. 

In order to implement this strategy it is necessary to 

determine the single-pulse response of the system. To do 

this a pre-determined training pattern is transmitted by the 

sender terminal, the a priori knowledge of this pattern at 

the receiver being used to compute the single-pulse response 

from the received signal, In theory there is a very wide 

range of training patterns that could be used for this purpose 

In practice, however, there are basically three types of 

pattern for which it is relatively easy to perform this 

computation. 

a) Single-Pulse Pattern, The simplest form of training 

pattern consists of single pulses representing one transmitted 

symbol separated by a pericd that is longer than the time 

duration of the overall response of the system. This 

separation is necessary to avoid interaction between the tails 

of the responses of adjacent pulses. This pattern gives the 

single-pulse response of the system at the receiver terminal 

without further computation. Although it has been widely 

used because of this computational simplicity, it does, 
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Vaventve ieee, have a number of disadvantages. 

Firstly, the pattern contains a d.c. component which 

cannot normally be transmitted through the modem, since these 

are generally a.c. coupled *o prevent variations in the 

d.c. conditions being reflected into the output signal. 

This can be eliminated quite simply, however, by transmitting 

each alternate pulse of opposite polarity. 

The second disadvantage is that the zero voltage condition 

which has to be sent between the pulses is not normally one 

of the discrete levels used in either binary or multilevel 

transmission. This arises because,for ease of encoding,it 

is usual to operate at ee levels which are then spaced 

symetrically about zero so.that random signals do not produce 

a d.c. component in tne data stream. It means that special 

facilities have to be provided in the 'send' modem to provide 

this zero voltage condition. It also means that the transmission 

is no longer compatible with an equaliser functioning in 

the adaptive mode if dual mode operation, as described in 

section 8, is envisaged. 

A further disadvantage is that a number of single-pulse 

patterns must be transmitted and the received signals averaged 

in order to eliminate any perturbations of the received signal 

caused by noise. 

b) Reversals Training Pattern. Instead of sending 

single-pulses, alternate reversals from positive to negative and 

negative to positive are sent, the signal being maintained at the 

positive or negative level between reversals (See fig. 6.1). 

Then the response to alternate positive and negative single-pulses 

can be computed by delaying the equaliser output by one 

symbol period and subtracting the delayed signal from the 

direct output. 
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Fig.6.2. Circuit to Compute Single-Pulse Response from 

Response to 'Reversals' Pattern. 

A schematic of the computational circuit is given in fig.6.2. 

This 'Reversals Pattern' has the advantages that there is no 

d.c. component in the signal and the tranenieeed levels can be 

standard multilevel transmission levels. The signal is therefore 

compatible with equalisers Gueraene in the adaptive mode, though 

such operation will not generally be ideal since it is necessary 

for the transmitted signal to be random in nature for proper 

operation in this mode (See section 7). 

As the computation of the single-pulse response involves 

the determination of small differences between two relatively 

large quantities, care has to be taken to ensure good eccuracy 

in the computation circuits. 
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c) P.r.b.s, Training Pattern. The pseudo-random binary 

sequence (p.r.b.s.) is another useful training pattern. 

6.2 to ores the 
Because of the special properties of p.r.b.s. 

single-pulse response can be obtained by cross-correlation 

of the signal at the equaliser output with delayed versions 

of the same p.r.b.s. generated at the receive terminal. 

Many modern modems incorporate a data ee jin 

order to give properties of randomness to the transmitted 

data stream, The transmitted sequence from such a modem in 

the 'rest' condition (i.e. an all-zero Seiiente input) will in 

fact be a p.r.b.s. The descrambler in the receive modem 

is readily usable to gpenerate the delayed ponecane of the 

p.r.b.s. required by the equaliser. The pattern peneration 

facilities required are therefore already incorporated in 

these modems. 

Although a number of correlators are required, these in 

fact prove to be very simple as the multiplication function 

consists of simple satings, one of the inputs taking only 

the values of +1 or -1. A schematic diagram of the correlator 

is given in fig.6.3. 
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6.3. 

The main advantage of the p.r.b.s. test pattern is that 

the signal is equally compatible with equalisers operating in 

the adaptive ane automatic pre-set modes. The correlation 

process eliminates the effects of noise on the response 

determined over a single pattern transmission. It is therefore 

possible to achieve faster setting-up, a feature which is of 

interest where fast aquisition of the conditioned data channel 

is a prime requirement. 

If sufficient computing power is availabe at the receive 

tanminai? it is possible to calculate the coefficient values 

directly from the single-pulse response using the equations 

(2.5) given earlier. It would not generally be economical, 

however, to provide special-purpose computing circuits 

especially for this operation within the actual modem equipment. 

Lucky's Iterative Stratery for p31. 

6.1 
  

Lucky has shown that the zero-forcing strategy described 

in the previous section will not guarantee a minimum D condition 

where DoS 15 in fact it may actually increase D to a value 

greater than the unequalised value Doe He therefore 

proposes an alternative strategy for minimisation of D which 

can be used under all conditions. In this strategy the 

coefficients are adjusted by some constant amount in a direction 

opposite to the sign of the function 

3, -S Cie ae hyh_,)-sgn Yee © + ws (609) 

n=-09 
n/O 

where hy = h(xT) and y = y(xT). 

Alternatively, the adjustment may be by an amount 

proportional to the derivative (Although see comments in 

section 6.4, which also apply here. ) 

To have available the necessary values of hy to perform 

the computation, it is necessary to provide a delay-line 
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which has ideal delay. The use of conventional delay-lines 

with this strategy is therefore impracticable for all but very 

small equalisers since the cumulative dietortion along the 

line can become very significant. To combat this:a strategy 

has been developed which enables use to be made of more 

general classes of network than the tapped delay-line of the 

conventional transversal equaliser. Since the strategy 

described in this section is simply a special case of the 

general network strategy, a separate mathematical treatment is 

not given here. 

6.4. A General Network Strategy for Dot. 

The mathematical treatment given in this section was 

suggested to the author by Dr.L.F.Turner of Imperial College 

6.6) 
of Science and Technology, London 
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Fig.6.4, Equaliser Using 2 Parallel Bank of Linear Networks. 
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If the unequalised single-pulse response h(t) is fed in 

parallel to M+1 arbitary linear networks whose outputs in 

response to the input function h(t) are fo(t), £4(t) oe fy (t) 

respectively, and these outputs are combined in a summing 

network as shown in fig.6.4, then the overall system single-pulse 

response y(t) = Kofo(t) + Kjf,(t) +... «+ -Kyfy(t). 

The overall system output at time t=nT in response to a 

single-pulse stimulus at the system input is then given by: 

y(t=nT) = y, = Kofo(nT) + Kyf,(nT) + © 6 6 -Kyfy(nT) 
n 

M 

nm Ca cae Le 

4=0 

where fj, = f(T), is the sample value of f(t) at the 

time t = nT. 

The object of the equalisation process is to adjust the 

weighting coefficients Ko, Ky + + « Ky. 80 as to minimise 

the intersymbol interference D. If, 2s in section 3.1, we 

normalise the units of y(t) so that the equalised single-pulse 

response amplitude is unity at the main sampling instant pT, 

then the condition for minimum inteveynbol interference is 

satisfied when the Ks are adjusted so that y(pT) = 1 and 

Se . 

D= \ jy@D] Saminimum sles 2s os) 68 (G65) 

M=-o 

mép 

(Compare with equation 3.4.) 

The only restrictions in the choice of networks is that 

they be linear and that their output functions £,(nT) be 

linearly independent. 

In the following analysis it is assumed that f(t) is 

normalised to have the value of unity at the reference instant 

t= pT. Using Ky to satisfy the constraint on y(t) at t = pT, 
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it follows that: 

y(pT) = 

  

= = ry oe ee p= 4 = Xofop + Kita + Ky Mp, 

and since fon is normalised to unity, the value of Ko satisfying 

the constraint condition on Yp is: 

wird a) oi a we i res) we ok Ou ey 

  

On substituting for Kj, equation 6.2 becones 

z M M 

n bela List} 7 . Sa 
aa et 

= fon oa eS (Sa Sona 

and, on using this expression for Yn in equation 6.3, the 

ee " 

intersymbol interference D can be written as: 

so 4 M 

D= > fon + Sy K, [Fin - fon*s]| sce (Ge) 

N==99 i=1 
nép 

The object of equalisetion is to minimise this expression 

by varying the weighting coefficients Ks Koy oe Kus 

Ky being given by equation 6.4, 

If it can be shown that D is a furetion of the M variables 

Kas sees Ky having a single minimum value Dys then it is 

possible to carry out the minimisation process on an iterative 

basis, with the costiiesents being gradually adjusted to their 

os 
oytimum values. 

bol interference 

  

Let Ds Ci = Sigal. we BT) be the inters 

when the weighting coefficients K, .... Ky are set to 4 

Ki4 2 ike 6 respectively, and let Dy be the intersymbol 

  

interference at any interuediate setting where the we 

  

ting 

coefficients have the values: 
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  Ky. = Keq = 84Kyq + Qpkag + cove eee Ay kyy 

K, = Kyo = aKio + asks + ccccsnct ayo 

A . oe eo pect ya(Ono) 

Ky = Key = OgKyy + Qokoy + ceeeeeet Ayko 

M 
with 0 ga, <15 ie ere. ar aes a, =. 

424 

In order to show that the intersymbol interference D 

has a single minimum value, it is only necessary to show 

that Dy is less than or, at most, equal to any of Das Dos oe Dig 

at the M distinct settings of the equaliser. Thus it is 

only necessary to prove that: 

i 

DS > Dy. > and 
Jet 

From equation 6.5 it can be seen that 

  

oe M 
fc 1 

Dyas ; 4 lon e : ea ‘ fin fontin| 
n=-w L is C 
n#p 

and, on substituting for Ky, from 6.6, we get: 

os 
M 

Dy = > ‘(e + 3 (askyy + ceet Aykys) Va = fonts 

N=~e i=1 
nép 
co 

M 

z yeh. (ton : > Kos [fin = tot )) 
N=-eo aoa J 

nfp M 

tH acon 

  

Since fe + x. 

clear that: 

Ot



oS 

M SD ifes (on® Do Hs [een ~tote])] =a int 
oo : MO e 1 

Le a /_ilen (fon + o Kg [ in - tootse}) I 

That is: 

Dy Ka,P, +. to ee et ADs 

which proves that D has a single minimum value Dy 

Since the intersymbol interference D has a single minimum 

value, an iterative technique can be used to minimise the 

value of D given by equation 6.5. An iterative ctrategy 

is therefore required to systematically adjust the weighting 

coefficients to effect this minimisation. One such method 

6.7. In this method, the slope is the method of gradients 

of the function with respect to each fi the variables 

Ky Kay ones Ky is derived and each variable is adjusted 

ina direction opposite to the sign of the derivative by some 

constant amount, or by an amount proportional to the derivative. 

In the present case, the method in which the variables are 

adjusted by amounts proportional to the derivatives is not 

very satisfactory, since equation 6.5 is piece-wise linear 

and its derivatives are therefore constant close to the 

minimum, and may be large. 

The function D of equation 6.3 can be written os 

o> 2 

 



6.5. 

From equation 6.7, the partial derivative with respect to 

the a weighting coefficient Ky is found to be: 

aD oe : Sk. = {fin - fonfaphe [eter Yh: pees (GeO), 
i 

n=-co 

nfO 

The adjustment procedure therefore involves the computation 

of the sign of this function for each coefficient, which is 

then adjusted in a direction opposite to the sign of the 

function, either by a small constant change or a change 

proportional to the magnitude of the derivative. 

If the function f(t) is made the channel single-pulse 

response h(t) and the functions £,(t) delayed versions of 

h(t), such that f(t) = n(t).27, the main sampling instant 

of h(t) beine defined as t = 0, then the equation 6.8 becomes 

the equation 6.1 of section 6.3. The algorithm “escribed 

in section 6.3 is thus the special case of the general algorithm 

when the networks are perfect delays of integer multiples of 

the unit-symbol period. 

Computer Simulation Program for Automatic Pre-set Equaliser 

Strategies. 

A computer program was written to enable simulation 

experiments to be carried out to determine etnies of 

the automatic pre-set equaliser strategies described in the 

ctions, A flow-chart of the simulation program 

  

preceding 

is given in fig.6.5. 

The equaliser specification and the single-pulse response 

of the channel to be equalised are provided to the computer 

as program input data. The equaliser specificstion details 

  

the number of delay , the position of the reference 

tap, the size of the coefficient increment and the strategy 

used to update the coefficients. It is also possible to 
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Fig.6.5. Flow-Chart for Automatic Pre-set Equaliser Program. 

vary the delay-time per section from one unit-symbol period 

by a specified proportion, so that the effects of timing 

error can be studied. The sampling instants are assumed to 

be correctly defined at the reference tapping point. 

The program prints out the initial conditions of the 

equaliser and the conditions following each iteration of the 

sation process. The polarities of the coefficient updates   eqvali 

  

are computed according to the stratery specified in the input 
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6.6. 

data and the coefficients are incremented in steps, the 

magnitudes of which are also specified in the input data. 

The program automatically terminates when all the coefficient 

values have converred to a condition of oscillation between 

two adjacent steps in the quantised value scale, or after 

200 iterations, whichever occurs the earlier. 

The program is written in FORTRAN IV language and the program 

card deck is compatible with the IBM System/360 Operating system. 

Effect of Delay-Timing Errors on Equaliser Performance. 
  

One of the major deficiencies in the use of conventional 

delay elements in the transversal filter is the accuracy to 

which the delay-time can be achieved. The computer program 

was therefore used to determine the effect of delay-timing 

errors on the performance of the various strategies described 

earlier in this chapter. For these eo the delayed waveforms 

were taken to be exact ropeee of the input waveform, but 

the delay period of each delay-line element (&) was altered 

from the symbol period (T) by a fixed proportion A, such 

that C = (1 +A). The sampling timing was arranged to be 

ideal at the reference output. 

Table 6.1 gives the results of tests on five equivalent 

abe tea channel responses, equalised by means of thirteen~- 

tap, non-recursive transversal equalisers, the fifth tap 

being taken as the reference output. The coefficient 

increment was 0,01 and timing errors of +5 % ana t20% 

were introduced. For the first three channel responses, 

where. De is less than unity, both the strategies described 

in sections 6.2 and 6.3 were used, the results in each case 

being identical. However, since the responses X1 and X2 

have Dyyts only the strategy described in section 6.3 was 

applicable in these cases. it is seen that with the size 
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Range of Variation of D After Equalisation. 
Channel D 

Nav Oo Arco Fos eee At=+20%| AT=-20% 
  

  

0.1207 | 0.1178 | 0.1264 
WIA. 0.5127 to to to N.C. N.C 

0.1458 | 0.1430 | 0.1328 
  

0.1339 | 0.1294 | 0.1317 
W1G. 0.5056 to to to N.C. N.C. 

0.1804 | 0.1595 | 0.1545 
  

0.1752 | 0.1473 | 0.1675 | 
WeH, 0.4486 to to to 

0.1770 | 0.1877 | 0.2178 
  

4.7038 | 1.7378 | 1.6869 1.7343 | 1.6064 
X41. 2.0444 to to to to to 

1.7244 | 1.7557 | 1.7269 | 1.7877 | 1.6264 
  

1.1766 | 1.3804 | 71.1914 
to                 

  

X2. 2.5214 to to N.C. N.C. 
1.2534 | 4.3852 | 1.2233 

Q&T = Timing Error. Coefficients before reference tap = 4 

N.C. = Not convergent. Coefficients after reference tap = 8 

Coefficient Increment = 0.01. Non-recursive configuration. 

Table 6.1. Effect of Timing Errors in Delay-Line on Performance 

of lucky's Algorithms. 

  

Chayned D Range of Variation of D After Equalisation. 

oO | - i 
No AT=0 OT=+5% | AT=-5% | AT=+20% | AT=-20% 

  

  

0.1752 | 0.1473 | 0.1675 10.1695. | 0.2002 
W2H, 0.4486 to to to to to 

0.1770 | 0.1877 | 0.2178 |0.1724 | 0.2307 
  

3 1.7038 | 1.7195 | 7.686' 4.6785 rz 
Me 2.0444 to: tog ron Mee ae” 

167244 | 1.7590 | 1.7269 1.6851 1.6850 
  

1.1766 | 1.1794 | 1.1587 [1.2017 | 1.1931 
X25 2.5214 to to to to to 

1.2334 | 1.2408 | 1.2143 |1.2431 | 17,2063                   

At = Timing Error. Coefficients before reference tap=4 

N.C, = Not Convergent. Coefficients after reference tap = 8 

Coefficient Increment = 0.01. Non-recursive configuration. 

Table 6.2. Effect of Timing Errors in Delay-Line on Performance 
  

of General Network Alrorithm, 

aes



6.7. 

and configuration of equaliser tested, a timing error of 

5% is tolerable, but-for errors of the order of 20%, the 

strategies are no longer convergent. 

Three of these channel responses were then tested with 

identical equalisers but using the strategy described in 

section 6.4, he results of these tests are given in table 6.2, 

from which it will be seen that the performance of the strategy 

is unaffected by timing errors of the order of 20%, 

Equalisers with Fractional Delay-Elements. 
  

The fact that the proper operation of the strategy described 

in section 6.4 does not depend on the use of perfect unit-delay 

modules, sugrests the possibility of using delay-elements 

whose delay-times are a fractional proportion of the unit 

symbol period. The advantage of such an arrangement over 

the conventional transversal equaliser is that the dispersion 

of the equalising waveforms no longer increases in proportion 

to the number of equaliser delay sections used. It therefore 

uccomee possible, in theory, to equalise completely any 

finite response with a finite length equaliser’ <, 

Suppose the response extends from the reference point in 

one direction a period of (n+&)T secs. (<1). See fig.6.6. 

  

Fig.6.6. Typical Response Dispersion. 
  

If we delay the response by CT secs. per stage of equalisation, 

and (n + k) stages of equalisation are provided, then the 

response ie extended by (n + k)CT secs., as shown in fig.6.7. 
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Fig.6.7. increase in Dispersion due to Delay-Stages. 

Now we have to satisfy n + k conditions to obtain complete 

equalisation. We therefore have to find the smallest integer 

k such that: 

  n+k¢& eee 

i.e. hee Geta 4 CG 4 > € k+1. 

i.e. kK Q nC+8 4 xC 

 k(1-C) € me +5 

& (n+ k)C +8 Ck+1 

we nC + kC4S << k + 4 

wane 29 eS RC = °C) 

oo CnC 44S), 
a ae 

Thus we select the smallest k such that: 

CH 1B) Sy Cie) es 9) 

For channel response W2H, the values of n and S are as follows: 

a) Anticipatory response: n=4, S= 0.3 

bv) Tae bee cea vouse: Fae TO, S= 0.6 - 

Thus, if C = 0.5, on substituting valves in (6.9) we get: 

a) k = 3 for the anticipatory response and 

b) k =18 for the trailing response; 

which means that 7 variable coefficients before the reference 

tap and 36 after the reference tap, a total of 42 stages of 

equalisation, are required to completely equalise channel 

response W2H, using a delay-line with a delay-time per module 
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of O.5T. Similarly, for C = 0.2, we get k, = 1 and ky = 5 

respectively, giving 5 coefficients before and 23 coefficents 

after the reference tap, a total of 29 stages, for complete 

equalisation. 

Because of the large number of stages required for complete 

equalisation, a test was carried out using the same equaliser 

size as for the tests detailed in section 6.6 (i.e. 4 

coefficients before and 8 coefficients after the reference tap), 

to determine the degree of equalisation obtainable with a more 

limited number of stages. The test was carried out on 

channel response W2H, using a delay-line with a delay-time 

per module € = 0,57. The equaliser converged to a value 

of D with a range of random variation from 0.2774 to 0.3136. 

Since this result is somewhat inferior to that obtained with 

the same size equaliser but with ‘C = T, the size of the 

equaliser was increased to 10 coefficients both before and 

after the reference tap (21 coefficients in all), and a further 

+ series of tests conducted, again on channel response W2H. 

The results of these tests are given in table 6.3. 

  

  

  

  

    

Coefficient Range of Variation of D After Equalisation. 

Increment. Cu 4.0 G2 0.500 meen 

0.1764 0.2213 

a 2 eo fee 
0.1833 0.2382 er eas 

0.1345 0. 1906 0.3125 
0.005 to e0 A 

0.1350 0.1907 0.3258 

a         

Table 6.3. Effect of Fractional Delays on Equaliser Performance. 
  

It will be seen that the equaliser using fractional-delay 

elements still gave inferior results to that obtained using 

unit-delay elements. 

~89-



A test was then conducted on an equaliser with a 

fractional-delay C = 0.2, using the optimum number of 

coefficients calculated above. It was found that this equaliser 

did converge, but the rate of convergence was extremely slow. 

Since complete equalisation was theoretically possible, the 

optimum values of the equaliser coefficients were computed 

by solving the set of simultaneous equations describing 

the equaliser operation. The values of these coefficients 

are given in table 6.4. 

  

  

A me Soe ae ee 

4 428.136 -1222. 383 780.434 1803. 356 

5 -3246.726 -639.406 6180. 863 ~788.688 

9 -12055.457 10636.856 4851.703 -9572.773 

13) -3701.121 13206.488 | -4823.383 -6575.625 

17 ~ 2156.305 8256.775 -4574 440 ~-5572.098 

21 5440.266 24k 695 -7801.117 6207.711 

25 +} -92. 344 3424 ..043 1998. 187 -75.813 

29 -159.626 - - -               
Table 6.4, Coefficients of Fractional-Delay Equaliser (C=0.2), 

for Channel Response WeF. 

It will be seen that with an increment of 0.005 and an 

initial set of conditions where the coefficients start from 

zero, except the reference coefficient, which starts from 

unity, over 2} million iterations would be required to achieve 

optimum equalisation! 

Becsuce of the considerable interdependence between the 

coefficient settings, and because the optimum condition is 

achieved by minimisation of the differences between very 

large quantities, the descent on the D hypersurface from Do 

to Din is found to be via a narrow, steep-sided "valley". 
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Since the D hypersurface is piece-wise linear, the steep 

gradients of the surface make it impracticable to weight 

the coefficient increments in proportion to their derivatives. 

(See section 6.4.). On the other hand, the coefficients need 

to be represented to an absolute accuracy of the order of 0.005 

to ensure that the deterioration in intersymbol interference 

due to quantisation aT is not greater than about 0.1. Thus , 

the final increment step size is also limited to about 0.005. 

An experiment to investigate the possibility of commencing 

operation with large increments, later changing to smaller 

increments, was carried out. The same equaliser and channel 

response was used as in the previous experiment, but with an 

increment size of 10.0. If convergence were achieved, this 

would require about 1500 iterations to approach the optimum 

coefficient values. However, the step size was found to be 

too taeee to allow the algorithm to follow the valley in the 

hypersurface and the equaliser.simply oscillated on alternate 

iterations between the value of Do = 0.4486 and a value of 

D = 285.1. It was therefore concluded that, although it is 

theoretically possible to acieve complete equalisation with 

fractional-delay elements in the equalisez implementation, 

there are a number of practical cifficulties which make the 

technique unsuitable for use in a practical situation 

These difficulties include: 

a) To gain an advantage over the equaliser using unit-delay 

modules, a near-optimum number of coefficients must be used, 

and this optimum number is prohibitively large, except where 

C is smali (} 0.2), 

b) The unlimited range of values that can be taken by the 

coefficients as compared to the range of “1K L1 applicable 

to the equaliser implemented using unit-delay modules. 
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6.8. 

c) The difficulty of representing the coefficient values 

to sufficient accuracy in view of the wide range of values 

possible and the need to maintain an absolute accuracy of 

the order of 0.005. 

a) The impracticability of implementing a strategy that 

will converts to an optimum setting within a reasonable 

number of iterations. 

Equalisers Using Simplified Delay-Networks. 
  

The possiblity of using simplified delay-networks in 

conjunction with the general network equaliser strategy was 

then considered. For this test the delay-line sections 

were assuried to consist of the simplified network given in 

fig.6.8. 

  

  

Fig.6.8 Simplified Delay-Network. 

The values of L and C were chosen so that the delay of a 

single stage was equal to the symbol period T, the delay per 

stage (14) being given by T, =WLC. Assuming the characteristic 

impedance 2 = b = 600 ohms and a symbol rate of 2400 symbols/sec., 

we have: B= 125 mH. 

& C = 0.694 uF. 

Using 12 such delay sections, the final section being terminated 

with the characteristic impedance of 600 ohms, the single-symbol 

response at each of the 13 tapping points was computed. This 

was then convolved with the delay-line input waveform to give 

the corresponding waveforms at each tapping point. Equivalent 

base-band characteristic W2H was used and the fifth tap was 

taken as the reference output- The sampling timing was referred 

to the original input waveforn   



6.9. 

The intersymbol interference generally increases along 

the line due to the nature of the transfer characteristics 

of the deljlay-line sections. The value of D at the reference 

output was therefore 4.6419. Using the strategy described 

in section $.4, the equaliser converged to a value of D 

with a range of random variation between D = 2.2756 and 

D = 2.2857. Although this is a great improvement over 

the initial value of D at the. reference tap, it is still 

much worse than the value of Do relating te the original 

Sranaa response before equalisation. It is not generally 

possible, therefore, lo obtain satisfactory equalisation 

using a simplified delay-network of the type unde. 

consideration. 

Other Networks for use with General-Network strategy. 

The general network stratecy described in section. 6.4 

does not necessarily require the use of delay-elements, in 

fact superior operation may possibly be obtainable with 

networks other than delay networks. The requirements for 

a suitable set of networks is that they shall ke linear and 

their single-pulse responses snail be Mneariy independent. 

The number of networks required in the set is equal to the 

number of symbol periods in the overall time-period covered 

by the outputs from all the networks when stimulated by a 

signal equivalent to the single-pulse response of the channel 

to be equalised. The preferred networks are, therefore, those 

that do not significantly delay or disperse the signal input 

to the network. Since an arbitary selection of networks 

generally requires en unconstrained range of coefficient 

values, similar disadvantages apply as for fractional-delay 

networks. 

There are possibly sets of networks which would suitably 
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6.10. 

constrain the coefficient values. For instance, network 

sets are known which correspond to certain well-known sets of 

orthogonal piotions | e.g. Legendre and Laguerre Functions’ -2. 

However, their properties were not studied as part of this 

work because improvements in technology during the course of 

the work made sample-and-hold techniques a feasible method 

of delay-line implementation for voice-band channel equalisers. 

The sample-and-hold delay-line is equivalent to perfect delay- 

line sections as far as the optimisation strategies are 

concerned, and can therefore be used with Lucky's algorithms. 

Under circumstances where Lucky's algorithms can be used, it 

is advantageous to do so, since only one set of single-pulse 

response samples need be computed and stored (hy), instead of 

one set per network (455)5 in order to determine the coefficient 

updating increments. 

Conclusions. 

Because perfect delay characteristics are impossible to 

achieve in practice, using qonventions! delay-line implementations, 

it is possible that Gneatiefactory optimisation will result 

from the use of the coefficient setting strategies proposed 

by Lucky and widely used in equaliser design. A general 

network strategy has therefore been described which gives 

satisfactory performance with non-ideal delay modules. 

The use of the strategy with fractional-delay modules 

was investigated, since it is theoretically possible to 

achieve perfect equalisation with such an arrangement. 

Although it was shown that the strategy covld be made to 

converge, the number of iterations required to reach 

convergence was generally too large to be of practical interest, 

Advances in technology favour sample-and-hold techniques 

for delay-line implementation for voice-band channel 

s and these can be used satifactorily with Lucky's 
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algorithms (See section 5,8). The general network strategy 

may well have advantages, however, in other equaliser applications, 

especially where the disadvantages of additional sample storage 

can be overcome. One case where this may be possible is 

where the receive terminal is in fact a central computer, 

receiving data from a remote terminal, and it is thus possible 

to implement the equaliser within the computer in "soft-ware", 

rather than in special-purpose "hard-ware" within the receive 

modem. 
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a. ADAPTIVE. ADJUSTMENT STRATEGIES. 

Introduction, 

Originally it had been thousht that connections through 

Bac switched telephone network would have virtually time-invariant 

characteristics, much as those experienced on leased connections. 

The only differences expected were more restricted band-width 

and greater noise ympairment, due, in the main, to switching 

crosstalk’*", Experimental work carried out by the G.P.0. °°", 

however, showed that considerable variations in characteristic 

did occur, mainly as a result of changes in switch-contact 

resistance. These variations were particularly noticeable 

when observed as "listener echoes", 

Because variations in characteristic were shown to exist, 

@ requirement became apparent for adaptive equalisation of 

switched-network channels. A study or adapt ve equaliser 

adjustment strategies was therefore carried out. This study 

happened to coincide with a developing interest in the use of 

h.f. radio voice channels for data Prencmicaion 710" which 

also requires the use of adaptive equalisation techniques. 

The adaptive equaliser strategies considered in this chapter 

are hased on the assessment of error signals obtained during 

the course of actual data transmission. The equaliser 

coetficents are thus continually corrected whilst the data 

is being transmitted. The error signal is obtained by 

measuring the differences between the equalised received signal 

and the 'a posteviori' estimate of the transmitted data by the 

receiver. This sienal is correlated with the data stream 

to obtain estimates of the coefficient setting errors. 

the coefficients are then updated according to some criterion 

s0 as to minimise the magnitude of the error signal. 
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Various criteria are discussed later in this chapter. 

The edaptive equaliser has two distinct advantages over 

the automatic pre-set equaliser. Firstly, it can be set 

up without the necessity for special training pattern 

transmission facilities and, secondly, it will adapt to 

compensate for any changes in the transmission channel 

characteristics as they occur. Against thecc advantages 

it has the disadvantage that under adverse conditions of 

intersymbol interference there is a possiblity that the 

adaptive strategy will not converge at all. There are 

also conditions under which the time taken to reach the 

optimum setting may become long in comparison to that required 

to set up the automatic pre-set equaliser. In this chapter 

a study is made of the conditions under which the advantages 

of the adaptive equaliser can ve realised with no significant 

deterioration in performance to that obtained using the 

automatic vre-sct mode of operation. 

  

    
  

  

    

        

      

    

  

  

    

Basic Operation of Adaptive Strategies. 

The operation of the adaptive strategies will be described 

in terms of the channel model given in fig.7.1. 

' 
u Additive 

Noise 
N(m7). 

Input: fag Oytput 
X(mT) Be ene Y¥(mT) y ZQaT)| Sienal X (mt) 

Tase-band Equaliser , “ 
HDs Be : ™ Decoding 

Channel g(nT). Bidees 
h(nt). i 

Error Signal 
: = E(mT) 

eae = 37] Correlater. 
Coefficients <-4       

   el Model.



We shall consider the system as a sampled-data system, 

with a sampling period T, equal to the symbol transmission 

interval. The input data is a multilevel digital signal 

X(mT). This passes through the trarsmission channel, which 

has a single-pulse response h(nT). Additive noise N(mT) 

will be encountered in the course of transmission. The 

input to the equaliser Y(mT) is thus given by: 

Kime)! Sok) eenCne Var NC ml )o sale Nemeu (3 (7.1) 

where * denotes convolution. 

The equaliser single-pulse response is g(nT), so that 

the equaliser output Z(mT) is given by: 

2cmt) te Vim), Pie nT. vegies ener ca Mite e) 

The signal is then 'sliced' by the output decoder to 

yield an estimate of the transmitted signal x"(m?), 

The error signal E(mT) is given by: 

Dnt) = 2(mT) = X (mT) ee 2 Gee eee. 2s (75) 

There are two different strategies that can be used to update 

the tap weighting coefficients as appiied to the basic transversal 

equaliser. In the first strategy, which is shown in more 

detail in fig.7.2, the error signal E(t) is correlated with 

the equaliser output signal Z(t) such that: 

ty 
K.(t,) “= ee/ Z[t-(xep)T].E(t-pr) at... 1.» 0 (7.4) 

0 

which, in the case of sampled data, may be written as: 

m, 
i 

KC, 7) = ce) 2 [(m-x-p)9].2[(n-p) 2] 

m=O 

" oe K (m?) K, (a-19 7] + 9C.2 [(m-x-p) 2] .8 ((m-p) a] - «(7.5) 

2.5 
It has been shown that this strategy optimises the channel 

characteristics to the same criterion (minimum D, Dy <1) 

as the zero-forcing stratery described in section 6.2 for 
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Delay-line A 

  

        

  

        

  

  

  

  

            

¥(t-pT) X [t-(p+q) T] 
we soe 

Ky s * Multipliers 
* 

Z(t) x (t) 
= Signs 
x yi suceay fo 

{ [| integrators Piece 

Multipliers 

x Xx 

BCt-pl) Se fa oe) 
4 DELAY 
ee 

MT pater TP h(a) 2]                 
  

Delay-line B 

Fig.7.2. Basic Transversal Equaliser Adaptive Stratepy I, 

    

  

            

  

          

        
  

      

  

  

Delay-line 

Y(t) ¥(t-p?) ¥ [t-(p+q) 2) 
eta seen Tg ; 

Ko x) it Multipliers 

- Z(t) ; x"(t) 
, 

bs guy Gna” 
SLiceR 

Integrators 
I f ‘ + = 

 ) Multipliers k(t) 

1 I. Lo 

Fig.7.3. Basic Transversal Equaliser Adaptive Stratesy II.   
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the automatic pre-set equaliser. Althoueh this limits its 

use to where the initial unequalised intersymbol interference 

is less than unity, this is only a small disadvantage since 

it is in any case necessary to receive substantially correct 

data (i.e. x° (mt) is a reasonably good representation of X(mT)) 

before the strategy will converge satisfactorily. This 

requirement is discussed more fully later in this chapter. 

In the alternative stratesy, shown in fig.7.3, the error 

signal E(t) is correlated with the equaliser input signal Y(t) 

such that: ts ; 

K(t,) > = cof fray) tee(c) ct eee sme (7a) 
0 

which, in the case of sampled data, may be written as: 

m, : = 

K,(9,7) = > ¥ (Ge x-p) T] E(t) 

m=0 

ag ee) K, [(m-1) 2] + ce ((n-x-p) BGT)... (7.7) tt 

It ia been shown’? that this stratery mirimises the 

mean-square value of the error signal E(mT). This strategy 

therefore gives better results in the presence of noise N(mT) 

than the 'zere-forcing' strategy described earlier. It 

may also be used where the initial unequalised intersymbol 

interference vo 1, provided x"(mT) is a sufficiently good 

Papieteneaciee of X(mT) to obtain convergence. 

Use of Strategies with Recursive and Decision Feed-back Equalisers. 

One of the disadvantages of the simple transversal equaliser 

is that it may require a large number of variable coefficiente 

to obtain satisfactory equalisation. This is especially 

the case when the channe] impairments take the form of 

substantial echoes delayed several sampling periods from 

the main signal. This is just the condition frequently 
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encountered on switched-network connections. Since these 

echoes can best be dealt with using either the recursive or 

the decision-feedback equaliser, it would be of great advaniage 

if the adaptive strategies could be applied to these 

configurations. A possible arrangement is shown in fig.7.4. 

-Delay-line A Delay-line B 

  

        

            

  

  

            

nye ( ) Reeursive 
Yt Y¥(t-pT Pee 

Tea a(t al T 

ef," 
‘se Deusion x ét) 

Feed-boek |” | Ky 
Multipliers 

| * 
3 te tiau| x (t) 

Suceal” ‘5 
ZC) |= 

      

      oo Integrators 

E(t) (x) . . Multipliers            
Fig.7.4. Acaptive Stratery for Recursive and Decision-Feedbac 

Equaliser. 

In this arrangement, the recursive or decision-feedback 

equaliser configuration is ueced in conjunction with the sane 

weighting coefficient adaptation strategy as is given in 

fig.7.3 for the conventional feed-forward equaliscr. 

We shall show that such an arrangement converges absolutely 

to its optimum setting. The following assumptions are made, 

however, for the purposes of mathematical simplification: 

a) The effects of noise on the equaliser performance is 

negligible. 

b) That the equaliser is capable of cancelling completely 

the intersymbol interference present in the received signal. 

c) That the equaliser output signal x" (m2) represents the 

transmitted signal without error. 

The effects of departures from these assumptions have been 
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eetermined either theoretically, or experimentally by computer 

simulation, These are discussed in detail later in this 

chapter. 

For any given sampling epoch m, the multiplier signal 

inputs derived from the delay-lines will comprise (p+1) 

samples of Y(t), namely ¥(mT), Y (m-1)1 ,.......0+¥ (m-p)T, 

and q samples of either Z(t) or x"(4), namely Z (m-1)T , 

@ (i-2)D \oseesssen8 Cin-g)?, or & Cnet 4X (m-B)T ,.0 

cake (m-q)T . These signal samples will be represented 

by an L dimensional vector W, where L = p+q+1. The following 

proof is also applicable to the strategies described in the 

previous section, when the vector W will consist of either 

L samples of Z(t) for strategy I, or u& samples of Y(t) for 

strategy II. The coefficient values K__....K pees will 
Dy 0 

also be represented by an L dimensional vector K. We shall 

  

refer to this vector K as the state eens of the equaliser. 

The equaliser output Z(mT) is then given by the scalar product 

of the signal vector and the state vector: 

Zinta WK eles 5 eee cee Mee ne 7.8) 

Assuming that the digital output of the signal slicer 

x"(t) is without error (i.e. it represents X(t) precisely), 

the error in the equaliser output is given by: 

BCHT) = ZCmT)) 2X (mt) Ges, ea ee. 0s 30729) 

This error is multiplied by each stored signal and the 

products are added to the coefficients by the integrators. 

If the corrections applied to the coefficients are represented 

by the vector AK, then: F 

AS SMECETIW ks gle 68 eek o ORI IO) 

where is a constant defining the rate of convergerce of 

she equaliser strategy. (c.f. equations 7.5 and 7.7). 

Since we have eeauned that the equaliser is capable of 

cance’ling completely the intersymbol interference in the 
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tes signal, there is a state P such that, when K = P, the 

error E(mT) will be zero. 

Thus: 

Women SEEM) tins cose omar tae coi eta) 

Substituting (7.8) and (7.11) in (7.9) gives: 

BOM U ire We hse = WP vec cce sess i es + oee0(7.12) 

and substituting (7.12) in (7.10) gives: 

MK ne we OY CW. CS BD oho tens on elle Id) 

From ‘this equation it will be seen that the change in state 

vector during the single sample epoch m is in the direction of 

the signal fe As W, but its magnitude depends on the scalar 

product of the signal vectcr and the state-error vector (kK - P) 

Fig 7.5 is a diagram of the plane in the vector space which 

contains both the signal vector Wand the state-error vector (kK - BP) 

: eres Hypersphere within which 

od “¥K + AK must lie for 

. convergence. 

Locus of AK ia " 

for fixed |W Sel oe 

  

CK) 
OK | 
=-eW(1WIK ~ P{Cos®) 

Fig.7.5. Section through state space of adaptive equaliser 
  

‘in the plane of W and (K ~ P) to illustrate constraint 
  

ono for convergence. 
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Tek, 

a4, CNS ANR+e vetween wre Signet vecrvor ana srvave-error vector 

is @, then 

E(m?) =-\W]|K - P[Cos® .. 2. 1... (7.94) 

Substituting (744) in (7.10) gives: 

AK = -OW([WIJK - P]lCos 8)... . . (7.15) 

and hence the locus of the point (kK +4K)is, for a given magnitude 

of W, a circle passing through K, with its centre on (K - P) and 

diameter ® wy? [x - P[ . All points whose distance from P is 

less than the distance between P and K are contained within the 

hypersphere centred on P and passing through K. Therefore, if 

the diameter of the (K +AK) circle is less than 2[K-P], 

any (K +AK) will be nearer to P than K is. 

Hence, if:  Cg|wy | - P| < 2] K - P| 

  

i.e. Ss 
a SE i a ee ee eS 

the system is stable because no change in K can occur which 

moves it further from P. 

Rate of Convergence of Adaptive Stratepy. 
  

One of the points of major interest in regard to the adaptive 

" equaliser is the rate at which the strategy converges the coefficient 

values to their optimum settings. This parameter also governs the 

maximum rate of change of channel characterstics which the equaliser 

is capable of following and noutralising in the course of actual 

data transmission. The proof in the previous section has already 

set a limit on the constant of proportionality © that can be used 

if absolute convergence is to be achieved. In this section we 

shall consider the dynamic response of a single coefficient in terus 

of the same constant value. A functional model of the operation 

of a single coefficient selected from the array Kp...Ko,..Kq is 

given in fig 7.6. This model is based on the mathematical analysis 

of the previous section. 
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Fig.7.6, Functional Model of Coefficient Updating Strategy. 
  

In the case of strategy II for the basic transversal equaliser 

and the strategy described for the recursive/decision-feedback 

equaliser, the delay€is simply one symbol period T. This 

arises because the output at sampling instant m has to be 

determined before the appropriate coefficient correction sample 

can be‘calculated and applied. It is therefore not effective 

on the output until the next sampling operation takes place 

at instant (m+1). In the case of strategy I for the basic 

transversal equaliser, a delay of at least p sample epochs is   

necessary in order to obtain the uamrouriate samples together 

at the correlator multipliers. (See fig.7.2.). 

The functions above the dotted line in figs7.6. are 

implicitly embodied in the equaliser and the value P,-K,(t) 

is thus not explicitly available. The correlation process 

effected by the multiplier and interrator shown below the 

dotted line extracts from the error signal E(t) that portion 

of the signal deriving from the error in the coefficient Ks 

2.0 PL-K(t). The contributions to E(t) arising from the 

errors in the other coefficient settings can therefore be 

neglected in considering the effect of intesration over a number 
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of sample epochs. AK, (t) is thus the best estimate cf the 

setting error PY-K,(t). Assuming that this estimate is 

satisfactory, we may simplify fig.7.6. as follows: 

‘ps Kee Ve 
le j 

X / 

Akat8 kel) = Pe Kee(t-i€) 
  KC) 

= Delay 

I « 

Fig.7.7. Simplified Model of Coefficient Updating Strategy. 

  

        

  

Using this simplified model, then 

B fax cerae. 

B/', - K(t-0 at. 

Assuming R(t) = 0 for tO, we may plot k(t) against t for 

1 K,(t) 

various values off. These plots are piven in fig.7.8. 

Various conditions have been assumed in order to simplify 

the analysis procedure, Departures from the conditions 

generally result in a random variation which is superimposed 

on the convergence characteristics as given in fig.7.8. The 

magnitude of this variation directly depends on the convergence 

factor B . It can therefore he made as small as desired at 

the cost of increasing the time required to converge the 

coefficients to their optimum settings. 

Since any overshoot in the convergence characterictic could 

give rise to errors in the equaliser output, it is necessary 

to ensure that g does not exceed the value giving the maximally 

flat renponeae This value lies between 0.25 and 0.5. The 

value of é = 0.25 normally pives too great a raudom variation, 

however, and it is necessary in practice to use a rather smaller 

value for f . The actual effect of B on the magnitude of the 
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random variation was determined by computer simulation and is 

discussed in a later section. 

7.5. Fixed Increment Stratesies. 

The strategies considered so far require a considerable 

amount of circuit hardware for implementation, To reduce 

these requirements it is possible to modify the strategies 

so that the coefficients are incremented in steps of constant 

magnitude. The @rror signal is therefore simply used to 

determine the polarity of the increment required to converge 

the coefficient towards the optimum setting. The functional 

model incorporating this modification is given in fig.7.9. 

  

  
  

Poe So Pe Kee () 

wy yy ra 

; { % ¢—— W,, (8) 

KL) 
21 

Fe ae ee So Ee ee te te 

AK &) E®) 

    

TaN lay 

[Rex + 
t A 

Sgn =69) 

Sgn Wee lt-'O £ Sen ECt-'e) 

I Wee (e-"€) 

Fig.?-9. Functional Modei of Modifiec Coefficient Updating 

              

  

  

      

  

Stratepy. 

This model simplifies to that shown in fig.7.10, 
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Akt AK.) = Sgn [Pae-Kae (t-)] 

Deloy y Ke 
  

  
          

Fig.7.10. Simplified Model of Modified Coefficient Updating 

Strategy. 

This model gives: 

K(t) Bio K (edt. 

Bf san PL - K,(t-€) at. 

Assuming, as before, that k(t) = 0 for tQ0, we may plot 

K,(t) against t for various values of B . These plots are 

given in fig.7.11. 

It will be seen that the coefficient value converges linearly 

towards its optimum value,the rate of convergence being directly 

proportional to the convergence sactor, Once the coetficient 

has reached its optimum value, however, it then assumes a a 

systematic variation about the optimum value, the amplitude of 

the variation also being directly proportional tof. There is 

thus a direct choice between the accuracy with which the 

coefficient value may be represented and the period of time 

required to reach the optimum condition, 

The convergence characteristics given in figs.7.8 and 7.11 

have been plotte? assuming that the updating of the coefficients 

is carried out continuously using an integrator process. Since, 

in vractice, the error signal is normally determined ona 

time 

  

mpled basis, it is usual to increment the ccefficients 

ona similar basis by direct addition into the coefficient store. 
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Fig-7.11. Rate of Convergence of Coefficient Value K,(t) 

to its Optimum Value Py Using Polarity Information 

a) Error signal. 

b) Polarity of error signal. 

¢ c) Updating signal. 

ad) Coefficient value. 
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In this case, the convergence characteristics also becotie 

time-sampied and appear as a series of steps following the 

general shapes of the continuous curves given. 

Generally, a random variation appears superimposed on the 

systematic variation of the coefficient value. This random 

variation arises from various sources as follows: 

a) The presence of noise in the received signal. 

b) Departures of the error signal from its mean value at 

specific instants of times. 

c) False indications in the error signal arising from the 

temporary occurrence of short repetitive patterns in 

the data stream. 

The random variation may be reduced by averaging the 

coefficient update decisions before actually applying a 

correction to the coefficient value. A suitable averager 

consists of ar up-down counter which indicates the difference 

between the number of positive and negative coefficient 

increment indications. When this. dirterence value exceeds 

a given threshold (averager excess value), the coefficient 

is updated accordingly and the counter reset to zero. This 

has repercussions, however, on the amplitude of the systematic 

variation and on the rate of convergence. In order to maiutain 

the rate of convergence constant, it is necessary to increase 

the size of the increment step in proportion to the averager 

excess value used. Providing this value is less than the number 

of symbol epochs embraced by the error signal delay ‘CS , the effect 

of averaging is simply to increase the duration and amplitude 

of the step approximation to the continuous update curve given 

in fig.7.11. The amplitude value that the step assumes is the 

nearest discrete increment level to the value indicated on the 

continuous update curve, in the direction of the update. 

-111-



Bz 

Averager 
excess 

Volve. Go
el
hi
cr
on
t 

S
e
l
h
a
s
 

E
x
t
e
n
t
 

of
 
S
y
s
t
e
r
a
h
e
 

Vo
na
ti
on
 

< 

  

O'b2:   ee oe v 

0:02, Orly 0-06 O0og or 

Inceement step alje. 

*Fig.7.12. Effect _of Averaging on Systematic Variation in 

Coefficient Setting. 

Fig.7.12 shows the effect of averaging on the extent of the 

eystematic variation in the coeff 

  

cient setting. The example 

illustrated is for an equaliser coefficient which has a 

convergence rate which would have given a systematic variation 

of 0.04 in the coefficient value and in which the dciay€ is 

equal te 13 symbol sampling epochs. In the region I, where the 

averager excess value (M) is greater than the number of sybmol 

epochs embraced by the delay (4), the systematic variation consists 

simply of single steps in each direction Hence the nagnitude of 

the variation is equal to one increment step. In the region II, 

however, where g/2 £u €a, two steps will be taken in each 
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7.6. 

direction and the magnitude of the variation is two increment 

steps. Similarly, in region ili the variation is three 

increment steps and so on,as shown in the diagram. 

The effect of averaging on the random variations is most 

easily determined by computer simulation and this is described 

ina later section. The choice of averager excess value is 

dependent on the relative contribution to coeificient variation 

of the systematic and random components. 

Computer Simulation Program. 

A computer simulation program was written to facilitate 

the study of the effects of the various parameters and 

configurations on the performance of the adaptive equaliser. 

A block diagram of the system simulated by the computer 

is given in fig.7.13. 

The bit stream generator (a) consists of a feed-back 

shift-register with a single feed-back tapping point within 

  

the shift-.egister length. The length of the shift-register 

and the position of the tapping point are specified as 

program input data and these are normally selected to 

give the deta in the form of a maximal-length pseudo-random 

binary sequence. 

The multi-level encoder (b) takes the bit stream either as 

single bits or in groups of two, three or four, according 

to the requirements poe aicn in the input data, and encodes 

them respectively into two, four, eight or sixteen-level 

amplitude-modulated symbols. The bit-to-symbol encoding 

is carnied out using a cyclic (medified'Gray') code so 

that a transition from one level into an adjacent level 

results in only a single error in the bit stream. The 

coding used is illustrated in fig.7.14. 
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Fig.7-14. Bit-to-Symbol Encoding for Multi-level Transmission. 
  

The. characteristics of an equivalent base-band channel are 

provided to the computer as part of the program input data. 

these characteristics are specified in the form of the single-pulse 

response of the equivalent base-band channel to be equalised, 

The operation of the equivalent base-band channel (c) on the 

multi-level symbol stream is computed by convolving the 

multi-level signal sequence with the equivalent channel 

single-pulse response. The resultant signal is that which would 

be observed at the input terminal of the receiver demodulator. 

This signal is then operated on by the transversal equaliser 

(a). The number of delay sections and the position of the 

reference tap are specified in the program data. The 

option of either the basic feed-forward configuration cr 

the recursive configuration is also selected in the data. 

The program enables the multiplier coefficient values and 
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the intersymbol interference at the equaliser output to he 

printed out after each block of data has been generated and 

processed. The overail single-pulse reszonse of the channel 

plus equaliser is printed out at the termination of the 

complete simulation run. 

The output from the equaliser is then sliced and decoded 

in the output decoder (e). The decoding operation also 

yields the information necessary to update the equaliser 

multiplier coefficients. 

The bit stream comparator (f) compares the output from 

the decoder with the generated data stream and thus computes 

the bit error rate. The bit error rate is printed out for 

each block of. data that has been processed. 

The adaptive coefficient updating logic (g) gives a choice 

of four avndating strategies as Beceriped in the preceding 

sections. The choice of strategy is specified in the program 

data according to the following selection code: 

4. Strategy I of section 7.2, but with fixed increment steps 

as described in section 7.5. 

2. Strategy II of section 7.2, but with fixed increment. steps 

as described in section 7.5. 

3. Strategy I of section 7.2, using weighted coefficient 

increment steps. 

4, Strategy II of section 7.2, using weighted coefficient 

increment steps. 

In the first two strategies a facility is provided to enable 

the data in the increment signal to ie averaged before being 

used to update the appropriate multiplier coefficients. The 

amount of averaging on these updating indications and the 

magnitude of the coefficient increment steps are also specified 

in the program input data. 

-116-



Dee 

7.8. 

A flow-chart for the simulation program is given in 

fig.7.15, and the program listing is given in Becenein 4, 

The program is written in FORTRAN IV language and the program 

oard deck is compatible with the IBM System/360 Operating 

System. 

Program of Tests Carried Out Using Computer Simulation. 

The program of tests was carried out in two phases. , 

In the first phase the well known strategy of RW tueky?°o 

(Strategy No.1 of section 7.6) was exanined and analysed in 

some detail. Its performance, when used th conjunction 

with the recursive equaliser configuration, was determined 

and comoared with that using the basic feed-forward configuration. 

The physical implementation of this strategry is simplified by 

the fact that only polarity information is used in the coefficient 

upéeating logic circuits. The additional hardware required 

to implement the strategies using weighted increments is 

such that it makes their use economically prohibitive using 

conventi ouan eircuit technology. However, recent developments 

in the use of LSI technology have indicated that an economical 

implementation is now feasible. 

A second study phase was therefore carried out to determine 

what advantages might be obtained by the use of the weighted 

increment strategies. Particular consideration was given 

to the likelghood of reducing the time required for the 

initial setting-up procedure and of reducing the random 

variation in the equaliser setting after convergence has been 

achieved. 

Analysis of Tests using Computer Simulation, Phase I. 

a) Effect of Multilevel Oneration on Convergence of Optimisation 

Stratery. Fig.7.16 - compares the rate of convergence of 

the optimisation strategy and the block error rate for a 

given channel response and equaliser onrerating with two, 
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four, eight and ‘sixteen levels of amplitude modulation. 

In the case under consideration, the binary eye was open 

before equalisation fa the four-level eye was not sufficiently 

closed to cause errors when a 127-bit p.r.b.s. was used as 

the data stream, Under the no-error condition it can be 

seen that the rate of convergence is independent of the 

number of operating levels. At eight-level operation the 

system initially produced a small but significant bit error 

rate (approximately 1 in 18). Since the encoding method 

ensures that the majority of errors will occur as only one 

bit error per symbol, the symbol error rate is thus of the 

order of 1 in 6, Consequently there are significantly 

more correct than incorrect symbols received, The effect 

on the convergence of the strategy of an initial error rate 

of this order is to delay any significant Reaction in the 

intersymbol interference D until first of all the error 

rate has been significantly reduced. A reduction of the 

error rate occurs immediately transmicsion begins. Once 

the error rate has been reduced, the rate of convergence is 

the same as that for two and four-level operation. 

At sixteen-level operation the system produced a bit error 

rate of approximately 1 in 6. This means that about half 

the symbols will be in error. This, in turn, means that the 

error signal is as often incorrect ds it is COPESEL and thus 

the tap increment decisions will be random in nature. The 

outcome of this is that the error rate is maintained and 

the equaliser does not converge at all. 

It is evident that, in order for the equaliser coefficient 

settings to converge, it is necessary for the "eye" pattern 

at the output of the equaliser to be sufficientiy necr to 

the "open" condition to ensure that a greater proportion of the 
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symbols will be decoded correctly than will be decoded incorrectly. 

It is clear, therefore, that it is impossible to guarantee 

convergence for ‘any system where the initial distortion 

D> its. Two measures, however, can be taxen to ensure 

convergence where Dy. Firstly, the equaliser should 

be set initially to a condition where it is not increasing 

the intersymbol interference above that of the unequalised 

channel. The obvious choice to ensure this is to set all the 

coefficients to zero except the reference tap coefficient 

which is set to unity. Under these conditions the equaliser 

does not operate at all on the channel] impulse response. 

Secondly, it will be necessary to commence equalisation 

with the number of modulation levels reduced to "open the 

eye". In general a short period of binary transmission 

of random data before transmission of actual information is 

all that-is necessary. 

b) Effect of Multi-level Operation on Convergence of Optimisation 
  

Strategy Arplied to the Recursive Equaliser. Fig.7.17 
  

shows the rate of convergence of the optimisation strategy 

applied to the same line characteristic and using the same 

size equaliser, but this time the equaliser is connected in 

the recursive configuration. It will be seen that there is 

no significant difference in the rate of convergence or in 

the error-rate as a result of tne change in configuration. 

Fig.7.18 shows the comparison between the convergence 

rates for the basic and the recursive configuration for a 

different line characteristic and a different size of 

equaliser. There is again no significant difference between 

the two convergence rates. It should also be noted that 

the rate of convergence for the two lines is identical 
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over the linear portion of the convergence curve, that is, 

the part of the curve after the error rate has become 

insignificant and until the final equalised dendetion is 

achieved. 

c) Effect of Size of Coefficient Increment and Averaging on 

Rate of Convergence. The size of the coefficient increment 

and the amount of averaging provided on the coefficient updating 

signal are important parameters because, together, they determine 

the rate of convergence of the equaliser to its optimum setting. 

In order to attain the fastest possible rate of convergence, it 

is necessary to use the largest possible coefficient step size. 

In section 5.5 it was shown that there is a maximum increment 

step size, associated with a given channel response, with which 

it is possible to achieve a given maximum acceptable valve of 

intersymbol interference D. this maximum step wize is, in turn, 

associated with an optimum number and disposition of delay 

elements in the transversal filter. 

When using the maximum increwent step size, averaging on 

the updating signal is necessary to restrict the random 

variation of the coefficient setting to one increment step 

in each direction only. This averaxzing allows coefficient 

updating only after a significant error indication has been 

obtained. Because the equaliser has memory in the coefficient 

updating logic, it is necessary, once the coeffiecients 

have been updated, to allow the lates’, error information 

to propagate through the logic hefore a second updating 

is effected. This fixes the lower limit on the amount 

of averaging at at least L decisions. If this is not done, 

the multiple updatings will have the effect of increasing 

the mean error at each coefficient to greater than 3A (See 

section 5.5). As the number of erroneous gecinons due to 

system noise is generally comparatively small, their effect 

-12h-



on the amount of averaging required can normally be neglected. 

Since no improvement can be achieved over restricting the 

mean error at each coefficient to 4 A, the provision of 

more averaging than is necessary to do this simply increases 

the rate of convergence with no reduction in the value of 

  

intersymbol interference attained. g.7.19 shows the 

effect of increasing the averaging, maintaining the other 

parameters constant. In the case illustrated, where rs = 154 

it is seen that a significant reduction in random variation 

in the equalised intersymbol] interference is achieved by 

increasing the averaging from 8 samples excess to 16 samples 

excess. Increasing the averaging further to 32 samples excess 

has little effect, however, on the random venom It is 

clear, therefore, that the optimum averaging has already been 

reached by 16 samples excess and that any further averaging 

simply incurs a penalty in convergence rate. 

However, for a given convergence rate, it is necessary to 

optimise the averaging and the increment size together. This 

is because, although decreasing the averaging increases the 

random variation, it is pessible to associate with this a 

decrease in increment step size which would decrease the 

random variation. The theoretical predictions of coefficient 

behaviour, based on idealised assuptions, are given in section 7.5 

and are illustrated in fig.7.1e. The results obtained by 

computer simulation are given in fig.7.20 and are seen to 

be in accord with the previously developed theory. if the 

averager excess value is increased to a value significantly 

Greater than the number of equaliser coefficients, there is 

an associated increase in the random variation of the intersymbol 

interference. This is evident from fig.7.12 and froma 

comparison of fig.7.19(c) with the results given in fig.7.20. 
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It is clear from these results that, assuming the number of 

erroneous decisions due to system noise is sual any advantage 

gained by the use of averaging is completely offset by the 

necessity to use larger increments to maintain the convergence 

rate constant. 

If no averaging is used, the systematic variation in the 

coefficient setting will be L steps in each direction from 

the optimum value. The mean error in the coefficient setting 

ASL is thus — and the total mean deterioration in intersymbol 

interference (Dy) is thus given by: 

> = AE 
q eh 

For the equaliser considered in fig.7.20, this gives a 

value of Dy = 0.0262. Since the same equaliser with ideal 

coefficient values would be capable of reducing the intersymbol 

interference D to a negligible value (See fi.5.2(a)), the 

mean value of the random variation would be expected to be 

equal to the mean deterioration Dye That this is in fact 

the case is seen from fig.7.20(c). 

Analysis of Tests using Computer Simulation, Phase 2. 
    

  

a) Comparison of Stratemies I and II using weighted coefficient 

increment steps. Phase 2 of the program of computer sitmlation 

tests commenced with a comparison of the performance of 

strategies 1 and II (as descibed in section 7.2) using 

“weighted coefficient increment steps. The resulis of these 

tests are given in fig.7.21. The values of the convergence 

coefficient C are given on the graphs. The coefficient scale 

assumes that Y(t) and Z(t), and hence E(t), are normalised so 

that their litudes are unity when they correspond at the 

  

slicer with the level representing the maximum transmitted 

symbol amplitude. 

For strategy II, the delay in the error signal is simply 

=428-
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one symbol period and the value C corresponds directly with 

C© in the conditional expression 7.16. For strategy Ty 

however, the delay in the error signal is equal to p symbol 

periods ana the effect of an update is thus not seen for this 

time duration. The correspondence between C and is thus 

= C x p, since p updates will occur before any change becomes 

effective on the error signal information. The maximum value 

of any component of the vector W will be 4 if the condition 

that the 'éye pattern' is open is satisfied. The maximum 

vector amplitude is thus ch a 

[els ef (45) 

Since “eg mes ’ 

el 
. 2 

ome a \@ 

In the example tested,we have A = 2, L = 19, and p = 6, 

2 OO ae een 

Thus Coax for strategy I = 0.0175 

and for strategy II = 0.105 

It will be seen from fig.7.21 that strategy I does not 

converge with a value of C = 0.05, whereas satisfactory 

convergence was obtained using strategy II. ‘This is in 

accord with the prediction. With C = 0,01, there is no 

significant difference in the performance of the two strategies. 

Since much larger values of C can be used with strategy II, 

it is possible to obtain much faster convergence rates than 

are possible with strategy I. All further tests were therefore 

carried out using strategy II. 

b) Effect of Multilevel Operation on Convergence of Siratesy II. 

Fig.7.22 shows the rate of *onvergence of strategy. II, using 

weishted coefficient increment steps, und the block error rate, 

for a given channel response and equaliser operating with four 

~130-



W2H- Baste Equalsev Configuration ps&, 4 eld 

  

Strategy ai 

D> n 

Oy 

oz4 | \ Le level trons mission 

oa Ne evrers. 

\ C= 9:05 

O14 os 
Czo-of 

° oS ho 

Kilo = symbols < 

a7 @ benel trems vist ion 

    

      

ERROR Rate 
OZ E 130 Pee groce 

Block sizé 
oa Error Rote. o S127 Syneocs. 

° t t ah 
° Os lo 

Kilo ~Symbols 

a Convergence of Strabegy IT (werchteok 

\nevemeonte \, Molthlevel Transmission , 

-131-



and eight levels of amplitude modulation. The rate of 

converfence for the same equaliser and channel response 

operating with two levels of amplitude modulation are given 

in figs7s21(b). In the case under consideration, the binary 

eye was open before equalisation and the four-level eye was 

not sufficiently closed to cause errors when a 127 bit p.r.b.s. 

was used as the data stream, Under the no-error condition it 

can be seen that the rate of convergence is independent of the 

number of operating levels. 

At eight-level operation the system produced a significant 

error rate and the strategy failed to converge. Even by” 

reducing the convergence coefficient from 0.01 to 0.001, it 

was still not possible to achieve convergence with eight-level 

operation, The results ebtar hed for. the same channel response 

and equaliser using fixed increments (given in fig.7.16.) show 

that it was possible to obtain convergence with eight-level 

operation and fixed increment steps, although the convergence 

time was somewhat indeterminate. The small advantage 

obtainable by using fixed increments is far outweighed, 

however, by the improvement obtained in the final value of 

intersymbol interference obtained after convergence has been 

completed. This improvement ic discussed ire detail later. 

c) Convergence of Strategy II applied to the Recursive Equaliser. 

Fig.7.23 shows the rate of convergence obtained using the 

equaliser connected in the recursive configuration. The 

Braph labelled W2H is for the same line characteristic and 

the same size equaliser as used for the tesis in sections 

aand b. It will be seen that there is no significant 

difference in the rate of convergence or the error-rate asa 

result of the change of configuration. The graph labelled 

Rik is for a different line characteristic and a different 

size uf equaliser, but using the came convergence coefficient Gs
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7-10. Rate of Convergence of Adaptive Strategies Using Weighted 
  

Increments. 

From the previous sections it will be ceen that the rate of 

convergence of the adaptive equaliser strategies using weirhted 

coefficient increment steps is a function of the transmitted 

symbol rate, the number of levels of amplitude modulation and 

the convergence coefficient C. We may, however, normalise 

Y(t) and 2(t), and hence E(t), so that their amplitudes are 3 

when they correspond at the slicer to the mean of the magnitude 

of the transmitted symbol amplitudes (See fig.7.24(a)). 

In order to maintain the same rate of convergence as when 

the normalisation is as described in section 7.9(a), (See 

fig.7.24(b)), the value of the convergence csefficient C' must 

R=, . 
be made equal to ef A \* . In this case it is found that 

the rateeat convergence, for a given value of C', is independent 

of the number of levels of amplitude modulation in the 

transmitted signal. 

It is evident from the computer simulation results detailed 

in the previous sections, that the decrease in intersymbol 

interference D is an exponential decay towards the fully- 

equalised value of intersymbol interference Die The rate of 

convergence is not significantly affected by the size of the 

equaliser (i.e. number of variable coeificients) or by the 

equaliser configuration. Fig.7.25 shows a normalised rate 

of convergence curve obtained from a comparison of the various 

simulation tests carried out. The deviatiens from this curve 

are, in practice, extremely small. The horizontal axis of 

the graph is given by y = C'.N, where N is the number of 

transmitted symbels. The time-lapse t is given by t = N/S, 

where S is the transmission rate in symbols/s. The time 

constant c of the graph is found empirically to be given by 
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7.11. 

Ts 

ah
a 33 

'S 

8 (0.0039) and The time scales for C' = 276 (0.0156) and 27 

for S = 1800 and 2400 symbols/s. are indicated below the 

graph in fig.7.25. 

Effect of System Noise on Weighted Increment Equaliser Strateries. 

So far in the computer simulation we have assumed the system 

noise to be negligible and it would appear that the Suede sen 

may be operated at the maximum convergence rate commensurate 

with system stability. In the presence of noise, however, 

there is a penalty in error-rate associated with any increase 

in the rate of equaliser convergence. The degradation in 

performance associated with a faster convergence rate arises 

from the increased coefficient increments made as a result 

of error signals produced by the system noise. It will be 

shown that this degradation can best be considered in terms 

of an equivalent noise penalty which degrades the error-rate 

performance of the modem. 

Assume that the equaliser is in the fully equalised condition 

and let the mean signal power = Pe: If the system signal-to-noise 

ratio (S.N.R.) = x db., then the mean noise power P, = pis7/10, 

Assuming the noise is gaussian, then the mean hoise voltage Magn lade 

E. = 4.253,/8,107*/2°. Normalising the voltage measurements 

  

so that the multilevel signal is represented by the values 

shown in fig.7.24(a), we have a/2 

2 2 2 oss Y, (an-1) 
n= 

mM 

and the meen signal voltage}F,   4 
The mean errcr signal voltageyine to noise = C'.EL ES 

where C' is the convergence coefficient of the equaliser, 

Cr jz a 20 
= 53 = 1,255 =: Jey 40 ; 
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Since each equaliser coefficient is incremented by this amount, 

Mega de P 
the mean distortion voltage)\at the input to the equaliser 

summing network will be given by 

4.253 Cth >, 40 -x/20   

where L is the number of equaliser coefficients. 

Hence the RMS distortion voltage 

‘Lh = er, & JP, 40 x/20 

and the mean distortion power 

Zoe 
Clea: -x/10 B= ay BS 10 

Now the effective system S.N.R. 

= Fs 

‘ eG 

P. 

  

  = 10 dog, 9x1 + g if ) 

iene 
= 10 log,ox + 10 1ogyo(1 + = i ) db.   

Thus the degradation in performance is given by the equivalent 

noise penaity 
3. 

10 log.g (1 + ove) a. 

Graphs of noise penalty against C' for equalisers of 

length 18, 33 and 45 taps-are plotted in fig.7.26. Values of 

points indicated on the graph are given in table 7.1. 

The effect of the noise penalty on the system error-rate 

may be deduced from the error-rate versus signal-to-noise 

ratio curves given in fig.7.27. These curves are from Bennett 

and Davey?" 
Ke contributing noise signals have been 

assumed to be uncorrelated, giving a 

‘worst-case’ degradation. 
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TABLE 7.1. 
  

  

  

            

  

      

Degradation db. 

Gis de set: L = 33 i= 45 

ot 1.367 3.160 4.742 

a 0.330 1.024 1.746 

a 0.086 0.282 0.508 

a? 0.022 0.073 0.133 

poe 0. 004 0.017 0.035 
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.Fig.7.27.- Symbol. Error-Rate for A-ary Signalling. 

- Comparison of Fixed and Weighted Increment Strategies. 
  

A comparison between the rate of convergence and degree 

of equalisation that can be attained using Strategy 1 with 

fixed coefficient increments (Lucky's algorithm???) and 

Strategy 11 with weighted coefficient increments is given 

2.8 are those obtained by computer in fig.7.28. These results 

simulation of a 13-coefficient recursive equaliser with 6 

feed-back coefficients, used in conjunction with equivalent 

base-band response R1K. It will be seen that, whereas the 

initial convergence rates are similar, the degree of equalisation 

finally achieved is far superior in the case of the weighted 

increment strategy. Also, the random variation in the fully- 

equalised state due to the quantisation of the increment 

steo size is entirely eliminated. The computer simulation 

does assume noise-free conditions and some variation will 

normally occur as a result of noise. The convergence 

coefficient for the weighted increment strategy has been 

chosen, however, so that only under extremely adverse conditions 

will the effect on this strategy be as great as that on the 

fixed increment algorithm. 
-140-
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8. DUAL MODE OPERATION, 

Introduction. 

In the previous sections we have seen that the automatic 

transversal equaliser is capable of operation in either of 

two modes. In the automatic pre-set mode a test pattern is 

transmitted through the data channel which allows the channel 

single-pulse response to be computed from the received signal. 

From this response it is then possible to set the adjustable 

equaliser coefficients either directly or by means of an iterative 

strategy before the transmission of actual data is commenced. 

In the adaptive mode no test pattern is required as the 

coefficient values are determined from the error signals 

obtained from the received data. 

The main advantage of the adaptive mode of operation is 

that the coefficient values are continually varied so as to 

follow and compensate for changes in channel characteristic 

as they occur. The initial setting-up time is generally 

considerably longer, however, than is required with the 

automatic pre-set mode of operation. Thus there are 

circumstances where a hybrid system is highly desirable 

which commences operation in the automatic pre-set mode and 

then continues operation in the adaptive mode once satisafactory 

equalisation has been attained. Dual-mode operation can 

be especially advantageous where economic considerations 

dictate that a fixed ‘coefficient increment strategy must be 

used for the adaptive mode of operation, 

General Principles of Dual-Mode Operation. 

The schematic diagrams for the automatic pre-set strategy, 

fecscribed in section 6.2, and the adaptive strategy, described 

in section 7.2, are shown in fig.8.1. 
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A comparison of the schematic diagrams shows that there are 

two main differences in the logic Deqdirenencs) for the two 

modes of operation. Firstly, the shift register holding 

the sign digits is fed from opposite directions relative to 

the coefficient stores. In erder to change from the 

automatic pre-set to the adaptive mode it is therefore necessary 

to be able to carry out a reversal of shift-register connection. 

This requires either the facility to reverse the direction of 

shift or to reverse the order of output connections. The 

latter option is preferable since, in this case, the register 

always contains meaningful information. With the former option 

there is a short period whilst the register empties and refills 

when it contains incorrect information. This is not so 

disadvantageous as it appears, however, since other logic will 

also, of necessity, contain nonsense information for a few 

sample epochs after switching. In any case, the duration of 

these errors is such that they will normally be eliminated in 

the averaging provided on the coefficient stores. 

Secondly, the coefficient incrementing logic consists of 

'AND' gates in fig.8.1(a), whereas in fig.8.1(b) it consists 

of ‘exclusive OR' functions which correlate the sign of the 

error bits with the sign of the equaliser autput signal. 

For dual-mode operation, common use can be made of the logic 

elements by a simple rearrangement of the logic functions 

as described in the following section. 

A change in the input and output connections to the delay 

and shift-register is also necessary. In the particular 

embodiment described in the next section, the delay is obtained 

by means of a short shift-register. This shift-register is 

designated shift-register B to distinguish it from the main 

shift-register, which is designated shift-register A. 

~1hh



8.3. A Practical Implementation. 

We now consider a practical method of implementing the 

dual-mode requirements described in the previous eeotions: 

For the purposes of this description e 10-coefficient equaliser 

embodiment has been assumed. This method is, however, 

applicable to any size of equaliser. A schematic diagram 

of the switching logic and shift-registers ir given in fig.8.2. 

Details of .the shift-registers are given in fig.8.3. 
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It will be noted that the input to shift-register A is the 

sign of the outine symbol from the equaliser (SGN) in both 

modes of operation. The direction of operation of the 

shift-register is changed by re-orientation of the output 

connections using the logic arrangement shown in fig.8.4,. 

  

10 Creants n= Ite 10. 

Fig.6.4. Shift-Repister Reversing Logic. 

The signal X defines the mode of operetion and is 1(+ve) in 

the adaptive mode and O(E) in the automatic pre-set mode. 

Either one of the two input gates is thus opened, depending 

on the mode of operation. The output from these two gates 

are Noe a" before connection to the coefficient updating logic. 

Fig.8.5 shows the input and output switching logic for 

shift-register B. 
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Tne bistable multivibrator FF1 defines the mode of operation 

of the equaliser. Gates G2 to G4 connect either the output 

from the pulse~position indicator (PIO) or the error bit from 

the slicer to the input of shift-resister B. In the adaptive 

mode, the output from shift-register B appears as O4 in fig.8.5. 

In the automatic pre-set mode, the signal 04 takes the condition 

O(E). The switching of signal 04 is obtained by means of 

ates Gi and G8. The increment command signal S2 is the 

shift-register B output in the automatic pre-set mode and 

the symbol-rate clock in the adaptive mode.” This is obtained 

by means of gates G5 to G7. 

The coefficient increment logic is shown in fig.8.6. 

  

  

  

Fig. 8.6. Coefficient Incrementing Logic. 
  

Monostable multivibrator MM1 reshapes and retimes 

the increment command S2. In the automatic pre-set mode, 

O4 = O(E) and the gates G12 to G15 form an AND function 

between S2 and Aye This is equivalent to the AND gate 

functions in fie eG: In the adaptive mode, the gates 

G12 to G15 becomes an exclusive-OR function between Ay and 

04 in a manner equivalent to the exclusive-OR functions of 

fig.8.1(b). Tap incrementation is carried out on each 

symbol, since the signal S2 is derived from the symbol-rate 

clock from the modem. 
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8.4, Choice of Training Pattern for Automatic Pre-Set Mode. 

In order to simplify the mode switching operation, it is 

desirable that the training pattern transmission used in the 

automatic rre-set mode should also be acceptable to an equaliser 

operating in the adaptive mode. It is then only necessary 

to ensure that the training pattern transmission lasts longer 

than the period of time allowed for automatic pre-set operation, 

instead of having to arrange simultaneous switching of 

pattern transnission at the send station and mode switching 

at the receive station, The pseudo-random binary sequence 

(p.r.b.s.) training pattern described in section 6.2(c) is 

suitable for this purpose. 
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9.2. 

9. DIGITAL IMPLEMENTATION. 

Introduction. 

In this chapter we consider methods of digital implementation 

which enable an adaptive equaliser to be realised using 

large-scale integration (L.S.I.) techniques. The requirement 

for an adaptive equaliser for modems designed to transmit 

high-speed data over the switched-telephone network was discussed 

in chapter 7. The use of L.S.1. makes the more complex 

strategies described in that chapter become economically 

viable. With these strategies it is possible to achieve 

faster convergence and more precise equalisation than is 

generally possible using the strategies normally employed 

with more conventional methods of implementation. | 

‘This work has led to the development of a single L.S.I 

chip design which can be used to Eviicne te both basic 

"feed-forward" and recursive equalisers with various dispositions 

of the coefficients about the reference tap. The original 

concept was a 'chip per coefficient' philosophy, but it was 

found possible to provide three coefficients on a single chip, 

with an attendant saving in operational complexity. 

Choice of Adaptive Strategy. 

The strategy chosen for the digital implementation is the 

alternative strategy (Strategy II) described in section 7.2 

and characterised by equation 7.7. This strategy was shown 

to be suitable for use both with the conventional feed-forward 

and the recursive transversal equaliser. The strategy 

minimises the mean-square error between the equalised and an 

ideal channel response and the equaliser coefficients are 

incremented in proportion to the magnitude of the estimate 

of the error in the coefficient setting. A schematic diagram 

for the strategy is given in fig.9.1. 
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9.4. 
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Fig.9.1. Basic System Schematic Diagram of Adaptive Equaliser.   

Digital Implementation - General. 

  

In a digital implementation it is necessary to quantise 

the sampled input signal as described in section 5.10. 

This enables the samples to be manipulated in digital nunber 

format. An analogue-to-digital converter is needed at the 

delay-line input and the delay-line then becomes a series of 

shift-register stages. The coefficients must also be stored 

in digital number form. Digital multiplication se rueea and 

the coefficient integrators become digital accumulators. 

Two problems arise from the use of digital techniques, 

namely the accuracy to which it is necessary to represent 

the quantities involved in the computations and the most 

efficient method of performing tne arithmetic operations. 

We therefore consider these two problems in greater detail. 

Accuracy Requirements for Quantised Representation of Line 

  

Sig and Coefficient Values. 

The complexity of the digital logic requirements is 

extremely dependent on the accuracy with which it is necessary 

to represent the line signal and the coefficient values in 

their quantised form. In this section we consider the effects 

of quantisation on beth these parameters. 
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a) Line Signal. The quantised line signal can be resolved 

into two components, the actual Jine signal and an additive 

noise component. The two components together form the input 

signal to the digital equaliser. The equivalent noise power 

of the additive noise component may be determined as follows. 

Consider a multilevel signal as illustrated in fig.9.2, 

where A = number of transmitted levels (alphabet) and 

By = the symbol interval. 

  

aE, 
f——— 
  

  

Fig.9.2. Multilevel Signal. 

Assuming random data, the mean transmitted signal power 

P_is given by: A/2 
: 2 

a 2 
iC) (en = 4) 

a 

Pe 
5 P

i
n
 

If x = number of binary bits used to represent the amplitude 

quantisation and y = number of binary bits used to represent 

one transmitted symbol Clog5A), then the quantisation interval is 

E. 

E.= a=W 

But the mean equivalent noise power due to quantisation 

eS can be shown??? to be given by: 

Me)
 uw 4
 

2 BS:
 

ie 
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Hence the mean signal to equivalent-noise-power ratio is 

A/2 
a u: Bx (2n - 19° 
a re A 

n=1 

This is plotted against x for various values of y in fig.9.3. 

A 

: a 
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I 
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x 

Fig.9.3. Mean Signal to Equivalent-Noise-Power against x and y. 

Since the quantisation noise is uncorrelated with the 

existing noise in the system, we may assume that their resultant 

effect is additive. We shall use this assumption in order to 

determine the number of quantisation levels needed to ensure 

that the existing ei ened/neiee ratio does not deteriorate more 

than a given amount. Calculations have been made for existing 

signal/noise ratios of 40db. and 30db. for deteriorations of 

not exceeding O.5db. and O.1db.. The results of these 

calculations are given in the following table: 
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Original Deterioration Equivalent 
s/n ratio z additive s/n ratio 

4Odb. 0.5db. 49.4db. 

4Odb. O.1db. 56.4db. 

30db. O.5db. 39.1db. 

30db. 0.1db. 46.4db.           
We can now determine from fig.9.3 the values of x required to 

ensure that, the equivalent additive noise power does not exceed 

these values. The values of x so determined are given in the 

following table: 

  

  

          

y(bits/symbol) 4 2 3 4 

4O - 0.5db. 9 9 9 10 

40 - 0.1db. 10 410 10 41 

30 - 0.5db. 7, ee? 8 8 

30 - O.1db. 8 8 9 10 
al     

From the table it is clear that most of the requirements 

are satisfied by the use of 10 bits for quantisation of the 

line signal 

b) Coefficient Values. The total mean deterioration in 

intersymbol interference ae arising from the quantisation 

of the coefficient values is given by 

; Dp, = $AL ‘ can fas ’ 

where A is the quantisation step size and L is the number 

of taps in the delay-line.- Since the coefficient must be 

capable of variation within the range -1 to +1, 

nee 
2* 

A 

-x. 
Thus Di is rae Ee 

q 

Fig.9.4 shows Dq plotted against x for various values of L. 
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9.5. 
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Fig.9.4. DF Versus x for Various Values of L. 

For 16-level transmission, DD should not exceed about 0.02, 

for 8-level about 0.04 and for 4-level about 0.08. Since 

16-level transmission would normally only be considered 

under very favourable conditions, fig.9.! indicates that the 

use of 10 bits for quantisation of the coefficients is again 

a reasonable choice. 

Coefficient Update Computation 

The time initially required to set the equaliser up and 

the rate at which it will tollow changes in channel charscteristic 

are dependent on the constant of integration of the coefficient 

integrators. Although short setting-up times are highly 

desirable, there is, unfortunately, a penalty in error-rate 

performance associated with any increase in the rate of 

equaliser convergence. This degradation of performance 

was analysed in section 7.11. It is evident from fig.7.26 

and table 7.1 that 0' = ae is generally the largest value 

of converrence coefficient that can be used without a serious 

degradation in modem performance. A problem therefore 

arises in the coefficient update calculation in that the 
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9.6. 

product of the line signal, error signal and convergence 

coefficient must be at least pee in order to update the 

least significant bit of the coefficient value. A cursory 

examination of the magnitude of these signals is enough to 

indicate that with 8-level operation only occasional updates 

will. occur and at 16 levels the probability of an update is 

almost zero. In order to cope with this, it is necessary 

to provide additional least-significant bits to the coefficient 

value, although these need not be used in the actual 'transversal 

filter' part of the calculation. Three extra bits are found 

to be satisfactory for most purposes, making a requirement 

for 13 bits in all for the coefficient value store. 

Number Representation. 

‘A reduction in the amount of logic required to perform 

the arithmetic operations has been achieved by the use of 

eee In this system of negative radix binary arithmetic 

number representation the radix is -2, so that alternate 

bits represent positive and negative numbers respectively. 

(i.e. +64,-32,4+16,-8,44,-2,41.) The advantages of this 

system of number representation are that there is no "end 

around carry" and that the addition and multiplication 

opera tions are performed direct, without regard to the polarity 

of the numbers involved. Both of these properties give a 

reduction in arithmetic logic over that required for conventional 

binary number methods of representation. 

Another feature of the negative radix binary number 

representation is that the range of numerical values that can be 

represented by a given number of bits is not symmetrical about 

the zero value. In fact, the positive and negative ranges are in 

the ratio of approximately two-to-one, with twice as many positive 

representations as negative representations for an odd number 

S422=



947. 

of bits and vice-versa for an even number of bits. Since 

the total range of values taken by the coefficients is +2 

to -1, this feature can be used to advantage in this application. 

    

  

  

              
  

  

                                    

L.S.1. Implementation. 

To make the most effective use of L.S.J. it is necessary 

to partition the logic into identical blocks. A suitable 

block is formed by one equaliser stage and its associated 

updating logic. A schematic diagram of the logic partitioning 

is given in fig.9.5. 

Feed forwar, Recursive, 

om hoo 

Signal 
. Ine lg 3 aa 

= | Doro, 
mY 

Ercor   

  

  

Fig.9.5. Schematic Diagram of Digital Adaptive Equaliser. 

It will be seen that the blocks may be interconnected 

in either the feed-forward or the recursive configuration. 

Where negative radix binary representation is not used, it 

is possible to make the reference coefficient logic identical 

to all the other coefficients by adding in an additional 

signal so that varying the coefficient value about zero gives 

a signal whose magnitude varies about unity. _.This can 

be achieved simply by adding the signal at the reference 

coefficient tapping-point in the delay-line into the unused 

adder associated with the first stage as shown by the broken 

line in the diagram, 

The most efficient use of logic is achieved hy serial 

processing, providing the logic can be operated fast enough 
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to achieve real-time processing. About 600 serial logical 

operations are necessary to perform the arithmetic for each 

received symbol. For a voice-band modem operating at 

2400 symbols/s, a logic clock-rate of 1.5MHz. is therefore 

required. This is within the performance limits of M.0.S. 

; fl en deD 
large-scale interration . 

A simplified schematic logic diarram for a single-tap 

stage is given in fig.9.6. 
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Fig.9.6. Equaliser Tap Schematic Diagram. 

The fiming and control signals are omitted frum the diagram 

for the sake of clarity. Each tap stage consists of 

shift-registers for the unequalised data symbol store. 

The working store is used to store the partial products 

during the multiplication operation and the partial sum during 

the final summation of the tap multiplier outputs. An adder 

performs all the arithmetical eoettion and multiplication 

Operations in conjunction with some logical functions controlling 

the adder inputs. The facility to read out and replace the 
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coefficient values has been Brow aeds This facility is useful 

in data systems where a central station automatically 

interrogates remote terminals on a routine basis, because it 

enables the central station equaliser to be set up without 

having to re-equalise from initial conditions each time the 

called station is changed, 

The original concept was to construct the equaliser on 

a 'tap-per-chip' basis, but it was, in fact, found most 

economical to provide three taps per L.S.I. chip. This also 

results in some saving in logical operations per received symbol 

because it becomes possible to sum the three tap outputs 

together simultaneously on each chip, reducing the number of 

final additions between the chips by a factor of three. 

The- interconnection of the tap stages for a single-chip is 

given in fig.9.7. 
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Fig.9.7. Equaliser Chip Block Diagram. 

A schematic diagram of the common logic is given in fig.9.8. 

This common logic forms the chip partial sum by adding the 

tap-3 partial sum to the partial sum from the previous chip. 

The new error data computation is carried out only in the 
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final chip. The. computation facility is provided on all 

chips simply to maintain the chips identical. The 

interconnection of the chips is shown diagramatically in 

£168.99. 
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Fig.9.8. Common Logis Schematic Diagram. 

  

  

    
  

  

  

  

PATA OUT. 

coere   

  

  

ovr 

UNEOOALISED 
f—* Syetaous oy, 

EpvanseD. 
  

  

raster ee 1 

ALLATOR Timing Loge ! 

Tet vee ¥ 

E Corre ‘2 

; Gorge OUT elt 

Ny al (s| [a Ir t Ie ERIE 
UNeovaLiser——pt |p] [P| je} jose Suet) BIB] [omer sygecs BL IBIS 
SYMGOLE th dof 43 (b 5 a nT ELIS 

O ee kre €.surt | Chup PAGTIAL SUM 

eon feenscen! | oS EReoe conron) | eRe _, |                 €eeoe. rt L 
ty vor IN NOT 1 

SED. vsep 

SYMBOLS OvT, 

Eeeow 
" our   

    
BR, = Shir Register, these ave optional for thterrogat tom System cepplitahions 

Fig.9.9. Equaliser System Schematic Diagram. 

From the system design described in this section, a detailed 

logic design, suitable for M.O.S, L.S.1. was carried out. 

9.8. L.S.1. Logic Design. gO See ace eee 

The detailed design work described in this section was 

carried out by the M.0.S. design team at Standard Telecommunication 

Laboratories Ltd., Harlow. A detailed schematic diagram of 
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the chip logic is given in fig.9.10. 

It will be seen that 14 bits are used for the coefficient 

store shift-registers. The additional bit, over the 13 bits 

shown to be necessary in section 9.5, is required because of 

the asymmetrical nature of the negative radix number representation. 

This gives only two-thirds the range of number representations 

in one direction from zero, compared with that obtained using 

conventional binary representation for a given number of 

register bits. The weighting factors of the shift-register 

bits are given in fig.9.11. 
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Fig.9.41. Shift-Register Weighting Factors. 
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The chip operation is controlled by-clock-pulses and 

switching signals as illustrated in fig.9.‘e. The master 

oscillator (M.0.) operates at 3 MHz and is divided by two to 

give two-phase clock-;ulses 4P4 and 2%, at 1.5 Miz. These 

clock-pulses are used to circulate the shift-register contents. 

Certain operations are required once each time a single number 

representation has been circulated, thatis, at every 14th 

clock-pulse. Secondary clock-pulses are therefore derived 

by dividing 494 and 24 py 14, giving (Pah and Baus as shown. 

The computation is carried out in five phases. The duration 

of each phase and the operations carried out in each period 

are shown in table 9.1. The signals P1 to P5 control the 

logic switching for these operations and are Gerived from ahs 

as aNoun in fie.9.12< At the end of period P5, the computation 

is terminated and the clock-pulses inhibited until the modem 

indicates that another received symbol is available to the 

equaliser for processing. 

If the equaliser is operated in the recursive configuration, 

a sixth period P6, of 14 clock-pulses duration, is required 

to transfer the recursive-feedback symbol from the final WORKSTORE 

register into the final chip XPARK register. . The flow 

of information between the chips can be seen from the chip 

interconnection diagram given in fig.9.13. 

An analysis of the logical operations performed by each 

chip is given in table 9.2. Details of the logic functions 

and clock-pulse requirements necessary to perform these 

operations are given in table 9.3. 

Feasibility Model. 

A feasibility model was constructed from the design 

described in the previous section using T.T.L. logic. The 

model consisted of a nine-tap equaliser, the eouivaent of 
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Phase P1. a) Read in/out SYMBOL - Data symbols. 

44 Clock-pulses. b) Read in/out XPARK (Except on final 

chip) - Data symbols. 

c) Read out WORKSTORE (Final chip only) 

- Equalised data symbols to modem. 

ad) Add coefficient update in PARTSUM 

to COEFF. 4 

e) Subtract estimated correct equalised 

symbol from actual equalised symbol 

(Final chip only) - error into 

WORKSTORE. 

Phase P2. a) Read in ERROR from final chip 

44 Clock-pulses. WORKSTORE. ; 

b) Read out WORKSTORE (Final chip only). 

c¢) Add coefficient update in PARTSUM 

to COEFF. 

Phase P3. a) Mileiply SYMBOL by COEFF, forming 

196 Clock-pulses. equalised symbol partial sums in tap 

PARTSUMs. 

Phase P4, a) Sum tap PARTSUMs into chip WORKSTORE. 

42 Clock-pulses. b) Read in/out COEFF (When required). 

Phase P5. a) Sum chip WORKSTOREs into final chip 

196 Clock-pulses. WORKSTORE. 

b) Multiply ERROR by SYMBOL to form 

coefficient update in PARTSUM. 

  

Table 9.1. Chip Computation Operations. 
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1 

SYMBOL shift. shift. | shitt/14. | shift. | shirt/14. 

rea pei otal oc ana neteete see aim | S44 = 84 | 
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COEFF shift. shift. Shift. shift. Shift. : FE 
rs a s Z e | 

Cog - C15) Cog = Dy | Cog = Dy | Ge = Sas [Cog = S15) Pog = M45 | 
4 aa mt 
  

COEFF Shift. Shift. Shift. Shift. Shift. 

Ch = Sy Spy = Sq5 | O94 = O45) Say = 24 Pay = Py] Cay = Py 
  

  

    
| 

DELAY | Shift. Shift. Shift. Shift. Shift. 

De | De = Cg Dg S Co Dg = Cg DB = Cg | Dg = Gg 

j 
DELAY Shift. Shift. Shift. 

DoD, Dee = Dg Dy = Dg 

PARTSUM Shift. Shift. | Shift.   
2. 27 7 Pig Poo = 0 Pog=I/P, Pers - 

ial 
  

  

7 Shift/14. 
| Pas = Pag Pas = Pa6 

PARTSUM Shift. Shift. 

PiSr awe asa 16) See 

  

  
    

  

    
  

  

                      
i 

ERROR Shift. Shift. Shift. Shift. | Shift. 
a, 1s ae: inet a 

Eile ate oa aa pare Ea Sagan eal Eqy = By 

' } 
| 

ERROR shift. | shift. Shift. shift. Shift. 

ss eM = E E = =E Bio 4 roe ee tt) OO = |e tO da 10g 10 

WORKSTORE Shift. | shift. shift. Shift. shift. 
+s | 

Wy =e, Wy gat/P aM, Was = 0 Was 20, 432 P4 yt) Wa gal/PyrW4) 

ea taal | 
| 1 

XPARK Shirt. Shift. | Shift/14. Shift. hese | 

ty ee bs é ie 
ah 4 Pay = I/Py Kiy =X | Xqy =X, =X, | 

| 
  

* When coefficients are required to be exchanged Cog = I/Pg & Cay = 

** Final chip only, other chips Was = Os 

Table 9.2. Analysis of Chip Logical Operations. 
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= I/P,+P1 + S..P4 

Cyg = D,.(P1 Pe) ee Cys. + P2) (C,g = I/Py for exchange COEFF) 

Cy = Ca (P1 + P2) + D,. (Pq + P2) (Cay = 0 for exchange COEFF) 

Dg = Cg 

D, = A_.(P1 + P2) + Dg.(P1 + P2) 
u Pp 

Poo = 1/P.,. Ph + RD + P5) 

Fi5 = 146 
Ue = Cy (P1 +.P2) + $,.E,.P5 + C45-1/P,.P3 

2 ar ErpeGht + 2). 4sPs CGPS 4P5) 

A = 1 +2 (Full serial addition, with carries.) 
P P 

Ey, = I/P,.P2 + B,.P2 

Exo = E,4 (Slower adaptation rates can be obtained if 1/P, is 

connected to £4 during phase P2.) 

=A sw 
Xy = 1/P,.P1 + X,.P1 

1 = T/Pp Pl + Pl .Pu + 1/Py.P5 

2, = WyP2 

A =1 . 2 (Full serial addition and subtraction, with 
Ww Ww Ww 

carries and borrows, subtract during phase Pi.) 

a) Logic functions. 

    All units require clock pulses 44) and ha: 

The following units also require 4444 and Bayt 

& x -X . Pas ~ Pays Xay ae Ve Pa 

b) Clock requirements. 

  

Table 9.3. Chip Logic Functions and Clock Requirements. 
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three M.0.S. equaliser chips. 

Extensive tests were carried out using this model. Various 

equivalent basc-band characteristics were simuiated by means of a 

transversal filter, which wae used to introduce distortion into a 

data stream consisting of a 511-bit pseudo-random binary sequence. 

The filter consisted of 40 taps, each capable of adjustment about 

a, value of An normalised to the reference coefficient ‘output. 

However, since only 9 stages ane provided in the equaliser, the 

dispersion introduced by the filter was limited to nine symbol 

epochs. It wae found that values of distortion D much greater 

than unity were required before the equliser failed to converge. 

The rates of convergence obtained were in accordance with those 

predicted by the theory given earlier in this thesis. 

The equaliser functioned equally satisfactorily in both 

the normal and recursive configurations. Problems of 

instability, which were anticipated in the recursive mode, 

were not encuontered. Only by forcing the equaliser into an 

unstable condition, by specific selection of the characteristic 

to be equalised, was any instability obtained. 

Once equalisation had been achieved, the equaliser adapted 

to change of characteristic as rapidly as it was possible to 

vary the characteristic being equalised by altering the 

settings of the potentiometers on the line simulation filter. 

Although rate of adaptation was difficult to measure, it was 

clear that the rates obtained were similar to those expected 

from the predictions. 

Following the successful testing of the feasibility model, 

work has proceeded towards the provision of masks and tooling 

for full-scale production of L.S.1, chips for a digital 

adaptive equaliser according to this design. 
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10.16 

10. CONCLUSIONS. 

General. 

The earlier chapters of this work were devoted to a study 

of methods and strategies available for the equalisation of 

channéls for high-speed data transmissior. From this study 

it is evident that there is no Seatke system, but rather that 

the system must be selected in the light of the circumstances 

in which it is to be operated. 

The choice between the automatic pre-set mode and the 

adaptive mode depends on the variaticns in channel characteristics 

that are likely to be encountered. Much faster setting-up 

ean be achieved using the pre-set mode, but such an equaliser 

is incapable of dealing with any chanzes in characteristic 

which occur after the initial setting-up period. A compromise 

is possible, whereby, at the expense of some additional hardware 

operation can be commenced in the automatic preset mode and then 

contained its operation adaptively. 

Another disadvantage of the adaptive equaliser is that its 

satisfactory operation depends on at least the major proportion 

of the data symbols being received correctly. — if this 

condition is not satisfied, then the error signal, which is 

derived from the received signal, will be meaningless. 

Because of this, convergence cannot be guaranteed if the 

received data "eye-pattern" is initially completely closed. 

In practice, the line characteristic has to be extremely poor 

before the point of no-convergence is normally reached, 

The choice of equaliser configuration depends entirely 

on the channel characteristics likely to be ercountered. 

Where the chanrel single-pulse response las little dispersion, 

the conventional feed-forward transversal equaliser is satisfactory. 
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Such conditions normally apply to systems operating over 

leased "data-quality" telephone lines. Where the dispersion 

is considerable, and especially where the dispersed samples 

consist of substantial echoes, the recursive equaliser comes 

into its own. Doubts arising from the possibility of obtaining 

unstable networks have not been substantiated by either the 

computer simulation or the practical tests carried out. The 

recursive equaliser is particularly suitable for systems 

operating over h.f. radio channels, where multipath effects 

give rise to substantial echo signals. Echoes also frequently 

occur on switched-telephone network connections, often with 

deaaye of several milliseconds. Tnese,again, can be most 

effectively dealt with using the recursive equaliser. 

A variety of adaptation strategies crise for the adaptive 

equaliser. The most effective strategy is that wich minimises 

the mean-square error in the received signal (MSE), with 

coefficient increments in proportion to the error signal 

magnitude. Unfortunately, the complexity of the increment 

hardware makes the use of proportional increments uneconomie 

for equalisers implemented using discrete component circuits. 

The use of M.0.S. L.S-I., however, makes the use of proportional 

increments economically viable. 

The improved convergence rates that can be obtained by 

using proportional increments enables the adaptive equaliser 

to be used an applications which would otherwise have necessitated 

the use of automatic pre-set initialisation. dt 48 stalr 

necessary to use a pre-set strategy in cases where the data 

“eye-pattern" is initially completely closed, since any data 

errors will give rise to false coefficient error indications, 

Provided the winary 'eye'' remains open, however, it is 

possible to set up multilevel systems using the adaptive 

—170-



40.2. 

strategy by operating initially with binary data only. Once 

the distortion has been reduced to the point where it is 

possible to support multilevel data, it is only necessary 

to change the receive modem slicer levels for multilevel 

operation and to signal the send modem that multilevel data 

may now be transmitted. 

In practice it was found that it was possible to select 

modem parameters such that it was almost always possible to 

transmit binary data through both the leased "data-quality" 

and the switched-telephone networks with error-rates that did 

not interfere with the initial convergence of the adaptive 

equaliser. Work therefore proceeiec to provide a design for a 

general-purpose M.0.S. L.S.1. equaliser chip based on the MSE 

adaptive equaliser, having proportional coefficient increments. 

This design has been presented in detail and commercial 

manufacture is now planned. 

Further Work. 

Teck fupthen aspects of this work are currently being 

pursued: 

a) Implementation using Standard Logic Blocks. 
  

Work is continuing at the University of Katen 0 on 

the design of a similar equaliser, but using standard logic 

blocks. This design is intended for situations where the 

production muantieies are’small and the provision of M.0.S. 

masks and tools is therefore uneconomical. Use is made of 

high-speed T.1.L. so that the arithmetic operations can be 

multiplexed between the stages. General-purpose multistage 

shift-register packages are being used to store the signal 

samples and coefficient values. 

b) Use of Aaaptive Equalisers with Partial Response Data Systems. 

The adaptive equaliser simulation programs are being 
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modified to enable simulation teste to be carried out on 

the use of the adaptive equaliser in conjunction with partial 

response data systems ©°*. Preliminary tests have been 

carried out at S.7.L., Harlow, for an sdaptively equalised 

elass IV partial response Peetoat The results of these initial 

tests’ confirm the feasibility of such an arrangement, but 

the system performance was somewhat disappointing in comparison 

to that obtained with the conventional data systems as described 

in this work. A full programme of tests is necessary, however, 

before sufficient results are available to make a conclusive 

system comparison. 

  

Each symbol in the class 4 partial-response 

| system is transmitted in the form 1,0,-1. 

=172=



APPENDIX 1 

CHARACTERISTICS OF TYPICAL TRANSMISSION CHANN 

  

ELS USED FOR 

TEST PURPOSES. 

This appendix gives details of the characteristics of 

typical transmission channels used throushcut this work 

in conjunction with the various computer simulation test 

programs. 

The equivalent base-band channel characteristics of 

various vestipgial-side-band (v.s.b.) modem configurations 

are computed from typical line characteristics using the 

computer program described in 1.1.1, Technical Report 

No. sti 1029 "*1, he block diagram of a v.s.b. 

modem system is given in fig.A.1a). This reduces to 

the equivalent system configuration illustrated in -fig.A.1(b), 

which forms the basis of the computer program. The 

characteristics of the pulse-shaping filter, the line and 

the v.s.b. filter are read into the computer as program 

data, together with the modulated carrier frequency and 

data symbol transmission rate. The program determines 

the composite response of the line and the v.s.b. filter 

and then computes the equivalent base-band response between 

the input to the modulator and the output of tne demodulator, 

assuming that both these functions are performed by linear 

multipliers. The program enables the phase of the demodulating 

carrier to be varied, but for these computations it is assumed 

to have been accurately determined. The response so obtained 

is then combined with the pulse shaping filter response to 

give the ovérall equivalent goeervend characteristic. 

Unless otherwise stated, the overall pulse-shaping filter 

response has been assumed to have a raised-cosine roll-off 

low-pass amplitude characteristic with a linear phase 
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characteristic and the overall v.s.b. filter response has 

been assumed to have a linear roll-off with a linear phase 

characteristic. The amplitude characteristics of these 

two filtere are illustrated in fig.A.2. 

The line characteristics used in the computations are 

shown in figs.A.3 to A.5. The characteristics designated 

W1 and W2 in fig.A.3 are estimated worst-case characteristics 

for special-quality data circuits to CCITT recommendation M102. 

The M102 limits are also shown in the diagram. The line 

characteristics L1 to L5, given in figs.A4 and A.5, are 

measured characteristics of actual leased connections supplied 

by the G.P.0. The compositions of these connections were as 

follows: f 

Line 1. R/CB2694 + BM-L1023, looped at Birmingham. 

Line 2. R/CB2694 + L-XF1000, Yooped at Fenny Stratford. 

Line 3. R/CB2694 + BM-L1020, looped at Birmingham. 

Line 4.  R/CB2694 + BM-L1201, looped at Birminghan, 

Line 5. R/CB2694, looped at Faraday House, London. 

Group delay equalisers removed. 

R/CB269% comprised 24.5 miles of 20/88/1.136 loaded audio 

cable from S.7.L., Harlow to Faraday House, London. Amplifiers 

and 25 mile group-delay equalisers were orovider ain both 

directions of transmission. 

BM-L1023 comprised two tandem carrier channels from Faraday 

House to Birmingham via Bristol. Total distance 219 miles. 

L-XF1000 comprised 8.5 miles of 20/88/1.136 loaded audio 

cable, plus 38.5 miles of 40/88/1.136 loaded audio cable 

from Faraday House to Fenny Siratford. One amplifier was 

provided for each direction of transmission. 

BM-L1020 comprised one carrier channel on microwave from 

Faraday House to Birmingham. Total distance 131 miles. 
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tance 

  

system from Faraday House to Birmingham, Total di 

The estimated characteristics were used in the initial 

experiments because actual characteristics did not become 

available until later in the work. Subsequent work shows 

that the eetimates were, in fact, reasonable representations 

of M102 quality lines such as are likely to be encountered 

in practice. 

fhe equivalent base-band characteristics given in figs.A.6 

to A.16 were computed for various modem configurations 

associated with each line characteristic. Details of the 

line and modem parameters are piven with each characteristic, 

as well as an apyrropriate designatory code. The first two 

characters of the designatory code indicate the line characteristic 

used and the third character the modem parameters as indicated 

in the following table. 

  

  

    

Parameter Symbol Carrier Shaping Vsb.Filter 

Designatory Rate, Frequency. | Filter Roll-Off. 
Code. Symbols/s. Hz. Roll-Off.% Hey 

A 2400 2400 50 600 

B 2400 2200 25 200 

Cc 3200 2600 25 300 

D 3200 2800 25 200 

E 3600 * 2700 ge oo. 300 

F 3600 2550 25 300 

G 2400 2600 50 300 

H 2400 2600 25 300 

J As A, but filter characteristics are actual 
measured values. 

Estimated effect of echoes on 
K 2hoo base~band characteristic.           
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The equivalent base~band characteristic Rik, given in fig.A.17, 

is an estimated characteristic associated with a channel, 

such as an h.f. radio voice channel, which has significant 

echoes in the channel single-pulse response. The characteristics 

X1 and X2, given in figs. A18 and A19, are time-domain responses 

whieh were arbitarily chosen to have unequalised intersymbol 

Gutextenences Do greater than unity. The computed equivalent 

frequency characteristies for these responses are also given. 

Some equivalent base-band channels are referred to in 

table 2.1 and in the computations detailed in section 5.3 

for which full equivalent base-band characteristics have not 

been computed. Details of these characteristics do not 

therefore appear in this appendix. 
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APPENDIX 2 

LISTING OF COMPUTER PROGRAM TO COMPUTE Dain? 

This program computes the minimum valves of intersymbol 

aiientensite (Daan) that can be obtained for a given channel 

response, using various numbers of equaliser delay modules, and 

with various dispositions of these modules about the reference 

tap position. Ths program operates by solving the set of 

simultaneous equations (3.5) to obtain the optimum values of 

the multiplier coefficient settings. From these coefficient 

values the residuel intersymbol interference (D ) remaining min 

after equalisation is then computed. The method of operation 

limits the use of the program to chanuels having an unequalised 

intersymbol interference do < aes 

The program is written in FORTRAN IV language and the program 

card deck is compatible with the IBM/360 operating system. 
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DISK CPERATING SYSTEM/360 FORTRAN 360N-FO-451 

OIMENSION FT(1500),GT(180),COEFF{ 1600), VECTOR(40) 
READ (1,10) MTAP,NTAPyNSYMyNPK,NMAXT 

10 FORMAT (515) 
READ (1,12) NS 

T2 FORMAT(15) 
N=2*NS 
READ (lyolLL)(FT(1),I=l_N) 

11 FORMAT (8F10.5) 

NGT=NSYM+1 
OO 80 IN=1,5 
LIM=(441N)*2 
DO9O IL=1,LIM 
MT=IL 

NT=LIM-IL 
WRITE (3,1010) MT,NT 

1010 FORMAT (*1MT=",15," NT=",15) 
NCONS=MT4NT+1 
DO 110 I=1,40 

110 VECTOR(I)=0.0 
NC=MT+1] 
VECTOR(NC)=1.0 
DO 111 f=1,180 

111 GT(1I)=0.0 
DQ 120 I=l,NSYM 
JA=NCONS+I = ok 
JB=20*I-204+NMAXI*2 

120 GT(JA)=FT (JB) 
DO 20 J=1,NCONS 
DO 30 I=1l,NCONS 
K=1-J4+NPK4+NCONS 
TA=1+(J-1)*NCONS 

30 COEFF(IA) = GT(K) 
20 CONTINUE 

i CALL SIMQ(COEFF,VECTOR,NCONS,KS) 
CALL XUOFF 
WRITE (3,1001) KS 

1001 FORMAT (*0KS=",15) 
WRITE (3,1002) 

1002 FORMAT (*OTAP COEFFICIENTS?) 
DO 60 I=1,NCONS 
WRITE (3,1003) VECTOR(1) 

1003 FORMAT {(F10.4) 
60 CONTINUE 

SUM=0.0 
NYT=NGT+NCONS 
DO 21 I=1,NYT ay : 
YT=0 

OG 31 J=1,NCONS 
K= NCONS-J+1 
L=I+J-1 

31 YT=YT+VECTOR(K)*GT(L) 
21 SUM=SUMtABS(YT) 

WRITE (3,1004) SUM 
1004 FORMAT (*OSUM=",F10.4) 

90 CONTINUE 

80 CONTINUE 

SToP 
END 
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APPENDIX 3 

LISTING OF AUTOMATIC PRE-SET EQUALISER SIMULATION PROGRAM. 

This program simulates the operation of the automatic pre-set 

transversal equaliser. Details of the method of operation are 

piven in section 6.5. 

Thé program is written in FORTRAN Ivy language and the program 

card deck is compatible with the IBM/%50 operating system. 
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2000 

1001 

a
a
n
0
n
 

10 

950 
1000 

951 
1100 
952 

12 

2001 

2002 

35 

41 
1010 

42 

1020 

~ DISK OPERATING SYSTEM/36U FORTRAN 360N-FO-451 : 

EQUALISER SIMULATION PROGRAM 

DIMENSION fT(4001),C(22),)SGN(22)5SGNYT{ 201) eNDELTA(9) »STEP(2) 
READ (12000) MODEL,NRUNS»NDELTA,NSTEP» STEP 
FORMAT (1215,2F10.5) 
MODEL 1 IS LUCKYL,2 IS LUCKY2,;3 IS TURNER 
READ(1,1001) MTAP,NTAPsNSYM,NPKyNPTS»NREF pNFORM 
FORMAT (715) 
MTAP IS NUMBER OF TAPS BEFORE REFyNTAP IS NUMBER AFTER. 
NSYM IS NUMBER OF COMPLETE SYMBOLS INPUT MAX NSYM 1$39,NPK IS 
NUMBER OF SYMPOL WITH PEAK,  NPTS IS THE NUMBER OF POINTS PER 
SYMBOL AND MUS! BE A FACTOR OF 100. NREF IS REFERENCE SAMPLE. 
DO 10 1=1,4001 
FT(1)=0.0 
NINC=1LOO/NPTS 
MQ=(NPTS-NREF4L) *NINC+1 
LIM=(1O0*#NSYM)+MO 
IF(NFORM-1) 950,956,951 
READ (1,1000)(FT(1),1=MQ,LIMyNINC) 
FORMAT (8F10.5) 
GO TO 952 
READ(1, 1100) (FT( I), 1=MQ,LIM,NINC) 
FORMAT (10XeF10.5~1L0XyF 1005s LOXe FlOeS 9 LGXyF 1065) 
LIMX=LIM-NINC 
DO 11 I=MQ,LIMX;NINC 
K=I4+100/NPTS 
DIF=(FTCL)-FT(K))/NINC | 
JSL=NINC-1 
DO 12 J=lyJL 
L=I+J 
FTC(L)=FT(U)-DIF*I 
CONTINUE 
DU 242 IDELTA=1,NRUNS 
NDEL=NDELTA(IDELTA} 
DO 240 ICH=l,NSTEF 
WRITE (17,2001) MODEL »MTAPy NTAP 
FORMAT (®OMODEL %,12;5X_"MTAP="412—95X_*NTAP=", 12) 
WRITE (7.2002) NOEL,STEP(ICH) 
FORMAT { *ONDEL=",14,5X,*TAP INCREMENT="pF1005) 
NCONS = MTAP4NTAP 41 
DO 35 I=1,NCONS 
C(1)=0.0 
CEMTAP+3)=120 
N=0 
KOUNT=0 
IF(NCONS-11) 41941942 
WRITE (7,1010) (I,T=1lyNCONS) 
FORMAT (1 — N%,9Xy*SUM*,3Xy11(4X_"CC",129%))) 
GO TO 40 
WRITE (7%,1010) (IpT=1el) 
WRITE (7,1020) (I, L=12,NCONS) 
FORMAT (* "gl 9X,1L(4X_"C("y L208) 0) 
SUMA = 0 
SUMB = 0 

re



17/03/69 FORTMAIN 0002 

SUMC = 0 
40 SUM=0 

DO 114 L=1,106 
KA=0 
YT=0 
DO 110 I=1,NCONS 

K=100* (NPK4MTAP4L4L-1)-CI-MTAP-1)*NDEL41 
IF -(K) 120,120,121 

120 FYX=0 
Go TO 110 

121 IF{K-4001) 123,123,120 

123 FIX=FT(K) 
1LO YT=YT+C(1) *FTX 

IF (YT) LLbeb12,111 

112 KA=KA+L 
IF (KA-3) 114,113,113 

111 KA=0 
IF(MODEL-2) 901,902,902 

901 IF(L-NTAP) 130,130,114 

130 JB=MTAP4L+1 
SGN(JB)=SIGN(1.0,YT) 

GO TO 114 
902 JB=1014L 

SGNYT(JB)SSIGN(1009YT) 
114 SUM=SUM+ABS(YT) 
113 DO 115 J=1,100 

KA=0 
YT=0 
DO 116 I=1,NCONS 

K=100#(NPK4+NTAP4+1—J—I)—( I-MTAP-1)*#NDEL41 

IF (K) 122,122,124 

122 FTX=0 
s GO TO 116 
124 IF(K-4001) 125,125,122 
125 FIX=FT(K) 
116 YT=YT#C(1L)*FTX 

IF (YT) 117,118,117 
118 KA=KA+1 

IF (KA-3) 115,119,119 
117 KA=0 igs f cae = 

IF(MODEL-2) 903,904,904 
903 IF(J-MTAP) 131,131,115 
131 JC=MTAP—J+1 

SGN(JC)=SIGN(1.02YT) 
GO TO 115 

904 JC=1L01-1 F 
SGNYT(JC)=SIGN(1-02YT) 

115 SUM=SUM+ABS(YT) 
IF(N-200) 11970770 

70 WRITE(7,71) 
Tl FORMAT ('O N EXCEEDS 200°) 

GO TO 240 
119 N=N+1 

IF (NCONS-11) 141,141,142 

141 WRITE (7,1011) N»SUM,(C(1),1=1,NCONS) 

-200-



17/03/69 FORTMAIN 0003 

10il 

142 

1012 
143 

906 

527 
909 

910 
912 
513 

512 
514 
515 

518 

517 
519 
520 
913 

914 
SIS 
523 

522 
524 
525 
526 

907 
300 

322 

324 
325 
200 

916 

547 
S19 

FORMAT (155F15.5,11F9.4) 
GO TO 143 
WRITE (791011) N,SUM,(C(I),1=1,11) 
WRITE (77,1012) (C(I),I=12,NCONS) 
FORMAT (20X,11F924) 
C(MTAP+1)=1.0 
DO 200 I=lyMTAP 
IF (MODEL-2) 907,906,906 
SIGMA=0.0 
BO 526 J=JCyJB 
If (J-101)52725269527 
IF(MODEL~2) 908,909,910 
JD=1LO0*#(NPK+MTAP-F4J-100)4+1 
GO TO 912 
JOD=100*(NPK#HTAP-1+J-100) #1—( I-MTAP-1) #NDEL 
TF (JD) 513,513,512 
FTD=0 
GO TO 515 
IF(JD-400L) 514,514,513 
FTO=FT(JD) 
JE=100*(NPK-LOL+J)+1 
IF (JE) 518,518,517 
FYE=0 
GO TO 520 
IF(JE-4001) 519,519,518 
FYE=FT(JE) 
IF (MODEL-2) 908,913,914 
JF=1GO*(NPK+MTAP+1~I)41 
GO TO 915 
JF=100% (NPK4MTAP+1—-1)4+1—( 1-MTAP—1} *NDEL 
IF (JF) 523,523,522 J 
FTF=0 
GO TO 525 
IF(JF-4001) 524,524,523 
FTF=FT(JF) 
SIGMA=SIGMA+(FID~FTE*FTF) ¥SGNYT (J) 
CONTINUE 
SGN(I1)=SIGN(1.0,SIGMA) 
CUL)=C(1)-STEP (ICH) *SGN(T) 
K=100* (NPK#MTAP4+1-I )—(I-MTAP-1L)*NDEL41 © 

IF (K) 32243225324 
FTX=0 a 

GG TO 200 
IF(K-4001) 325,325,322 
FYX=FT(K) z 
COMTAP4+1)=C(MTAP+1L)—C(1)*FTX 
MA=24+MTAP 
DG 203 I=MA,NCONS 
IF(MODEL-2) 917,916,916 
SIGMA=0.0 
DO 546 J=JC,JB 
IF (J-101)54745465547 
IF (MODEL-2) 908;919,920 
JD=1L00* (NPK4+MTAP-I+J5-100)41 

GO TO 922 

=201—



17/03/69 FORTMAIN Book 

$20 
922 
533 

532 
534 
535 

538 

537 
539 
540 
923 

924 
925 
543 

542 
544 
545 
546 

917 
303 

422 

424 
425 
203 

230 

240 
1013 
242 

1014 

908 
2003 
911 

JD=100% (NPK4MTAP-I+J-100)+1-( I-MTAP—1) #NDEL 
TF (JD) 5339533,532 
FTO=0 
GO T9 535 
TF(JD-4001) 534,534,533 
FTD=FT(JD) 
JE=1LO0*¥(NPK-LOL+J5) +1 
IF. (JE) 538,538,537 
FTE=0 
GO TO 540 
IF(JE-4001) 539,539,538 
FTE=FT (JE) 
If {MOOEL-2) 908,923,924 
JF=1LO0*¥(NPK+MTAPHI-E) 41 
GO TO 925 
JF=100*(NPK¢MTAP 41-1) 4+1-—(I-MTAP—1) ¥NDEL 
IF (JF) 543,543,542 
FTF=0 
GO TO 545 
IF(JF-4001) 544,544,543 
FTF=FT!JF) 
SIGMA=SIGMA+(FTD-FTE*FTF) *SGNYT (J) 
CONTINUE 
SGNCUI)=SIGN(1.0,STGMA) 
C(L)=C(L)-STEPCICH)*SGN(T) 
K=100% (NPK+MTAP+1~I)-(I-MTAP—-1)*NDEL+41 
IF (K) 42254225424 
FTX=0 
GO TO 203 
IF(K-3900) 42534253422 
FTX=FT(K) 
CCMTAP4+1)=C(MTAP4+1)—-C(1) FTX 
SUMC SUMB 
SUMB SUMA 
SUMA = SUM 
TF(ABS(SUMC - SUM) — .001) 230,230,40 
KOUNT=KOUNT#1 
IF (KOUNT-5) 40740,240 
WRITE (321013) 
FORMAT (*0O KOUNT COMPLETED*) 
CONTINUE 
WRITE (3,1014) 
FORMAT (*'O PROBLEM COMPLETED') 
GO TO 911 
WRITE(3,2003) 
FORMAT (*0 PROGRAM EXECUTION ERROR*) 
stop 
END 
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APPENDIX 4 

LISTING OF ADAPTIVE EQUALISER SIMULATION PROGRAM. 

This program simulates the operation of the adaptive 

transversal equaliser. Details of the method of operation 

are given in section 7.6. 

The program is written in FORTRAN IV ianguage and the 

oroeeet card deck is compatible with the IBM/360 operating 

system. 
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DUS FORTRAN TV 3E60N=FO=479 3-1] MATNPGM DATE 20/077 710 TIME 10.47.23 PAGE 0001 

    

    

    

c ANAPTIVF FQUALISER STIMULATION PROGRAM ; PBAF 1 
= C === RBAE 
0001 DIMENSION FT(800)9VT(40) sSTEP (4) oC (40) sXT(40) oKT(80) sY(100) eZT(40)8BAE 7 

= %,TSRAL40) + TSRB(40) NAVE GO) eMI4) LA(4) RBAE 3 == 
0002 READ (142000) NCONFeMTeNToNSTRAT+LTHReNFB+NAVESNSTEPSSTFP - RBAE 4 
9003 2000 FORMAT (815+4F10.5) PRAE 5 
0004 RFAD(1L+100L) MTAPsNTAPsNSYMsNPKeNPTS »NREFsNFCRMsNBPS PBAF 11 

=0905 3 1001 FORMAT (815) RAAB S 
cos NLEV=2** NBPS : Vise UP RAE 22 
oco7r= NSL=NLEV=1 === RRAE 122 
oo08 NO 240 [=1+4 : RBAF 123 
0009 240 M(TI= = Se Nee 
0010 NCONS=MT+NT#1 ; R21F 6 

=O011 NA=MT41 : z = RBAE 7 
0012 AtNSYM ig 4 — RBAF 8 
9013 AT +2 : = = ae == RBAE--90 
O04 per Sauee RBAE 10 

10015 KAMT Se === RBAE- 101 

0016 ce : PBRAFAIOL 
0017 NF=MAXO{ NBs THR NG) : == === == RRAF 102 
0018 NM 10 1=1.400 ~ &BAE 13 
0019 10 FT(1T)=0.0 : : ==— RRAF 14 
0020 LIM=NPTS#NSYM = RBAR 15 
0021 TE{NFORM-1) 950,950,951 = ====RAAF 16 
0022 950 READ (1,1000)(FTCI).T=1eLIM) ‘ TS GRBAEL TT 
0023 1000 FORMAT (8F10.5) == : === RBAF 18 
0074 GO TO 952 F % r . fe RRAE 19 
0025 951 READ {lel LOOVC FTC I), T=1+L IM) === RBAE= 20 
0026 1100 FORMAT (10X+F10.5+1L0XeF19.5910XeF10.5410XeF10.5) y ORBIG Zt 

=0027 952 NG 11 T=1.NSYM - eee S=—RBAE 22 
0028 NX={ 1-1} #NPTS#NREF a i eRBAE 23 
9029 LL VTCII=FTINX) ee ==RRAE 24 
0030 VN=VT{NOK) . ~ RBAE 25 
0031 DO 1? T=1~NSYM = = : = ee === RBAE=26 
0032 12 VIC TI=VTCII/VN i RBAE 27 
0033 DN 5 TSTEP=1,NSTE? ==RBAE 28 
0034 KEND=0 Ls aged 7 PBAF 29 
0035 KTOT=0 = = PRAF 30 == 
0036 N=0 a RBAE 31 
6027 NERR=0 z PRAF 32 

   



DGS FORTRAN IV 360N-FO-479 3-1 MAINPGM DATE — 20/07/70 TIME 1047.23 PAGE 0002 — 

  

0038 SUMA=0.0 RBAF 33 
9039 SUMB=0 .0 I z E RBAE 34— 

0940 SUMC=0.0 RBAF 35 
0041 LSEQ=2#*LTHR-1 E = pS RRAE 36 
0042 pA 50 1=1,NF : RBAE 37 

=0043 50 KT(1)=1 = = = SiS = = RBAF 38 

0044 TOT=0.0 ; PBAE 39 
9045 00 51 I=1,NSYM z ft tne === RBAE_40 

0046 LZ=NSYM#1-1 i RBAF 41 
0047 = TOT=TOT+VT (LZ) = = = = PBAE 42 

0048 51 XT(1)=T0T RBAF 43 
0049 = QUT=TOT BS = RBAE 44 

0050 SQUT=SIGN(i.2,0UT) r RBAE 45 
005i ICUT=TFIX(SCUT) fee eS = RBAE 46 
0052 IF{QUT-NSL) 56456465 RBAF 47 
0053 56 IF(QUT4NSL) 64657+57 5 == = RBAE 48 

0054 57 JOUT=CUT+NLEV RBAF 49 
10055 KOUT=MOEDLJOUT»2) = = RBAE 50 

ON056 TE(KOUT) 6496465 z RRAF 51 
1 C057 64 ISER=-1 \ : RBAF 54 
0053 GO TO 63 RRAE 55 
0059 65 ISER=1 : RBAE 56 

océo 63 NO 62 RBAF 57 
0041 ISRA(T RRAF 58 
0c62 ISRB(I RBAF 59 
0063 — ZTUL)=TOT RBAE 60 
0064 C(12=0.0 PBAE 61 
0065 62 NAV(T?=0 z RBAF 62 
0066 C{NAI=1.0 2BAE 63 
0067 TF(NCONS-10) 53453,54 = = RBAE 64 
0068 — 53 WRITE(7+1010) {f41=1-NCONS) RRAF 65 
0069 1010 FORMAT(#1L  N%,4Xe"SUMt» 5X," NGRM 44X_" ERRORS? 10(4X*C{",12,')'3) PBAE 66 
0070 GO TO 55 PRAF 67 
Oo7k 54 wRITF{7,1010) {1,1=1+10) : PBAE 68 
0072 WRITF(7-21020) (1,T=11,NCCNS) : RBAE 69 
0073 1020 FORMAT(* *30Xe10(4X-7C( 491209 )8 9) RRAE 70 
0074 55 DO 67 1=1,100 2s dln i RBAE 71 
0075 67 Y(1)=0.0 =p AL = 

60.6 : LFINCONF-2) 2021421 . Suis ee Se RRAE ES 
oo77 20 SUM=0.0 = = RBAE 74



DCS FORTRAN IV 369N-FO-479 3-1 

0078 
OC79 
o08o 
o08t 
0082 

00@3== 
O08 
0c85 
Oces 
ecs7= 
oces 
0089 
9090 
ocd) 
0092 
0093 
00S4 
0095 

» 0056 
> COST 
| 0098 
0099 
0100 
0101 
0102 
0103- 
O1C4 
9105 
0106 
C107 
01038 
0109 
cilo 

=O EN) 
0112 
Oris 
0114 
Q115 
0116 
O11? 

lal 
123 
110 

125 

ae 
Lt4 

at 

82 

126 

12t 
128 
111 

115 
81 

129 

130 

NIT=NCONS+NSYM-1 
DO 114 L=1L,NTT 
YT=0.0 
00 110 T=1eNCONS 
K=L+1-1 

IF(K) 12041209121 
VTxX=0.0 
Go Te 110 
TFCK-NSYM) 12391232120 
VTXSVTCK) 
YTH=YT#C(TV*VIX 
TFLL-MT—NPK) 12451255124 
OIVO=YT 
GEG 10 114 
SUM=SUM#ARSTYT) 
Y(L=YT 
NIST=SUM/DIVD 
Go TO 30 
SumM=C.0 
TF(MT) 81581982 
0G 115 L=1,MT 

  

YT=0 .0 
OO 1L1 T=1.sNCONS 
K=L+1-T 
TF (XK) 12641269127 
VTX=0.0 
GO TG 111 
TF (K-NSYM? 12851282126 
VIX=VT(K) 
YT=YT+C(1VFVIX 
SUM=SUMHABS(YT) 
YCLdsy¥Tt 

   NO 116 
YT=0.0 
DO 112 I=1l»NA 
K=L+1-1 
IF (K)1299129+130 
VTX=0.0 
CO Ast F2 : 
TFIK-NSYM) 131013221279 
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RBAE 
RBAF 
RBAE 
RBAE 
RBAF 
RBAF 
RBAFE 

RBAE 

RRA 

RBAE 
RBAE 
RBAF 

RBAF 

PRAF 
PR AE 
RBAF 
RBAF 

RBAE 
RBAE 
RBAE 

RBAE 
RBAE 
RBAE 

RBAE 

RBAF 
PRAE 

75 
76 
17 
78 

79 
20 
Rl 
82 
83 
Ba 

85 
B6 
87 
88 

89 

Cr) 
S1 
9? 

93 
935 
94 

95 
26 
97 
98 

99 

RBAE1TOO 
RRAFIOL 
RBAELO2 
RBAE1N3 
RBAELIO4 
RBAELOS 
RBAFLO6B 

RBAFE1O7 
RBAE1O8 
RBAFIO9 

RBAELI0O 
-RBAFI11— 
RBAF1I2 
RBAEI13 

FAOT Vuvo
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0118 
0119 
0120 
0121 — 
0122 

0123 
0124 
0125 
0126 
0127 
0128 
0129 
0130 
43% 
01327 
0133 
0144 
0135 

putes 
S013? 

"0138 
0139 
0140 
O14) 

Q147 
0143 
0144 

= 0145 
0146 
0147 
0148 
0149 
0150 
0a} 

O1L52 
Oy 53. 
O184 

9 
O15 
0157 

   

131 
112 

118 
113 

138 

1Ae 
116 

135 

119 

1002 

136 
30 
31 

1011 

32 

PRATNP GO" 

VIX=VT(K) 
YT=YT+C(T)*VIX 
DO 113 I[=NC+NCONS 
J =Lt1-14+MT 
TF(J? 11701175118 

YTX=0.0 
GO TG 113 
YTX=Y{J) 
YT=YT#CULV*YTX 
Y«tveyt 
IF (L—MT-NPK) 13791384137 
CIVD=YT 
GO TO 116 
SUM=SUM4ABS(YT) 
CONTINUE 
KOUNT=0. 
pO 119 L=ND-100 
YT=0.0 
NO 132 T=NCeNCONS 
J=LAISI+MT 
IF ($) 13391332134 
YTX=0.0 
GO TG 132 
YTX=YCI) 
YI=YT+CULI*YTX 
YULpsyT 
TFIABSCYTI—.0001) 13521359119 
KOUNT=KOUNT#1 5 
IF{KCUNT-NT? 11941365136 
SUM=SUMF+ABS(YT) 
WRITEL 721002) 
FORMAT(' IMPULSE RESPONSE NOT CONVERGENT'+/) 

NTERM=1 
DIST=SUM/DIVD 
IFINCONS-1LO) 3123163? 

VATo CvUrVuls ty 

WRITE (7+1011) NeDISTeDIVDyNERRs (CCL), T=1+NCONS) 

FORMAT (20% 0f552F9.52T62" ',10F964) 

GO TO 33 
WRITE (71011) NeDISTsDIVDeNFRR, IC(1) f=1510) 
WRITE (7-1012) {(C(1),T=L1i,NCONS) 
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“RBAFLI4 
RBAE115 
RBAEVL6 

RRAELLT 
RBAFLIS 
RBAELLO 
RBAF1i20 
PBAFi21 
RRAEL22 
RBAE123 
RBAFL24 
RBAEI25 
PBAFEI26 
PRAFI27 
RBAF128 
RBAEL295 
RBAEL29 
RBAFE130 
RBAFL31 

“RSAF1L32 
PBAFI33 
RBAE134 
RBAEI35 
RRAEL36 
RBAFL37 
RBAF138 
2B AF 139 
R21E140 
RBAFL41 
PBAF142 
RBAEL43 
RBAFI44 
RBAFLS45 
RBAEL45 
RBAFL46 
RBAELAT 
RBAEL48 
PBAF149 
RRAELSO 
RBAELSL 
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0158 
=0159 

0169 
=OL€1= 
O1e2 
0163 
0164 

=0165 
0166 

= 0167 
0168 

=O1ES 
0170 
o171 
0172 
0173 
0174 

1 0175 
3176 
LOLTT 
0178 
0179 
0180 
0181 
0182 
0183 
0184 
o1R5 
0166 
O187 
0188 
0189 
0190 
esi 
0192 
0193 
0194 
0195 
ce 
6157 

1012 
33 

80 

22 

28 

25 

58 

200 
201 
202 

203 
204 
205 
206 

207 

208 

209 

210 

211 

2te 

213 
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FORMAT(31Xs10F9.4) RBAFLS2 
NERR=O Ss PRBAE153 
TFIN.GT-6600) GO TO 24 ta ¥ — RBAEL5S36 

uMB : === PBAFI54 
UMA 5 RRAEI55 

SUMA=NIST = = RBAF156 
IF(ABS{SUMC—NDISTI—.001) 23423422. RBAFIST 
KEND=KEND41 : SS = PBAF158 
TF{KEND-5) 22022424 E a Se Hip MSR EAELSOON ee 7 ent 
NO 58 J=1,NAPS z S==RBAFL591 
DO 25 1=2)NF PBAFL60 
LX=NF42-1 RBAFI41 
LY=NF+1-1 RBAEL62 
KT(LXISKTILY) RBAF163 
KT(1)=O-KTELTHRIFKTOINEB) 5 ae | i RBAFI64 
MUJDSKTUL) 5 : = RBAE16O4GA 
TF(M(4)) 2004200+ 201 : ~ RBAEL64B 
TF(M(3)? 20242074203 PRAFLG4C 
TE(M(319 2049204+ 205 RRAFI640 
TF(M(2)) 2064206, 207 = RBAE1O4E 
TE(M(232 20892C8»209 RBAF LOGE 
TEIM(2)) 2109210, 211 ' RBAF164G 
TFIM(29) 212+2120213 PBAFL64H 
GCM=1] RBAE1641 
GO TO 214 RBAELO4J 
GOM=9 z RBAFIO4K 
GO TN 214 RBAEI 641 
GCM=13 = RBAELOGM 
GO TC 214 PBAF164N 
GCM=15 £ == RRAEL640 
GO TC 214 Bi9 RBAEL64P 
GCM=5 RRAF1 640 
60 TO 214 RBAE164R 
GCM=7 = RBAFL64S 
GO TO 214 ig RBAFLO4T 
GCM=3 RBAFLO4U 
GO Te 214 PRAFIG4V 
GCM=1 2 = = ReAL Oh = = 
MGC=IFIX(GOM) 
GC=ISTGNIMGCM{1)) = RBAF164X =    
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0198 

0199 
02c0 
0201 
9202 
0203 — 
0204 
0205 
02046 
0207. 
02c8 
02c9 
0210 
O2%1 
0212 

=0213 

—6
0c
¢™
 

0214 
0215 
0216 
O217 

_ 0218 
0219: 
0220 
0221 
07227 

= 0223 
02? 

= 0225 
0226 
9227 
0228 
0229 
0230 

= 0231 
0232 
0223 

0234 
0235 
0236 
0237 

26 

29. 

40 

18 

41 

27 

16 

42 

15 

43 
44 

48 

49 
4&7 
60 

NO 26 1=2+NSYM 
LP=NSYM+2-T = 

LO=NSYM#1-1 
XT{LP)=XT(LQ) 
XT{1)=0 
Df 29 1=lLeNSYM 
LR=NSYM+1-T 
XTC DI=XTCTIFVTCLRI*GC 
TFINCONF-2) 40241241 
na 18 T=2,NCONS 
L=NCCNS+2-1 
J=NCONS#I—1 
ZT(LI=ZTOS) 
ZT{19=XT(NSYM) 
GO Ta 42 
DO 17 1=2eNT 
L=NCONS4+2-1 
J=NCONS#1-I 
ZT(LI=ZTS) 
ZTINCY=O0UT 
DO 16 I=2,NA 
L=NA+2-1 
J=NA41-1 

ZT{LIS7TII) 
ZT(LI=XTONSYM) 
NUT=C.0 
DO 15 [=1l-eNCONS 
QUT=OUT+7TL19*CC1) 
SOUT=SIGN(1.20UT) 
TOUT=LFIX(SCUT) 
IF(OUT—NSL) 434243949 
TF{GUTt#NSL) 48544944 
JOUTHCUTHNE EV 

~KOUT=MOD(JCUT,2) 
IF(KOUT? 48548249 
ISERS-1 
GO IM 47 
ISER=1 
IF(NSTRAT-2) 60261261 

DO 13 1=2+NCONS 
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RBAFLE5 
RBAEL66 
RRAEL67 
RBAEL68 
RBAEI69 
RB AFI TO 
RBAFIT7L 
RBAEL7T2 
RAAFLT3 

RBAELT4 
RBAFLTS 
RBAFIT7& 
RRAELT7 
RBAFI78 
RBAFI79 
RBAFLBL 
RBAE182 
PRAEIB3 
RBAE1L 8&4 
PRAEI85 
RRAF186 

RBAEL BT 
RBAEL8S 
RBAE189 
RBAF190 
RBAFI91 
RBAE192 
RBAFI93 
RBAF194 

RBAELIS 
RBAFLI6 
RRAFLO7Z 
RBAELIB 
RBAELOD 
RRAE200 
RBAF203 
TBA5? 4 _ 
RBAE205 
RRAF206 
RBAE2ZOT



  So er ey | a ES ae Oo en Pr Saree ee er handles Sy ae we a ee 7     
0238 LX=NCONS#2-1 j RBAE208 

==0239 LY=NCONS4#1-1 = = == RBAE209 
0240 13 ISRA(LX)=ISRA(LY) i # PRAF210 

020 ISRA(LI=INUT : : RRAF211 
0242 DO 14 I=?yNA RBAE212 
0243=— LX=NA+2-1 = z ———= = PBAF213 
0244 LY=NA+1-1 i RBAEZ14 
0245— 14 ISRRILX)=ESRBILY) = — z : RBAF215 
0246 TSRA(1 SER te 1 RRAF216 

=0247 : co 52 »NCONS : : RBAE217 
0248 NAVCTJ=NAV{T)-ISRALI)*TSRBINA) PBAF218 
0249 = IF (TABSCNAVITII-NAVE) 52266466 RBAE219 
0250 66 ARGA=STEP{ ISTEP) : RBAE220 

=-0251 ASGR=FLOAT(NAVIT)) z QBAF221 
0252 CU1)=C1134+S TGNTARGA,ARGA) 3 : RBAE222 

=0253 NAV(1}=0 : === RBAE2225 
0254 52 CONTINUF PBAF223 
0255 Go TO 19 = RBAE224 

, 0256 61 WRITE (7,2001) / RBAF225 
0257 2001 FORMAT i* THIS STRATFGY NOT YET AVAILABLE?) = 2BAE226 
50258 19 TF{(QUT)220+220+221 — -RBAE226A 
120259 220 LA(1)=-1 : z RRAE?26R 
0260 co TG 222 | f RBAE? 26C 
261 => 221 LALI=1 : =: = == RBAE226D 
0262 222 GN=ARS{CUT)—-8.0 ij ‘ RBAF226E 

== 0263 TF(GD) 22342234224 = —— PBAE226F 
0264 223 LAL4)=1 i ie RBAE226G 
0265 — GO TO 225 : Bai = 2 BAE226H 
0266 224 LAL4I=-1 ! : RRAE2 261 
C267 225 GC=ABS(GDI-4.0 = === = = s == RBAF2263 
0268 IF(GC) 22642264227 : RBAE226K 
0249 226 LAt3?=-1 ————— = : a RBAE226L 
0270 GO TO 228 : i = z RBAF226M 
O2Ti 227 LA(3)=1 : Ses RBAE?26N 
6272 228 GR=ABS{GC)-2.0 ! RBAE2260 
0273 IF(GB) 229+229,220 : : : PBAF226P 
0274 229 LA(2)=-1 paar eeu RBAE? 260 
0275 GN 10 231 SS == === RBAEZ2Z6R 
0276 230 LA(2)=1 PBAF2 26S 
0277 231 O00 232 i=1.NBPS aS = = SRR ALL 26 

  

  

          
    

Bary gee ee a oe



  
  

      

    

     

NOS FORTRAN 

0278 

0279 
0280 ai 
0281 28 
2&2 232 

34 

24 
1016 

1015 

1013 

1014 
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1A=NG+1-i 
TFILA(T)-KT(1A)127+28227 
NERR=NERRFL 
N=N41 

KTOT=KTOT+1 
LBLK=LSFO*NBPS 
IF(KTOT-LBLK) 2234+ 34 
KTQT=0 
GO Tt 55 
WRITE (7+1016) 
FORMAT(* TABLE OF IMPULSE RESPONSE SAMPLES. 
WRITE (€7,1015)Y 
FORMAT(/+10F10.5) 
WRITF(321013) 
FORMAT ('0 PROBLEM COMPLETED") 

CONTINUE 
WRITE (321014) 
FORMAT {(*0 PROGRAM COMPLETED") 
stop 
END 

20/07/70 

*) 

TIMF 10.47.23 

RBAE2 26U 
RRAF227 
RBAE228 
RBAE229 

RBAF230 
RBAE2305 
RRAE231 
RBAE232 
RBAE233 

RRAF234 
RBAF235 

RBAEZ36 
PRBAF237 
RBAF238 
RBAE239 

RBAE240 
RBAF241 
RBAE242 
RBAF243 
RBAEZ44 
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