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TECHNIQUES FOR EQUALISATION CF SPEECH CHANNELS FOR HIGH-SPEED
DATA TRANSMISSION.

Sunmmary.

The main yurpose of this project was to identify equalisation
strategies which would facilitatg'éfficient transmission of
data signals over channels primarily intended for the transmission

[ of analogve speech signals.  Such channels include lea;ed
"private-wire" and switched telephone network speech paths and
h.f. radio speech channels.

To this end, a comparative study was made of the relative
merits of various traneverssl filter confipurations as the
basis for an automatically adjustable data channel egualiser.
Automatic pre-set and continuously adaptive coeffiéient settiing
strategies were considered and their yerformances comvared.
Computer simulation was used wherevel possible, thus aveoiding
nuch of the effort and expense ﬁnvolved in the construction
of actual physical models.

The growing use of large-scale intepgration as a manufacturing
process led to special consideratign being given to modes of
operation which could be dmplemented using almost entirely
digiial techniques. As a result of this work, a design has
been yroduced for a highly efficient adaptive equalisef
which converges rapidly to its optimum condition. The
design uses digital techniques and is based on & nodular
concept. This makes it extremely flexible in application

and yet convenient for implementation using L.S.1. techniques.
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TABLE OF SYMBCLS USED.

Theoretical maximum symbol transmission rate (Nyquist Rate).

Maximum alphabet size,

Theoretical maximum bit transmission rate.
Intersymbol interference.

Unequalised channel intersymbol interference.

Minimum value of intqrsymbol interference attainable.
Intersymbol interference due to quantisaticon.

Time.

Symbol sampling interval.

indexing integers and variables,

Data channel single-pulse reﬂpoﬁse.

Equaliser single-pulse response,

Overall single~-pulse response cf equaliser + channel,
Intermediate single-pulse response.

Linear network response function,

Coefficient value.

Anticipatory dispersion of single-pulse response.
Tﬁailing dispersion of single-pulse response.
Total number of equaliser taps.

Number of equaliser taps before reference tap.
Number of equaliser taps after reference tap.
Unit advance operator,

Complex frenuency transform variable.

Real part of s.

Imaginary part of s.
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Data channel frequency domain characteristic,
Equaliser frequency domain amplitude characteristic,
Equaliser frequency domain phase characteristic.
Increment step size,

Convergence coefficient.

Intersymbol variance.

Mean error.

Upper limit on band-width,

Data channel input signal.

Equaliser input data signal.

Equaliser output data signal,

Data channel additive roise signal.

Error signal.

Signal power.

Noise power.
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1.2.

1. INTRODUCTION

Fackground.
There has been a rapid increase in recent yeare in the use
of large, centrally-based computers to process data originated
at locations remote from the main comruting centre. The ability

to obtain direct access to the computer from the remote location

"is thus a highly desirable feature; in fact the whole ¢oncept of

centralised control depends an the availability of just such
a facilityq‘ﬂ. Since the public telephone network already enables
connections to be established to almost every part of the civilised
world, it is not surprising that this is being widely utilised
for the transmission of such dataﬁ‘z.

Furthermore, ir remote areas, or at sea, where it is impossible

to obtain direct telephone ccnnection, it is still nevertheless

possible tc establish cornection via radio-teleyhone, More

-recenfly, therefore, there has also been a growing interest in

the possibilities of utilisirg radio-communication voice channels
in a similar way for the transmiséion of dataq'B‘ 1'4,

For economical utilisation of both the transmiesion and the
computer access facilities, it is desireble that the data transfer
is effected as quickly as possible. Because of this, there is
a preat deal of interest in techriques for attaining the maximum
rossible éata transmission rate over channels which are primarily
intended for the transmission of analorue speech signals.

Project Motivation.

The origin of the work described in this thesis was the design
of an automatic egualiser for use in conjunction with a vestigial
side-band high-speed data modem for transmission over leased
"data guality'" teleyhone line connectjon51'5. This original

design, which, because of commerical urgency, was largely based

on existing techniogues, is currently being ergineered for quantity

A=
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manufacture and cpmmerica] exploitation. It was acknowledged,
however, that a number of deficiencies existed in this design

and, as a result, a full study of automatic egqualisationtechniques
was initiated.

Objectives of study.

The main purpose of thie study was to identify thcse egualisation

strategies which would give near optimum utilisation of the

communication channel, whether leased data quality line1'6,

h.f. radio channel or a.connection througzh the normal switched
telephone network. However, ccncurrent with this study there
have been considerable advances in technology which have made
large-scale intepration & commercially attractive method of
implementation. Since large-scale integrétion ie most applicable
where signal processing is carried out using digitél technigues,
the emphasis of this work has changed during its course to
consider more especially those modes of cperation which offer
the greatest advantages when implemented entirely digitally.

Because high data transmission rates are normally associzted
with a shorter channel occuparcy, the time required to aquire
and condition the channel becomes increasingly more significant
as data rates are increased. It is therefore important that any
study of techniques to achieve higher data rates also considers
techniques for faster channel agquisition. These proﬁlems have
thus been considered as complementary to one another throughout
the course of this work.

Typical Channel Characteristics.

Extensive use has been made of computer simulation to
assess the relative performances of the various equalisatiion
stratepies and equaliser configurations considered in the
course of this work.‘ A nuﬁber of typical equivalent base-band
channel characteristics have been computed for use in conjunction

with the simulaticn programmes. Theroe represent a wide varsety
O



of v.s.b. modem implementations used in conjunction with

a selection of leased 'déta quality' lines. The line
characteristics used were actual measured characteristics
obtained on lines supplied by the G.P.O0. Details of each
channel, together with its computed single-pulse response and
the associated intersymbel interference Ib (&efined in section 2.3),
are given in appendix 1. Details of the line characteristics
and the method of computation are also given in this appendix.
For easé of identity, each channel characteristic has been given
a designatory coée, which is used for refereuce purposes
throughout the text of this thesis.

The results given in appendix 1 are summarised, fer convenience,
in table 1.1. The table indicates that binary transmnission is
possible without equalisation at 2400 symbols/us, but at higher
transmission rates it is pgenerally neceszary to provide equalisation
to suprort even binary transmissﬁén. A comparison of the results
for 2400 symbols/s. transmission indicates that the expected
increase in intersymbol interference, arising from the use of
filters with steeper '"roll-off'" characteristics, is more than
off-set by thegttendant restriction of the line slignal spectrum
to the portion of the line characteristic having the least
amount of group-delay distortion.

Because of lack of information, previous workers have frequently
resorted ﬁo the uze cf "idealised line'" characteristics®'® 1'?.
Unfortunately, such a simplification can well lead to misleading
results, By using actual characteristics, it has been possible,
in this work, to obtain more reliable indications of expected
perférmance. To avoid the possibility of drawing erroneous
conclusions through lack of generality, a range of characteristics

has been used, rather than a single "'typical" characteristic,

-4
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2o HIGH-SPEED DATA TRANSMISSION - BASIC CONSIDERATIONS.

Theoretical Maximum Rate of Transmission.

The two factors which determine the upper bound to the rate
of transmission are the channel transmission characteristics
and the noise encountered on the channel. The theoretical

maximum rate (N) at which data symbols may be transmitted over

a chanrel is a function of the channel bandwidth and is known as

the Nyquist Rate2'1. Fach symbol, however, may be any one

from an alphabet of symbols. The maximum size of alphabet
that can be used depends on the noise preseﬁt in the channel,
which limits the discrimination of one symbol from another.

If the maximum size alphabet contains A symbols and there is no
redundancy in the bit-to-symbol encoding, the maxiﬁum rate of

transmission of digital data is given by:

R = N ]U{ejz.'\. bits/a. PRI B RS RN el )

In an amplitude-modulated system, the number of symbols in the
alphabet corresponds to the numbEf of amplitude levels distinpguished
in the transmitted signal. A similar correspondence exists for
other modulation systems.

Nyquist2‘1 has shown that the theoretical maximum rate at

which distortionless transmission can be achieved over a base-band
channel is twice the cut-off frequency of the channel. In order
!
to attain this theoretical limit, however, the channel has tec be
conditioned to have an "ideal filter'" characteristic. This
characteristic is not attainable in practice and the best
approximation is the channel whose attenuation/frequency response
possesses vestigial symmetry about a frequency egual to half the
data symbol transmission rate and whose associated rhase/frequency
o

response 18 linear, T'his means that some excess bandwidth must

be provided for the eauivalent filter characteristic "roll-off",
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The process of conditioning the available bandwidth to exhibit
the required charécteristics is the process known as equalisation.

In general, the smaller the excess bandwidth utilised the more
complex the modem filters and the equaliser bhecome. There is
tgus an economic compromise for a given channel between maximum
rate of transmission and equipment éomrlexity.

Modulation.

The frequency spectrum of a basic digital data streaﬁ normally
extends to zero at its lower frequency bound. Sirce, in general,
a telephone speech channel does not extend to zero frequency,
but has a lower frequency cut-off in the region of 3C0 Hz., it is
necessary to use modulation to enable the lower freguency components
of the spectrum to be transmitted.

A detailed study of modulation schemes has not been carried
out as part of this work, as this has already been carried out
elsewhereg'a. Because of the differiné side-bands generated by
the various modulation procecses, some modulation schemes yield
better band-width utilisation than others. Two schemes are generally
regarded as giving good bandwidth utilisation, namely, vestipgial-
sideband amplitude-modulation and fhaae?shift keyingZ'E. The
choice between these two modulation schemes has been the subject of

international discussionz and it is likely ‘that both these schemes
will be generally adoypted for high-speed data transmission,

The phase-shift keying (p.s.k.) modulation scheme may be
considered as eguivalent to two independent double-sideband
amplitude-mcdulated charnels, one being modulated onto an in-phase
carrier component and the other onto a quadrature carrier componenta'e.
Since both the vestigial side-band (v.s.b.) and double side-band
(d.s.b.) modulation processes linearly transform the channel

characteristics into the base-band frequency domain, it is possible

to consider the modulation - demodulation equipments (Modems) and

b



2.3,

the transmission medium together in terms of its equivalent linear

base-band channel as shown in fig. 2.1.

and

Data In. | { Data Out.
I
— 7 Modulator [ Trasmission 4 Demodulator o e o
| Medium i
L el o A T BT S e e v U S
Channel (Base-band).

Fig., 2.%. Equivalent Base-band Channel.

The v.s.b. modulation scheme consists of a single equivalent
base-band channel whereas the p.s.k. scheme cons?sts of two
identical equivalent base-band channels:* Because these eguivalent
base-band channels are linear, it is possible to carry out the
channel conditioning (equalisation) at base-band using sinple
linear network techniques. This is of considerable advantase
where automatic egualisation s required, as will be seen from
the subsequent chapters.

Effect of Channel Characteristics on Transmitted Svmbol.

If a data symhol is transmitted throush a retwork, the shape
of the symbol envelnre is mcdified as a result of attenuation and
phase-shift of the various frequency components of the transmitted
signal. The extent of this distortion depends on ihe
transmission characteristics of the network, hut in general the
distorted response is dispersed in time and may extend over a
period equal to several s&mbol epochs. As consecutive data
symbols are transmitted they will therefore overlap each other
and intersymbol irterference will arise. Because hirh-speed
data is transmitted as a synchronous stream of data symbols, it
is usual to examine the received sipnal on a time -sampled basis.
It is thus the values of the data symnbol response at the samplirg
instants of adjacent symbols that determines the duality of the

channel for the transmission of dipital data. The total

*Some cross-modulation will also be present.



intersymbol interference at the sampling instants of adjacent
symbols would therefore seem to constitute a reasonable measure
of the channel quality.

The intersymbol interference, D, may thus bhe defined as:

o

1
D = Z facari] . S e e
h(0)

N=-=C0
n£o

where h(t) is the response to a single pulse representing ore
transmitted symbol, T is the sampling interval and the time origin

is chosen so that t = O represents the instant at which h(t) is a

maximum (See fig.2.2.).

h(t)
A

h{c)

NG
h(=T)

oty

e ‘ 4 e
-3T ~57 B 3T [~T [|o T W 5 \/f{!'
\*{(Qr) 5 RED

et
.

Fig. 2.2, Single~Pulse Response, showing values at Sampling

Instants.
In practice, the response will be neglisible for —j> n>k,

whence (2.2) becomes the finite summation:

k
; E,l [
D= h(nT)
h(0) i Ml e TR

n:—j
n#£0

.3)

The symbol DO is used throurhout this thesis to denote the

actual value of intersymbol interference of a channel before

equalisation is ap:lied,

The number of symbol periods over which the samnles in

the single-pulse resvonse remains significant, (j+¥), is ireferred

B2



to as the dispersion of the response.

The Eye Fattern.

The eye pai'.te-r'n'215 is a convenient method of displaying
on the oscilloscope the effect of intersymbol interference
on the received data stream. The received datia stream
amplitude voltage is used to deflect the oscilloscope trace
vertically and the horizontal sweep is synchronised to the
‘data symbol rate. The resulting display for a random ‘binary
bipolar data stream is shown in fig.2.%(a). The optimum
sampling instant in the symbol period occurs where the ‘'eye’
is open widest.

It can be seen that, in the absence of intersymbol interference
or noise, all symbol amplitudes would pass through one of two
single points at the symbol sampling instant. As' the intersymbol
interference increases, there is a widening of the band formed
by the sample amplitudes at the samp]inﬁ instant and the eye
begins to close. The binary eye is just closed when, under
worth case sequence conditions, there is a translation of the
symbol amplitude at the sampling instant from its optimum value
to zero level, This is eguivalent to the condition D = 1.

Yor D>ﬂh the binary eye is completely closed and the sampling
instant transitions may row be of the opposite polarity *to that
of the associated data sample. Hence, it becomes impossible
to déciphe} the data simply by slicing the signal about the
zero level.

Figs.2.3(b) and 2t3(c) show L-level amplitude-modulated
data eye patterns for different values of D. The eye-closing
effect of fhe larger value of D associated with fig.2.3(c) is
evident from these photographs. The 4-level eye is completely
closed for D?‘1/3. In general, the eye pattern for an A-level

amplitude~modulated Syétem is closed for I$1/(A = i)

-G

-
assumes fixed ypeak signal power,



Insktant.
@) The Binary Eye Rittern.

A4 -level Eye thtern,.fn¢reased Al

Fig23. EYE PATTERNS.
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The eye pattern is extremely useful for making practical

assescsments of the effect of intersymbol interference in

working data transmission systems.

-1% -



5. TRANSV ERSAL EQUALISERS = GENERAL DESCRIPTION,

There is a wide variety of network configurations which can
be used for the synthesis of equalisers for channels which have
pre-determined and time-invariant transmission characteristics.
In meost cases, however, the interdependence of the parameters
of these networks render them quite unsuitable for adjustable
operétion.

We have already seen that optimisation for synchronous data
transmission requires the adjustment of the sampled single~pulse
response in the time @Gomain and the transversal i':*L?L1:er3"I is
eminently suitable for this type of adjustment. The basic
transversal filter configuration is given in fip.3.1. It
consists of a tapped delay-line with multipliers connected to
each of the tapping points on the lire. The outputs from the
multipliers are added together in the summing network to form
the output signal, The second inputs to the multipliers are
the adjustable coefficients Kx‘ which determine the charactveristics
of the filter. Some variations on the basie transversal
filter confipuration afe considered in the following section.

The mathematical analysis of the transversal equaliser is
best carried out using the Z transform concep?B'E and extensive
use will be made of it in subsequent sections. The operator

-q eoryasgends fo )
Z represends a unit delay T, so that the sinmle-pulse response
of fig.2.2. may be expressed in terms of Z as:
k
i
h(z) = Zh(n’[‘).z—n. R L et A)
o
n=-j

The ripht-hand exprescion in ejuation (3.1) is thus the

%2 transform of h(t).

5.1. Iransversal Filter Confierurations.,

The transversal equalisers consideraed in this chapter are

—1o
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based on delay-lines,where the unit-delay T is equal to one symbol

period. The possibility of using delay-lines where the tapping

points occur at other than unit symbol periods along the line

are considered in chapter 6. The use of other networks as an

alternative to pure delay is also considered in this later chapter,
There are basically four configurations in which the unit delay

modules may be arranpged,

a) The Pasic Transversal Filter. (Fir.3%.1). This is the

simplest and the most widely used confisuration. The sampled
single-pulse response of the basic transversal filter, expressed

as a function of 7z, is:

g(2) = g FRRl gl A B0 T sz
X==D

The overall sampled sinsle-pulse response of the channel +

equaliser y(z) = h(2).g(%)
q k
= K,z (xp) h(rT).2 "
x .
X=- n:—j
k+p+q
= E y(mT).Z“m . . . - - - - .- 1(3-3>
m:—j

For mathematical simplicity, the units of y(t) are normalised
so that the ensualised single-pulse amp'itude is unity at the
main sampling instant. Then, for minimum intersymbol

interference D, we adjust the K's so that y(pT) = 1 and

k+p+q
; 'y(mT)’ = minimum . . . .(3.4)
'/-—-———-J
Pl e j
mnfp
Lucky3'3 has shown that, for D0<<ﬁ,this cendition is

=T



satisfied when: y(mT) 0 for 0\<m<p+q, mfp

y(mT) = 1 for m=p. *

Hence, the values of the K's are given by the solution of

the following set of simultaneous equations, where hx=h(xT):

AR~ e L N R 1ot ] o
0. =P -pr-q -P

h . h h K 0

hi-’.‘ oy I B ok w il h_;“q Loy RN B

hp+_,| h, . Tl K. 0

h . - - - h - [l - - L - h K 0

p+q a ¢ b e A o

e A5:5)

The basic transversal filter configuration is thus
particularly useful for systems with small distortion (DO:<1)
and limited dispersion, since, under these conditions, the
multiplier coefficients are easily computed from these egquations.
Unfortunately, the dispersion in the equalised singie-pulse
response is increased by one unit symbol period for each delay
medule added to the equaliser. This can be seen from the range
of the summation in equation 3.3, which shows that the dispersicn
of the single-pulse response is increased from j+k to Jj+k+p+q
by the opération of an eaualiser having p+q delay modules.
The magnitude of the distertion associated with this added
dispersion can be very siernificant when the distorticn DO
and the dispersion of the single-pulse response to be
equalised are initially larpge, and uay decrease quite
slowly as the number of delay modules is increased.

Thus, the number of delay modules, including the

associated coefficient stores and multipliiers, required

—"‘ +
*® : = " 5 1]
This strategy is widely known as "Zero-forcing.



to achieve a given degree of equalisation increases quite

rapidly with increase in distortion D0 and in dispersion in the

single-pulse response of the channel before equalisation.

This is clearly demonstrated By the tests described later

3.4

in section 5.3, To combat this disadvantege, the recursive

Fa

and decision feed-back configurations have been suergested.
An example illustrating the advantage that can be gained

by using the recursive configuration is given in fig.3%.2.

a) Initial Response.

D0 = 0.98

[ ‘ [ LR

b) Feed-forward Equaliser.

D = 0.45

¢) Recursive Egualissr,

' D = 0.0

Fig.3.2. Egualisation of Typical Response (R1K) using

13 Tap Equaliser. (p = q = 6).

In each case a 13 tap equaliser is used to equalise a channel
(R1K of aprerdix 1) having an unequalised intersymbol interference

of 0.98. Using the normal fred-forward equaliser, the value of

16~



intersymbol interference attained is 0.45, whereas, with the
recursive equaliser, the residual intersymbol interference is
sc small that it cannot ke measured.

b) The Recursive iransversal Filter, In the basic transversal

filter, the connectionr of the outputs from the coefficient
multipliers into the summing network is made in what is
normally referred to as the '"feed-forward" arrangement.
This title is supggested by the alternative "feed-back"
arrangement which is shown in fig.5.3. The general recursive
equaliser consists of both a feed-forward and a feed-back
equaliser section in combination.

The sampled single-pulse response of the feed-back arrangement

i 2

KO & & 8 & s & @ .(3.6)

ard the overall single-pulse response of the channel + egualiser

becomes: y(2) = h(%Z).g(4)
K X L
i 0 i | etz e e (3.7
= - v
9 EE Kol
X
¥=1

One the face of it, it would seem that, providing j+kga,
it ot possibie to select the K's so that the single-pulse response
y(Z) reduces to the single (nepative) delay Zj} that is,
it is possible to obtoin perfect egualisation. The difficulty
lies ,in the fact that, with the feed-back arrangement, it is
possible to obtain unstable networks.

The Shiftine Theorem defines the relationshiyp between
the unit advence operator Z and the complex frequency transform

variable s as: Z = e ey S e e S T e SR
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The imaginary axis of the s plane thus maps conformally
into the unit circle on the Z plane. The network stability
criterion that all poles of g(s) must lie in the left half-plane
is therefore equivalent to the condition that all poles of
g(Z) mus£ lie within the unit circle.

:The fact that the value of any Kx‘ 14 x£9, in equation (3,6)
"is equal to of greater than unity means that
the function g(Z)‘:;’have a pble outside the unit circle.
Such a condition would arise if an attempt was made at perfect
equalisation, except for the case where h(-jT) is the largest
sample in the function h(nT). However, by definition, h(0)
is the larpgest sample in the function. It is thus only
possible to obtain perfect equalisation where j=0,  that is,
where there are no anticipatory samples in the single-pulse
response. In all other cases, an attemft at perfect equalisation
would result in instability.

The feed-back filter can be used, however, to completely
equalise the trailing response, pfoviding qz.k, by adjusting
K, to normalise the amplitude of the sample v(0) and K v
1<x<q, so as to force the response sample y(xT) to zero.
The remaiiing anticipatory response can then be separately
equalised by means of an additional feed-forward filter, as
shown in fig.3.k.

The single-pulse response of the combined feed-forward and
feed-back network is: g(2) = gf(Z).gb(Z)

X

= L -.a-ca-a.(3'9)

: y
1 -E l'}:‘v.z
y=1

where g.(Z) is the response of the feed-forward netwerk

and gh(Z) is the response of the feed~back network. The

-
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overall response of the channel 4+ egualiser then becomes:

0
E K .g~(*x+P) .
x
2y o~ XmeD S h(nT).2™ "
y(z)" q i n:_"a'_i - 0(3010)
o e
S : y
y=1

if qgak, optimum equalisation of the trailing response

will reduce this equation to:

0 (@]
y(2) = E Kx.z"(x+9) EE:: Kt{nT).2 s » «l3.11)
X=-p n:hj
P
- E 8 i oG o -y PSR S OSSR C N o1 -
m:-j
1 .
Ifm)-.Elh'(n'l\’<‘1.........a....(3.13)
n:-j

the values of Kx in eguation 3%.11 ecan then be determined from
eguation 3.5. An examination of the responses given in appendix
1 shows that both the magnitude and the dispersion of the
anticipatory response are generally much smaller than those
of the associated trailing response. The necessary condition
given by the inequality %.13% is therefore sat{sfied in most
cases encountered in practice. Alternative criteria for
coefficient optimisation, which can Ee employed in cases where
this condition is not satisfied, are discussec in section 3. 3.
It can be seen from equation %.10 that it is of little
consequence whether the signal is opcrated on first by the feed-
forward network or first by the feed-back network. The former
arrangement, as shown in fip.%.4, bears the closest physical
resemblance to the basic transversal filler conriguration
because the anticipatory response is equalised by the taps

nearest the equaliser inyut,. It is apparent from the diagram

s



that, since the intermediate single-puise response h;(nT)

of equation %.11 is not of any practical interest, the two
summning networks can be combined to give the configuration

as shown in fig.3.5. The similarity between this configuration
and that given in fig.%.1 now becomes even more apparent.

Because of its ability to equalise completely the trailing
response, the recursive transversal filter configuration is
éxtremely useful where I)0 is high due to the existence of large
magnitude samples in the trailing response. Such a case exists,

3.6

for example, in h.f. radio channels where multipath effects

can result in secondary pulses in the trailing response which

have amplitudes comparable to that of the main single-pulse

response sample. An equaliser for this purpose, using the

recursive transversal filter configuration, is described in the
3.4

literature .

¢) The Canonic Recursive Tranuversal Filter Configuration.

The alternative arrangement, where the feed-back network
operates on the signal before the feed-forward network,
is shown in fig.3.6. An interesting feature of this arrangement
is that both the deliay lines contain the same signal, togéther
with the same delayed versions. This arrangement can therefore
be reduced to the canonic configuration shown 'in fig.3%.7, with a
considerah}e saving in component requirements. The optimum
settings for .the coefficient values are idenfical to those
reguired for the configur%tion descibed in the previous
section and can therefore be compuled in exsacily the same
manner. Althoupgh the equivalence of these two confipgurations
ie weal known in connection with digital filter designa'?,
the economy afforded by the latter configuration does not
seem to have been exploited in connection with adjgﬁtable

trunsversal equalisers for data transmission channels.,

- P
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3.2,

a) The Decision Feed-back Confipuration. The schematic

3.5

diagram of the decision feed-back equaliser is shown

in fig.%.8. It is a modification of the recursive filter
confipuration given in fig.3%.5, the signal output being sampléd
and esliced in the signal detector circuit before it is fed into
the second tapped delay line b. Since the decision feed-back
equaliser is a non-linear system, it is less amenable to
ﬁathematical analysis than the equivalent recursive equaliser.
In practice, howg;er, the decision feed-back and the recursive
egqualiser are almost identical in behaviour once satisfactory
equalisation has been attained because, under this condition,
there is little difference between the signals at the input and

the output of the signal detector.

Modes of Adjustment.

In the most elementary form of transversal equaliser, the
coefficient multipliers consicst simply of potentiometers which
are adjusted manually to produce the required equaliser
responsei'g. Such an arrangement is satisfactory only where
the same line and equipment are always used togther and the
characteristics of the line and equijpment are virtually time-
invariant. In practice, such a sitvation is rare and the
general requirement is for an auvtomatically adjustatle equaliser.

There are two possible basic modes of automatic adjustment

i
for setting vp the transversal equaliser multiplier coefficients.
In the first mode, the coéfficients are automatically pre-set
to their correct valuve before the actual transmission of data
3.3

begins In the second mode, the coeffizient values are

continucusly adapted to their correct value throughout the
z
course of the transmission of dafa"6. This latter mode

of operation is pariicularly useful where the channel

characteristics vary significantly with time.

=26
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a) The Pre-set Mode of Operation. Fipg.3.9 illustrates the

automatic pre-set mode of operation, in thch a training pattern
is transmitted ﬁrior to the transmission of data. Since the
training pattern is known a priori by the receiver, this
knowledge can be used to enable the single-pulse response

to be computed directly from the received signal. From the
single-pulse response so obtained it is then possible either to
;a]culatg the tap coefficients directly or to use an iterative
technique whereby the coefficients are successively incremented
until an optimum value of inter-symbol interference is attained.
Various strategies are considered in detail in chapter 6. - A
number of suitable training patterns exist and these are considered
in detail in section 6.2.

b) The Adaptive Mode of Operation. The adaptive mode of

operation is illustrated in fig.3.10. In this method, a
measurement is made of the differences between the received signal
and the receiver estimate of the transmitted signal. The error
signal so obtained is correlated with the data stream to obtain
estimates of the coefficient setting errors. The coefficients
are then updated in accordance with these estimates so as to
minimise the magnitude of the error signal, No training pattern
is needed in setting-up, since ndo a priori knowledge of the
transmitted data is assumed.

The advantage of this mode of operation is that the
setting-up procedure is a.continually adapting process and
it is therefore capable o1 following and neutralising any
changes in characteristic that may occur during the course
of t;ansmission.

The correctness of the error signal used to update the
coefficients depends on the validity of the a posteriori
esiimate of the transmitted data at the output of the equaliser.

It is therefore necessary for thce received data at the output
-28~
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3.5.

of the equaliser to be substantially correct in order to be
assured of the convergence of the adaptive strategy. The

way in which this condition can be achieved depends on the
gmnunt of distortion present in the uneaqualised input signal.
Where DO<:H.the channel is capable of supporting binary
transmission and the initial equaliser setting can, if necessary,
be obtained by simply commencing operation with a period of
binary transmission with the .equaliser coefficients in;tially
set to zero, except the reference coeffizient, which is set

to unity. However, if D&> 1, then it is necessary to commence
opgration in the automatic pre-set mode until the channel is
conditioned sufficiently to sustain substantially error-free
transmission. The equaliser can then be operated in the adaptive
mode so as to compensate for any changes in charaeteristic as
they occur. A method for changing the mode of operation is
described later in chapter 8.

Criteria of Adjustment.

The ultimate criterion we wish:to achieve is the
ability to transmit the data through the channel with
the minimum of error. So far, it has been tacitly assumed
that this criterion is achieved by minimisation of the
intersymbol interference D. This assumptinn'is not
strictly true, however, for althoush in many cases it
will yield the optimum condition, there are circumstances
in which a smaller error rate could be achieved by
optimisation to some other alternative criterion. The
choice of criteria is, in fact, mainly dependent on the
amount and character of the noise perturbations present in
the svstem, althoush the choice may alsc be influenced

somewhat by the unequalised channel characteristics.

-39



However, in most cases the minimum D criterion gives a result
that is so near to optimum that the comparative ease with

which it can he implemented makes it the obvious choice.

A brief summary of a selection of the criteria which are
considered as being both useful and practicable is given here:
a) Minimum D. This is equivalent to maximum eye-opening

. and thus gives, under noise-free conditions, the maximgm

amount of tolerance in amplitude slicing level in the symbol
decision circuit. Although the eye pattern may be open

under noise-free conditions, it can be closed by the
superimposition of noise perturbations on the data stream.
Errors will occur under this condition and the noise-free
minimum D criterion may not then necessarily give the conditions
under which error rate will be a minimum, Also, although

at the optimum sampling instant the eye may be widest open,

the eye may close quite rapidly with mis-timing in the sampling.
An alternative criterion may thus be more suitable where

timing errors are likely to be encountered.

b) Minimisation of the Sum of the Squares of the Sample Values.,

The multiplier coefficients are adjusted so that:

k+p+q
y(mT)E = minimum. ol TR . SR I
e | :
m=-—j
m#p
This equation should be compared with equation 3.4, The

value given by the lgft_hand expression in equation 3.14 is
sometimes referred to as the intersymbol variance”  and is
denoted by the symbol ei. This eriterion can be shown to
give a lower error rate than would be obtained by minimum

D in the presence of noise.

=32



c) Minimisation of Mean-Square Error in Frequency Characteristic.

The multiplier coefficients are adjusted so as to minimise
the mean-square error between the equalised channel freauency

domain characteristic H(w) and the ideal channel characteristic
3,10

,///]Hoj) - Gﬂﬁ)‘z dWwW = minimum.
- 0o

For this criterion it is not necessary for the delay of

G(W), that is

the delay—iine séctions to be a function of the symbol rate.
It is therefore useful in the equalisation of non-synchronous
systems. The ideal characteristic to which the channel

is to be egualised must be svecified to the equaliser.
Since,for synchronous transmission, this icdeal characteristic
is a function of symbol rate, it is still necessary to
re-equalise whenever this rate is-altered.

It is only possible to approximate the ideal characteristic,
because the number of coefficients limits the degrees of
freedom in adjustment. The approximation will not in general
yield the minimum D or minimum ei condition. It will not
therefore give an optimally minimum error rate.‘ It does,
however, allow a general-purpose equaliser to be designed
without the need for the ability to change the delay-line
timing. |

Ad justment Stratepies.

A large variety of adjustment stratepies exist for setting
up the multiplier coefficients to achieve one or other of
the adjustment criteria described in the previous section.
In the automatic pre-set mode, these strategies may be classified
into two broad classes:

2) Those which determine the channel single—pulse'response and

e



from this calculate directly the.coefficients.

b) Those which determine the single-pulse response and increment
the coefficient values on an iterative basis until the optimum
condition is attained. Within this class a variety of

methods of incrementing the coefficient values is possible.

For instance, it is possible to increment the coefficients

" in pre-determined fixed steps. Alternatively, the step

size can be variable in a waj related to the significance

of the error signal,.so as to increase the rate of convergence

of the adjustment strategy.

A number of strategies also exist for adaptive mode
operation. Further consideration of the more important
strategies is teo be found in chapter 7.

The important features of an adjustiment stratecy are that
it should be absolutelLy convergent and that it should converge
with reasonable rapidity. For the adaptive equaliser, the
rate of adaptation must be adequate tec deal with changes
in characteristic as they occur. .

The convercence of scme of the.-strategies that have been
proposed in the literature has only been proved mathematically
by assuming that the delay elements are ideal?-'g‘B'B‘ Such an
assumption cannot always be justified in practice and some work
has been carried out to determine the effect of various
inadequacies in the delay elements on the convergence of
certain strategies. Details of this work are given in

chapter 6.
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L, TRANSVERSAL EQUALLSERS - SURVEY OF PUBLISHED WORK,

4e1 40 1938,

was first described in the literature by Kallmann“‘2

The transversal filter, patented by Blumhiem
in 1940.
Its first use as a time~-domain variable equaliser was for
video~frequency television signal correction and was described
by Linkeu’B as far back as 1952. Dr. Linke's work was
carried out in the United Kingdom at the Post Office Research
Station; Dollis Hill, London, Most of the difficulties
in realisation described by Dr. Linke have been solved since
that date by the vast progress that has occurred during the
last decade in device technology. »

In contrast to Linke's pioneering work, mcst of the
significant published work on transversal egualisers for
data transmission is of United States origin.

Work carried out at IBM Corporation.

One of the earliest records in the iiterature relating
to the use of the transversal filter for the equalisation
of digital data channels is a paper by Mohn a.d Sticklerq'I+
published in October 1963. The paper describes an elementary
digital transversal filter which can be used to achieve
either pre- cor post-transmission equalisation, The strategy
described is a simple zero-forcing automatic algorithm
which limits_the usefulness of the equaliser to conditions
where the initial distortion D, is less than unity. The
same work was later reported in the I3M Journal of Research
and Development, January 1965, in an article by Shreiner,

4.5

Funk “and Hopner. A1l further work at IBM appears to be

towards a computer software implementation of the basic

L,6

automatic transversal filter concept. To this end, Meinster
published a paper in IBM Journal in July 1968 describing a
fast mathematicol algorithm for computing the optimal tap

..55_



coefficient setting from the measured single-pulse response.

Work carried out at Bell Telephone lLaboratories,

The majority of the literature relating to transversal
¢equalisers is of Bell laboratories origin. The first paper
from Bell Laboratories appeared soon after the initial IBM

L.,7

paper and was published by Rappeport °’ in September 1564,

The paper describes a computer simulation of an equaliser
cbnfiguration similar to that proposed by IBM. A rather
more sophisticated mathematical presentation is made than
in the IBM papers. Subsequent to this publication, a number
of papers have been published by Bell Laboratories, the
names of R.W.Lucky and H.R.Rudin being associated with the
most significant of these. The first paper by Luckyu'8 is
a very thorough trcatment of the basic automatic preset
transversal equaliser. Automatic iterative strategies are
proposed for both the condition D<1 and the condition D> 1.
The absolute covergence of these stratepgies islproved
analytically for the case where perfect delay-line sections
are assumed.

In his next paperk'g Lucky describes an adaptive strategy
for the basic transversal equaliser and again proves its
converpgence for the perfect delay~line case. following this,

1
Iucky and Rudin describe automatic pre—set4'10‘+'1ﬁ

adhptive s 12

and
strategies for the basic transversal equaliser
which minimise the mean-square error in the frequency-domain
characteristic. This' equaliser is thus suitable for
non-synchrorous d=ta systems. At about the same time,

Gershoq'13

published & thorough mathematical treatment of
an adaptive strategy for the basic transversal equaliser
ich minldlses tlhie msan-square dintersyabol interference

for synchronous data transmission.
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.| -
The next two papers from Bell Laboratnries*'qu’h'1)

give
detéils of physical realisations of the equalisers described
theoretically in the earlier papers.

Work on transversal equalisers is still continuing at Bell
Laboratories and more recently Chang has published several

l
papers+'16 to k.18 which detail various improvements to the

strategies described in the earlier work. The only paper

.

to sugpest that Bell have considered the use of any equaliser

configuration other than the basic transversal filter is a

L, 19

brief contribution by Taylor . In this paper, Taylor
indicates a distinct preference for the non-recursive filter
configuration for the particular application under consideration.

Work carried out at Cardion Electronics.

Several papersh‘ao to 4.22 have been published by Di Toro

of Cardion Electronics. These papers discuss the recursive
transversal equaliser and describe an automatic technique

for optimisation. Although an adaptive strategy is claimed,
it is in fact an automatic pre-set method which is reactivated
at predetermined intervéls. 1t appears that ‘ardion are
especially interested in the equalisatjﬁn of radio channels.
This work has culminated in a commercial equipment marketed
undeir the trade name ADAPTICOM.

Work carried out at GIRE - Lenkurt Electric Corporation.

Some interest in automatic/adaptive equalisers has been
shown by GT&E - Lenkurt Electric Corporationh'23 & 4.26'
The work appears to be directed towards the provision of
a dipitally implemented adaptive equaliser which would enable
the commercially aveilable 4800 Bits/s. Data Set 26D to be
used on switched telephone metwork circuits. The Lenkurt

proposats 'ay sindlap in cencept to those previously described

in the Bell laboratories publications.

=37~



4.5, Work carried out by Universities in the United States.

a)

b)

c)

d)

Maggachnusetts Institute of Tecchnelogy.

Various research projects have been pursued at M.I.T.

The most significant of these are:

h.,27

(i) Austin. A décision-feedback equaliser with manual

adjustment optimisation.

b,26 & 4.29

(ii) Niessen et al. An automati: pre-set

optimisation strategy for the basic transversal
equaliser.

Harvard University.

L,30

Tufts has been working in co-operation with Aaron
of Bell laboratories on problems associated with the
relationship of intersymbol interference and error

probabilties.

Univérsity of Washington.

Lytleh'31 has made a general mathematical study of
convercence criteria for automatic pre-set étrategy
algorithms. As the work was published in Bell System
Technical Journal, it is assumed that this work was
sponsored by Bell Iaboratories and ferms part of their
programme of research and development.

N.E. University, Boston.

K : Ei
Gonsal'u'eai\‘'j2 & 4.35 has carried out some theoretical

study of maximum likelihood receivers, especially with

regard to noisy channels. Some of this work was carried

out in collaboration with Bell laboratories.

4,6. Work carried out in Canada.

a)

Communications Hesearch Centre and Carleton University.

nhan of mapers have heen vnblished jointly by

the Communications Research Centre (formerly DRTE) Ontario

_38“
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4.8,

L, 3l

and Carleton University Ottawa. The first of these
describes a simple adaptive strategy for a basic transversal

filter which is suitable for digital implementation.

4,35 to &

Ir 4
Other publications 57 describe various items

of research, mainly concerned with adaptive decision

feed-back equalisers. i

b) McMaster University. .

A recent publicationh'38 describes a research project
caried out at the University into adaptive equalisers
for digital communicafion. An adaptive strategy is
proposed and the paper concludes with the resunlts of
a computer simulation of the strategy.

¢) Northern Electric Company, Ottawa.

A paper4'39 describes an adaptive equalser for television
channels. The ecualiser is based on the transversal filter
concept.

Work carried out in Australia,

Potterh'qo describes work ﬁn adaptive egualisation
carried out at the University of Melbourne. The work
is similar to that carried out concurrently at Bell
Laboratories, USA.

Work publishéd in Western Germany.

A paper by Rupprechth'41 suprests the possibility of the
use of networks other than unit delays, but no rigorous
mathematical treatment is given. Rupprecht is with the
German Telephone Kdwinistration (DBP).

A paper by I*itil'n‘:'marmk'li'2 of Siemens AG, Munich, describes
the basic concepts of adaptive equalisation, Although it
makes little contribution to the advancement of knowledge,
it does indicate an interest in the subject of equalisation
at Siemens,

~50-
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There is no indication of any extensive research programne
on equalisation being pursued in W.Germany.

Work in the United Kingdom.

Tt is known that various companies in the United Kingdom
are interested in the problems of automatic pre-set and
adaptive equalisation. There is no significant published
papers,however, which indicate the lines of re¢search and
development which are being pursued by these companies.

A number of U.K. universities have projects concerned
with the study of adaptive equalisation. The fcllowing
publications have resulted from these projects:

a) Imperial College, London.

(i) Clarku'43 describes an adaptive correlation
detection process. The work was carried out as
"a Ph.D. project and vas sponsored by the Plessey Co.

(idi) Lawrence and Bognor suggest a set of orthogonal
functions that can be used to approximate the

channel single-nulse response. The practical

aspects of implementation had not been considered,

however, at the time of publication.

b) Loughborough University.
b,bs & 4,46

Tomlinson describes an automatic equaliser
which uses a feed~back transversal filter configuration
-employing modvlo arithmetic. The equaliser operates on
the signal prior to transmissicn. Since the channel
single-pulse response is determined at the receiver,
it is necessary to provide feed-back to the transmit
terminal in order to optimise the equaliser coefficients.

c) City University, London_

De and Davieg‘q? propose an optimisation aigorithm for

the conventional feed-forward transversal equaliser which

o L



can give faster converrence than is generally obtained
using the normal '"steerest-decsent'" algorithms.

d) Queens University of Belfast.
Sb.hB & 4,49

Boyd and Mond describe a decision-feedback
equaliser which is particularly suitable forlsipnals with
impairments arising from multipath transmissions.

In addition to the work carried cut at the universities,
other work in the UK was repcrted at the conference on
"Digital processing of signals in comnunicaions" held at
Loughborough University of Technology in April 19%2. This
work is not taken into account in other chapters of this
thesis as it was published sulieequent to the completion of
the work reported therein. It is included here, however,
to make this survey as comjrehensive and up-to-date as possible.
The work reported was as follows: =

e) S.R.D.E. Christchurch.

A general review of known equalisation strategies
has been madeu'so. En exyerimental tt:rm:lpmentll''5“I has
also been constructed, which can be programmed for different
Jayouts of egqualiser, to cater for various conditions of

channel distortion.

f) The Post Office Research Establichment, Dollis Hill, London.

e
s“')d & 4.53 indicate that the Post

Two contribution
Office have censidered an adaptive decision feed-back
equaliser for use on switched telephone network circuits
using v.s.b. amplitude modulation at 2400 Bauds. There
is close apgreement between results obtained by the Post

Of fice and similar results reported in this thesis.

g) Racal-Milgo Limited.

The equaliser used by Racal-Milgo in their commercial

4,54

high-sreed data modem 5500/96 is described The

=



development work for the equaliser was carried out by
the Milgo Corporation in the United States.
The work described in chapter 9 of this thesis was presented

4.55

by the author at the Louehborough conference .
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5 ASSESSHHHU;UF TRANSVERSAL FILTER NETWORK CONFIGURATIONS.,

Introduction.

In this chapter various filter configurations are compared

and the factors povernine the choice of the optimum confipuration

in any given application are considered. Consideration is
also ‘miven to methods of implementing the tapped delay-line
which forrms the basis of the transversal filter. The various
strategies for setting the filter coefficients are considered
in detail in the following chapters.

Choice of Filter Configuration.

The most appropriate filter confisuration, the number
of delay line modules necessary to obtain satisfactory
equalisation and the optimum disposition of these modules
with respect ta the reference tapping point (i.e. the tap
associated with the coefficient K, in equation 3.2.) are
all functions of the characteristics of the equivalent
base~band channel to be equalised. Since the cost of any
practical equaliser is almost diréctly procportional to the
number of delay modules it contains, it is of obvious economic
advantase to select the equaliser parameters eo that the
required depree of enualisation can be obtained using the
least possible number of delay modules. Also, where
multiplier coefficients are stored in quantised form, the
provision of unnecessary stares simfly leads to a deterioration
in the depree af equalisatiocn that can be achieved by the
addition of further errors due to quantisation.
. In peneral the detailed characteristics of the transmission
channel are not known in advance and the most suitable choice
of configuration is that which most adequately satisfies the
Fange Ol Cuaraciellsbles vilal woulu Lurliceirly be encountered

under the specified operating conditions.

L5



5.3. Consideration of Basic Transversal Filter Configuration.

In this section we consider the degree of equalisation
that can be achieved for various v.s.b. modem designs
operating over leased 'data q-uality' lines using the basic
transversal filter conficuration. The minimum value of
intersymbol interference (Dmin) that ecan be obtained with
a given number of delay modules and a given disposition
about the reference tap was computed for those equivalent
base-band channels shown in table 4.1. which have an initial
intersymbol interference DO<<1. This was done by solving
the set of simultaneous equations (2.5.) to obtain the
optimum values for the multiplier coefficient settings.
From these coefficient values the residual intersymbol
interference (Dmin) remaining after equalisation was then
computed for each case considered.

Graphs showing the variation of residual intersymbol

interference Dmi with number of delay modules I, and with

n
disposition about reference tap, where p is number of taps
before reference tap and q is number of taps after reference
tap (i.e. L=p+q+1), were plotted for each channel response
considered, These are given in figs.5.1(a) to 5.1(e).

It should be noted that the values of D indicated on

min
these graphs are those that would be ottained under ideal
conaitions and does not take into aécount the deterioration
in D resulting from quantisation and other errors that may
occur in the cﬁefficient settings. These factors are
considered in more detail in section 5.4,

It will be seen that there is virtually no difference
between the equaliser reaquirements for modems using the A and B
barameler gels as delalled 10 d,pedulix | ine chnoice between these
two parameter sets will therefore depend entirely upon their

effect on the modem implementation,
bl
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The computations indicate that the nost suitable tayp
dispositien for the basic equaliser confipguration used in
this application is a symetrical distribution of cocefficients
about the reference tapping point. This is surprising,
since a curﬁbry glance at the time domain responses given
in appendix 1 would indicate that the anticipatory response
was generally less significant than the trailing response.
With a total of 15 delay-line taps, all the 2L00 symbols/s
modem-line combinations can be equalised to better than a
0.05 residual intersymbol interference DO' The figure is
improved to better than 0.025 for a total of 19 delay-line taps.
The channel characteristic L1J is for the same line and
modem combination as L1A but, whereas L1A uses the idealised
approximation for the shaping and v.s.b. filter characteristics
as described in apypendix 1, L1J uses characteristi;s obtained
by measurement of a practically implemented filter. A
comparison of the results for these two chennels characteristics,
given in figs.5.1(a) and 5.1(f), indicates that the 'idealised'’
approiimation gives results which do not differ significantly
from these obtained using actual measured characteristics.
Similar computations were carried out for eguivalent
base-band responzes W1A, W1G, W2H, and R1K, as these are used
for comparative purposes elsewhere in this thesis. The
results of these computations are giver in figs.5.1(g) and 5.1(h).

Consideration of Recursive Transversal Filter Confiruration.

We now consider the degree of equalisation that can be
obtained using the recursive equaliser configuration.
The computation for this confipguration is somewhat more
complex than for the basic configurgtion, because the provision
nf Spev £Paiant fasdotack esctinns may well cause the trailing
dispersion to be extended indcfjnitely. On the other hand,

since complete egualisation of the trailing response can

...53 ;



be achieved with the number of feed-back sections equal to
tlie number of symbol periods in the trailing response, there
is no advantape to be gained by the provision of any further
feed-back taps. We therefore assume that just sufficient
feed-back sections are provided to fully equalise the trailing
response and that all the additional sections are associated
with éhe anticipatory response. The lower curves (marked
"not quantised") in fips.5.2(a) and 5.2.(b) show the comparison
between the degree of equalisation that can be achieved for a
given number of sections in the recursive confipuration using
the disposition of sections described, with that obtained using
the same number of sections in the basic configuration, assuming
optimum selection of the disposition of the sections about the
reference coefficient.

1t will be seen that for leased telephone-line fype channels
there is no advantage in usinpg the recursive configuration,
except where a very high degree of equalisation is necessary
requiring the provision of a large number of equaliser sections.
However, the graphs for characteristic R1K indicate that the
recursive configuration can be very advantaceous when used in
connection with channels characterised by the presence of large
echoes. Such echoes are typical of h.f. and troposcatter radic
channels”’’ ', where they occur as the result of multipath
transmission effects. They are also encountered on connections
established through the normal switched telephone networkB'z.

Effect of Quantisation of Coefficient Values.

In most practical implementations of automatic equalisers
it is desirable (and sometimes necessary) to store and update
the coefficient values so that they have discrete step
increments, This ouvantisation of the coefficient values
means that the infcrsymbol interference cannot, in general

be completely cancelled at each sampling irstant. Instead,

-5l
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a small residue exists which causes a deterioration in the
optimum condition that can be achieved for a given number
of taps.

The effect of the quantisation of the coefficients is
somewhat dependent on the strategy used to set them up.

If the coefficients are calculated directly and rounded off,
the quantised value chosen will be that nearest to the
ideal value. If the increment step size is /A, then the
magnitude of the maximum error will be %13. Since the
pfobability distribution of the error magnitude will be
uniform for values O to 2 A, and zero outside this range,
the mean error e will be FA. On the other hand, with
automatic and adaptive strategies, the coefficients will
normally alternate between the quantised values either side
of the ideal value and the mean error e,  then becomes 7\ .
The value en represents the average contribution to the
intersymbol interference due to quantisation per tap of
the equaliser. The total mean deterioration in intersymbol
interference due to quantisation for the complete equaliser
(Dq) is therefore given by;

Dq = em.L.

The effect of this deterioration is illustrlated in
figs.5.2(a) and 5.2(b), where the mean error e has been
taken to be %Zi. It will be seen that, wherzas with
optimally adjusted coefficients the intersymbel interference
tends to zero as the number of taps tends to infinity, with
quantised coefficient adjustments there is a minimum value
of intersymbol interference, associated with an optimum size
of equaliser, that can be attained for any given increment
size. Further reduction 1n intersymbol interference can

only be achieved by reducing *he size of the coefficient
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5.7

increment. This has the effect of increasing the time
required to set up the equaliser when certain iterative
adjustment strategies are employed. This precblem is considered
further in chapter 7, where fhe operation of various adaptive
equaliser adjustment strategies is studied in detail.

Delay Module Implementation,

One of the problems associated with the design of transversal

equalisers is the choice of a suitable delay module implementation.

The perfect delay-line is unattainable in practice and a

compromise has to be made between choosing a delay element which

causes little distortion of the applied signal and one which is

not inordinately complicated or expensive to implement.

The conventional lumped network delay-line constructed from

IC elements does not lend itself well to this purpose since,

in order to obtain the necessary quality, each section must

consist of several elementary delay networks, each of which

in turn consists of several expensive and bulky components.
Good timing accuracy is required to avoid the formation of

cumulative delay errors along a line consisting of several

delay sections. This demands accuracy in the components

from which the delay-line is constructed.

The Active All-Pass Phase-Shift Network as a belay Element.

One possibility for the construction of a suitable delay
element is the active all-pass phasé-shift network. A study
was therefore carried out to assess the suitability of such
networks for this application.

a) Requirements. The reaquirement is for a delay-line section

which has a substantially constant delay characteristic
over a freguency band from zero (d.c.), to an upper band

- e, - g T T . e

*_m;,.,b, sucit  that. tha'dglay-banduwidth product is of the

order of 1.5TVradians. The second order all-pass network

Sl o



appears to give the best compromise between meeting this
requirement and the necessity of keeping the circuit confipuration
reasonably simple. This study is therefore based on the

second order network,

b) The Second Order Network. The function describing the

transfer characteristics of an all-pass network consists of
the ratio of two nth order polynomials whose roots are in
quadranﬁal symmetry. A second order all-pass function

would have the form: .

(s ~ 5, e = )
G(s) 1" % Gws ¥ w2mae e (5:10)
(6 -t 51)(5 + 8, )
(See fig.5.3%.)
Jod 8 _plane
i =
-0 X -
*
_S‘]x o] 51

-jw

Fig.5.%. Sinecularities of Transfer Function of

Second Order 'All-Pass' Network.

If we let S, + 31‘ =0 and 8,8, ﬁ{?
then (5.1.) becomes:
G(_S)=s§—ocs+g N R R T
5 +%s + E

Again, let s = jUL2 whence (5.2.) becones:

(Ew)—jwbe
(- WeY g Joag

G(W) =

Hence the phase characteristic gS(w) Arg.G(W)

-2 arctan z———r

-59- ?’-
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i dé(u)

and the delay T(wW)

dw
c
=2 AP +W) el DU RN e W
] 22 2
(B +w®) + (W)
Substituting in equation (5.3.) to eliminate a variable,
we let y = igfﬂ y X =WR and k =¢R, where R = %%—:
Thence (5.3.) beconmes:

4 25(x° 4 k)
y e 4 2 ."’_'l‘
X' o+ klk =2)x" » k

. . - -

o e LS

Graphs of y against x for various values of k are given in
fig.5.4.

k = 3 is maximally flat.

251
20
<
[
m
O
2
#5
o
<
Q<54
i 6 _i x rads/sec. . i Y : 5
Fig.5.4. Norralised Freguency/Delay Characteristics

for

§gcond Order All-Pass Network.
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Let the nominal delay = T(o)

T(0) x W, (Wp= thumdfy

vio) X.Xy (xb :nonnahéd
Lendundik )

But y(o) = 2; thus for a delay-bandwidth prcduct of 1.5%,

.« The delay-bandwidth ypreduct

]

]

Xy = 0.75% = 2.3%6.
More than one delay element m2y be used per delay line

section, Hewever, the delay-bardwidth product per element

then becomes the cvelay-bardwidth jyroduct per section, divided by

the number of elements per section, n, The normalised urper

: x ,

frequency bound x, then beccmes x = b - For each valve of
S

X there ie an optimum value of k which minimises the variation
in delay over the frequency band. For m = 1, the maximally
flat curve, with k = 3, is optimum.

Fig,5.5 shows the devistion in delay AT, where

T(max) 5 ?(min)
T(nom)

against k, for n = 2, % and 4.

L0l

Q08 ~

< T i i T 1

il N Deviation in Delay Factor versus k.
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From these graphs the values of k(oyt) and T(mjn) are taken.

Tnece are tabulated in the following table. nﬁT(riv} is the
nali

delay distortion per delay line section.

M *n T(min) k(upt) nAl(min)
1 2.3%6 0.547 3 0.547
2 TA0 0.07 2.43 0.14
5 0.79 Qa2 oD 0.036
L 0.59 0.004 2.668 0.016
€ Estimate of Accertable Distorticn. In order to make

a qualitative assessment of the degree of permiseible
distortion, computer simulation of the resporse of 1, 5 and
13 section delay lines to a 25% cosine roll-off band-limited
single-symbol stimulus was carried out, The intersyubol
interfergnce D was also computed in each case in accordance
with equation (2.3) The summation was restricted to 16
samples since the samples became igsignificant outside this
range. The values of D obtained are given in the following
table. The 25% cosine roll-off band limiting filter itself

gave an intersymbol interference of 0.013.

No. of Sections \
ST E 1 Sect. 5 Sects. 13 Sects.
;5
1 0,468 = - 0.750 2.407
2 0.129 0.23%5 0.642
% 0.043% 0.126 0159
4 , 0.080 0.065 0.033%

At



The plotted response waveforms are given in figs.5.6(a) to (m),
the sampling points being indicated on the waveforms.

Although the amcunt of distortion that can be tolerated
is a function of the algorithm used tc adjust the equaliser
coefficients, it is unlikely that a binary channel could be
equalised satisfactorily if the distortion contributed by
the delay-line is in excess of 0.25. For a S5-section line,
2 elements per section may therefore be satis®actory but
5 elements per section would be required for a 1%-section
line. The number of sections required depends on the degree
of egualisation it is necessary to provide on the data channel.
For a multilevel channel, 4 elements per section would seem
to be necessary for satisfactory operation.

d) Realisation of Second Order Network, A second order active

network can be synthesised using the basic circuit configrration

shown in fig.5.%.
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Pl Sl 7. Basic Delay Element.

The overall transfer characteristic G is given by

12
Qi Tt o 5 ‘
e 12a 12b

To realise the polynomial of the all-pass function

52 = K8 +
52 + ks + k

we can identify certain parts of the polynomial with the

transfer characteristics of neiworks fa', 'b' and 'c'.
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One pcessibility is e S A P L
1"'_{-1 " SJ
a C(92 + ks k)
tebh M(s)
G _isd + K8 + 8)
12e = Mis)
Thus the networks b and ¢ can be identical,. Realisation of 012

requires a twin 'T' network to give real frequency transmission
Zeros. G and G,, may be realised with a bridged 'T!
: 3 Ll?_b i )’|'¢).(' 3 a E

network. A complete circuit diagram for the delay element

is given in fig.5.06.
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Pige5.8. Circuit Diagram of Delay Element.

Normalised valu:s of the components required for k = 2,43

and k = 2.78 are given in the following table

k 2.43 V298 k 2.43% 2.78
Cla 2 2 R1a 0.3%27 0.265
C2a 3.0k 3.55 R2a 0.13%9 0.139
C3a 2 2 R%a O.b14 0.3%3863
C1b 1 1 Rla 0.503% 0.558
C2b 1 1 R1b 0. 824 0.72
Clc 1 1 R2b n.5 0.5
C2c “ 1 R1c 0.824 0.72

Ree 0.5 0.5
R3 0.278 0.3%11

The following table gives a set of component values for
an equaliser operating on a data stream having a symbol rate

of 2400 Bauds. The values giver are suitable for realisation
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548,

uzing thin-film techniques.

e ———— A ———————e -

£ ey e
k | 2.43 2.78 |l k 2.43 2780
C1a 200 2000 | R1a 34.0 18.4
C2a 3040 3550 {  R2a 14.5 3.65
C3a 2000 2000 E 3a Lz, 2 26.6
C1b 1000 1000 | Rba 524 b 38.8
C2b 1000 100 £ R1b 85.8 50.0
Cle 1000 1000 i R2b 52.0 34,8
C2c 1000 1000 ; R1e 85.8 50.0
1. R2e B2.0 34,8
| R3 29.2 22.6
Capacitors in pF. Resistors ir kilohms.

Laboratory models of single delay-liine sections were
constructed using discrete components for values of k = 2.43
and k = 2.78. The amplifier used for these sections was the
Fairchild differential operational amplifier type FA?OQ. Tests
on these sections confirmed the performance predictions given
in figs.5.6(e) and 5.6(h).

Sampled Data Delay-Liles.

We have shown that it is possible to realise an active
all-pass network delay-line element which can be manufactured
using t%in-film cirzuit techniqgues. The cost of such a
delay-line, however, was still somewhat. excessive and alternative
methods of obtainirg the delay function were therefore
considerecd., Since the duta is determined at ﬁhe receiver
by sampling and slicing the received sgignal at the symbol
fransmission rate, it would seem reasonable, provided the
symbol timing can be extracted before equalisation, to carry
out the sampling prior to equalisation and to perform the
equaligation process-on the resulting sampled signal.

Associated work on data moder design5‘3 indicated that,
even when the intersymbol interference is such that the
received data 'eye-pattern' is completely closed and it is

thus impossible to decipher the actual data content without
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5.9.

enqunalisation, it is in fact still quite feasible to extract
the symbol timing from the signal polarity transitions of

the unequalised sicnal. As the symbol timing canrn be recovered

from the received signal before equalisation, it is thus possible

to equalise the received signal following thclsampling process.
Since the equaliser is now only required to process the

sample values, a full analogne delay-line is no longer a
necessity. There are two possible ways of sloring the time-
sampled signals; either the sample amplitude is stored on an
analogue basis, using, for example, capacitive storage, or the
sample amplitude is also quantised and stored digitally using,
for example, shift-register storage. At the time of this
investigation large-scale integration technology was not
generally available and so capacitive storage was given
consideration.

Capacitive Storage.

There are two basic approaches to implementing a suitable
capacitive storej one is to use a }push—down' type store, where
the information is stepped along a series of storage locations
under the contrcl of a clock pulse, and the alternative is to
store samples in fixed locations and to access by means of
a commutator. The commutation logic required, however,
proved to be guite complex and only the former type of store
was therefore considered.

A schematic diagram of the basic storage 2lement is given

in fig.5.9.
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Fig.5.9. Basic Delay Line Elcment.
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A master-slave storage arrangement is reguired to provide
memory during the transfer operation, The cleck waveform X
is provided normally and inverted at the symbol transmission -
rate. The normal phase opens gate 1 for the first half of
the clock period, thus charging storage capaciter C1 to the
input voltape Vin’ The inverted phase opens gate 2 for
the second half period so that the storage capacitor C2 is
charged to the samn=z potential as C1. The pates are
bi-directianal analogue gates with low 'Gn'lresiﬁtance, low
leakage in the 'off' condition and low d.c. offset. The
PR, gates | hn s eniitls e thodlof pesiising thetnartived
conditions. Unity gain, high input impedance, low cutput
impedance, low d.c. offset amplifiers are rcquired for the
buffer amplifiers. Suitable lew-coatloperational amplifiers
are avai}able fer this apnlicetioﬁ.

If C1 is made very much larpger then C2, so that C2 can be
charged from C1 without significant loss in veltaee, then
it is fossible to dispense with buffer amplifier A1; The
difficulty with this approach is that C1 has to be kept
sufficiently small to charge fully via the pate 'on' resistance
during its charging period, whereas €2 has to be kept sufficiently
large to prevent significant change in voltage due to leakage
over the same period. By careful choice of the C1 charging
period it is'possible to obtain an optimum C1/C2 ratio, but
additional logic is then required to cobtain the optimum
charging period from the standard symbol-rate clock available
from .the modem,

Another alternative is to commutate two capacitors for
alternate symbol clock periods so that whilst one is charpged
from the previous stage, the other is, at the same time,

holding the earlier sample at the input to its own stage.
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The arrangement is illustrated in fig.5.10.
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Fig.5.10. Gated-Capacitance-Store Delay Network.

Since the original siudy was carried out, this latter

arrangement has been implemented elsewhere using thin-film circuit

555

technology Even more recently, the basic desipgn described

in this section has been implemented using X0S large-scale
- . 5.6 . “ . . -
integration and a variation on the design using bi-polar

5

larpge-scale integration

5.10. Digital Storage.

Since large-scale integration is now commercially available,
the imﬁlementation of the equaliser, including the delay-line
fupction, can be carried out using entirely digital techniques.
The delay-line funciion is shown schematically in fig.5.11.
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Fig.5.11. Dirital Implemeniation of Delay-Line.




The input signal to the egualiser is gquantised by means

of the analogue-to-digital converter (ADC). The digitised
sample values are then either shifted serially (fig.,5.11(2)),

or in parallel (fig.5.11(b)), along a <hift-register arransement,
the sample values passing from one storage location to the next
at the symbol transmission rate. The number of quantisation
levels required for the line signal is calculated in chapter 9,
where the desipgn of an entirely digital egualiser is considered
in detail.

5.11. Conclusions on Methods of Delay-Line Implementation.

A number of methods of obtaining the delay-line function
for the transversal eqgualiser have been described in the
preceeding sections. The choice of method used in any given
situation will deypend largely on the technigues used in the
construction of the associated equipment. Where_iroduction
quantities are large enough, the use of large-scale integ.ation
becomes an attractive possibility. In thcse circumstances,
digital storage would almost certainl, be vsed for the delay-line
function. If, however, insufficient demand is foreseen to
warrant the uvse of large-scale integration, thcn digital
storage becomes much less economically attractive, In these
circumstances the carpacitive storage delay-litie would gener~lly
seem to be the best solution, An experimental automatic/adaptive
equaliser was built using this techﬁique5'8 and very satisfactory

performance was obtained. This equaliser is currently being

engineered for quantity production (see section 1.2).
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6. AUTOMATIC PRE-SET ADJUSTMENT STRATEGIES

Intreduction.

The first priority of this work was the provision of
automatic equalisation for leased 'data quality' lines
because these were already being widely used for the transmission
of digital data. Since these lines have virtually time-invariant
characteristics, it is not necessary for the equaliser‘to be
Eontinua]ly adapting throughout the course of transmission of
data. This means that the equaliser ccefficients can be
set up using an initial training pattern tfansmission,which
is known a priori at the receive terminal as described in
para. 2.2(a). As this yields more reliable updating information
than can be obtained by the assessment of errors ip an unkown
signal, it is possible to obtain faster convergence rates than

is possible without th2 use of a training pattern transmission.
There are a number of different automatic pre-set adjustment
strategies which can be used to set up the coefficients of the
transversal equaliser, the simplest of these, however, is
limited in use to where the unequglised intersymbol interference
DO is less than unity. Recause of this it is desirable,-
wherever posceible, to use modulation parametérs which,
together with the expected range of line charécteristics, will
.generally yield an equivalent base-band channel which has an

unequalised intersymbol interference D, which satisfies this

0
condition. This may necessitate the use of a sub-optimal
symbol transmission rate to avoid the line transmissior-band
limits which cause the greatest amount of signal distortion,
If hipgher symbo) transmission rates are essential, then
more complex equaliser strategies are available which will

converpe whatever value the unequalised intersymbecl interierence

DO takes. It must be borne in mind, however, that it will
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6.2.

not be possible to reduce the intersymbol interference to an
acceptable value by means of the equaliser if the eguivalent
base-band channel band-width is inadequaie to support the
transmission according to Nyquist's criterion. The contravention
of Nyquist's criterion always gives an interéymﬁol interference
equal to or greater than unity.

In this chapter we consider first the problem of automatic
pre-set equalisation for channels where DO is glways expected
to. be less than ﬁnity. We then consider a strategy proposed
by Lucky6;1 for systems where the unequalised intersymbol
interference DO can take on values equal to and greater tﬁan
unity. Since the absolute convergeice of both these strategies
is dependent on the use of perfect delay-line modules, we also
consider a strategy that can be used in conjunction with more
general_sets of networks than simple unit delay .etworks.

The relative performances of these three strategies, used in
conjunction with imperfect unit delay modules, is then
demonsirated by computer simulation,

The use of sets of networks other than unit-delay modules is
then considered, including the use of delay networks where the
delay period is a fraction of the symbol period. The advantages
and disadvantages of such networks are discussed.

An Iterative Fre-Set Equaliser Stratepy for use when Dn<;1.

We have stated in section 2.1 that for DO<:1 all that is
required is to adjust the cverall sampled single-pulse response

y(mT) so that: y(mT)

0 for O.{\m‘gpm, m£p,

y(mT) = 1 for m=p.
Because the strategy requires the adjustment of the single-
pulse response to give voltage zeros at the sampling instants,
it is frequently referred to in the literature as the " Zero

Foreing Stratepy'.



Since the coefficient adjustments are substantially
independent for D0<:|q it is possible to simply increment
the coefficients in steps, the sign of tle increment being
onposite Lo that of the corresponding sample in the single-pulse
resvonse, ie. K = -Asgn y((x+p)T)
where A is the increment step size.
This stratesy was originally proposed by R.W,.Lucky of

Bell Labm--.attc‘nr:‘LesE)'"|

and has been implemented in the course
of this work both by computer simulation and also in hardware.
Lucky has shown that the algorithm is convergent for all
conditions of DO<:1, assuming perfect delay-line modules

are used.

In order to implement this strategy it is necessary to
determine the single-pulse response of the system, To do
this a pre-determined training pa%tern is transmitted by the
sender terminal, the a priori knowledge of this pattern at
the receiver being used to compute the single-pulse response
from the received signal, In theory there is a very wide
range of training patterns that could be used for this purpoée.
In practice, however, there are basically three types of
pattern for which it is relatively easy lo perform this
computation.

a) Single-Pulse Pattern. The simplest form of training

pattern consists of single pulses representing one transmitted
symbol separated by a pericd that is longer than the time
duration of the overall response of the system, This
separation is necessary to avoid interaction between the tails
of the responses of adjacent pulses. This pattern gives the
single-pulse response of the system at the receiver terminal
without further computation. Althoupgh it has been widely

uscd because of this computational simplicity, it does,
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nevertheless; héve a number of disadvantages.

Firstly, the pattern contains a d.c. component which
cannot normally be transmitted through the modem, since these
are generally a.c, coupled tn.prevent variations in the
d.c. conditions being reflected into the output signal,

This can be eliminated quite simply, however, by transmitting
each.alternate pulse of opposite polarity.

The second disadvantage is that the zero voltage condition
which has tc be sent between the pulses is not normally one
oflthe discrete levels used in either binary or multilevel
transmission. This arises because, for ease of encoding,it
is usual to operate at 2" levels which are then spaced
symetrically about zero so.that random signals do not produce
a d.c. component in tne data stream, It means thgt special
facilities have to be provided in the 'send' wodem to provide
this zero voltage condition. It also means that the transmission
is no lonpger compatible with an equaliser functioning in
the adaptive mode if dual mode operation, as described in
section 8, is envisaged,

A further disadvantage is that a number of single-pulse
patterns must be transmitted and the received signals averaged
in order to eliminate any perturbations of the received signal
caused by noise.

b) Reversals Training Pattern. Instead of sending

single-pulses, alternate reversals frcm positive to negative and
negative to positive are sent, the signal being maintained at the
positive or nepative level between reversals (See fig. 6.1).

Then the response to alternate positive and negative single-pulses
can be computed by delaying the equaliser output by one

symbol period and subtracting the delayed signal from the

direct output.
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Fig.6.2. Circuit to Compute Single-FPulse Response from

Response to 'Reversals' Pattern.

A schematic of the computational circuit is given in fig.6.2.
This 'Reversals Pattern' has the advantages that there is no
d.c. component in the signal and the transmitéed levels can be
standard multilevel transmission levels. The signal is therefore
compatible with equalisers operatiné in the adaptive mode, though
such operation will not generally be ideal since it is necessary
for_the transmitted signal to be random in nature for proper
operation in this mode (See section 7).

As the computation of the single-pulse response involves
the determination of small differences between two relatively
large guantities, care has to be taken to ensure good sccuracy

in the computation circuits.
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¢) P.r.b.s, Training Pattern. The pseudo-random binary

sequence (p.r.b.s.) is another useful training pattern.

6.2 to 6.4
k]

Because of the special properties of p.r.b.s. the

single-pulse response can be obtaiqed by cross~correlation
of the signal at the equaliser output with delayed versions
of the same p.r.b.s. generated at the receive terminal.

Many modern modems incorporate a data scramblar§°5 in
order to give properties of randomness to the transmitted
data stream. The transmitted sequence from such a modem in
the 'rest! condition (i.e. an all-zero seq;ence input) will in
fact be a p.r.b.s. The descrambler in the receive modem
is readily usable to generate the delayed versioné of the
p.r.b.s. required by the equaliser. The pattern peneration
facilities required are therefore already incorporated in
these modens.

Although a numbér of correlators are required, these in
fact prove to be very simple as the multiplication function
consis£5 of simple gatings, one of the inputs taking only
the values of +1 or -1, A schematic diagram of the correlator

is given in fig.6.3%.
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6-3-

The main advantage of the p.r.b.s. test pattern is that
the signal is equally compatible with equalisers operatiang in
the adaptive ana automatic pre-set modes, The correlation
process eliminates the effects of noise on the response
determined over a single pattern transmission. It is therefore
possible to achieve faster setting-up, a feature which is of
interest where fast aquisition of the conditioned data channel
is a prime requirement.

If sufficient computing power is availabe at the receive
te?minal, it is possible to calculate the coefficient values
directly from the single-pulse response using the equations
(2.5) given earlier, It would not generally be economical,
however, to provide special-vurpose computing circuits
especially for this operation within the actual modem equipment.

Iucky's Iterative Strategy for Dn'}\L

6.1 that the zero-forcing strategy described

Lucky-has shown
in the previous section will not guarantee a minimum D condition
where DO§>1; in fact it may actually increase D to a value
greater than Fhe unequalised value DO' He therafore
proposes an alternative strategy for minimisation of D which
can be used under all conditions. In this strategy the

coefficients are adjusted by some constant amount in a direction

opposite to the sign of the function

7;2 E (h o hnh_i).sgn ¥ @ 0 o0 ie (6L3)

n=-0

n£0
wheré hx = h(xT) and y = y(xT).

Altefnatively. the adjustment may be by an amount
proportional to the derivative (Although see comments in
section 6.4, which also apply here.)

To have available the necessary values of hx to perform

the computation. it is necessary to provide a delay-line

—??-



which has ideal delay. The use cf conventional delay-lines

with this stratepgy is therefore impracticable for all but very

small equalisers, since the cumulative distortion alonpg the
y >

line can bccome very significant. To combat thisia strategy

has been developed which enahles use to be made of more
general classes of network than the tapped delay-line of the
conventional transversal equaliser. Since the stratepy

described in this section is simply & special case of the

general network strategy, a separate mathematical treatment is

not given here.

6.4, A General Network Strategy for Dn$‘1.
L
The mathematical treatment given in this section was

suggested to the author by Dr,L.F.Turner of Imperial College
6.6

of Science and Technology, London .
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I1f the unegualised single-vulse response h(t) is fed in
parallel to M+1 arbitary linear networks whose outputs in
response to th: input function h(t) are fo(t), f1(t) . o« (L)
respectively, and these outputs are combined ir a summing
network as shown in fig.6.4, then the overall system single-pulse
reasponse y(t) = Kofo(t) e K1f1(t) VRPN T .KMfM(t).

‘The overall system output at time t=nT in response to a
single-pulse stimulus at the éystem input is then given by:
y(t=nT) = y_ = K;fo(nT) + K £4(nT) + . . . Ky fy(nT)

n
M

o k6:2)

L
=
-
.

L]
-
-
-
-
.
.

i=0

where f, = f;(nT), is the sample value of £;(t) at the
time t = nT. ‘

The object of the equalisation process is to adjust the
weighting coefficients KO' K1 o ptehuis KM' g0 as to minimise
the intersymbol interference D. If, 28 in section 3.1, we
normalise the units of y(t) so that the equalised single-pulse
response amplitude is unity at the wain sampling instant pT,
then the condition for minimum intérsymgol interference is

satisfied when the Ks are adjusted so that y(pT) = 1 and

m .
D = ; ‘y(mT)] omintmem . sl oa % we (645)

==&
m£p

(Compare with equation 3.4.)

The only restrictions in the choice of networks is that
they be linear and that their output functions f;(nT) be
linearly independeni.

In the following analysis it is assumed that fo(t) is
normalised to have the value of unity at the reference instant

t = pT. Using KO to satisfy the constraint on y(t) at t = p7T,
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it follows that:

= = = . - - . - f
y{pT) = 5= 1 = Kofop “ K1f1p + Ee w

and since f is normalised to unity, the value of HO satisfying

Op

the constraint condition on yp is:

Ko = 1 - E Kirip...............(6.4)

i1

On substituting for KO' equation 6.2 becones

{j i} K.f.
n Ky 1p 3-an

M

= fon +Z By [fin 3 fr.)nf:i.p:'

3=

e
n

and, on using this expressicn for 498 in equation 6.3, the

intersymbol interference D can be written as:

Z{l fon * K, ['fln e 8 :p:”} RS ()

nN=-go ::

n#p
The object of equalisation is to minimise tuis expression

by varying the weighting coefficients K1, Koy o« o o Kﬁ‘

K, being given by equation 6.4,

If it can be shown that D is a furction of the M variables
K1, oy @ Kﬁ having a single minimum value DX‘ then it is
possible to carry out the minimisation process on an iterative
basis, with the coefficients being gradually adjusted to their

. 67
ortimum values.

Let Dj (j =1, 24 + + « M) be the intersymbol interference

when the weichting coefficients K KH are set to

1 . .

resypectively, and let DK be the intersymbol

e et L
Jj1 M
interference at any interuediate setting where the weighting

cocfficients have the values:
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O aPIKMIl

- L] . . . . - (6.6)
Ky = Kgm = aqKqy + 85Koy + coecener ayKyy
M
with> 0, €75 1 = 1,2, e0x; B, 808 3 B, =
sy

In order to show that the intersymbol interference D
has a single minimum value, it is only necessary to show
that DX is less than or, at most, equal to any of D1, D21 il

at the M distinct settings of the equaliser, Thus it is

M

only necessary to prove that:
M

D

Dy & 24Dy

3=1
From equation 6.5 it can be seen that

M

o |
- - = r =
UX 3 ; '“ft)n 7 Z KX:'L ¢ fin fOnf_ip]

N=-ws L A=l

n#p

and, on substitutjng for KX' from 6.6, we get:

n—~u> '—
M
= (0n + E Kii [fin € fOnfip‘]\

n--m i=1 j
M

#oaeeecsseat Ay (f()n + é_:,__‘ Kp;j_ [fj«n 3§ fOnf:?.}'}]>‘
="

Since ‘){1 -+ Xe g e T }(”!'&t{‘l'(q‘-i- “ s ne e +‘)‘:I-i ' 1k dis thus

clear that:
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That is:

DK <:31D1 Fdol iy aiie epvaik aMDM’ :
which proves that D has a single minimum value DX.

Since the intersymbol interference D has a single minimum
value, an iterative technique can be used to minimise the
value of D given by eguation 6.5. An iterative ctrategy
is therefore required to systematically adjust the weighting
coefficients to effect this minimisation. One such method
is the method of gradientsé'?. In this method, the slope
of the function with respect to each of.the variables

K., K

P R KM is derived and each variable is adjusted

1
in a direction opposite to thé sign of the derivative by some
constant amount, or by an amount proportional tec the derivative.
In the present case, the method in which the variables are
adjusted by amounts proportional to the derivatives is not

very satisfactory, since equation 6.5 is piece-wise linear

and its derivatives are therefore constant close to the
minimuri, and may be large.

The function D of equation 6.3 can be written os

Sy o
D= ; y = ¥y sign y )

; “n K n’ i

e | 3

n==-og Nn==0co

nZ£0 n£0

& o
= d \ £ r : Y
= {fOn +_ Z lKi(i‘in - lonfip)}.lslgn 8 (6.7)
Nz oy 1=1
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From equation 6.7, the partial derivative with respect to

the ith weighting coefficient K, is found to be:

’M
2D E' e,
S;Ki ) {rfin - fonfiix.lélgn ynx. RS

N== oo

n£c

The adjustment procedure therefore involves the computation
of the sign of this function for each coefficient, which is
then adjusted in a direction opposite to the sign of the
function, either by a small constant change or a change
proportional to the magnitude of the derivative.

If the function fo(t) is made the channel single-pulse
response h(t) and the functions fi(t) delayed versions of
h(t), such that fi(t) = h(t).Z”i, the main sampling instant
of h(t) being defined as t = 0, then tﬁe equation 6.8 becomes
the equation 6.1 of section 6.%. The alporithm described
in section 6.3 is thus the special case of the general algorithm
when the networks are perfect delays of integer multiples of
the unif~symbol period.

Computer Simulation Program for Automatic Pre-set Equaliser

Strategies.

A computer program was written to enable simulation
experiments to be carried out to determine the.hehaviour of
the antomatic pre-set equaliser strategies described in the
preceding seations‘ A flow-chart of the simulatiion program
is given in fig.6.5.

The equaliser specification and the single-pulse response
of thg channel to be equalised are provided to the computer
as program input data. The equaliser specific=ation details
the number of delay-sections used, the position of the reference
tap, the size of the coefficlent increment and the strategy

uscd to update the coefficients, It is also possible to

-83-



START )

e
v

Wead Equaliser Spe01f1cat10n _J
¥

|__Read Line Cha l‘a_@_t?-_r__i-_s tics. J

-..,...__g,

B L L, TS
Calculate D'J

v
Print Iteration Step (N),i
|
]
b

D, and Tap Coefficients.

- -

Yes

counvergence

Y

\\\E:ifletee
" |

} !
Determine polarities Print END OF RUN and

of coefficient equaliser final state.
increments. A
S L S (szop)
ﬁpdate tap I
coefficients.
_-_m_._$_ﬂ_p_

l Ing;ement N __J

Fig.6.5. Flow-Chart for Automatic Fre-set Equaliser Pregram.

vary the delay-time per section froﬁ one unit-symbol period
by a specified pfoportiom so that the effects of timing
error can be studied. The samplinpg instants are assumed to
be correctly defined at the reference tapping point.

The program prints out the initial conditions of the
equaliser and the conditions followlag each iteration of the
equalisation process. The polarities of the coefficient updates

are computed according to the strategy specified in the input
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6.6

data and the coefficients are increﬁented in steps, the
magnitudes of which are also specified in the input data.
The program auvtomatically terminates when all the coefficient
values have converped to a condition cof oséillation between
two adjacent steps in the quantised value scale, or after
200 iferations, whichever occurs the earlier,

The program is written in FCRTRAN 1V language and the program
card deck is compatible with the IBM System/3h0 Operating system.

Effect of Delay-Timing Errors on Equaliser Performance.

One of the major deficiencies in the use of conventional
delay elements in the transversal filter is the accuracy to
which the delay-time can be achieved. The computer program
was therefore used to determine the effect of delay-timing
errors on the performance of the various stratepgies described
earlier in this chapter. For these testi'the delayed waveiforms
were taken to be exact réplicas of the input waveform, but
the delay veriod of each delay-line element () was altered
fron he symbol period (T) by a fixed proportion A, such
that‘C = (1 +A)T. The sampling timing was arranged to be
ideal at the reference output,

Table 6.1 gives the results of tests on five equivalent
base-banﬁ channel responses, equalised by means of thirteen-
tap, non-recursive transversal equalisers, the fifth tap
being taken as the reference output. The coefficient
increment was 0,01 and timing errors of 25 ¢ ang Z20%
were introduced. For the first three channel responses,
where D, is less than unity, both the strategies described
in sections 6.2 and 6.3% were used, the results in each case
being @dentical. However, since the responses X1 and X2
have D0:>1, only the strategy described 3n seciion 6.3 was

applicable in these cases. it is seen that with the size
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Range of Variation of D After Equalisation.
Channel D
o O | Ar=0 | AT=+5% | AT=-5% | AT=+20%| AT=-20%
0.1207 0.1178 0.1264
W1A. 0.5127 to to to N.C. N C.
0.1458 0.1430 0.1328 ; ;
0.1%%9 0.1294 0.13%17
W1G. 0.5056 to to to N.C. N.C.
0, 1804 0. 1595 0.1545
r— W
0.1752 | 0.147% | 0.1675
W2H, 0. 4486 to to to N.C. N.C.
09770 | 0,3877 0.2178
1.70%8 1.7378 1.6869 1.7343 1.6064
X4 2.044Y4 to to to to to
1.7244 | 1.7557 | 1.7269 | 1.7877 | 1.6264
1.1766 1.3804 1.1914
KD 2.5214 to to to N.C. N.C.
1.2334 1.3852 1.2233

AT = Timing Error.

N.C. =

Not convergent.

Coefficients before reference tap = &

Coefficients after reference tap

Coefficient Increment = 0.01. Non-recursive configuration.,

Table 6.1. Effect of Timing Errors in Delay-Line on Performance
of lucky's Alporithms,
Channel 5 Range of Variation of D After Equaljaatioﬁtd
0 5 7 . ;
No. AT=0 OT=+5% | AT=-5% |AT=+20% | AT=-20%
0.1752 | 0.14%73 | 0.1675 ]0.1695 | 0.2002
W2H, 0.4486 to to to to to
0.1770 | 0.1877 | 0.2178 |0.1724 | 0.2307
‘ 1.7038 1 1.7195 | 1.6869 |1.6785 | 1.654
Xa. 2.0444 to - to to to Eog
1.7244 1 1.7590 | 1.7269 |1.6851 |1.6850
1.1766 1.1794 1.1587 1::2017 1.193%1
X2. 2.5214 to to to to to
1.2334 | 1.2408 | 1.2143 [1.2431 |1,2063
AT = Timing Error. Coefficients before reference tap=4
N.C. = Not Convergent. Coefficients after reference tap = 8

Coefficient Increment = 0.01. Non-recursive configuration.

Table 6.2. Effect of Timing Errors in Delay~-Line on Performance

of General_ﬂetwork Alrorithm,
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6.7.

and configuration of equaliser testéd, a timing error of
5% is tolerable, but-for errors of the order of 20%, the
strategies are no longer convergent.

Three of these channel responses were then tested with
identical enualisers but using the strategy described in
section 6.4. The results of these tests are given in table 6.2,
from which it will be seen that the performance of the strategy
is unaffected by timing errors of the order of 20%.

Fqualisers with Fractional Delay-Elements.

The fact that the proper operation of the strategy described
in section 6.4 does nct depend on the use of yperfect unit-delay
modules, sﬁgﬁeets the possibility of using delay-elements
whose delay-times are a fractional proportion of the unit
symbol period. The advantage of such an arrangemént over
the conventional transversal equaliser is that the dispercion
of the equalising waveforms no longer increases in proportion
to the number of equaliser delay sections used. It theretfore
becomeé possible, in theory, to eqﬁalise completely any
finite response with a finite length equalisers's.

Suppose the response extends from the reference point in

one direction a pericd of (n +& )T sece. (S<:1). See fig.6.6.

'] \r I/__u-\\_t 1"?_,)!--~J|
N2 TN T
. i L

Fig.6.6, Typical Response Dispersion.

If we delay the response By CT secs. per stage of egualisation,
and (n + k) stages of equalisation are provided,; then the

response ie extended by (n + k)CT secs., as shown in fig.6.7.
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n+k

n
‘ l n+k+‘1
4 } § } i } | I"
t&e—-(n + £ )7 —— e —(n + k)C'I'-“l
E}g.6.?. Increase in Dispersion due to Delay-Stages.

Now we have to satisfy n + k conditions to obtain complete
equalisation. We therefore have to find the smallest integer

k such that:

(i +5)7 %+ (n + k)CT <

n + k {; 0 s L T S
i.e. k~.<_ (n + K)C + & <k+1.
i.e. k & nC +3 4+ kC
oo K(1 -C) < nC +3

& (n + k)C +8 <k+1
S SIS e <k+1
o it et S K PRGOS0

. (nC-‘I+$)<k

Thus we select the smallest k such that:

6 =1 42) L LAELR) |, L. .. (6.9

For channel response W2H, the values of n and $S are as follows:
a) Anticipatory response: ms %, = 0.3
b) Trailing‘response: : n =18, &= 0.6
Thus, if C = 0.5, on substituting values in (6.9) we get:
a) k = 3 for the anticipatory response and
b) k =18 for the trailing reéponse;
which means that 7 variable coefficients before the reference
tap and 36 after the reference tap, a total of 42 stages of
equalisation, are required to completely equalise channel

response WZH, using a delay-line with a delay-time.per module
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(6 8 P B Similarly, for C = 0.2, we get ka = 1 and kb =5
respectively, giving 5 coefficients before and 2% coefficents
after the reference tap, a total of 29 stages, for complete
equalisation,

Because of the large number of stages required for complete
equaliﬁation, a test was carried out using the same equaliser
size és for the tests detailed in section 6.6 (i.e. &4
coefficients before and 8 coefficients after the reference tap),
to determine the degree of equalisation obtainable with a more
limited number of stages. The test was carried out on
channel response W2H, using a delay-line with a delay-time
per module ‘€ = 0,5T. The equaliser converged to a value
of D with a range of random variation from 0.2774 to 0.3136.
Since this result is somewhat inferior to that obtained with
the same size equaliser but with *C = T, the size of the
equaliser was increased to 10 coefficients both before and
after the reference tap (21 coefficients in all), and a further
series of tests conducted; again oﬁ channel response W2H.

The results of these tests are given in table 6.3.

Contticiant Range of Variation of D After Equalisation.
Increment. € o C = 0.5 3 e = 0.2
0.1764 0.2213%
0.01 to ' o teEZ:d
0.183%3 0.2382 d 3
0.1345 0. 1906 0.3125
0.005 to to to
2. 13550 0.1907 0.3258

Table 6.3. Effect of Fractional Delays on Equaliser Performance.

It will be seen that the equaliser using fractional-delay
elements still gave inferior results to that obtained using

unit-delay elements.
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A test was then conducted on an equaliser with a
fractional-delay C = 0.2, using the optimum number of
coefficients calculated above. It was found that this equaliser
did converge, but the rate of convergence was extremely slow.
Since complete equalisation was theoretically poésible, the
optimum values of the equaliser coefficients were computed

by solving the set of simultaneous equations describing

The values of these coefficients

the equaliser operation.

are given in table 6.k.

B “_Kn n+1 Kn+2 n+3

1 428.136 -1222.38% 780,431 1803. 356

5 -3246,726 -63%9,406 6180.863% -788,688

9 -12055. 457 10636. 856 4851.703 -95?2.?73

13 -3701.121 13206.488 | -4823,383% -6575.625

17 2156.305 8256.775 | -u574.410 | -5572.098

21 5440.266 2441.695 -7801.117 6207.711

25 -92. 344 -3421.0#3 1998.187 -79.813
29 -159.626 - - -

Table 6.4, Coefficients of Fractiomal-Delay Equaliser (C=0.2),

for Channel Response W2F.

It will be seen that with an increment of 0.005 and an
initial set of conditions where the cocfficients start from
zero, except the reference coefficient, which starts from
unity, over 23 million iterations would be required to achieve
optimum equalisation!

BeEause of the considerable interdependence between the
coefficient settings, and because the optimum condition is
achieved by minimisation of the differences between very

large quantities, the descent on the D hypersurface from D0

to Dmin is found to be via a narrow, steep-sided "valley".
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Since the D hypersurface is piece-wise iinear, the steep
gradients of the surface make it impracticable to weight
the coefficient increments in proportion to their derivatives,
(See section 6.4.). On the other hand, the coefficients need
to be represented to an absolute accuracy of the.order of 0.005
to ensure that the deterioration in intersymbol interference
due to guantisation Dq is not greater than about 0.1. Thus ,
the final increment step size is alsc limited to about 0.005.

An experiment to investigate the possibility of commencing
operation with large increments, later changing to smaller
increments, was carried out. The same equaliser and chanﬁel
response was used as in the previous experiment, but with an
increment size of 10.0. If convergence were achieved, this
would require about 1500 iterations to épproach the optimum
coefficient values. However, the step size was Tound to be
too 1arg; to allow the algorithm to follow the valley in the
hypersurface and the equaliser.simply oscillated on alternate
iterations between the value of by = 0.4486 and a value of
D = 285.1. It was therefore concluded that, although it is
theoretically possible to acieve complete equalisation with
fractional-delay elements in the equalise: implementation,
there are a number of practical difficulties which make the
technique unsuitable for use in a practical situation.
These difficulties include:
a) To gain an advantage over the equaliser using unit-delay
modules, a near-optimum numnber of coefficients must be used,
and this optimum number is prohibitively large, except where
C is small (b 0.2).
b) The unlimited range of values that can be taken by the
coefficients as compared to ihe range of -1LK&1 applicable

to the equaliser implemented using unit-delay modules,
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6.8.

¢) The difficulty of representing the coefficient values
to sufficient accuracy in view of the wide range of values
possible and the need to maintain an absolute accuracy of
the order of 0.005.

d) The impracticability of implementing a strategy that
will éonverge to an optimum setting within a reasonable
number of iterations.

Equalisers Using Simplified Delay-Networks.

The possiblity of using simplified delay-networks in
conjunction with the general network equaliser strategy was
then considered. For this test the delay-line sections
were assuried to consist of the simplified network given in
fig.6.8.

L/2 L/2
O TN Y TG I

C

?
}

Fig.6.8 Simplified Delay-Network.

The values of L and C were chosen so that the delay of a
single stape was equal to the symbol period T, the delay per

stage (Td) being given by Td =+/LCs Assuming the characteristic

impedance ZO = % = 600 ohms and a symbol raté of 2400 symbols/sec.,
we have: % = 125 mH,
& o = 0.69'[" uF.

Using 12 such deiay sections, the final section being terminated
with the characteristic impedance of 600 ohms, the single-symbol
response at each of the 135 tapping points WL computed. This
was then convolved with the delay-line input waveform to give

the corresponding waveforms at each tapping point. Equivalent
base-band characteristic W2H was used and the fifth tap was

taken as the reference output. The sampling timing was refefred

to the original input wavefora.

P e
pr



6.9.

The intersymbol interference generally increases along
the line due to the nature of the transfer characferistics
of the delay-line sections. The value of D at the reference
cutput was therefore 4.6419. Using the stratepy described
in section 6.4, the equaliser converged to a value of D

with 2 range of reandom variation between D = 2.2756 and

D = 2.2857. Although this is a great improvement over

the initial value of D at the reference tap, it is still

much worse than the value of D, relating tc the origiral

0
channel respbnsc before egualisation. It is not generally
possible, therefore, Lo obtain satisfactory equalisation
using a simplified delay-network of the type undey

consideration.

Other Networks for use with Gereral-Network Strategy.

The general retwork strategsy described in section 6,4
does not necessarily require the use of delay-elements, in
fact superior operation may poscibly be obtainable with
networks other than delay networks. The requirements for
a suitabtle set of networks is that they shall ke linear and
their single-pulse responses shal].be iinearly independent.
The number of networks required in the set is equal to the
number of symbol periods in the overall time-jeriod covered
by the outputs from all the networks when stimulated Ey a
signal equivalent to the single-pulse response of the channel
to be equalised. The preferred networks are, therefore, those
that do not significantly delay or disperse the signal input
to the netwecrk. Since an arbitary selection of networks
generally regquires en unconstrained range of coefficient
values, similar disadvantages apply as for fractional-delay
networks.

There are possibly sets of networks which would suitably
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constrain the coefficient values. JFor instance, network
séts are known which correspond to certain well-known sets of
orthogonal functions; e.g. Legendre and lLaguerre Functions6'9.
However, their properties were not studied as part of this

work because improvements in technology during the course of

the wqu made sample-and-hold techniques a feasible method

of delay-line implementation for voice-band channel egualisers.
The sample-and-hold delay-line is equivalent to perfect delay-
line sections as far as the optimisation strategies are
con&erned, and can therefore be used with Lucky's algorithms.
Under circumstances where Lucky's algorithms can be used, it

is advantageous tc do so, since only one set of single-pulse
response samples need be computed and stored (hi); instead of
one set per network (fij), in order to determine the coefficient
updating increments.

6.10. Conclusions.

Because perfect delay characteristics are impossible to
achieve in practice, using coﬂventionnl delay-line implementations,
it is possible that unsatieféctory optimisation will result
from the use of the coefficient setting strategies prorosed
by Lucky and widely used in equaliser design. A general
network strategy has therefore been described -which gives
satisfactory performance with non-ideal delay modules.

The use of the strategy with fractional-delay modules
was investipated, since it is theoretically possible to
achieve perfect egualisation with such an arrangement,

Althqugh it was shown that the strategy could be made to
converge, the number of iterations required to reach
convergence was generally too larpe to be of practical interest,

Advarces in technology favour sample-and-hold techniques
for delay-line implementation for voice-band channel

equalisers and these can be used satifactorily with lucky's
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algorithms (See section 5.8)., The general network étrategy

may well have advantages, however, in other equaliser applications,
especially where the disadvantages of additional sample storage
can be overcone. One case where this may be possible is

where the receive terminal is in fact a central computer,

receiving data from a remote terminal, and it is thus possible

to implement the equaliser within the computer in "soft-ware',
r;ther than in special-purpose "hard-ware'" within the receive

modem,
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7.  ADAPTIVE ADJUSTMENT STRATEGIES.

Introduction.

Originally it had been thousht that conneciions throurh
the switched telephone network would have virtually time-invariant
characteristics, much as those experienced on leased connections.

The only differences expected were more restricted band-width

and greater noise impairment, due, in the main, to switching

crosstalk7'1. Experimental work carried out by the G.F.O.7'2,
however, showed that considerable variations in characteristic
did occur, mainly as a result of changes in switch-contact
resistance. These variations were particularly roticeable
when obhserved as 'listener echoes'.

Because variations in characteristic wz2re shown to exist,
& requirement became apparent for adaptive equaliéatinn of
switched-network channels. A study of.adaptive equaliser
adjustment strategies was therefore carried out. This study
happened to coincide with a developing interest in the use of

?-3.?.4‘

h.f. radio voice channels for data transmission which
also requires the use of adaptive Equalisatinn techniques,

The adaptive equaliser stratepgies considered in this chapter
are hased on the assessment of error signals ebtained duvring
the cpurse of actual data transmission. The equaliser
coetficents are thus continually corrected whilst the data
is being transmitted. The error signal is obtained by
measuring ivhe differences between the equalised received signal
and the 'a postesiori' estimate of the transmitted data by the
receiver. This sirnal is correlated with the data strean
to obtain estimates of the coefficient setting errors.

The coefiicients are thnen updated according to some criterion

80 as to minimise the magnitude of the error signal.
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Various criteria are discussed later in this chapter.

The adaptive'equaliser has twn distinct advantages over
the automatic pre~sét eaqualiser. Firstly, it can be set
up without the necessity for special training pattern
transmission facilities and, secondly, it will adapt to
compensate for any changes in the transmission channel
characteristics as they occur. Against thecz advantages
it has the .disadvantage that under adverse conditions of
intersymbol interference there is a possiblity that the
adaptive strategy will not converge at all. There are
also conditions under which the time taken to reach the
optimum setting may become long in comparison to that required
to set up the automatic pre-set equaliser. In this chapter
a study is made of the conditions under which the advantapges
of the adaptive equaliser can oe realised with no significant
deterioration in performance to that obtained using the

automatic ore-sct wode of operation.

Basic Operation of Adaptive Strategizs.
The operation of the adaptive strategies will be dzscribed
in terms of the channel model given in figz.7.1.
I
Additive
Noise
N(m7).
Input: [ Optput
: Jquivalent . : ¥
X(mT) P?u o Y(mT) ) Z(1T) | S8ipnal X (mT)
Pase-band Equaliser | o [ . =
——ter K 2y o=t : i Decoding g
Channel g(nT). e
h(nT). %
.-:':, ﬁ:'“«'t——'- L~
II_LLI 1
] Error Signal
B Nt ] E(!TIT)
gualiser e b
: 4 Correlatcr.
Coefficients -

Fiz. 7.1 Channel Model.




We shall conéider the system as a sampled-data system,
with a sampling period T, equal tﬁ the symbolhtransmission
interval. The input data is a multilevel digital signal
X(mT). 'This passes through £he trarsmission channel, which
has a single-pulse response h(nT), Additive noise N(mT)
will be encountered in the course of transmission. The
input to the equaliser Y(mT) is thus given by:
FuT) = XEuT) SOREnT Yo WEBR) o hwohin ts snite v o £741)
where * denotes convolution.
The equaliser single-pulse response is g(nT), so that
the equaliser output %(mT) is given by:
AT & TLHBY 2 BIBRT) o o o enier o animuinee anu w K732)
The signal is then 'sliced' by the output decoder to
yield an estimate of the transmitted signal X (mT),
The error signal E(mT) is given by:
L A R (. S W U R e 8
There are two different strategies that can be used to update
the tap weighting coefficients as appiied Lo the basic transversal
équaliser. In the first strategy, which is shown in more
detail in fig.7.2, the error sipgnal E(t) is correlated with
the equaliser output signal Z(t) such that:
kg
K (t;) =98) 2[t-(x+p)T]ECt-pT) dt o &« o o o o (7.4)
0

which, in the case of sampled data, may be written as:

m.
453

- K (myT) MZ Z[{m—X—p)T.].E[(m-p)T]
m=0

-
.
-
b
o
=
=l
~—
1

K, l-gm—-‘i)T] +°C.2 [-_(n':—x-p)'i"‘] .E [(m-p)T] s ka5
7.5

It has been shown that this strategy optimises the channel

characteristics to the same criterion (minimum D, DO<:1)

&8s the zero-forcing strategy Jescribed in section 6.2 for
-0
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Fig.7.3.

f' f Integrators
i

X ) Multipliers

el e

Basic Transversal Equaliser Adaptive Stratesmy 11,

_9(}..



?‘3!

the automatic pre-set equaliser. Although this limits its
use to where the iritial unequalised intersymbol interference
is less than unity, this is only a small disadvantage since
it s din auy.case necessary to receive substantiallyncorrect
data (3. e% X‘(mT) is a reasonably good representation of X(mT))
before the strategy will converge satisfactorily. This
requirement is discussed more fully later in this chapter.

In the alternative stratescy, shown in fig.7.3%, the error
signal E(tj is cérrelated with the equaliser input signal Y(t)

such that:

t
i .
K(t) = ocfx &-—('K+p)T].E(t) dE s o elie e = o« KFLE)
0

which, in the case of sampled data, may be written as:

m. :
L

K (m;T) = o E Y@m-x—p5’1‘].E(mT)
m:D

1}

Ty R K, [(n-1)1] + & ¥ (m-x-p) T} LECuT) . . . (7.7)
5 ﬁas been shnwn?'5 that this stratepy mirimises the

mean-square value of the error signal E(mT). This strategy

therefore gives better results in the presence of noise N(mT)

than the 'zesre-forcing' strategy described earlier. It

may also be used where the initial unequaliced intersymbol

interference Lkﬁ§1, provided X‘(mT) is a sufficiently good

representation of X(mT) to obtain convergence.

Use of Strategies with Recursive and Decision Feed-bsck Egualisers.

One of the disadvantages of the simple transversal equaliser
is that it may require a 1argé number of variable coefficiente
to obtain satisfactory equalisation. This is especially
the case when the channel impairments take the form of
substantial cchoes delayed several sampling periods from
the main signal. This is just the condition frequently
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gncountered on éwjtched-network coﬁnections. Since these
echoes can best be dealt with using either the recursive or

the decision-feedback egualiser, il wculd be of great advaniage
if the adaptive strategies cnﬁld be applied to these

configurations. A possible arrangement is shown in fig.7.h4.

-Delay-line A Delay-line B
; Receursive
%Y(t) T+ | ¥Y(t-pT) e “".-;‘___h T
N CIx" (¢
e Ay 7
Multipliers
15 HAL ! _f*(t)

-

E/ sucerz )

Z(t)

Integrators

+ . Multipliers

Fig.7.h4. Adaptive Stratery for Recursive and Decision-Feedbac

Equaliser.
In this arrangement, the recursive or decision-feedback
equaliser confipuration is used in conjunction with the same
weighting coefficient adarptation strategy as is given in
fig.7.3 for the conventional feed-forward equaliscr.
We shall-show that such an arrangement converges absolutely
to its optimum setting. The following zssumptions are made,
however, for the purvoses of mathematical simplification:
a) The effects of noise on the egualiser performance is
negligible.
b) That the equaliser is capable of cancelling completely
the intersymbol interference present in the received signal.,
c) That the equaliser output signal X‘(mT) represents the
tranenitited signal without error.

The effeacts of departures from these assumptions have bern
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ﬁetermined,either theoretically, or experimentally by computer
simulation. Theée are discussed in detail later.in this
chapter.

For any given sampling epoch m, the multiplier signal
inputs derived from the delay-lines will comprase (p+1)
samples of Y(t), namely Y(mT), Y (m=1)T ,.c000eee.Y (m-p)T,
and q samplezs of either Z(t) or X*(t), namely 2 (m-1)T ,

7 (a2 Nl e sB n-g) T oo BT (Be T X (2] T ..
.......X‘ (m-q)T + These signal samples will be represented
by an L dimensional vector W, where L = p+q+1. The following
proof is also applicable to the strategies described in the
previous section, when the vector W will consist ~f either
1, samples of Z(t) for strategy I, or L samples of ¥Y(t) for
strategy II. The coefficient wvalues K-p'f"KO"';Kq will
also be represented by an L dimensional vector K. We shall
refler to this vector K as the state vec£or of the egqualiser.
The equaliser output Z(mT) is then given by the scalar product
of the signal vector and the state vector: '
GBT) o MBS w7 s s w5 e s sun s S ale (78

Assuming that the digitai outpdt of the signal slicer
X.(t) is without error (i.e. it represents X(t) precisely),
the error in the equaliser output is given by:

BIAT) o Z00) < EABDY LS B0 0 i)

This error is multiplied by each stored signal and the
products are added to the coefficients by the integrators.

If the corrections applied to the coefficients are represgnted
by the vector AK, then:

AKX " w ReBlPIN . s e s e s e i s kR d0)
where® is a constant defining the rate of convergerce of
“he equaliser strategy. (c.f. equations 7.5 and 7.7).

Since we have asgﬁmed that the egualiser is capable of
cance’ling completely the intersymbol interference in the
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receive& signal, there is a state P such that, when K = P, the
error E(mT) will be zero.
Thus:
i L e e o SR e
Substituting (7.8) and (7.11) in (7.9) gives:
Blnllee W Ko = He P sosacevssains vese(7.92)
and substituting (7.12) iu (7.10) gives:
K = W (W (K= P oiisepnsonsonsnlel’)
From fhis equalion it will be seen that the change in state
vector duri‘np; thé single sample epoch m is in the direction of
the signal ;ector W, butv its magnitude depends on the scalgr
product of the signal vectcer and the state-error vector (E - E)
Fig 7.5 is a diagram of the plane in the vector space which

contains both the signal vector W and the state-error vector (K - F)

ol By Hypersphere within which
gl ¥ K + AK must lie for
convergence,
Locus of AK 3
tor fixed (W] o)

v Ve =
. P K-P) e
i

=—cH(1HJX - P|Cos0)

Fig.7.5. Section through state space of adaptive equaliser

" in the plane of W and (K - P) to illustrate constraint

on oS¢ for convergence.
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74,

44, LWHE dalllple UClLweCll LIe S4FN=Ll VU Lo alll Slalve—-error vector
is €, then

E(nT) ==\W||K - P|Cos®©® . . . . . . . . .(7.18)

Substituting (7.14)1; (7.10) pives:

AK = -XW(|W]|K - P|Cos®) . . . . . .(7.15)
and hence the locus of the point (K + AK)is, for a given magnitude
of W, a circle passing through K, with its centre on (X - P) and
diameter % \ﬂ]z [K - P] . All points whose distance from P is
less than tﬂe distance between P and K are contained within the
hypersphere centred on P and passing through K. Therefore, if
the diameter of the (K + AK) circle is less than 2 [K - Pj ,
any (K +AK) will be nearer to P than K is.

Hence, if: CQIE‘Dlg - Pl 2|K - EI
2

—_—

1.8
mla,_...............(?.16)

o K

-the system is stable because no change in K can occur which

moves it further from P.

Rate of Convergence of Adaptive Strategy.

One of the points of major interest in regard to the adaptive
equaliser is the rate at which the strategy converges the coefficient
values to their optimum settings. This parameter also governs the
maximum rate of change of channel characterstics which the egualiser
is capable of following and nsutralising in the course of actual
data transmission. The proof in the previous section has already
set a limit on the constant of proportionality ©C that can be used
if absolute convergence is to be achieved. In this section we
shall consider the dynamic response of a single coefficient in terus
of the same constant value. A functional model of the operation
of a single coefficient selected from the array Kp...Ko,..Kq is
civen in fig 7.6, This model is based on the mathematicasl analysis

of the previous section.
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Fig.?7.6, Functional Model of Coefficient Updating Strategy.

In the case of strategy II for the basic transversal equaliser
and the strategy described for the recursive/decision-feedback
equaliser, the delay( is simply one symbol period T. This
arises bécause the output at sampling instant m-has to be
determined hefore the appropriate coefficient correction sample
can be ‘calrulated and applied. It is therefore not effective
on the output until the next sampling operation takes place
at instant (m+1). In the case of strategy I for the basic
transversal equaliser, a delay of at least p sample epochs is
necessary in order to obtain the approﬁriate samples topether
at the correlator multipliers. (See fig.7.2.).

The functions above the dotted line in fig.?.é. are
implicitly embodied in the 2qualiser and the value Px—Kx(t)
is thus not explicitly available. The correiation process
effected by the multiplier .and integrator snown below the
) dotteé line extracts from the error signal E(i) that porticn
of the signal deriving from the error in the coefficient Kx’
$.08, Px—Kx(t}. The contrivutions to E(t) ?risinﬁ_from the
errors in the other coefficient settings can therefore be

neglected in considering the effeczt of intesration over a number
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of sample epochs. Z&Kx(t) is thus the best estimate cf the
setting error P -K (t). Assuming that this estimate is

satisfactory, we may simplify fig.7.6. as follows:

8 Mo A O L

A0 Dy ) = B Kalt-C)

EDQ(qy

Jraace

Fig.7.7. Simplified Model of Coefficient Updating Strategy.

Using this simplified model, then

Bﬂ&:(t)dt.

ﬁL/Px =B (t-0)ar

Assuming Kx(t) = 0 for t<0, we may plot Kx(t) against t for

]

K (t)

1

various values ofﬁg. These plots are given in fig.7.8.

Various conditions have been assum<d in order to simplify
the analysis procedure, Departures from the conditions
generally result in a random variation which is superimjposed
on the convergence characteristics as given in fig.?7.8. The
magnitude of ihis variation directly depends on the convergence
factnrﬁ P It can therefore be made as small as desired at
the cost of increcasing the time required to converge the
coefficients to their optimum settings.

Since any overshoot in the convergaence characterictic could
Bive rise to errors in the equaliser output, it is necessary
to ensure that ﬁ? does not exceed the value giving the maximally
flat responsé. This value lies betweer 0.25 and 0.5. The
value of‘ﬁ = 0.25 normally gives toco great a raudom wvariation,
however, and it is necessary in practice to use a rather smaller
value forﬁ . The actual effect of‘g on tl.e magnitude of the
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random variation was determined by computer simulation and is
discussed in a later section.

Fixed Increment Strategies.

The strutegies considered so far require a considerable
amount of circuit hardware for implementation, ITo reduce
these requirements it is possible to modify the strategies
so that the coefficients are incremented in steps of constant
magnitude. The érror signal is therefore simply used to
determine the poiarity of the increment required to converge
the coefficient towards the optimum setting. The functional

model incourporating this modification is given in fig.7.9.

v /’_ \ De ay
__.U[‘.&+ EE; — T;'J ™ r- ™
Ll {L .J
! "Sgn E()
Sgn Wy (t-10) ]E ‘-‘e_,n E (t-¢)

! Weie (£-)

Fig.7.9. Functional Modeli of Modifiec¢ Coefficient Updating

Strategy.

This model simplifies to that shown in fig.7.10,
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Fig.7.10. Simplified Model of odified Coefficient Updating

Strategy.

This model gives:

K, (t)

ﬁ A X (t)dt.

ﬁfs_p;n P, - K (t-*€) at.
Assuming, as before, that Kx(t) = 0 for t<:0, we may plot
Kx(t) against t for verious values ofﬁ . These plots are
given in fig.7.11.

It will be seen that the coefficient value converges linearly
towai'ds its optimum value,the rate of convergence being directly
proporiional to the convergence fgctorﬁ?i Orce the coefficient

has reached its optimum value, however, it then ascsumes a

{41]

systematic variation about the optimum value, the amplitude of
the variation also being directly prcportionai tof?. There is
thus a direct choice between the accuracy with which the
coefficient value may be represented and the period of time
required to reach the optimum condition,

The convergence chHaracteristics given in figs.7.8 and 7.11
have been plotte? assuming that the uﬁdating of the coefficients
is carried out continuously using an integrator process. since ,
in practice, the error signal is normally determined on a
time~sampled basis, it is uéual to increment the ccefficients

on a similer basis by direct addition into the coefficient store.
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In this care, the convergence charécteristics also becote
time-sampled and appear as a series of steps following the
general shapes of the continuous curves given.

Generally, a randon variation appe~rs superimposed on the
systematic variation of the coefficient value. This random
variation arises from various sources as follows:

a) » The presénce of noise in the received signal.

b) Departures of the error signal from its mean value at
specific instants of times.

¢) False indications in the error signal arising from the
temporary occurrence of short repetitive patterns in
the data stream.

The random variation may be reduced by averaging the
coefficient update decisions before actually applying a
correction to the coefflicient value. A suitable averager
consists of ar up-down counter whick indicates the difference
between the number of positive and negative cozfficient
incremeént indicaticens. When this. dirterence value exceeds
a given threshold (averager excess value), the coefficient
is updated accordingly and the counter reset to zero. This
has repercussions, however, on the amplitude of the systematic
variation and on the rate of convergence. In order to maiutain
the rate of convergence constant, it is necessary to increase
the size of the increment step in pfoportion to ihe averager
excess value use&. Providing this value .is less thar the nuwmber
of symbol epochs embraced by the error signal delay "L , the effect
of averaging is simply to increase the duration and amplitude
of the step approximation to the continuous update curve given
in fig.7.7115 The amplitude value that the step assumes is the
nearest discrete increment level to the —ralue indicatea on the

continuous apdate curve, in the direction of the update.
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‘Fig,7.12., Effect of Averaging on Systematic Vsriation in

Coefficient Setting.

Fig.7.12 shows the effect of averaging on fthe extent of ‘he
evstematic variation in the coefficient setting. The example
illustrated is for an equaliser coefficient which has a
convergence rate which would have given a systematic variation
of 0.04 in the coefficient value &nd in which the dciay{ is
equal to 13Isymbol sampling epochs, In the region I, where the
averager excess value (M) is greater than the number of sybmol
spochs embraced by the dolay (4Q), the systematic variation consists
simply of single steps in each direction Hence the nmnagnitude of
the variation is equal to one increment step. In the region 1I,

however, wtere /2 él‘f;r é\.‘.g, two steps will be taken in each

-112-



706.

direction and the magnitude of the variation is two increment
steps. Similafly, in region II1 the variation is three
increment steps and so on,as shown in the diagram,

The effect of averaging on the random variations is most
easily determined by computer simulation and this is described
in a later section. The choice of averager excess value is
éependent on the relative contribution to coeificient variation
of the systematic and random components.

Computer Simulation Program.

A computer simulation program was written to facilitate.
the study of the effects of the various parameters and
configurations on the performance of the adaptive equalisef.

A block diagram of the system simulated by the computer
is given in fig.7.13.

The bit stream generator (a) consists of a feed-back
shift-iegister with a single feed-back tapping point within
the shift-.egister length. The length of the shift-register
and the position of the tapping point are specified as
program input data znd these are normally sslected to
give the data in the form of a maximal-length pseudo-random
binary sequence.

The multi-level encoder (b) takes the bit stream either as
single bits or in groups of two, three or four, according
to the requirerents specified in the input data, and encodes
them respectively into twz, four, eipght or sixteen-level
amplitude-nodulated symbols. . The bit-to-symbol sncoding
is carried out using a cyclic (medified'Gray') code so
that a transition from one level into an adjacent level
results in only a single error in the bit stream. The

coding used is illustrated in fig.7.1k4.
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Fig.?7.14%. Bit-to-Symbol Encoding for Multi-level Transmission.

The.characteristics of an equivale.t base-band channel are
provided to the computer as part of the program input data.
these characteristics are specified in the form of the single-pulse
response of the equivalent base-band channel to be equalised.
The operation of the equivalent base-band channel (c) on th»
multi-level symbol stream is computed by convolving the
multi-level signal sequence with theé equivalent channel
single-pulse response, The resultant signal is that which would
be observed at the input terminal of the receiver demodulator.
This signal is then operated on by the transversal eaqualiser
(d). The number of delay sections and the position of the
reference tap are specified in the propgram data. The
option of either the basic feed-forward configuration cr
the recursive confipguration iz also selected in the data.
The program enables the multiplier coefficient values and
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the intersymbol interference at the equaliser output to he
printed out after each block of data has been generated and
processed. The overall single-pulse res;onse of the channel
plus equaliser is printed out at the termination of the
complete simulation run.

The output from the equaliser is then sliced and decoded
in the output decoder (e). The decoding operation also
yields the information necessary to update the equaliser
multiplier coefficients.

The bit stream comparator (f) compares the output from
the decodcr with the generated data siream and thus computes
the bit error rate. The bit error rate is printed out for
each block of data that has been processed.

The adaptive coefficient updating logic (g) gives a choice
of four avdating strategies as de;cribed in the preceding
sections. The choice of strategy is specified in the program
data aqcording to the following selection code:

1. Strategy I of section 7.2, but with fixed increment steps
as described in section 7.5.

2. Strategy II of section 7.2, but with fixed increment. steps
as described in section 7.5.

3. Strategy I of section 7.2, using weighted coefficient
increment steps.

4, Strategy II of section 7.2, using weighted coefficient
increment steps.

In the first two strategies a facility is provided to enable
the d%ta in the increment signal to ¢e averaged hefore being
used to update the appropriate multiplier coefficients. The
amount of averaging on these updating indications and tihe
magnitude of the coefficient increment steps are aiso specified
in the program input data.
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708,

A flow-chart for the simulation program is given in
fig.7.15, and the program listing is given in éppendix b,
The program in written in FORTRAN IV languapge and the program
card deck is compatible with the IBM System/360 Operating
System,

Program of Tests Carried Out Using Computer Simulation.

The program of tests was carried out in two phases. ,
In the first phase the well known strategy of R.W.Lucky7'6‘
(Strategy No.1 of section 7.6) was exanined and analysed in
some detail. Its performance, when used ih conjunction
with the recursive equaliser confipuration, was determined
and compared with that using the.basic feed-forward configuration.
The physical implementation of this strategy is simplified by
the fact that only polarity information is used in the coefficient
upéating logic circuits. The additional hardware required
to implement the strategies vsing weighted increments is
such that it makes their use economically prohibitive using
convpnfional circuit technology. -However, recent developments
in the use of LSI technology have indicated that an economical
implementation is now feasible. '

A second study phase was therefore carried out to determine
what advantages mipht be obtained by the use of the weighted
increment strategies. Particular consideration was given
to the likelihood of reducing the time required for the
initial setting-up procedure and of reducing the random
variation in the equaiiser setting after convergence has been
achieved.

Analysis of Tests using Computer Simulation, FPhase I.

a) Effect of Multilevel Operation on Convergence of Opitimisation

Strateey. Fig.7.16 - compares the rate of convergence of

the optimisation strategy and the block error rate for a

given channel response and equaliser orerating with two,
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Fig.7.15. Tlow-Chgrt For Adaptive Equaliser Program,
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four, eight and sixteen levels of amplitude modulation.

1n the case under consideration, the hinary eye was open
before egualisation énd the four-level eye was not sufficiently
closed to cause errors when a 127-bit v.r.b.s. was used as
the data stream. Under the no-error condition it can be
seen Fhat the rate of convergence is independent of the
nunber of operating levels. At eipht-level operation the
system initially produced a small but significant bit error
rate (approximately 1 in 18). Since the encoding method
ensures that the majority of errors will occur as only one
bit error per symbol, the symbol error rate is thus of the
order of 1 in 6; Consequently there are significantly
more correct than incorrect symbols received. The effect
on the convergence of the strategy of an initial error rate
of this order is to delay any significant reductio; in the
intersymbol interference D until first of all the error
rate has been significantly reduced. A reduction of the
error rate occurs immediately transmicsion begins. Once
the error rate has been reduced, the rate of convergence is
the same as that for two and four-level operation.

At sixteen-level oreration the system produced a bit error
rate of approximately 1 in 6. This means that about half
the symbols will be in error. This, in turn, means that the
error signal is as often incorrect ds it isfcorrect and thus
the tap increment decisions will be random in nature. The
outcome of this is that the error rate is maintained and
the equaliser dcoes not converge at all.

It is evident that, in order for the equaliser coefficient
settinegs to converpge, it is necessary for the '"eye' pattern
at the output of the equaliser to be sufficiently nexr to

the "open" condition to ensurc that a greater yproportion of the
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symbols will be decoded correctly than will be decoded incorrectly.
Jt is clear, therefore, that it is impossible to guarantee

convergence for ‘any system where the initial distortion

Dd> e Two measures, however, can be tanen to ensure

convergence where D0<ih Firstly, the equaliser should

be set initially to a condition where it is not increasing

the intersymbol interference above that of the unequalised

éhannel. The obvious choice to ensure this Is to set all the

coefficiénpe to zero except the reference tap coefficient

which is set to unity. Under these conditions the equaliser

does not operate at all on the channel impulse response,

Secondly, it will be neceseary to commence egualisation

with the number of modulation levels reduced to '"open the

eye't, In general a short period of binary transmission

of random data before transmission of actual information is

all that:'is necessary.

b) Effect of Mnlti-level Operation on Convergence of Optimisation

Strategy Arylied to the Recursive Egualiser. FPig,7.17

shows the rate of converpence of the optimisation stratezy
applied to the same line characteristic and using the same
size equaliser, but this time the equaliser is connected in
the recursive configuration, It will be seen that there is
no significant difference in the rate of convergence or in
the error-rate as a result of the change in configuration.
Fig.?.{S shows the comfarison between the convergence
rates for the basic and the recursive configuration for a
different line characteristic and a different size of
equaiiser. There is again no significant difference between
the two convergence rates. It should also ve noted that

the rate of convergence for the two lines is identical
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over the linear portion of the convergence curve, that is,
the part of the curve after the error rate has become
insignificant and until the final equalised coﬁdition is
achieved.

¢) Effect of Size of Coefficient Increment and Averaging on

Rate of Convergence. The size of the coefficient increment

and the amount of averaging provided on the roefficient updating
signal are important parameters because, together, they determine
the rate o% convﬁrgence of the equaliser to its optimum setting.
In order to attain the fastest possible rate of convergence, it
is necescary to use the largest possible coefficient step size.
In section 5.5 it was shown that there is a maximum increment
step size, associated with a given chapnel regponse, with which
it is possible to achieve a given maximum acceptable valuve of
intersymbcecl interference D. Thig maximum step vize is, in turn,
associated with an optimum number and disposition of delay
elements in the transversal filter.

When using the maiimum increwient step size, averaging on
the updating signal is necessary to restrict the random
variation of the coefficient setting to one increment step
in each direction only. Thig averasing allows coefficient
updating only after a significant error indication has been
obtained. Because the equalicer has memory in the coefficient
updating logic, it is necessary, once the coeffiecients
have been updated, to allow the lates’ error information
to propagate through the logic hefore & second updating
is efiected. This fixes the lower limit on the amount
of averaging at at least L decisions. If this is not done,
the multiple updatings will have the effect of increasing
the mean error at each coefficient to ereater than 2 (See
section 5.5), As the number of erroneous deciniohs due to

system noise is penerally comparatively small, their effect
~124-



on the amount of averaging reguired can normally be neglected.

Since no improvement can be achieved over restricting the
mean error at each coefficient to %—Z& y the provision of
more averaging than is necessary to do this simply increases
the rate ot convergence with no reduction in the value of
intersymbol interference attained, Fig.7.19 shows the
effect of increasing the averaging, maintaining the other
parameters consta:ti. In the case illustrated,; where i =" 154
it 1s seen that a significant reduction in random variation
in the egualised intersymbol interference is achieved by
increasing the averaging from 8 samples excess to 16 samples
excess. lncfeaSing the averaging further to 32 samples excess
has little effect, however, on the random veriation.. LV Al
clear, therefore, that the optimum averaging has aiready been
reached by 16 samples excess and that any further averaging
simply incurs a penalty in convergence rate.

However, for a given convergence rate, it is necessary to
optimise the averaging and the increment size together. ° This
is becauce, although decreasing the averaging increases the
random variation, it is pcssible fo aséociate with this a
decrease in increment step size which would decrease the
random variation. The theoretical predictions of coefficient
behaviour, based on idealised assuptions, are given in section 75
and are illustrated in fig.7.12. The results obtained by
computer simulation are given in fig.7.20 and are seen to
be in accord with ihe previously developed theory. 1f the
averager excess value is increased to a value significantly
greater than the number of equaliser coeffi&ients, there is
an associated increase in the random variation of the intersymbol
interference, This is evident from fig.7.12 and from a

comparison of fig.7.19(c) with the results given in fig.7.20.
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It is clear from these results that, assuming the number of
erroneous decisions due to system noiss is smail, any advantage
gained by the use of averaping is completely offset by the
necessity to use larger increments to maintain the convergence
rate constant.

If no averaging is used, the systematic variation in the

coefficient setting will be L steps in each direction from

the optimum value, The mean error in the coefficient setting
is thus Q%E and the total mean deterioration in intersymbol

interference (Dq) is thus given by:

b - &I
q*T

For the equaliser considered in fig;?.ZO‘ this gives a
value of Dq = 0.0262. Since the same equaliser with ideal
coefficient values would be capable of reducing the intersymbol
interference D tc & negligible value (See fi.5.2(a)), the
mean value of the random variation would be expected to be
equal to the mean deterioration Dq. That this is in fact

the case is seen from fig.7.20(c).

Analysis of Tests using Ccmputer Simulation, Phase 2.

a) Comparison of Stratepies I and II using weirhted coefficient

increment steps. Phase 2 of the program of éompuier simmlation

tests comnmenced with a comparison of the performance of
strategies 1 and I (as descibed in section 7.2) using
“weipghted coefficient increment steps. The resulis of these
tests are given in fig.7.21. The values of the convergence
coefficient C are given on the graphs. The coefiicient scale
assumes that Y(t) and 2(t), and hence E(t), are normaliscd so
that their amplitudes are uuity when they correspond at the
slicer with the level_repreéenting the maximum transmitted

symbol amplitude.

For strategy II, the delay in the e-ror signal is simply
-128-
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one symbol period and the value C corresponds directly with

©C in the conditional expression 7.16. For étrategy L
however, the QElay in the error signal is equal to p symbol
periods a:d the effect of an update is thus not seen for this
time duration. The correspondence between C and OC is thus

o = C x p, since p updates will occur before any chanpge becomes
effective on the error signal information, The maximum value
of any component of the vector W will be E%T if the condition
that the ‘'éye pattern' is open is satisfied. The maximum

vector amplitude is thus

=
Since océ;__gﬁ ’
|4
. 2
o 2
<5

In the example testedywe have A = 2, L = 19, and p = 6,

i i (}C‘max = 0,105

Thus Cmax for strategy I = 0.0175

and for strategy II 0.105

It will be seen from fig.7.21 that strategy I does not
converge with a value of C = 0.05, wnereas satisfactory
convergence was obtained using strategy I1I. .This is in
accord with the prediction. With C = 0,01, there is no
significant differznce in the performance of the two strategies,
Since much larger values of C can be used with strategy 1I,
it is possible to obtain much faster convergence rates than
are possible with strategy I. All further tests were therefore

carried out using strategy I11.

b) Effect of Multilevel Operation on Convergence of Sirateey II.

Fig.7.22 shows the rate of ~onverpgence of strategy 1I, using

weirchted coefficient increment steps, and the block error rate,

for a given channel response and equaliser operating with four
-130-
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and eight levels of amplitude modulation. The rate of
convergence fot the same equaliser an& channei response
operating with two levels of amplitude mzdulation are given

in fig.7.21(b). In the case under consideration,the binary
eye was open before equalisation and the four—lével eye was
not sufficiently closed to cause errors when a 127 bit p.r.b.s.
was used as the data stream. Under the no-error condition it
can be seen that the rate of convergence is independent of the
number of operating levels.

At eipght-level operation the system produced a significant
error rate and the strategy failed to converge. Even hy‘
reducing the convergence coefficient from 0.01 to 0.001, it
was still not possible to achieve convergence with eight-level
operation. The results obtained.for fhe same channel response
and equaliser using fixed increments (given in fig.7.16.) show
that it was possible to obtain convergence with eight-level
operation and fixed increment steps, although the convergence
time wés somewhat indeterminate. The small advantage
obtainable by using fixed increments is far outweighed,
however, by the imurovement obtained in the final value of
intersymbol interference obtained after convergence has been
completed. This improvement ics discussed in-more detail later.

c) Convergence of Strategy II applied to the Recursive Egualiser,

{4

Fig.7.23 shows the rate of convergence obtained using the
equaliser connected in the recursive configuration. The
graph labelled W2H is for the same line characteristic and
the same size equaliser as used for the tesis in sections.

a and b. It will be seen that there is no significant
difference in the rate of convergence or the error-rate as a
result of the changs of conliguration. The graph labelled

R1Il is for a different line characteristic and a different

size uf equaliser, but using the came convergence coefficient C.
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7.10.

Rate of Convergence of Adaptive Strategies Using Weighted

Increments.

¥rom the previous sections it will be ceen that the rate of
convergence of the adaptive equaliser strategies using weighted
coefficient increment steps is a function of the transmitted
symbol rate, the number of levels of amplitude modulation and
the convergence coefficient C. We may, however, normalise
Y(t) and.Z(t), and hence E(t), so that their amplitudes are %
when they correspond at the slicer to the mean of the magnitude
of the transmitted symbol amplitudes (See fig.7.24{(a)).
In order to méintain the same rate of convergence as when
the normalisation is as described in section 7.9(a), (See
fig.7.24(b)), the value of the convergence ccefficient C' must

be made equal to c( A )2 . In this case it is found that
e

the rate.of convergence, for a given value of C', is independent
of the number of levels of amplitude modulation in the
transmitted signal.

It is evident from the computer simulation results detailed
in the previous sections, that the decrease in intersynbol
interference D is an exvonential decay towards the fully-
equalised value of intersymbol interference De; The rate of
convergence is not significantly affected by the size of the
equaliser (i.e, nurber of variable coeificients) or by the
equaliser configuration. Fig.7.25 shows a normalised rate
of convergence curve obtained frﬁm a comparison of the varicus
simulation tests carried out. The deviaticns from this curve
are, in practice, extremely small. The horizontal axis of
the graph is given bf y = C'.N, where N is the number of
transmitted symbels., The time-lapse t is given by t = N/S,
where S is the transmission rate in syitbols/s. The time

conatant“f‘of the graph is found empirically to be given by

-3k
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Hed
R

8 (0.0039) and

The time scales for C' = 2-6 (0.0156) and 2~
for S = 1800 and 2400 symbols/s. are indicated below the
graph in fig.7.25.

7.11. Effect of System Noise on Weipghted Increment Equaliser Strategies.

So far in the computer simulation we have assumed the system
| Iﬁoise to be negligible and it would appear that the eqdaliser
may be operated at the maximum convergence rate commensurate
with system stability. In the presence of noise, however,
there is a penalty in error-rate associated with any increase
in the rate of equaliser convergence. The degravation in
performance associated with a faster convergence rate arises
from the increased coefficient increments made as a result
of error signals produced by the system noise. It will be
shown that this degradation can best be considered in terms
of an equivalent noise penalty which depgrades the error-rate
performance of the modem.

Assume that the equaliser is in the fully equalised condition
and let the mean signal power = Psl If the system signal-to-noise
ratio (S.N.R.} = x db., then the mean noise power P, = Bgﬁx/10.
Assuming the noise is gaussian, then the mean hoise voltageimqy;u;dg
E, = 1.251/5;10~x/20_ Normalising the voltage measurementis

so that the multilevel signal is represenéed by the values

shown in fig.7.24(a), we have A2

P_ = —ig 2{: (2n-1)°

n=1

: M
and the meazn signal voltagekEs = 3.

MﬁyﬁJUJu
The mean error signal voltage)due to noise = C'.En.Es

where C!' is the converpence coefficient of the equaliser,
C' == .~~%/20
- M ]
= 1,253 5 J;s 10 -

...13,'?._



Since each equaliser coefficient is incremented by this amount,
Magmlinde , :
the mean distortion voltapge)at the input to the equaliser

summing network will be given by
.2 C'L -x/20
1.253 === JPS 10

where L is the number of equaliser coefficients.

Hence the RMS distortion voltage
'L o
= &= fF, 10720

and the mean distortion power

P Ny giFL p 10-%/10
. d /i g ]
Now the effective system S.N.R.
¢ Pn 2 pd
i 2:2
-x/10 c'"L
107" P O ¥ e, )
2.2

= 10 log1ox(1 + c 5 )

i
= 10 log gx + 10 log(1 + = 5 ) db.

Thus the degradatiou in performance is given by the equivalent
noise penalty
>
10 log,, (1 + 9—-‘;}5'—?— db.ﬂt
Graphs of noise penalty against C' for equalisers of
length 18, 33 and 45 tapse -are plotted in fig.7.26. Values of
points indicated on the graph a;e given in table 7.1.
" The effect of the noie penalty on the system error-rate
may be deduced from the error-rate versus signal-to-noice
ratio curves given in fip.7.27. These curves are from Bennett

7.7

and Davey .
: *The contributing noise signals have been

agsumed to be uncorrelated, giving a

'worst-case' degradation.

~136~



TABLE 7.1.

Degradation db.
c' I = 18 L = 33 L = 45
2-4 1.%67 %.160 4,742
2= 0.330 1,02k 1.746
2’6 0.086 0.282 0. 508
3~7 0.022 0.073% 0.133%
2'8 0.004 0.017 0.03%5
2710 0 0 0
g
4
-
g 4 1
4]
o
<
§ =
4l &
\2- Lﬂ’
L) I
/ ?_ r
T2 - il
HE ) 2
,{0‘
&
0 ¥ == '—ﬂ'r:’#’ff/i
! e
o where C =22
Fig.7.26. Noise Penalty v. Cenvergence Coefficient C',
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. Comparison of Fixed and Weighted Increment Strategies.

A comparison between the rate of convergence and degree
of equalisation that can be attained using Strategy 1 with
fixed coefficient increments (Lucky's algorithm7'6) and
Strategy 11 with weighted coefficient increments is given

7.8

in figL?.EB. These results are those obtained by computer
simulation of a 13-coefficient recursive equaliser with 6
feed-back coefficients, used in conjunction with equivalent
base-band response R1K. It will be scen that, whereas the
initial convergence rates are similar, the degree of equaliszation
finally achieved is far superior in_the case of the weighted
increment strategy. Also, the random variation in the fully-
equalised state due to the quantisation of the increment

steo size is entirely eliminated. The computer simulation

does assume noise-free conditions and some variation will
normally occur as a result of noise. The convergence
coefficient for the weiphted increment strategy has been

chosen, however, so that only under extremely adverse conditions

will the effect on this strategy be as great as that on the

fixed increment algorithm.
~140-
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8. DUAL MODE OPERATION,

Introduction,

In the previous sections we have seen that the automatic
transversal equaliser is capable of operation in either of
two modes. In the automatic pre-set mode a test patterﬁ is
transmitted through the data channel which allows the charnel
éingle-pulse response to be computed from the received signal.
From this response it is then possible to set the adjustable
equaliser coefficients eifher directly or by means of an iterative
strategy before the transmission of actual data is commenced.
In the adaptive mode no test pattern is required as the
coefficient values are determined from the error signals
obtained from the received data, |

The main advantage of the adaptive mode of operation is
that the coefficient values are continually varied so as to
follow and compensate for changes in channel characteristic
as they occur. The initial setting-up time is generally
considerably longer, however, than is required with the
automatic pre-set mode of operation. Thus there are
circumstances where a hybrid system is highly desirable
which commences operation in the automatic pré-set mode and
then continues operation in the adaptive mode once satiaafactory
equalisation has been attained. Dual-mode operation can
be especially advantageous whefe cconomic considerations
dictate that a fixed ‘coefficient increment strategy must be
used for the adaptive mode of operation,

General Principles of Dual-Mode Operation.

The schematic diagrams for the automatic pre-set strategy,
decscribed in section 6.2, and the adaptive strategy, described

in section 7.2, are shown in fig.8.1.
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A comparison of the schematic diapgrams shows that there are
two main differences in the logic requirements.for the two
modes of operation. Firstly, the shift register holding
the sign digits is fed from opposite directions relative to
the coefficient stores. In erder to change from the
automatic pre-set to the adaptive mode it is therefore necessary
.to be able to carry out a reversal of shift-register connection.
This requires either the facility to reverse the direction of
shift or to reverse the order of output connections. The
latter option is preferable since in this cése,the register
always contains meaningful information, With the former option,
there is & short period whilst the register empties and refills
when it containe incorrect information. This is not so
disadvantageous as it appears, however, since other logic will
alzo, of necessity, contain nonsense information for a few
sample epochs after switching. In any case, the duration of
these errors is such that they will normally be eliminated in
the avéraging provided on the coefficient stores.

Secondly, the coefficient incrementing logic consists of
'AND' pates in fig.8.1(a), whereas in fig.8;1(b) it consists
of 'exclusive OR' functions which correlate the sign of the
errox bits with the sign of the equaliser outéut signal.
For dual-mode operation, common use can be made of the logic
elements by a simple rearrangement of the logic functions
as described in the following section.,

A change in the iﬁput and output connections to the delay
and shift-register is aiso necessary. In the particular
embodiment described in the next section, the delay is obtained
by means of a short shift-register, This shift-register is
designated shift-register B tb distinguish it from the main

shift-register, which is designated shift-register A.
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8.%., A Practical Implementation.

We now conSiéer a practical method of implementing the
dual-mode requirements described in the previous section8'1.
For the purposes of this description & 10-ccefficient equaliser
embodiment has been assumed. This method is, however,
applicable to any size of equaliser. 4 schematic diagram

of the switching logic and shift-registers i~ given in fig.8.2.

Details of .the shift-registers are given in fig.8.3.
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It will be noted that the input to shift-register A is the
sign of the outpu£ symbol from the equaliser (SGN) in both
modes of operation, The direction of operation of the

shift-register is changed by re-orientation of the output

connections using the logic arrangement shown in fig.8.4.

10 Cirecibs n = | to 10,

_PFig.8.4, Shift-Repister Reversing Logic.

The signal X defines the mode of operation and is 1(+ve) in

the adaptive mode and O(E) in the automatic pre-set mode.

Either one of the two input pates is thus opencd, depending

on the mode of operation. The output from these two gates

are ”Oﬁed” before conrection to the coefficiert updating logic.
FYig.85.5 shows the input and output switching logic for

shift-register B.
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The bistable multivibrator FF1 defines the mode of operation

of the equaliser. Gates G2 to G4 connect either the output
from the pulse-position indicator (¥IO) or the error bit from
the slicer to the input of shift-register B. In the adaptive
mode, the oatput from shift-register B appears as O4 in fig.8.5.
In the automatic pre-set mode, the signal O4 takes the condition
O(E). The switching of signal Ok is obtained by means of
.gates G1 and G8. The increment command signal 82 is £he
shift-register B output in the automatic pre-set mode and

the symbol-rate clock in the adaptive mode.” This is obtained
by means of gates G5 to G7.

The coefficient increment logic is shown in fig.8.6,

T%\ An

Fig.8.6. Coefficient Incrementing Logic.

Monostable multivibrator MM1 reshapes and retimes

the increment command S2. In the automatic pre~set mode,
04 = O(E) and the gates G12 to G15 form an AND function
between S2 and An. This is equivalent to the AND gate
functions in fig.8.1ia). In the adaptive mode, the gates
G12 to G15 becomes an exclusive-OR function between An and
04 in a manner equivalent to the exclusive-OR functions of
fig.8.1(b). Tap incrementation is carried out on each
symbol, since the signal S2 is derived from the symbol-rate

clock from the moden.
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8.1*.‘

Choice of Training Pattern for Automatic Fre-8et Mode.

In order to simplify the mode switching opération, 1t im
desirable that éhe training pattern transmiassion used in the'
automatic rre-set mode should also be acceptable to an equaliser
operating in the adaptive mode. It is then only necessary
to ensure that the training pattern transmission lasts longer
than the period of time allowed for automatic pre-set operation,
instead pf having to arrange simultaneous switching of
pattern transnission at the send station and mode switching
at the receive station. The pseudo-random binary sequence
(p.r.b.s.) training pattern described in section 6.2(c) is’

suitable for this purpose.
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9.2.

9. DIGITAL IMPLEMENTATION.

Introduction.

In this chapter we consider methcds of digital implementation
which enable an adaptive equaliser to be realised using
large-scale integration (L.S.I.) techniques. The requirement
for an adaptive equaliser for modems designed to transmit
high-speed data over the switched-telephone network waé discussed
in chapter 7. The use of L.S.I. makes the more complex
strategies described in that chapter become economically
viable. With these strategies it is possible to achieve
faster convergence and more precise equalisation than is
generally possible using the strategies normally employed
with more conventional methods of implementation..

.This work has led to the development of a single L.S.I.
chip design which can be used to implemént both basic
"feed-forward" and recursive equalisers with various dispositions
of the coefficients about the reference tap. The original
concept was a 'chip per coefficient' philosophy, but it was
found possible to provide three cﬁeffiéients on a single chip,
with an attendant saving in operational complexity.

Choice of Adaptive Strategy.

The strategy chosen for the digital implementation'is the
alternativéustrategy (Strategy II) described in section 7.2
and characterised by equation 7.7. This strategy was shown
to be suitable for use both with the conventional feed-forward
and the recursive transversal equaliser. The strategy
minimises the mean-square error between the equalised and an
ideal channel response and the equaliser coefficienis are
incremented in proportion tc the magnitude of the estimate
of the error in the coefficient setting. A schematic diagram

for the strategy is given in fig.9.1.
-149-
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9.4,
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Fig.9.1. Basic System Schematic Diagram of Adaptive Equaliser.
Digital Implementation - General.

In a digital implementation it is necessary to quantise
the sampled input signal as described in section 5.10.
This enables the samples to be manipulated in digifal nuniber
format. An arnalogue-to-digital converter is needed at the
delay~-line input and the delay-line then becomes a series of
shift-register stages. The coefficients must also be stored
in digital number form, Digital multiplication iS‘USEd and
the coefficient integrators become digital accumulatores,

Two problems arise from the use of digital techniques,
namely the accuracy to which it is necessary to represent
the quantities involved in the computations and the most
efficient method of performing tne arithmetic operations.

We therefore consider these two problems in greater detail.

Accuracy Requirements for Quantised Representation of Line

Signal and Coefficient Values.

The complexity of the digital logic regquirements is
extremely dependent on the accuracy with which it is necessary
to reprecsent the line signal and the coefficient values in
In this section we consider the effects

their quantised form.

of quantisation on beth these parameters.
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a) Linc Signal. The quantised line signal can be resolved

into two components, the actual line signal and an additive
noise component. The two components together form the input
signal to the digital equaliser. The equivalent noise power
of the additive noise component may be determined as follows.
Consider a multilevel signal as illustrated in fig.9.2,

where A = number of transmitted levels (alphabet) and

Ey = the symbol interval.

%E

Fig.9.2. Multilevel Sigral.

Assuming random data, the mean transmitted signal power
P is given by: A/2
= 2

Ez -
0 ( 3 ) (2n - 1)
n="1

2
PB=K

If x = number of binary bits used to repreéent the amplitude
quantisation and y = number of binary bits used to represent

one transmitted svumbol (lpﬁzA), then the quantisation interval is

E
By Gy

But the mean equivalent noise power due to quantisation

Pq can be shown?*1 to be given by:

‘g
i
|

£
=X
o
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Hence the mean signal to equivalent-noise-power ratio is
A/2
'p"': A 2n - 1
q neq
This is plotted against x for various values of y in fig.9.3.
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Fig.9.3., Mean Signal to Ecuivalent-Noise-Power apainst x and y.

Since the quantisaticn noise is uncorrelated with the
existing noise in the system, we may assume that their resultant
effect is additive. We shall use this assumption in order to
determine the number of quantisation levels needed to ensure
that the existing Siénal/noise ratio does not deteriorate more
than a given amount. Calculations have been made for existing
signal/noise ratios of 40db. and 30db. for deteriorations cf
not exceeding 0.5db. and 0,1db..

The results of these

calculations are given in the following table:

-152~



Original Deterioration Equivalent
s/n ratio _ additive s/n ratio
Lodb. 0.5db. L9 ,1db.,
4Odb. 0.1db. 56.4db.
30db. 0.5db. 39.1db.
30db. 0.1db. L6 .bdb.,

We can now determine from fig.9.3 the values of x required to
ensure that the equivalent additive noise power does not exceed
these values. The values of x so determined are given in the

following table:

y(bits/symbol) 1 2 3 b
4o - 0.5db. 9 9 9 10
40 - 0.1db. 10 10 10 11
30 - 0.5db. ? e 8 8
30 ~ 0.1db. 8 8 9 10

From the table it is clear that most of the requirements
are satisfied by the use of 10 bits for quantisation of the
line signal

b) Coefficient Values. The total mean deterioration in

intersymbol interference Dq arising from the quantisation

of the coefficient values is given by

‘ D = 2AL
qQ e 1

where A is the quantisation step size and L is the number

of taps in the delay-line. Since the coefficient must be

capable of variation within the range -1 to +1,

2
A =2
2
Thus N
qQ

Fig.9.4 shows Dg plotted against x for various values of L.
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For 16-level transmission, Dq should not exceed about 0.02,
for 8-level about 0.0k and for L4-level about 0.08. Since
16-level transmission would normally only be considered

under very favourable conditions, fig.9.l" indicates that the
use of 10 bits for guantisation of the coefficients is again

a reasonable choice.

Coefficient Update Computation.

The time initially required to set the équaliser up and
the rate at which it will tollow chanpes in channel char=z=cteristic
are derendent on the constant of integration bf the coefficient
integrators. Although short setting-up times are hiéhly
desirable, there is, unfortunately, a penalty in error-rate
vrerformance associated with any increase in the rate of
equaliser convergence. This degradation of performance
was analysed in section 7.11. It is evident from fig.7.26
and table 7.1 that C' = 278 4a generally the largest value
of converpence coefficient that can be used without a serious
degradation in modem_perfofﬂance. A problem thercsfore

arises in the coefficient update calculation in that the
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9.6.

product of the line signal, error signal and convergence
coefficient must be at least 2—10 in order to update the

least significant bit of the coefficient value. A cursory
examination of the magnitude of these sigrals is enough to
indicate that with 8-level operation only occasional updates
will';ccur and at 16 levels the probability of an update is
almost zero. In order to cope with this, it is necessary

to provide additional least-significant bits to the coefficient
value, although these need not be used in the actual 'transversal
filter' part of the calculation. Three extra bits are found
to be satisfactory for most purposes, making a requirement

for 13 bits in all for the coefficient value store.

Number Representation.

A reduction in the amount of logic required to ﬁerfcrm
the arithmetic operations has been achieved by the use of
negative radix binary arithmetic?*2, In this system of
number rerresentation the radix is -2, so that alternate
bits represent positive and negative numbers respectively.

(i.e. +64,-32,4+16,-8,+4,-2,+1.) The advantages of thie

system of number representation are that there is no "end

around carry" and that the addition and multiﬁlication.
operation§ are performed direct, without regard to the polarity
of the numbers involved. Both of these properties give a
reduction in arithmetic logic cover that required for conventional
binary number methods of representation,

Another feature of the negative radix binary number
revresentation is that the range of numerical values that can be
represented by a given number of bits is not symmetrical about
the zero vralue. In fact, the positive and negative ranges are in
the ratio of approximately two-to-one, with twice as many positive

representations as negative representations for an odd number
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9.7,

of bits and vice-versa for an even number of bits. Since

the total range of values taken by the coefficienis is #+2

to -1, this feature can be used to advantage in this application.

L.S.I. Implementation,
To make the most effective use of L.S.I. it is necessary
to partition the logic into identical blacks. A suitable
block is formed by one equaliser stage and its associated
updating logic. A schematic diagram of the logic partitioning
is given in fig.9.5.
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Fig.9.5. Schematic Diagram of Digital Adaptive Egualiser.

It will be seen that the blocks may be interconnected
in either the feed-forward or the recursive configuration.
Where negative radix binary representation is not used, it
is possible to make the reference coefficient logic identical
to all the other coefficients by adéing in an adaitional
signal so that farying the coefficient value about zero gives
a signal whose magnitude varies about unity. , . This can
be achieved simply by adding the signal at the reference
coefficient tapping-point

in the delay-line into the unused

adder associated with the first stage as shown by the broken

line in the diapram,
The most efficient use of logic is achieved by serial

processing, providing the logis can be operated fast enough
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to achieve real-time processing. About 600 serial logical

operations are necessary to perform the arithmetic for each

received symbol. For a voice-band modem operating at

2400 symbols/s, a logic clock-rate of 1.5MHz. is therefore

required. This is within the performance limits of M.O.S.
3 g ot 963

larpe-scale integration .

A simplified schematic logic diarram for a single-tagp

stage is given in fig.9.6.
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Fig.9.6. Eaqualiser Tap Schematic Diapram,

L

The timing and control signals are omitted frum the diagram
for the sake of clarity. Each tap stage consists of
shift-registers for the unequalised data symbol store.

The working store is used to store the partial products

during the multiplication operation and the partial sum during
the final summation of the tap multiplier outputs., An adder
performs all the arithmetical addifion and muitiplication
operations in conjunction with some logical furctions controlling

the adder inputs. The facility to read ou* and replace the
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coefficient values has been provided. This facility is useful
in data systems where a central station automatically
interrogates remove terminalslon a routine basis, because it
enables the central station equaliser to be set up without
having to re-equalise from initial conditions each time the
called station is changed.,

The original concept was to construct the equaliser on
a 'tap-per-chip' basis, but it was, in fact, found most
economical to provide three taps per L.S.I. chip. This also
results in some saving in logical operations per received symbol
because it becomes possible to sum the three tap outputs
together simultaneously on each chip, reducing the number of
final additions between the chips by a factor of three.
The-interconnection of the tap stages for a single-chip is

given in fig.9.7.
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Fig.9.7. Equaliser Chip Block Diagram.

A schematic diagram of the common logic is given in fig.9.8.
This common logic forms the chip partial sum by adding the
tap-3 partial sum to the partial sum from the previous chip. _

The new error data comuvutation is carried out only in the
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final chip.

The. computation facility is provided on all

chips simply to maintain the chips identical.

The

interconnection of the chips is shown diagramatically in
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From the system design described in this section, a detailed

logic design, suitable for M.0.S. L.S.1. was carried out.

LiS.l. Togic

Design.

The defailed design work described in this section was

carried out by the M.(0.S.design team at Standard Telecommunication

Laboratories Ltd., Harlow.
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the chip logic is given in fig.9.10.
It will be seen that 14 bits are used for the coefficient
store shift-registers. The additional bit, over the 13 bits
shown to be necessary in section 9.5, is required because of
the asymmetrical nature of the negative radix number representation.
This gives only two-thirds the range of number representations
in one direction from zero, compared with that obtained using
conventional binary representation for a given number of
register bits. The weighting factors of the shift-register

bits are given in fig.9.11.
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The chip operation is controlled by.clock-pulses and
switching signals as illustrated in fig.9.12. The master
oscillator (M.0.) operates at 3 MHz and is divided by two to
give two-rhase clock-julses 1ﬂ1 and 2ﬂ1 at 1.5 MHz, These
clock-pulses are used to circulate the shift-register contents.
Certain orerations are required once each time a single number
representation has been circulated, thatis, at every 14th
clock-pulse. Secondary clock-pulses are therefore derived

by dividing 1¢1 and 2ﬂ1 by 14, giving 1¢14 and 2514; as shown.

The computation is carried cut in five phases. The duration
of each phase and the operations carried out in each period
are shown in table 9.1. The signals P1 to F5 contrel the
logic switching for these operations and are de;ived from 1ﬁ14,
as éhown in fig.9.12. At the end of period P5, the computation
is terminated and the clock-pulses inhibited until the modem
indicates that another received symbol is available to the
equaliser for processing.

If the equaliser is overated in the recursive configuration,

a sixth period P6‘ of 14 clock-pulses duration, is required

to transfer the recursive-feedback symbol from the final WORKSTORE

register into the final chip XPARK register. . The flow
of information between the chips can be seen from the chip
interconnectﬁon diagram given in fig.S.13.

An analysis of the 1o§ical operations performed by each
chip is given in table 9.2. Details of the logic functions
and clock-pulse requirements necessary to perform these

operations are given in table 9.3.

Feasibility Model.

A feasibility model was constructed from the design
described in the previous secticn using T.T.L. logic. The
model consisted of a nine-tap equaliser, the equivalent of
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Phase P1. ' a) Read in/out SYMBOL - Data symbols.
14 Clock-pulses. b) Read in/out XPARK (Except on final

chip) - Data symbols.
¢) Read out WORKSTORE (Final chip only)

-~ Equalised data symbols to modem.
d) Add coefficient update in PARTSUM

to COEFF. :
e) Subtract estimated correct equalised

symbol from actual equalised symbol

(Final chip only) - error into

WORKSTORE.
Phase P2. a) Read in ERROR from final chip
14 Clock-pulses. WORKSTORE.

b) Read out WORKSTORE (Finzl chip only).

¢) Add coefficient update in PARTSUM

to COEFF,
Phase P3. a) Multiply SYMBOL by COEFF, forming
196 Clock=-pulses. equalised symbol partial sums in tap
PARTSUMs.
Phase Pk, a) Sum tap PARTSUMs into chip WORKSTORE.

L2 Clock-pulses. b) Read in/out COEFF (When required).

Phase P5. a) Sum chip WORKSTOREs into final chip
196 Clock-pulses. WORKSTORE.
b) Multiply ERROR by SYMBOL to form

coefficient update in PARTSUM.

Table 2.1. Chip Computation Operations.

-164-



T"f Feort COEFFICIENT STORES
(WHEN RERUIRED) ,

A
i N
‘ 3 \ A T A 5
l R lﬂe«-.omwe: I
. _1_1,1:{95 ofps =Tl Ol -~ - - 1iTR a2 'é:‘""\"'""g =TI’ olFs_i »{Tjp e -~ - _\::]g olft——a
==t " EED = FORWALD
7 Llge dp | e ol Loel, ol 2 de Loite. dle - eder
i {*n 1 CALISED
| o l¥ ] SYMEOLS T
¥ o~ T -~ — - »iTjp, Dlp ~17[R, ojf o100, olp — - — — Tl ofp o~
Uﬂsqup}use_pw—j o O]P 1% 0'64 %, o] WS th,olﬂ LAE MoDEM,
’22;“’;:"“:————»%:1?? olf; l—qu olp—e 1—119‘, olpf— 716, off, [—zle, olgf—e = 1}6 4
MODEM
e o _I!f Lege | wolzget e L 70
Final Chip.
Eg a. 13, Chip In-l-ercoﬂned‘u;-n Sehemohe Dicoram.



Register.

Phae

€.

|

P1 SR TR
14 Bits.| 14 Bits. 196 Bits. | 42 Bits. 196 Bits.
s i
SYMBOL Shift. Shift. = Shift/1h. Shift. | Shift/1k.
Sq = Sq | Squ = U/Pg| Sqp = 84| 84y =8, |84y = 8 ! Sq4 = 84
COEFF Shift. Shift. | Shift Shift. Shift.
: *
- - = = = C. =
Co8 = Cy5l Cog =Dy | Cog =Dy | Cg =Cyq5 [Cyg = Cq5| Csg = C45
COEFF Shift. Shift. Shift. Shift. Shift.
Catp = C9 ff €44 = Cq5]Cqn = Cqy5| Cqu = Dy [Lq = D4*| Cqy = D4
DELAY | Shift. Shift. Shift. Shift., Shift.,
— - = = = C
DELAY Shift. | Shift. Shift. ghift. Shift,
PARTSUM Shift. Shift. Shift., Shift. shift.
pa? - P16 Pe? =0 P27 = o_ P, n.g .I/P ?_I/P PE?:g -E,
> 16 i 16
PARTSUM Shift. Shift. Shift. Shift. | Shift/1k.
, . ,
—— e et —— + - e
ERROR i shift. Shift. Shift. shift. | Shift.
y 3 Sk T Eey )
Ejp = B Eqy = By F1h = ShPp | By SRAER = B By =5
ERROR shift. | Shift. Shift. Shift. Shift.
iz Ry 3 E E - = E
Eio - By Ejo = Byq] Bqo = Bqqf T10 = P11 | Eq0 = E1ﬂ_ E10 = Eqq
WORKSTORE Shift. | Shift. Shift. Shift. Shift.
_ x| y: i 58
W Wy5=1/Pgily WMoy = O | Wz =g w;]3_P11++w1.;w15_1/pw+w1
T ‘ !
XPARK Shirt. Shift. shift/14. Shift. |Shift/14.
RN 1 ] LY .
i 15 lxqq /B A% ol S K1 Kage= £y

* When coefficients are required to be exchanged n28 = I/PC & C,yp

** Final chip only, other chips w13 =0

Table 9.2.

Analysis of Chip Logical Operations
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514 = I/PE.P1 + S1.P1

= . ' L = r JEF
C,g = D, (P1 + P2) + 015 (P1 + P2) (028 I/PE for exchange_coLrF)

Cip = 015.(P1 & P2) & Dq.fﬁT_I_EET (314 = 0 for exchange COEFF)
Dg = Cq
By = Ap.(P1 + P2) + Dg.(P1 + P2)
| P = I/PS.PLL + ﬁp.(PB + P5)
Pa5 = P16
1p = 09.(P1 + P2) + $,-E . F5 + 015.I/P5.P3
ap w P AP+ P2V % P dllP3 +5P5)
A @

1 + 2 (Full serial addition, with carries.)
P P P

E‘}l+ = I/PE.PZ + E1.P2
E10 = E11 (Slower adaptation rates can be obtained if I/PE is

connected to E1 during phase P2.)

1
= A

w13 W
Xy = 1/Py.P1 + X, P
1 = I/P.. Pl P . oBE o LSRR
2 =W,.P2

W 1
A =1 z 2 (Full serial addition and subtraction, with

W w W

carries and borrows, subtract during phase P1.)

a) Logic functions.

A1l units reguire clock pulses 191 and 2ﬁ1.
The following units also require 1ﬁ14 and Egik:

Bagy = Bge Pag = Baps g =iy

b) Clock requirements.

Table 9.3. Chip Logic Functions and Clock Reguirements.
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three M.0.S, equaliser chips.

Extensive tests were carried out using this model. Various
equivalent basc-band characteristics were simwliated by means of a
transversal filter, which wae used to intreoduce distertion into a
data stream consisting of a 511-bit pseudo-random binary sequence.
The filter consisted of 40 taps, each capable of adjustment about
‘a. value of 1, normalised to the reference coefficient output,
However, since only 9 stages ére provided in the equaliser, the
dispersion introduced by the filter was limited to nine symbol
epochs. It wae found that values of distortiom D much greater
than unity were required before the equliser failcd to converge.
The rates of convergence obtained were in accordance with those
predicted by the theory given earlier in this thesis.

The equaliser functioned equally satisfactorily in both
the normal and recursive confipurations.  Problems of
instability, which were anticipated in the recursive mode,
were not encuontered. Only by forcing the egualiser into an
unstable condition, by specific selection of the characteristic
to be equalised, was any instability obtained.

Once equalisation had been achieved, the equaliser adapted
to change: of characteristic as rapidly as it was ypossible to
vary the characteristic being equalised by altering the
settings of the potentiometers on the lire simulatiom filter.
Although rate of adaptation was difficult to measure, it was
clear that the rates obtained were similar to those expected
from the preﬁictions.

Followineg the successful testing of the feasibility model,
work has jroceeded towards the provisisn of masks and tooling
for full-scale rroduction oif L.S.I., chips for a digital

adaptive egualiser according to this design.
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10. CONCLUSIORNS.

10.1. General.

The earlier chaypters of this work were devoted to a study
of methods and strategies available for the equalisation of
channels for high-speed data transmissior. From this study
it is evident that there is no 0p£imum system, but rather that
the system muet be selected in the light of the circumstances
in which it is to be operated.

The choice between the auvtomatic pre-set mode and the
adartive mode depends on the variaticns in channel characteristics
that are likely to be encountered. Much faster setting-up
can be achieved using the pre~set mode, but such an equaliser
is incapable of dealing with any chanzes in characteristic
which occur after the initial setting-up period. A conmpromise
is possible, whereby, at the expense of some additional hardware,
operation can be commenced in the automatic preset mode and then
continﬁes its operation adaptively;

Another disadvantage of the adaptive egualiser is that its
satisfactory operation dependson at least the major proportion
of the data symbols teing received carrectly.- 1f this
condition is not satisfied, then the error signal, which is
derived from the received signal, will be meaningless.

Because of this, convergence cannot be guaranteed if the
received data "eye-pattern' is initially completely clesed.
In practice, the line characteristic has to be extremely poor
before the point of no-convergence is normally reached,

The choice of egualiser confipuration depends entirely
on the channel characteristics likely to be ercountered.

Where the channel single-pulse response Las little dispersion,

the conventicnal feed~forward transversal equalliser is satisfactory.
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Such ceonditions normally apply to systems operating over

leased "data-quality" telephone lines. Where the dispersion
is considerable, and especially where the dispersed samples
consist of cubstantial echoes, the recursive egualiser comes
into its own. Doubts arising from the poscibilil'ty of obtaining
unstable netwcrks have not been substantiated by either the
computer simulation or the jractical tests carried ocut. The
recursive equaliser is particularly suitable for systems
operating over h.f. radio channels, where multipath effects
give rise to substantial echo signals. Echeoes also frequently
occur on switched-telephone network connections, often witﬁ
delayé of several milliseconds. Taes;e,again, can be most
effectively dealt with using the recursive enqualiser.

A variety of adaptation strategies eiist for the adaptive
equaliserf The most effective strategy is that wlhich minimises
the mean-square error in the received signal (MSE), with
coefficient increments in proportion to the error signal
magnituée. Unfortunately, the complexity of the increment
hardware makes the use of proportional increments uneconomie
for equalisers implemented using discrete component circuits.
The use of .0.8. L.S.I., however, makes ihe use of proportional
increments economically viable.

The improved convergence rates that can be obtained by
using proportional increments enables the adaptive egualiser
to be usedvgn applications which would otherwise have necessitated
the use of automatie pre-set initialisation. 1t is still
necessary to use a pre-set strétegy in caces where the data
"eye-pattern" is initially completely closed, since any data
errors will give rise to false coefficient error indications.
Provided the bLinary "eye!" remains open, however, it is

possible to set up multilevel systems using the adaptive
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10.2.

strategy by operating initially with binary data only. Cnce
the distortion has been reduced to the point where it is
possible to support multilevel data, it is only necessary

to change inhe receive modem slicer levels for multilevel
operation and to signal the send modem that multglevel da ta
may now be transmitted.

In practice it was found that it was possible to select
modem parameters such that it was almost always possible to
transmit binary data through both the leased '"data-quality"
and the switched-telephone networks with error-rates that did
not interfere with the initial convergence of the adaptiv?
egualiser. Work therefore proceedecd to provide a design for a
general-purpose M.0.S. L.S.I. equaliser chip based on the MSE
adaptive cqualiser, having proportionai coefficient increments.
This design has been presentec in detail and comnercial

manufacture is now planned.

Further Work.
Two further aspects of this work are currently being
purcsued:

a) Implementation using Standard Logic Blocks,.

Work is contiruing at the University of Aston10'1 on

the design of a similar equaliser, but using standard 16gic
blocks. This design is intended for situations where the
production qﬁantities are small and the provision of M.0.S.
masks and tools is therefore uneconomical. Use is made of
high-speed T.T.L. so that the arithmetic operations can be
multiplexed between the stages. General-purpose multistage
shift-register packages are being used to store the signal
samples and coefficient values.

b) Use of Acaptive Equalisers with Partial Response Data Systems.

The adaptive egualiser simulation programs are being
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modified to enable simulation test:.to be carried out on

the use of the adaptive egualicer in conjunction with partial
response data systemsqo'a. Preliminary tests have been
carried out at 5.7,1.,, Harlow, for an zdaptively equalised

class IV partial response system?' The results of these initial
tests” confirm the feasibility of such an arrangement, but

the system performance was somewhat disappointing in comparison
to that obtained with the converntional data svstems as described
in this work. A full programme of tests is necessary, however,

before sufficient results are available to make a conclusive

system comparison.

/% Each symbol in the class & partial-response

system is transmitted in the form 14041,
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AFPPENDIX 1

CHARACTERISTICS OF TYPICAL TRANSMISSION CHANNELS USED FOR
TEST PURPOSES.

This appendix pives details of the characteristics of
typical transmission channels used throurhout this work
in cohAjunciion with the various computer simulation test
programs.

The equivalent base-band channel characteristics of
various vestipial-side~band (v.s.b.) modem configurations
are computed from typical line characteristics using the
computer program described in I.T.T, Technical Report
No. STL 1029 **1,  The vlock diagram of a v.s.b.
modem system is given in fig.ﬂ.1(a); This reduces to
the equivalent system configuration illustrated in .-fig.A.1(b),
which forms the basis of the computer program. The
characteristics of Lhe pulsez-shaping filter, the line and
the v.s.b. filter are read into the computer as progranm
data, ﬁogether with the modulated carrier Trequency and
data symbol transmission rate. The program determines
the composite response of the line and the v.s.b. filter
and then computes the equivalent base-band response between
the input to the modulator and the output of éhe demodulator,
assuming that both these functions are performed by linear
multipliers. The program enables the phase of the demodulating
carrier to be varied, but for these computations it is assumed
to have heen accurately determined. The response s0 obtained
is then combined with the pulse shaping filter response to
give the overall equivalent base—ﬁand characteristic.

Unless otherwise stated, the overall pulse-shaping filter
response has been assumed to have a raised-cosine roll-off

low-pass amplitude characterictic with a linear phase
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characteristic and the overall v.s.b. filter response has
been assumed to have a linear rol]—off.with & linear phase
characteristic. The amplitude characteristics of these
two. filterc are illustrated in fig.A.2.

The line characteristics used in the computatinns are
shown in fipgs.A.3 to A.5. The characteristics designated
W1 and W2 in fig.A.3 are estimated worst-case characteristics
for special-guality data circuits to CCITT recommendation M102.
The M102 limits are also shown in the diagram. The line
characteristics L1 to L5, given in figs.A4 and A.5, are
measured characteristics of actual leased conrections suppiied
by the_G.P.O. The compositions of these connections were as
follows:
Line 1. R/CB26S4 + BM-L1023, looped at Birmingham.
Line 2. R/CB2694 + L-XF1000, Yooped at Fenny Stratford.
Line 3. R/CB2694 + BM-11020, looped at Birmingham,
Line 4. R/CB26G4 + BM-L1201, looped at Birmingham,
Line 5. R/CB2(9k, looped at Faraday House, London.

Group delay equalisers removed.

R/CB2694 comprised 24.5 miles of 20/88/1.136 loaded audio
cable from 5.7.L., Harlew to Faraday House, London. Amplifiers
and 25 mile group-delay equalisers were providéd in both
directions of transmission.
BM-L1023 comﬁrised two tandem carrier channels from Faraday
House to Birmingham via Bristol. Total distance 219 miles.
L-XF1000 comprised 8.5 miles of 20/858/1.136 loaded audio
cable, plus 38.5 miles of 40/88/1.136 loaded audio cable
from Faraday House to Fenny Stratférd. One amplifier was
provided for each direction of transmission.
BM-L1020 comprised one carrier channel on microwave from

Faraday House to Birmingham, Total distance 131 miles.
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BM~-L1021 comprised one currier chanrel on coaxial line

system from Faraday House to Birmingham, Tetal distance

The estimated characteristics were used in the initial
experiments because actual characteristics did nﬁt become
available until later in the work, Subsequent work shows
that the estimates were, in fact, reasonable representations
of M102 guality lines such as are likely to be encountered
in practice.,

The equivalent base-band characteristics given in figs.A.6
to A.16 were computed for various modem configurations
associated with each line characteristic. Details of the
line and modem parameters are given with each characteristic,
as well as an aprropriate designatory écde. The first two
characters of the designatory code indicate the 17ne characteristic
used and the third chagracter the modem parameters as indicated

in the following table.

Parameter Symbol Carrier Shaping Veb.Filter
Designatory | Rate. Frequency. | Filter Roll-0ff.
Code. Symbols/s. Hz. Rol1-0ff.% !  Haz,

A 2koo 24oo 50 600

B 2Lkoo 2200 25 - 200

Cc 3200 2600 25 300

D 3200 2800 25 200

E 3600 . 2700 o Eo0 300

F 3600 2550 25 300

G 2400 2600 50 300

H 2400 2600 25 300

J As A, but filter characteristics are actual

measured values.
Estimated effect of echoes on
K 2400 base-band characteristic.
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The eguivalent base-band characteristic R1R, given in fig.A.17,

is an estimated characteristic associated with a channel,

such as an h.f, radio voice channel, which has significant

echoes in the channcl single-pulse response. The characteristics

X1 and X2, given in figs. A18 and A19, are time~domain responses

which'were arbitarily chosen to have unequalised intersymbol

inte%ferences D.O greater than unity. The computed equivalent

freguency characteristies for these responses are also given.
Some eguivalent base-band channels are referred to in

table 2.1 and in the computations detailed in section 5.3

for which full equivalent base-band characteristics have not

been computed. Details of these characteristics do not

therefore appear in this ayppendix.
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APPENDIX 2

LISTING OF COMPUTER PROGRAM TO COMPUTE Dmin’

This program computes the minimum valves of intersymbol
interference (Dmin) that can be obtained for a given channel
response, using various numbers of equaliser delay modules, and
with various dispositions of these modules about the reference
tap position. Th: program operates by solving the set.of
simultaneous equations (3.5) to obtain the optimum values of
the multiplier coefficient settings. From these coefficient

values the residual intersymbol interference (Dmi ) remaining

n
after equalisation is then computed. The method of operation
limits the use of the program to channuels having an unequalised
intersymbol interference Do<< sl

The program is written in FORTRAN IV language and the program

card deck is compatible with the IBM/360 operating system,

-196-



DISK OPERATING SYSTEM/360 FORTRAN  360N-F0-45]

DIMENSION FT{1500),GT(180),COEFF{1600),VECTOR(40)
READ (1,10) MTAPNTAP,NSYM,NPK,NMAXI
10 FORMAT {515}
: READ 151230 XS
12 FORMAT(I5)
N=2%NS
READ (l,11)(FT(I),I=1,N)
11 FORMAT (8F10.5)
NGT=NSYM+1
DC 80 IN=1,5
LIM=(4+IN)*2
D090 IL=1,LIM
MT=1IL
NT=LIM=-1L
WRITE (3;1010) MT4NT
1010 FORMAT (*1MT=',]15,' NT=',15)
NCONS=MT+NT+1
DO 110 I=1,40
110 VECTORII)=0.0
NC=MT+1
VECTOR(NC)=1.0
DO 111 I=1,180
111 GT(I)=0.0
DO 120 I=1,NSYM .. _ B :
JA=NCONS+] T omEN
JB=204 =20 4+NMAX %2
120 GTI(JA)=FT(J4B)
DO 20 J=1,NCONS
DO 30 I=1,NCONS
- K=1-J+NPK+NCONS
IA=1+(J~1)*NCONS
30 ERERF{TAY | = GT{K)
20 CONTINUE
; CALL SIMQ(COEFFsVECTOR,NCONS,KS)
CALL XUOFF
: WRITE (3,1001) KS
1001 FORMAT (*QKS=',15)
WRITE (3,1002)
1002 FORMAT ('OTAP COEFFICIENTS!)
DO 60 I=1,NCONS
WRITE (33,1003} VECTORI(1)
1003 FORMAT {F1l0.4%)
60 CCNTINUE
SUM=0.0
NYT=NGT+NCONS
DO 21 I=14NYT ; _ o000 Y o -
YT=0 -
DO 31 J=1,NCONS
K= NCONS—-J+1
L=1+J-1
31 YT=YT+VECTOR(K)*GT(L)
. 21 SUM=SUM+ABSI(YT)
HRITE (3,1004) SuM
1004 FORMAT ('OSUM=',F10.4)
90 CONTINUE
80 COMTINUE
STGP
END
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APPENDIX 3
LISTING OF AUTOMATIC PRE-SET EQUALISER SIMULATION PROGRAM.

This program simulates the operation of the automatic pre-set
transversal equaliser. Details of the method of operation are

piven in section 6.5.
Thé program is written in FORTRAN IV language a=nd the program

card deck is compatible with the IBM/Z50 operating system,
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2000

1001

OO0

10

950
1000

951

1100
952

12
11

2001

2002

35

41
1010

42

1020

" DISK OPERATING SYSTVEM/36U FURTRAN 360N-FO~451 :

EQUALISER SIMULATION PRUGRAM

DIMENSION ©T(4001),C(22),SGN(22),SGNYT201)NDELTA(9),STEP(2)
READ (1,2000) MODEL NRUNS,NDELTA,NSTEP,STEP
FORMAT (12I5,2F10.5)

MODEL 1 IS LUCKY1,2 IS LUCKY2,3 IS TURNER
READ(1,1001) MTAP,NTAPsNSYM;NPKyNPTS;NREF; NFORM
FORMAT (715)

MTAP IS NUMBER OF TAPS BEFORE REFy;NTAP IS NUMBER AFTER.
NSYM IS NUMBER OF COMPLETE SYMBOLS INPUT MAX NSYM 1S39,NPK IS
NUMBER OF SYMRNL WITH PEAK, NPTS IS THE NUMBER OF POINTS PER
SYMBOL AND MUSI BE A FACTOR OF 100. NREF IS REFERENCE SAMPLE.
DO 10 I=1,4001

FT(I)=0.0

NINC=100/NPTS

MQ=(NPTS~NREF+1)%NINC+1

LIM=(100%NSYM)+MQ

IF(NFORM=-1) 950,950,951

READ (1,1000)(FT(I),1=MQLIM;NINC)

FORMAT (8F10.5)

G0 TO 952

READ(1,1100){FT(I)},I=MQsLIM;NINC)

FORMAT (10X sF10.5510XsF10.55 10XsFl0.591CXyF10.5)
LIMX=LIM=-NINC

DO 11 I=MQ,LIMX:NINC

K=14+100/NPTS

DIF=(FT(I)=FT(K))/NINC

JL=NINC=1

DO 12 J=1,JL

L=I+J

FT(L)=FT(U)-DIF*J

CONT INUE

DU 242 IDELTA= ;NRUNS

NDEL=NDELTA{IDELTA) o

DO 240 ICH=1,NSTEF :

WRITE (7,2001) MODELsMTAP,NTA

FORMAT (°OMODEL *,12,;5X, "MTAP=",12,5X, *NTAP="',12)
WRITE (7:2002) NDELgSTEP(ICH)

FORMAT/ *ONDEL="; I4,5X, *TAP INCREMENT=',F10.5)
NCONS = MTAP+NTAP+1 -

DO 35 [=1,NCONS

C(I)=0.0

CIMTAP"':.):].-O

N=0

KOUNT=0

IF(NCONS=-11) 41,4142

WRITE (7,1010) {(I,I=1¢NCONS)

FORMAT (*1 N®y9X, *SUM® 33X 11(4X,°C(*5125%)"))
GO TO 40

WRITE (7,1010) (I,I=1,11)

WRITE (75,1020) (I¢1=12,NCONS)

FORMAT (' *,19X,11(4X,°C("512,%)}"))

SUMA = 0 : -

SUMB O

W

-199-



17/03/69 FORTHMAIN 0002

SUMC = 0
40 SUM=0
DO 114 L=1,:100
KA=0
YT=0

DO 110 I=1,NCONS
K=100% (NPK+MTAP+1+L-1)=-(I-MTAP-1)*NDEL+1
IF .(K) 120:;12G,121
120 FTX=0
Ga 10 110
121 IF(K-4001) 123,123,120
123 FTX=FT(K)
110 YT=YT+C(I)*FTX
IF YT 11131124111
112 KA=KA+1
IF (KA=-3} 114,113,113
111 KA=0
IF{MODEL-2) 901,902,902
901 IF(L-NTAP) 1304130;114%
130 JB=MTAP+L+1
SGN{JB)=SIGN(1l.0;YT)
GO TO 114
902 JB=101+L ,
) SGNYT(JB)=SIGN(10,YT)
114 SUM=SUM+ABS(YT)
113 DO 115 J=1,100
KA=0
YT=0
DO 116 I=1¢NCONS
K=100%{NPK+MTAP+1-J-I)—=(I-MTAP-1)*NDEL+1
IF (K) 122,122,124 :
e FTX=0
= e Y0 118
124 IF(K~4001) 125,125,122
125 FTX=FT(K)
116 YT=YT+C{I)®FTX
IF (YT) 117,118,117
118 KA=KA+1
IF (KA-3) 115,119,119 - :
117 _KA=0 : DI e o T Y R T
IF(MODEL-2) 903,904,904
903 IF(J-MTAP) 131.,131,;115
131 JC=MTAP-J+1
SGN(JC)=SIGN(1.0,YT)
GO TO 115
904 JC=101-. ;
SGNYT(JC)=SIGN{1l.0,YT)
115 SUM=SUM+ABS{YT)
IF{N=-200) L19470:70
70 WRITE(T7,71) :
71 FORMAT ('0 N EXCEEDS 200%')
GO TO 240
119 N=N+1
_ IF (NCONS-11) 141,141,142
141 WRITE (7,1011) NpSUM(C(I);I=1,NCONS]

~200-



17/03/69 FORTMAIN e 0003

1011 FORMAT (I53F15.5411F9.4)
GO TO 143
142 WRITE (T7:1011) NsSUMe(C(I),I=1,11)
WRITE [75,1012) (C{I)sI=124NCONS]
1012 FORMAT(20X,11F9.4)
143 C(MTAP+1)=1.0
DO 200 I=1,MTAP
IF(MDDEL-2) 907,906,206
906 SIGMA=0.0
PO 526 J=JC,JB
IF (J-101)527:526,527
527 IF{MODEL~2) 908,909:;910
909 JD=100%(NPK+MTAP-I+J-100}+1
GO TO 912
910 JD=100%(NPK+MTAP-I+J-100)+1-(1I-MTAP-1)*NDEL
912 IF {JD) 513,513,512
513 FTD=0
GO TO 515
512 IF(JD-4001) 5145514513
514 FTD=FT(JD)
515 JE=100%(NPK~-101+4)+1
IF (JE) 5185184517
518 FTE=0
GO T0 520
517 IF(JE-4001l) 519,519,518
519 FYE=FT(JE)
520 IF (VMODEL-2) 908,913,914
913 JF=1G0%(NPK+MTAP+1~-])+1
GO TO 915
914 JF=100%{NPK+MTAP+1-I)+1~(I-MTAP-1}*%*NDEL
915 IF (JF) 5234523,522
523 FTF=0
GE 10 525
522 IF(JF-4001) 524,524,523
524 FTF=FT(JF)
5§25 SIGMA=SIGMA+(FID-FTEXFTF)®SGNYT(J)
526 CONTINUE
SGN{I)=SIGN(1.04SIGMA)
907 C(I)=C(I)=STEP(ICH)*SGN({I)
300 K=100%(NPK+MTAP+1-1)~(I-MTAP~-1)%*NDEL#L "
: IF (K) 322,322,324
322 FTX=0
GO TO 200
326 IF(K-4001) 325,325,322
325 FTX=FT(K) ;
200 CIMTAP+1)=CI(MTAP+1)-CI{I)*FTX
MA=2+MTAP
DO 203 I=MA;NCONS
IF(MODEL=2) 917,916,916
916 SIGMA=0.0
DO 546 J=JCyJB
IF (J-101)54745464547
547 IF{MODEL=2) 908,919,920
919 JD=100%(NPK+MTAP~-I1+J-100)+1
GO T0O 922
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g20
922
533

532
534
535

538

537
539
540
923

924
925
543

542
544
545
546

917
303

422
424

425
203

230

— 240
1013
242

1014
908
2003
911

JD=100% (NPK+MTAP~-I4J4-100)+1-(I-MTAP—-1)*NDEL
IF (JD) 533,533,532

FTD=0

GO T0O 535

IF(JD-4001) 534,534,533

FTID=FT(J4D}

JE=100%{NPK-101+J)+1

IF_(JE) 538,538,537

FTE=0

GO TO 540

IF{JE=4001) 539,539,538

FTE=FT(JE)

I {MODEL-2) 908,923,924
JF=100%(NPK+MTAP+1~-1)+¢1

GO TO 925
JF=100%(NPK+MTAP+1=I)}+1=(I-MTAP-1)*NDEL
IF (JF) 543,543;542 :
FTF=0

GO TGO 545

IF{JF-4001) 544,5444543

FTF=FTlLJF)
SIGMA=SIGMA+(FTD-FTE*FTF)*®SGNYT (J)
CONTINUE

SGN{I)=SIGN(1.0,SIGMA)
C(I)=C(I)-STEP{ICH)*®SGN(I)
K=100%(NPK+MTAP+1-1)=(I-MTAP—-L)}%NDEL+1
IF (K) 422,422:424%4

FTX=0

GO TO 203

IF(K-3000) 42534253422

FTX=FT(K)
CIMTAP+1)=C(MTAP+1)~-C(I)*FTX

sumMc SUMB

SUMB SUMA

SUMA SUM

IF(ABS(SUMC - SUM) - ,001) 230,230,40
KOUNT=KOUNT+1

IF (KOUNT-5) 40,40,240

HRITE (3,1013)

FORMAT (*0 KOUNT COMPLEIED®)

CONT INUE

WRITE (3,1014%) o bl e
FORMAT ('0Q0 PROBLEM COMPLETED!)

GO TO 911

WRITE{3,20023)

FORMAT ('O PROGRAM EXECUTION ERROR®)
STOP

END
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APPENDIX 4

LISTING OF ADAPTIVE EQUALISER SIMULATION FROGRAM.

This program simulates the operation of the adaptive
transversal equalisecr, Details of the method of operation
are given in section 7.6.

The program is written in FORTRAN IV language and the
prog;am card deck is compatible with the IBM/360 operating

systen.,
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DCS FORTRAN TV 3€60N—-FO0—-479 3—-1 MAINPGM

0001

0002

0003
0004
0905

0004

000T=

0008
0009
0010

0013
0012
0013
0014

, 0015

¥0016
fOOlT
0018
0019
0020
0021
0022
0023
N0c4

" 0025
0026
0027

0028

0029
0030
0021
0032
0033
0034
0035
0036

0e27

C

2000

1001

240

10
950
1000
951
1100
952

&

12

ANAPTIVF FQUALISER STMUL ATION PROGRAM

DATE 20/07/70

TIMF

PRAF

EBAE

CIMENSICN FTIHQOl’VT!ﬁoirﬁTFP(&!on40laXTféOloKT{SOl'Y(1001;2T(40}RBAE

e ISRA{40) o ISRB{40) +NAVI4O) e MI4),LA(4)

REAND (1+2000) NCONFoMToNT,NSTRAT+LTHR+NFBsNAVE.NSTEP,STFP

FORMAT ([815+4F10.5)

RFAN(1+1001) MTAP NTAPNSYMJNPKsNPTS ,NREFs NFCRM, NBPS

FORMAT {8158)
NLFV=2%%NBPS

NSL=NLFV-1

N0 240 I=1.4

M{T)=

NCONS=MT+NT+1

NA=MT+1

NB=NA+NSYM

NC=MT+2

NiD=NB+1

NE=NPK+MT

NG=NF%=NRPS

NF=MAXO{NR+1 THR,NG)

nn 10 1=1,400

FT{T)=0.0

LTM=NPTSENSYM
IFINFORM=1) 950,950,251
READ (1,1000¥(FTI{I)eT=1,L1IM)
FORMAT (8F10.5)

GO TO 952

READ {11120} {(FT{I),1=1,0L1IM)}

FORMAT (10XsF1045+10XeF10.5+410X+F10.5+10Xy FlU 51

RO 11 I=1.NSYM

NX={ I—-1}%=NPTS+NREF
VITII=FTINX)
VN=VT{NPK)

DO 172 I=1+NSYM
VI{TI=vT(1}/VN

B0 5 TISTEP=1,NSTE?
KFND=0

KTOT=0

N=0

NERR=0

RBAFE
RBAE
PRAE

PBAF

RBAE

- RAAF

RBAE
RBAF
FRAF
R21F
RBAE
RBAF
RBAE
RBAE
RBAE

10.47.23 PAGE 0001

o

20

10

101

RRAEALIOL

RRAE
PBAE
RRAFE
RHAF
RAAF
RBAE
RBAF

- RBAE

RRAE
RBIE
RBAE
RBAF
RBAE
PBAE
RBAF
RBAE
RBAE
RBAF

~DRAF

RBAE
PRAE

102
13
14
15
16

17

18
i9
20
21
2?
23
24
25
26
Pl
28
29
30
31
32



DGS FORTRAN IV 360N-F0-479 3-1 MATNPGM © o DATE & 20400070 0 TIME 10.47.23 PAGE 0002

0038 SUMA=0.0 ' RRAF 33

0039 SUMB=0.0 ' : : == = B RA N
_(}040 SUNC=0.0 RBAF 35
0041 : LSEQ=2%%] THR-1 == S RRAF 34
0047 DO 50 [=1,NF : RBAE 27
=0043 == 50 KT(T)=1 e e = ~ RBAF 38
0044 TOT=0.0 ; PBAE 39
~0045 ' 00 51 I=1,NSYM = SEES e e RBAE4D
- 0C46 LZ=NSYM+1-1 : RBRAF 41
004 1= TOT=TOT+VT (LZ) = s e = PRAE 42
CC48 51 XT(1)1=70T RBAF 43
=0049 = QuUT=T0T = S=—==r : : ' = ROAF 4R
0050 SOUT=STIGN{1.2,0UT) y RBAE 45
=005 e ICUT=IFIX{SCUT) = S e URAF 46—
0052 : IF{OUT=NSL) 56+564+65 RBAF 47
0053 56 IF(OUT+NSL) 64+57+57  ° = : = === NBAE 48
0054 57 JOUT=CUT+NLEV RBAF 49
10055 : KOUT=MODIJI0OUT . 2) : ' _ e RRAE S0
8;’)056 IFIKOUT) 64:54+65 4 RBRAF 51
10057 64 [SER=-1 _ : = 5 RBAF 54
053 GO TD 63 RRAE 55
0059 65 ISER=] _ ’ ' RRAE 56
~ 00&0 63 DO 62 I=1,NCONS 3 RBAF &7
Q06 ——= ISRA{TI=I0UT == Soat RRAF 58
0C62 ISRBII)=ISER RBAF S9
0063 ZTi1)=10T _ e RBAFE 60
0064 CL 1 1=0a0 PBAE 61
0065 62 NAV(I;=0 P Ea= : = RRAF 62
0066 _ Ci{NAI=1.0 RBAE 63
0067 : {FINCONS—10) 53,53,54 _ = = RBAE 64
0068 53 WRITE(7+1010) {(I,1=1.NCONS) RRAF 65
0069 1010 FNRMAT(*1 NY 54X+ " SIIMT 35X, TNORM? 44X, FRRORSY ,10({4X'C{',12,")7)) PBAE 66
0070 GO TO 55 RRAF A7
0071 54 WRITF{7,1010) {1,1=1,10) == DR AF 68
0072 WRITF(7,1020) {(I,T=11,NCCNS) - RBAE 69
0073 1020 FORMAT(® *'30Xe10(4X,7C{?,12,%)%)) ' RBRAF 70
0074 55 DO 67 I=1,100 _ el bl RBAFE 71
007s 67T-Y{I)=0.0 : s . PRAR I
CC.5h : IFINCONF=2) 20+21,21 R B e, RRAE
0077 20 SUM=0.0 === RBAF 74



DCS FORTRAN IV 360N=F0-479 3-1

078
Q0TS
0080

Q0B =

Qo8z

0083=—

0C84
0C85
0CE%

G0ET—

0C88
0083
0090
Wlol-d
0092
0093
00S4
~0095
, 00S6
> 6097
0098
0069
0100
=0101
0107

0103=

01C4
0105
0106
G107
gics
01C9
Cii0

=in 6 B ES

0112
=3
0114
0115

0116
R1id=

120
121
123
110
125
124
114

21

82

126
127
128
111

1t
81

129

130

NIT=NCONS+NSYM-1

PO 114 L=1,NIT

YT=0.0

PO 110 T1=1.NCONS
K=L+1-1

IF{K) 1204120,121
VTX=0.0

GO-78:- 120

TF{K-NSYM) 123,123,120
VTX=VTI{K})
YT=YT+C(I)*VTX
IF{L-MT—-NPK) 124,125,124
DIVD=YT

GC T0 114
SUM=SUM+ARSIYT)

YL )}=Y¥T

PDIST=SUM/DIVD

GO TG 30

SUM=C.0

IF{MT) 81.81,82

no 115 L=1, M7

YT=0.0

D0 111 I=1.NCONS
K=iL+]l-1 :
IF [K) 12641264127
ViX=0.0 '

GO TG 111

IF {K-NS¥YM; 128,128.126
VIX=VT{K)

YT=YT+CU 1¥%VTX
SUM=SIIM+ABRS(YT]
Y{LI=YY

NO 116 L=NA+NB

YT=0.0

DO 112 I=1,.NA

K=L+1-1

IF [K)129412%9.130
VIX=0.0

GO L 112 . ) :
TF{K~NSYM) 131,131,129

PGM

UATE

U701/ (U LM

tUe&K 0D

RBAF 75
RBAF 76
DRAF 77
RBAE 78
RBAF 79
RRAF 80
RBAF 81
RBAE 82
RRAF 83
RBAF B84
RBAF 85
RBAF B6
RBAF B7
PRAF 88
nRAE 89
RBAE 90
RBAF 9©1
RBAE 97
RBAE 93
RBAF 9135
RBAF 94
RBAE 95
RBAF 96
RBAE 97
RAAF 98
DRAE ©9Q
RBRAE] QO
RRAF] 01
RBAE102
RRAF103
RBAF104
RBAE105
RBAF106
RBAF107
RBAF108
RBAF109
RBAF110

“RBAF111
RBAF112

RBAE1I13

FRhor ULUVD



D0S FORTRAN IV 3€60N=FC0=479 3-1

0118
0119

0120

~0121
0122

0123===

0124

01 25—

0126

12—

0128
0129
0130
Q131
0132

0123 =

D134
0135
19136
3013?
10138
0139
0140
014
014a?
0143
014%
- 0145
0146
“ 0147
01438
0149
0150
0151
B 80
01532
0154
0185

0156

01571

131
312

i3
118
113
138

137
116

135
P B
1002
136
30
31
1011

32

VIX=VT{K)
YT=YT+C{T)RVTX

PO 113 I=NC.NCONS
J SL+1-1+MT

IF(3Y LN« 111018
YTX=0.0

60 To 113
YTX=Y{J)
YT=YT+C1II%YTX
Y{L)=YT

IF {L—-MT—-NPK} 137,138,137

CIvVE=YT

GO 10 116
SUM=SUM+ABRS{YT)
CONT IRUFE

KOUNT=0

PO 119 {=NC.10C
Y7=0.0

NN 132 1=NC.NCCNS
J=L41-T+MT

IFE (43 133+133,13%
YTX=0.0

GO 1O 132
YIX=YIL
YT=YT+C{TI%YTX
Y{1i=YT

IFIABSIYT)=.0001) 135,135,119

KOUNT=KOUNT+1

TE{KCUNT-NT) 119,136+136

SUM=SUM+ABS{YT)
WRITE(7.1002)

FNRMAT{' TIMPULSE RESPNONSE NOT CCNVERGENT',/)

NTFRM=1
CIST=SUM/DIVD
IF{NCONS—10) 31.31.37

MATNFGM

HAalre

evrJi/ i

WRITF {7+1011) NoDIST.DIVD,NERR,{C{I),I=1,NCONS)

FORMAT ("0 ¢ 1552F9.5, 164"

GO 7O 33

WRITE {7+1011) NeDISTeDIVDNFRR,(C{1)s1=1,10)
WRITE (7410123 {C{I)eI=11,NCONS)

'y 10F9.4)

LA B

U™ &L )

"RBAF114

RBAF115
RBRAE114
RRAE1LT
RBAF118
RBAE119
RBAF120
PBAF121
RBRAEL??
RBAF123
RRAF124
RBAE125
PBAF126
FRAF127
RBAF128
2RAF1295
PBAEL129
RBAF130
RBAF1 31

= RBAFE132

RBAF]133
RBAE]1 34
RBAF135
RBAF136
RBAF137
RRAF138
RB AF 139

~R21E140

RBAF141
PRAF142
RRAF143
RBAF] 44
RBAF1445
RBAE145
RBAF146
RBAE147
RAAF148
PBAF149
RRAF150
RBAF1S51

Ler S = B o

WA
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eSss FORT ANV SOUN—HuU—4a il 3= 1

0158
=U15%
0160

=01E1=

01¢2
— 0163

0164
= 0165

OLEE «

— 0167
0168
“01¢€S
0170
0171
0172
-~ 0173
0174
1 Q178
S Ts
SO0LIT
0178
0179
0180
0181
0182
0183
0184
0185
01€6
0187
0188

0189=

0190
0161
0192
0193
01S4
0165
C1%¢6
G167

1012
32

80

23

22

25

58
200
201
202
203
204
205
206
207
208
209
210
211
212
213

214

FORMAT(31
NERR=0

MATIINFLM

IFIN.GT.66C0) GO TO.?é

SUMC=SUMBR
SumMB=SUMA
SUMA=DIST

IFIARS{SUMC—NIST)-.001) 23.23;72. 

KEND=KEND
IF{KEND-5
po 58 J=1
DO 25 1I=2
LX=NF+2-1
LY=NF+1-1
KT(1X)=KT

]

) 22.22+:24
s NBPS

» NF

{LY)

KT(1)=0—-KT{LTHRI*KTINFR)

MEJ)=KTT1
IF(M{8))
IF{MI3N
IF{M(31}
ITFiME2))
IF(M(2))
IFIM{2))
TR{M(21)
GCM=11

GO TO 214%
GCM=9

GO TN 214
GCM=112

GO TG 214
GCM=15

GO V0. 2149
GCM=5

GO TO 214
GCr=7

GO TC 214
GCM=3

GO TIC 214
GCM=1
MGC=TFIX(
GC=ISTGN{

)

200,200,201
202+,202+203
2C4+,2C4, 205
2064206, 207
208,208,209
210,210,211
212+212+213

GoRTE T
MGCoM{1))

LA T

rAY AR

1 LIE

TU a1 e

RBAF152
EBAE153=

RBAEL1536

PRAF154
PRAF155
PRAF156
eRAF157
RRAF158
PBAF159
RBAE1591
RBAF160
RBAF161
RBAF162
RRAF163
RBAF 164

" RBAE164A

RBAEL1 648
RBAE164C
RRAF164D

~ RBAE]l 64F

RBAF164F
RRAF164G
PBAF164H
RBAE1 641
RBAELHGY
RRAFI 64K
RBAFE] 641

RBAEL64M .

RBAF1 64N
RBAE1 640
RBAEL64P
RBAF] 640
RBAEL 64R
RRAF164S
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OGS FORTRAN 1V 3€CUN—=FU=41% o=1

0199 =
02C0

0198

0201

0202
0203

0204
020%
02C5%

=02C7

02cC8

0209 =

0210
0211
cz212

=0213

—60c—

0214
0215
0216
0217
0218

=0219

0220
0221
Q222

- 0223

02 2

=0D225

0226
0227
0228
0229
0230

= 0231

0232
0223
0234
0235
Q23¢€
0237

26

29

40
18
41

17

16
42

15

473
L

48
49

47
60
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PO 26 1=2+NSYM

L P=NSYM+2-1
LO=NSYM+1-1
XT{LP)=XT(LQ)
XT{11=0

DO 29 I=1.NSYM
LR=NSYM+1-1
XTLII=XT(I)+VT{LRI%GC
IFINCONF=2) 40.41+41
no 1R I=2,NCONS
L=NCCNS+2-1
J=ENCENSHI <1
IT{LI=2T(J)

ZTL1 I=XT{NSYMI) —=—

GO TO 42

DO 17 1=2.NT
L=NCCNS+2-1
J=NCONS+1-1
ITIL)=Z2T71J)
ZTINCY=DUT

DO 16 I=2,.NA
Lt=NA+2-1

J=NA+1-1
ITILI=ZI7L))
ZT(1I=XT(NSYM])
NUT=C.0

CO 15 I=1.NCONS
CUT=0UT#+ZTI1)*C(1)
SNUT=SIGN{1.2,0UT)
IOUT=T1FIX{SCUT)

TF(OUT=NSL) 4343549

IF(OUTENSLY 4B.44.44
JOUT=CUT+NLEY
KOUT=MOD(J0UT,»2)

IF(KOUTY 48,48.49
ISER=-1

G0 IO 47

ISER=1

IFINSTRAT=2) 60461461
DO 13 1=2.NCONS
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L =4
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RRAF167
RBAF168
RRAE169
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REAFLT3
RBAEL T4
RBAFL7S
RBAF176
RRAE177
RBAF178
RBAF179
RBAF181
PRAF182
PRAF183
RBAF184
PRAE185
RBAF186
RBAE187
RBAE188
RBAF189
RRAF190
RBAF191
RBAE192
RBAF193
RRAF194
RBAL195
RBAFL96
RRAFL97
RBAFE198
RBAE199
RAAE200

- RBAF203
18457 &
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0238
==0239
0240

=024 =——=

0242
0243
0244

T

0246
S 0247
0248
0249
0250
- 0251
0252

=0253 =

0254
- 0255
, 0256
n0257
50258
10269
C260
0261

= 0263
0244
=0265
0266
G267
0268
=026%
€270

G271=

0272
c273
0274
0215
0276
B4

™

0262

LiINETY

-

N

- LN

13

14

66

52

61
2001
19
220

224
2?25

226

2er
228

230
231
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LX=NCONS+2~1
LY=NCONS+1-1
ISRA(LX)=ISRA(LY)
ISRA(1)=1NUT

DO 14 I=24NA
LX=NA+2=1
LY=NA+1-1
TSRBRILX)=TSRB{LY)
ISRA(1)=1SER

CO 52 1=1,NCONS

NAVIII=NAV(I)-ISRALI}XISRR{NA)
IF(TABSINAVII)I-NAVE)

ARGA=STEP{ ISTEP]
ARGR=FLOAT(NAV{T))

ClI)=CIlT}+SIGNTARGA,ARGR)

NAVIT =0
CONTINUF

GO 70 19

WRITE (7+2001)
FNRMAT {°?
IF{OUT)220,220,221
LA(1)==1]

GO 70O 222

LA{1 =1
GN=ABRS{CUT)=8.0
IFIGD)
LA(4)=1
G- TH 225

LA{4)==1]
GC=ABS(GC1-4.0
IFI(GC) 226,2264227
LA{3 '==1

GO 1O 278

LA(3)=1
GB=ABS{GC}-2.0
IFI{GRY 229,229,220
LA{2?2)==1

Go 10 231

LA(Z)1=1

DD 222 I=1+<NBPS

Timva vy iy

2232 223,224

52+66+66 =—

L ]
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RRAE222
NRAE?2225
RPBAF223
RBAEZ224
RRAF225
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RBAE226A
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RBAEZ226D
ABAF226F
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NCOS FORTRAN IV 360N-F0-479 3-1 _ MATNPGM s L DATE 20/07/70 TIMF 10.47.23

0278 IA=NG+1-1i RBAEZ26!]
0219 IFILAMTI)I-KT(IA))27+28.27 RRAE227
nz2ec 27 NERR=NERR+1 RRAF228
0281 28 N=N+1 = RBAE22Q
Q2¢£2 237z KTCT=KTOT+1 RBAF230
0283 LBLK=LSFQ*NBPS ' RBAE2305
0284 IF(KTOT—-LBLK) 22,34.34 ) RRAE231
0285 34 KTOT=0 = . RBAE2372
0286 GO T8 .55 : DRAE2 33
0287 24 WRITFE (7.10161) : : RRAF234
0288 1016 FORMAT(* TABLF OF IMPULSE RESPONSF SAMPLES.') RBAF?235
0289 WRITE (T7+1015)Y RBAEZ36
0250 1015 FORMAT({/,10F10.5) PBAF?237
0291 WRTTF(341013) REREZ 36
0297 1013 FORMAT {'Q0 PRORLEM COMPLETED') RBRAF239
0283 5 CONTINUE RBAE 240
07254 WRITE (3,1014) RBAF241
£2S5 1014 FORMAT {*0 PROGRAM COMPLETED®*) RBAE242

A 0256 STOP RRAF243
o .0297 END : RBAF?244
; .
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