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SUMMARY

Details are given of an experimental and theoretical
investigation into the low-velocity (< 50 ms"ll impact behaviour
of charged microspheres on planar target surfaces under zero field
conditions. The experimental technique is based on a vertically
mounted dust-source gun which fires positively charged (£ 5 x 10~ 14¢)
microspheres onto a microzone ( ~ 200 um?). Experiments have
been performed on a range of microsphere/target combinations, (i.e.
Fe/Cu, Ti, Al, W, Mo, stainless steel, Si, glass, p.v.c., mica,
ebonite, tufnal, red-fibre and cellulose), and a variety of metal
target surface conditions (ambient oxide and highly oxidised): the
physical state of the micro-impact zones are monitored using a
laser-based ellipsometer.

The investigation concentrated on comparing the incidence
of "bouncing" events on the various target materials and established
the important general distinction between metals and insulators
that they respectively promote <1% and)99% of "bouncing" events per
incident sample. Highly oxidised metal surfaces show an increased
incidence of "bouncing" events that depends inversely on the impact
microsphere charge. The mean mechanical behaviour of the "bouncing"
events as measured by the coefficient of restitution, exhibits general
trends similar to macroscopic experiments, but with a large scatter
in the data which is thought to arise from variations in the dynamic
hardness and microtopography of the target surface. The electrical
behaviour, as measured by the charge modification ratios, indicates
that there is negligible charge exchange in a metal/insulator impact
event.

The "sticking" behaviour on metallic and semi-conducting
surfaces is interpreted in terms of thermal heating and results in
micro-welding or larger adhesive forces during the impact process,
produced by electron-phonon scattering in the oxide contact junction
where transient electron tunnelling is taking place,

The technological implications of these findings have been
exploited in the development of a micron-sized, non-destructive,
dynamic hardness measuring device incorporating a computer controlled
data acquisition and processing system.

Microparticle, bouncing impact / microhardness / charge exchange
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CHAPTER 1

4280 5 Introduction

This study is predominantly concerned with the impact
behaviour of low velocity, positively charged, microspheres on planar
target electrodes, the main aim of this work being to look in more
detail at the mechanisms involved in the impact process. In many
respects the investigation is the microscopic analogy of a typical
macroscopic impact experiment involving say a ball bearing bouncing
on a planar anvil. There are, however, several important differences
between the microscopic and macroscopic systems which lead to dif-
fering impact responses. Firstly, in the microscopic system, the
impact takes place over a small area (i.e. approaching single crystal
dimensions), so that the local variations in the surface mechanical
properties of a typical extended area target electrode lead to a
large scatter in the impact behaviour. Conversely, collisions in
a macroscopic system will be between polycrystalline surfaces,
thus "smoothing out " such variations. Secondly, the critical
velocities above which inelastic processes occur are, respectively,
~ 250 ms_1 and ~ 0.1 ms-1 for the microscopic and macroscopic systems.
Thus in many macroscopic impact events the collision will involve
some form of plastic flow. Thirdly, the variations in surface
microtopography of the target surface play a crucial role in a
microscopic impact where "multi-impacts" and oblique angle reflections
can arise and then give rise, again, to a large scatter in the impact

behaviour.

The impacting microspheres used in this study are pro-
duced from a modified, low velocity, version of the dust source gun (1)
originally developed by Shelton et al (2) and subsequently used by

Friichtenicht (3) for use in hypervelocity micrometeorite simulation



experiments. The particles delivered by this type of "gun" possess

a positive charge which not only allows them to be detected electrically
but has the advantage of providing a means of characterising the particle
in terms of its mass and velocity. However, the particle charge has the
disadvantage that it complicates the impact process. Thus, whereas

in a macroscopic experiment only the mechanical behaviour of the
surfaces has td be considered, in the microscopic case the electrical
interactions associated with the particle charge also have to be

taken into account, i.e. representing a further "difference" between

the macro and micro impacting systems.

In introducing the present investigation it should be
pointed out that it has evolved directly from the earlier work of
Brah (4) and Mohindra (5), in this laboratory, who were studying the
impact behaviour of charged microspheres under high field conditions.
The principle aim of their work was to simulate the conditions
prevailing in a high voltage vacuum gap and hence study under con-
trolled conditions a multiple bouncing mechanism whereby a microparticle
can initiate the electrical breakdown of such a gap (6). In this
context they were particularly interested in the fundamental physical
mechanisms by which the charge on say a positively charged particle
can be reversed during a bouncing impact on a negatively charged
electrode. Since one of the central themes of the work described in
this thesis is to gain a better understanding of the general phenomena
of charge exchange during a bouncing impact, it is appropriate at this
point to briefly review the main findings of this earlier work and
indicate its relevance to the practical situation of a H.V. gap. It
is also important to note that many of the techniques used in these

earlier studies have been applied in the present study.

The concept of microparticle initiated breakdown was first



proposed by Cranberg (7) and later modified by 9livkov (8). In

this model a microparticle is assumed to be torn from an electrode
surface by the applied field and, because of its charge, accelerated
across the gap to impact on the opposite electrode as a high velocity
projectile, Thus, if the impact K.E. is sufficient to cause local-
ised fusion and vaporisation of the electrode material it is possible
for such an event to trigger the breakdown of the gap. However, to
account for the observation of microparticle initiated breakdown at
low gap voltages where the incident K.E. is initially too low to
generate a microplasma, Latham (6), as mentioned above, has proposed
a further modification to this earlier single transit, impact initiated,
breakdown model whereby the kinetic energy of a microparticle can be
enhanced to a critical value following a multi-transit bouncing
sequence between the electrodes of a high voltage gap; the essential
requirement of this model is that there is a reversal of the particle

charge and momentum at each impact, (see Figure 1.1). The results
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Figure 11: Particle 'bouncing in an inter-electrode
gap



of the simulation experiments, outlined above, indicated that the
charge reversal process and hence the momentum enhancement were
dependant upon the target material. In order to obtain more detailed
information about the important physical parameters that control this
mechanism, these earlier workers undertook an extended investigation
involving a variety of particle/target regimes. For these measurements,
the response of a surface was characterised, firstly, by measuring

the incident and reflected particle velocity for each particle
bouncing event, and hence determining the local coefficient of restit-
ution, while, secondly, the measurement of the particle charge before
and after impact leads to information on the charge exchange process.
It was found that although the microscopic mechanical properties of
the target surface play a significant role in the bouncing mechanism,
the controlling factor was the electrical properties of the colliding
surfaces,in particular the level and type of oxidation, since these
determine the charge reversal mechanism during the bouncing impact.

In fact, a later study (9) showed that the efficiency of the charge
reversal mechanism was greatly enhanced as the target oxide film was
removed. Conversely, a thick surface oxide tended to inhibit the
process. Summarising therefore, these initial simulation experiments
have shown that both the elastic character of the impact event and the
efficiency of the charge exchange mechanism are strongly dependant on
(i) the combination of target and particle materials, (ii) the

target surface conditions (oxide coverage) and (iii) the magnitude of
the gap field. It is however important to emphasize that the data
obtained from these simulation experiments showed a large amount of
scatter, due, it was thought, to large local variations in the micro-

scopic conditions across the extended area electrode.



The starting point of this study was to look more
closely at the large variations in the microscopic properties across
the target surface which give rise to the scatter in the recorded
data, and hopefully obtain more detailed information on the impact
process. This has involved reducing the impact zone for the 'test'
microparticles and the spot size of the analytical ellipsometric
facility so that it is possible to more accurately correlate the
local properties of the surface with the observed particle impact
behaviour. Experimentally, this has required developing a vertical
microparticle facility and a laser based ellipsometer. To reduce
the variables involved in the complex impact process, measurements are
made under zero field conditions. The major part of the present
investigation has been devoted to the study of the differing impact
responses obtained from ambient oxide metal, high oxidised metal,
semi-conducting and insulating surfaces since these represent extremes
in electrical and mechanical properties, Further experimental
modifications include (i) a sophisticated target manipulator,
(ii) target assembly modules, (iii) an extended series of particle

collimators and (iv) improved signal detection amplifiers.

Since it is necessary to take a large sample of events
to obtain a meaningful average impact response, the measurement and
calculation of the mechanical and electrical processes occurring
during the impact event is performed using a computer controlled data
acquisition system. This allows on-line determination of the coefficient
of restitution, together with the charge modification ratios,to be made
using analogue-to-digital techniques. A particularly attractive
practical application of this data handling system is that from the
data associated with an insulating surface a micron-sized, non-

destructive, dynamic hardness testing tool can be envisaged, (see Chapter 6),



To complement these experimental studies, a theoretical
survey of the mechanical and electrical properties of the process is
presented. This includes all the existing impact theories, suitably
modified for the zero field regime of this study, together with a
detailed analysis of the physical mechanisms that can operate before
and during the impact event and hence influence the "bouncing"
behaviour of a particle; these include the influence of the image
force, Van der Waal forces, and adhesive forces. Furthermore, a
corresponding theory of mechanical energy loss due to surface
elastic processes, elastic waves, surface topography, etc., will be
applied to the impact behaviour of metal and insulating surfaces.

As another point in this survey,particular attention will be given to
the thermal effects resulting from the electron tunnelling mechanism

in the oxide junction (electron-phonon scattering) since this is thought
to account for the widely differing particle "bouncing" behaviour
between the various metal targets studied. These ideas will be

further highlighted in the discussion chapter (5) where the microscopic
mechanical properties together with the electrical properties of the
surface oxide will be discussed as a means of accounting for the
differing responses observed during the impact of microspheres on a

target electrode.



CHAPTER 2

2.0 Theoretical considerations

The theoretical expressions derived in the following sections,
for zero field conditions, will be used more fully in Chapter 5 where the
interpretation of the mechanical and electrical data arising from the
impact of charged microspheres on planar target electrodes, together
with the associated ellipsometric readings will be considered in detail.
Primarily we are concerned with the fundamental process arising during a
low velocity impact, i.e., at velocities less than the critical velocity
for plastic impact (see later) however for completeness the zero field
data arising from hypervelocity experiments will be included. Specifically
we can divide the impact event into mechanical and electrical processes

which, respectively, govern the momentum and charge exchange behaviour.

21 Mechanical considerations

The impact between two surfaces is extremely complex and can
involve elastic and plastic processes, together with elastic waves and
shock waves at the solid-solid interface. The extent to which of these
processes can dominate depends, firstly on the K.E. of the impacting
surfaces (i.e., the impact velocity and masses of the associated bodies),
and secondly on such physical properties as Young's Modulus, density,
restitution coefficient, melting point, specific heat capacity and thermal

conductivity.

In this present study we are predominantly concerned with the
low velocity impact regime, i.e., below 100 ms_l, where, as suggested
by Bjork (10) no cratering or impact ionization is likely to occur.
This limiting condition, for this regime, has been confirmed theoretically

by Cook (11) who has obtained an expression for the critical velocity (V¢),



beyond which semi-elastic or plastic behaviour begins, using the hydrodynamic

theory of fluid jets, such that :

V%)
Ve = 2.7 (& s 2ok
d P
where P and / are the yield strength and density of the

material respectively.

On substituting values relevant to the present study it is
found that V. ~ 360 msnl. Since this value is well in excess of the
velocities used in the present microparticle studies it is expected that

no plastic flow will occur.

2o Y] Elastic impact

It is apparent that, in practise, the topographical character of
the surface of the target electrode will have a significant effect on the
dynamic process involved in a collision between a sphere and a plane.

Thus, if the sphere dimensions are comparable with the size of the
undulations and asperities on the target,as is the case with the present
microscopic experiments, the impact event may be determined by the real
area of contact. However, for convenience of the theoretical analysis,

consider the situation of a perfectly smooth sphere in contact with a

planar surface, under a light load such that the total process is elastic.

Microsphere

(.

Target

E2

A
L

2d

Figure 2.1:Microsphere /Planar target impact model



Referring to Figure 2.1, the contact radius (a) derived by Hertz (12)

is given by

) WS P

where it is assumed that Poissons ratio is 0.3, W is the applied load,
Rp the radius of the sphere and E1 and E2 Youngs Modulus for the sphere
and the plane respectively. The contact area ( ma?) of the

resulting indentation is proportional to W2/3 and the mean contact
pressure Pm + given by W/Tra? is proportional to W1/3. Using a similar
approach Hutchings ( 13) has applied the Hertz theory of elastic impact to
obtain an expression for the mean contact pressure {Pm) during an

elastic impact, viz

L R 2.3
2437

where /O is the density of the target material, u the impact
velocity of the sphere and f(E) is a function of the sphere/target

mechanical constants having the form

P =& .2 1 -6
Ry = 1 + 2 ek
E1 E‘,2

where 6 and E are Poissons Ratio and Youngs Modulus respectively. It

should be noted that an important consequence of equation 2.3 is that the

mean contact pressure is independant of the size of the impacting particle.

For the case where the contact plane is mechanically softer than the

impacting microsphere , Andrews (14) has shown that the Hertz theory

can be used to obtain an expression for the contact time,viz:
£ = 5.886 [z e 1

c 1/5 “ee
u
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where M is the mass of the sphere and K::T1E1/3 J Rp in which all
the parameters have been previously defined, Substituting for K in

equation 2.5, gives the contact time as

15M %]2/5

b = BBEE [ a e 1
16918, Rp 175 Lo

c

Simplifying further, using the expression for the mass of the micro-

sphere (i.e. M = 4/3 Rp ) leads to
7 &%/2 25
£, = 5.886 [ E| ] 7 .o o247

Alternatively Hutchings assumes that the time {te} taken for the

contact pressure to reach its maximum is half the contact time.

i.e. 2/5 Rp
5 (=4
fe = Hon = L4 2D et 7 (£(m)) /3 e
u

where all the above parameters have been previously defined. It can be seen
that the contact time is proportional to the radius of the particle, For
the impact of a 2 ym radius carbonyl iron microsphere with a stainless

steel target, the variation of the contact time with the impact velocity

is shown in Figure 2.2

11

T 40

=)

o 09

g, 98

- 07

(&)

O

< 06

O

© .05
04

0O 10 20 30 40 50 60 70 80 90 100
Impact velocity (ms?)
Figure2.2:The variation of the contact time with particle velocity
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An estimation of the mean chordal radius during an elastic
impact may be derived using the equation of Tabor (15) for the average

strain {Ast) for a plastic indentation :

Ast ~ 0.2 a Rp vanilnd)

where a is the chordal radius of the indentation. Hutchings assumes
that this estimate of strain.icalso valid for an elastic impact indentation,

giving the mean strain rate during an elastic impact as

e -~ Ast/te ..-2-10

ol Plastic Impact

If the load is increased between the sphere and the plane (see
Figure 2.1) a situation soon arises which leads to the onset of plasticity.
Since the load is not uniform across the contact area Timoshenko (16)
deduced that the condition for plasticity is first reached at a point
below the contact surfaces, while the results of Davies (17) indicate that
the maximum value of shear stress occurs at a position ~ 0.5a below the

centre of the circle of contact (see Figure 2.3). If the yield stress of

0-47 Py
041Pay

030 PGV

Figure2.3: Stress distribution under contact
area;Pqy =average pressure 7!

1"



the material is Y, plastic deformation starts when
Pp ~1.1Y savladl

Full plasticity occurs when P, ~2.7Y, which means that all regions within
the contact area are now undergoing plastic flow. Ishlinsky (18) has
suggested that P, = 2.6 — 2.9Y for the case of a flat punch in contact
with a planar surface. Subsequently Tabor (19) has refined the value,
letting B, = cY, where c is a constant whose value is close to 3
(depending on the shape and size of the surface irregularities), and has
shown that for work-hardened materials, the yield pressure is independent
of the load and size of the indentation. The maximum pressure developed
before plastic flow begins can be obtained by replacing 'u' in equation

2.3 by the critical velocity (V) for an elastic impact.

Tabor (15) has shown that the loading time tp for a purely plastic

collision process is giwen by

23 ...\ %

v o= MIB e (77 Im) et

where P is the mean pressure during the formation of the indentation. The
mean strain rate for a perfectly plastic process is determined by dividing
equation 2.9 by tp' Alternatively Hutchings (13) has derived the radius

of the indentation (aP] produced during the plastic process by equating the
initial kinetic energy of the sphere with the work done in forming the

indentation, i.e.

3
a, = 2 Zaput (W apm ¥ 2.13
Hence from equation 2.10
v 3/2 3 1/4
. I e 2k
st 51y R 2P

Figure 2.4 shows the variation of the strain rate with the impact velocity

12
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for both elastic and plastic deformation, for the case of a carbonyl
iron microsphere impacting on a stainless steel target. In the plastic
case, P = 2G.Pa as indicated by the static hardness measurements.
From Figure 2.4 it is observed that high strain rates exist for the
conditions of the present study and hence could significantly influence

the impact event.

N Coefficient of restitution

For a perfectly elastic collision between a sphere and a plane
the theory of the conservation of energy states that the impact velocity
(u) is equal to the return wvelocity (v), with no energy being lost during
the collision. However, in practice, a small amount of energy can be
lost in generating elastic waves,‘K‘E. heating of the collision interface,
and overcoming the adhesive force, etc, Thus a term called the coeffi-

cient of restitution (e) is introduced to account for the energy loss

; v ;
i1.e, I = return velocity 2.15
impact velocity e
For a purely elastic collision e = 1, and so v = u, while for a

purely plastic collision e = 0 ("sticking"process) and all the
incident kinetic energy is lost in producing an indentation. In general,
for a constant impact velocity the harder the impacting materials the

greater the value of e.

2.4.4 Elastic waves

During the impact of a hard microsphere on a target which
deforms plastically, most of the initial kinetic enerigy is lost as
work in the plastic deformation. However, some is restored, by the
elastic forces, to kinetic energy of the returning particle (20),

Furthermore a small amount of the impact kinetic energy is used in the

14



generation of elastic waves. In this connection Lamb (21) has
investigated the effect of short duration impulses applied to a point on
a plane face of an elastic solid. The main shock, resulting from the
impulse}travels along the surface as a solitary surface wave with its
total energy remaining unaltered, i.e., unattenuated. Using Lamb's
findings, Raman (22) proceeded to dewlop a theory to enable the
coefficient of restitution to be obtained using shock wave effects. At
a later date, an estimate of the energy absorbed by elastic waves during
the normal impact of a sphere on a plane was carried out by Hunter (23)
who, making use of the relations of Miller et al (24,25) and assuming

a sudden impulse on a free surface calculated the energy in an elastic
wave. For the case of a hard sphere in contact with a steel target,

the fraction of the initial kinetic energy dissipated as elastic waves

(A) in the target is :

3/5
AN~ 1.04 (/Cy) oos2ulb
and for hard spheres on glass
A~ 1.27 (U/CD)3-5 sen el

where v is the impact velocity and Cqy the velocity of longitudinal

elastic waves along a thin rod of the target material. However, the above
expressions are only valid for perfectly elastic impacts, whereas the
results of many authors (14,26,4) and for the insulating materials in tLhis
study indicate that the 'e' values are less than 1, making the above
equations invalid. Hutchings (27) has however determined the amount of
energy dissipated in an elastic wave in a semi-infinite target where a
certain amount of plastic deformation of the target occurs, and obtained

the following expression for X 2
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- 1 +6 1 -5 3 i
A= DC/D’(1+E} ) 41r3]6 Ls
C /%

P.3/2

S L

where < and A are dimensionless quantities (defined below),& is Poissons
ratio for the target, e the coefficient of restitution, P the constant
plastic indentation pressure,,ﬂ% and;ot the densities of the sphere and

target respectively and Co = {Eéc%.}% with E being Youngs Modulus of

the target. It has been shown by Hutchins thate< is given by :

00
= 8 2 2
oL = mo S w IF(N]‘I dw o L
0
(o}

where E, = 4TTRp2/35u {3P/2ﬁ§)% /3 with Rp being the radius
of the sphere, F(w) the Fourier component of F(t) and wy, = 2ldp/{1 + e)
where Wy = (3P/2fg}%/r. Figure 2.5 shows the variation of o with e

as plotted by Hutchins. The other dimensionless quantity ﬁ? is given by
equation 17 of Hunter (23), and is fairly insensitive to changes in o
taking values of 0.537 when& = 0.25 and 0.415 when & =0.333. Subsequently

1 -2 %

Hutchins has shown that the expression A (1 +o) (T_:_EE% ) © takes a value

of 0.919 for 6 = 0.25 and 0.904 for ¢ = 0,333.

For the impact between a carbonyl iron microsphere and a
stainless steel target, the process is elastic, so that using equation
2.16, and substituting the relevant parameters, yields a value of

A~2.4 x 10—2, i.e., 2.4% of the initial kinetic energy is dissipated
as elastic waves within the target. However, for the impact between a
icrosphere and an insulating target (P.V.C.) which according to
Bitter (28) is in a full state of plasticity during collisions, the
Hutchings derivation can be used giving, for the P.V.C. surface( see
Chapter 4), a value of Arv0.4%. Both of these results are in agreement

with the theoretical values of Chaudhri et al (29).

4ar



In conclusion it can be seen that the fraction of energy
dissipated as elastic waves is small. Miller et al (25) have determined
the amount of energy contained by the three components constituting the
elastic wave for a value of & = 0.25. It was found that 6.8% of the
energy is carried by compressional waves, 25.8% by shear waves and

67.4% by surface (Rayleigh) waves.

g I Hypervelocity impact - mechanical effects

It has already been established that the critical velocity (VC)
above which plastic impact behaviour begins is~0-2-04 km.s™t Therefore it
is to be expected that in a high velocity impact (at velocities ) 500 ms_l)
that severe deformation of the target will take place. This has
subsequently been confirmed by Dietzel et al (30), in their micrometeroid
studies, involving the impact of iron particles on various target
electrodes., It was observed that for impact velocities < 0.5 l'(ms“1 the
particles underwent semi-elastic reflections from all the target materials
studied, while at 0.8 }(I'.rls:‘.“1 impact cratering began. Foxr velocities between
1 and 1.5 l-:ms“1 the particle remained almost intact but completely
embedded in the impact crater, while at still higher velocities up to
10 ]»:1]:15_‘1 the impacting particle was deformed to an approximately coherent
layer inside the crater together with the occurrence of impact ionization.

From an X-ray analysis used to discover the products of the crater,

Dietzel et al were able to form the following relation :

Irel (k) = m £ (u) e

where Ir (K) is related to the projective material in the crater,

el
m is the particle mass and f(u) is a function connecting the velocity of

the particle with the impacting target materials. Using an expression

obtained by Rudolph (31) for the diameter (D) of the impact crater, i.e.

L/



B o= m1/3 u 243 for tl;b 1 kms_1 AR A |

where c is a material constant and u the impact velocity of the particle,
Dietzel et al were able to determine the mass (m) and velocity (u) of

the impacting particle,

r

3 2 = 3
i.e. f(u) u = e Irel (K) /D AR )

where ¢’ is another constant. Similar impact behaviour has also been
observed by Smith et al (32), Auer et al (33) and Hansen (34). However
the fundamental physical processes which arise in the impact event, i.e.,
shock impact phenomena and the partition of the impact energy, will be

discussed, more conveniently, in Chapter 5.

2.2 Electrical Interaction

It is apparent that even under the zero field conditions of this
study that the role played by the charge on the microsphere, the surface
oxides of the microsphere/target combination and the type of the impacting
materials can all influence the electrical processes arising in the impact
event. At relatively large approach distances, ~ 1000; . the attractive
forces arising from the image charge and Van der Waal interactions act upon
the microsphere, while at even smaller sphere/plane 5&parations,~250£,
metal-vacuum-metal tunnelling and field emission processes,involving electron
transfer from the target to the microsphere, may give rise to microsphere
charge reduction. Once contact arises the amount of charge exchanged via
the tunnelling process depends on the conductivity of the surface oxide
films, bias voltage (arising from the microsphere potential) across the
tunnelling oxide junction and the work function of the microsphera / target
combinations. Therefore it is important to determine the extent to which

these parameters affect the impact event.
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2,21 Metal-vacuum-metal tunnelling

Consider the diagram of a metal-vacuum interface, Figure 2.6.
At 0°K all the allowed electronic states are filled in the metal up
to an upper level called the Fermi level, EF' while electrons within

the vacuum possess a certain minimum energy, E In general, for

vac’
all known metals, the Fermi level lies below the vacuum level, therefore
energy must be given to electrons in the metal if they are to surmount

the metal-vacuum barrier. The minimum energy for this to occur is

called the work function and is denoted by @, As the temperature of the
metal is increased, there is a finite probability of electrons being
thermionically excited to a higher energy level. 1In the free electron
model of Sommerfield, where all the available energy is kinetic (Potential

energy is zero and no interaction occurs between electrons) the relation-

ship between energy (E) and momentum (P) is thus :

_— —_— 2 z + -
E 5 {px +PY Pz} aieini Ay A

where m is the mass of the electron and x, y, z refer to a 3 dimensional
co-ordinate system. For an electron to escape it must possess this
amount of energy and be moving in the correct direction. If x is the
direction perpendicular to the face of the potential barrier

R T L
X ot L

However, modifications to the model allow for the effect of (i) an
electrostatic field and (ii) an applied field to be introduced. If

the image charge is included, the potential barrier changes from that in
Figure 2.7(a) to that indicated in Figure 2.7(b) while the effect of

an applied field alone is indicated in Figure 2.7(c). If both effects
are included the barrier shape changes to that shown in Figure 2.7(d).

At higher temperatures it is possible for an electron to escape from
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the metal, i.e., it becomes thermionically emitted. The emitted
current density is given by the Richardson equation, however, if the
effect of the image force and the applied field is considered the
thermionic emission current density, J is given by the Richardson-

Schottky eqguation :

ey 3= B (4 > )P ? exp [—{ﬂ —e/(eEféﬂ'Eo)} / KT}
e dnih

where A, = 47re m ¥ Yh*. In the above expression e and m are the
charge and mass of the electron respectively, h is Planck's constant,

K is Boltzmann's constant, r is the reflection coefficient, T is the
absolute temperature , &, is the dielectric constant of free space
and E the applied field. There has been much experimental evidence to
confirm that Schottky (field assisted thermionic emission) phenomena is

2 Vmﬂl (35) however at higher fields the

valid at low fields £ 10
relationship between the observed current and the emitted current density

failed.

According to classical physics, the probability of finding an
electron, which has a smaller energy than the potential barrier, beyond
the potential barrier is zero ~ only reflection should occur. However,
due to the wave nature of the electron, quantum mechanics predicts otherwise.
The Schrodinger equation indicates that there is a finite probability
of finding an electron beyond the potential barrier provided the barrier
is sufficiently thin ( 50 ; (less than the mean free path of an electron).
For the condition of a large applied field the potential barrier,
shown in Figure 2.7(d) falls abruptly as indicated in Figure 2.8, where
the energy of an electron at a distance /A S is the same as that of an

electron at the Fermi level.

In the case of two similar metals, of work function {,
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tunnelling occurs such that the tunnel current densities are the same
in either direction giving a net effect of zero current, see Figure 2.9.
While in Figure 2.10 where the barrier heights are different, either

due to the work functions originally being different or more probably
due to the application of a voltage then the tunnelling currents are

not equal, with the largest current being that flowing from the negative

metal to the positive one.

For the case of two electrodes separated by a small vacuum gap,
two different processes may arise under the application of a high voltage
For small gaps < 2502 and for low bias conditions metal-vacuum-metal
tunnelling occurs which has the property that it is essentially Ohmic
in character, while at relatively large interelectrode gaps and for
large gap voltages Fowler-Nordheim (36) tunnelling arises. Both of these

regions have been experimentally verified by Young et al (37).

The Fowler -Mordheim tunnelling describing field emission is
based on four assumptions.
(i) The temperature of the metal is at 0°K
(ii) Inside the metal the free electron model is obeyed
(iii) The surface of the metal is smooth and plane
(iv) The potential barrier close to the surface in the vacuum region
consists of an image force potential (arising from the
attraction towards the surface of an electron outside, due to its

induced charge in the metal) and an applied field potential.

An extension of the tunnelling theory has been carried out by
Simmons (38,39) who has derived expressions for the tunnelling current
density, in a metal-insulator-metal (M.I.M.) junction (for various bias
voltages and electrode configurations), which can be applied to the

microsphere/target charge exchange process.
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2.2.2 The tunnelling process through the M.I M. system

For the case of a metal electrode incontact with an insulator,
the energy diagram of Figure 2.11 is applicable. Here electrons at the
Fermi level of the metal see a barrier whose height is Eg/2, i.e.
below the vacuum level. The height of the potential barrier and the shape
of the bottom of the conduction band within the insulator is described by
the conditions, (i) the Fermi levels of the electrode and insulator
are coincident across the interface and (ii) the energy difference between
the insulator vacuum level and the Fermi level at distances far away from

the interface will be equal to the work function of the insulator.

In the absence of surface states the height of the interfacial

barrier ¥ o will be :

W = —
/e Gjmetal >L s e A

where )L is the insulator electron electron affinity and gmetal the

work function of the metal.

Vacuum level F 7‘2 ]‘ Insulator conduction
o g b band
eta .+;;/”'_ T I
+
¢metcl+ ! ¢ Insulator
' T 972 i ¢me’rol<¢ins
Fermi level e manadl J-_ o, _.|,_ .

Figure 2.11-Metal /Insulator energy diagram
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The type of contact that exists between the insulator and
metal electrode is one of the factors which determines the conduction
process; three possibilities exist, (a) Ohmic contact, (b) Neutral
contact and (c) Blocking contact, each of which will be considered in

some detail.

(a) The Ohmic contact invelves an insulator whose work function ﬁi -
n

is larger than that of the metal electrode, §§ Figure 2.12

metal’
illustrates the situation before and after contact. Once in contact
electrons flow from the metal to the insulator conduction band until the
Fermi levwels become alligned. A space-charge effect (giving rise to a space
charge field) causes band bending and extends a distance L into the

insulator. This type of contact is 'bulk limited' since electrons are

limited to the rate they can pass throudgh the bulk of the insulator.

(b) The neutral contact is illustrated in Figure 2.13 and is seen to

involve metals and insulators which have the same work function. The
Fermi levels allign up naturally without any movement of charge. No
band bending occurs and the conduction band is 'flat' on the metal
surface. For small bias voltages the conduction process is ohmic with

saturation occurring at high voltages.

{c) A Blocking Contact is illustrated in Figure 2.14 and occurs when

the metal has a higher work function than the insulator. Electrons flow
from the valence band of the insulator to the empty states above the
Fermi level ofrithe metal until equilibrium is established. A space

charge region then exists at the interface stopping the flow of charge
carriers and causing the insulator conduction band to bend until the Fermi

level lies a distance gins below the vacuum level.

If these assumptions are applied to a metal-insulator-metal (M.I.M.)

contact where there are similar electrode materials for the various
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possible regimes, the band bending will be as shown in Figure 2.15.
Figures (i) and (iii) refer , respectively, to the situation of a very
thin insulator which is incapable of "shielding" the interior from
conditions at the interface and thus bending occurs throughout. 1In
constrast figures(ii) and (iv) represent, respectively, the effect for
ohmic and blocking contacts for a thick insulator where band bending is
only apparent at the interface, with the inner regions being effectively
"shielded" and reflecting the intrinsic qualities of the insulator.
Figures (v) and (vi) indicate the effect of neutral contacts, where (v)
represents similar metals interfaced to an insulator and (vi) dissimilar
metals (different work functions). In the first case, the Fermi levels
allign so that there is no transference of charge and hence no band bending
is evident; however, in the second case, the interfacial potential

barriers differ in energy by an amount

(gmetal 2-—)6) 5 (gmetal 1—‘?0 5 gmeta12 _ Gmetal 3= = 'm 2.21

with the intrinsic field inside the insulator being given by

(¢ @ )/ es = E, . en P28

metal 2 ~ “metal 1 int

where s is the thickness of the insulator. In this case electrons are
transferred from metal 1, having the lower work function, to metal 2
where the amount of charge transferred to give the equilibrium situation

of Figure 2.15 (vi) is

g = C {gmetaIZ ) gmetal 1) /e

or

R = RE €, 10 -9 )/ es ...2.29

metal?2 metal 1

where A is the electrode area, ao the dielectric constant of free

spare and Er the dielectric constant of the medium.
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The process of charge flow and tunnelling has been the study of many
investigations (40,41), however, Simmons (38,39) has derived the tunnel
current densities for similar and dissimilar metal electrodes sandwiching
an insulator. For metal electrodes possessing equal work functions

Simmons has shown that the tunnel current density can be given by =
J = Jo {7—” exp(—A"?%) = (; + eV) exp [ -A {)7’+ eV)é]} e B

where Jo = e/ )2 and A = (4 [3As/h) (2m)é in which

2wh (BAs
m and e are the mass and electronic charge of the electron,A s the
width of the barrier at the Fermi level of the negative electrode, ?3
the mean barrier height above the Fermi level of the negative electrode,

/3 the correction factor depending on the barrier shape,~1, h,Plancks

constant and V the applied voltage across the film.

Equation 2.30 has the advantage that it can be applied to any
shape of potential barrier provided the mean height of the barrier is

known.

For low bias voltages an alternative expression can be obtained,

from equation 2.30, for the current density J.

3

1.8, & o= JLQD% V exp (-A é'} SRS 1 ¢

1
where JL = [2m" /NS] (e/h)?

where it is evident that J varies linearly with V thus giving an ohmic
junction at low wltages. Applying equation 2.30 to the low voltage

(V~0), intermediate voltage (V<Y, /e) and high voltage (V> ¥, /e) conditions
leads, respectively, to band diagrams as shown in Figure 2.16,1i,ii and iii.
Although all the above expressions are derived for an ideal barrier, the
introduction of the image theory tends to cause a 'rounding' of the

potential barriers at the interface
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A case of greater interest to the present work, is that
which occurs for dissimilar work function electrodes which is the
usual condition when, for example, a carbonyl iron microsphere impacts
onto a target electrode. Figure 2.17 indicates the energy diagram for this
situation. By convention, the 'forward' characteristic is defined as the
situation where the electrode of lower work function is "positively
biased" while the'reversed'characteristic refers to the case of the lower
work function electrode being "negatively biased'. Using the general
equation (2.30) given above, and adopting the low,intermediate and high
voltage regimes as in the similar electrode case, the tunnel current
density has been derived. 1In the low voltags case, the tunnel current
density is the same as that for similar electrodes. However, for intermediate
voltages O < V ¢ ¥/e, it is necessary to consider the current flow in
either direction. If the mean barrier height is given by

¥ = (‘/’1 + ¥, -&)/2 and As = s, it follows that :
J1 = (e/4nk2){ yfl + Yﬁ -eV) exp E(4wsm%/h}( V& + ?2 —ev}%]
= Yl i ?2 + eV)exp[—(Qﬁsm%/h}{‘Fl + ?2 + eV)%] P ]

in which J1 is the current density flowing in the reverse direction, i.e.,
from electrode 1 to electrode 2. 1In the forward direction, the current

densityJ‘2 can be derived from the conditions
e - (\ffi +‘;"2—ev}/2 and As = s

It is readily observed that these conditions are the same as for
Jl' l.e. J1 = J2. Thus for the intermediate voltage range (0 < Vv < ¥ /e)
the tunnelling current density is independent of the bias polarity. Figures

2.18 (i) and (ii) show the effect of reverse and forward bias voltages

across the barrier at this intermediate voltage.
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At high voltages, V > ¥ /e, the current flowing in the

reverse direction for conditions, where

¥ = 12
and &As = s, Y’l/(ev-—A)")
is given by
% 3/2
1.1e . (ev -AY)? -2341m SN
Lo xR ¥ s | % [\ Bh — B
1@ eV - AY
1 + 2ev —23‘nm'§ s s 1) ]
( :},—1—) exp!:(—-é-];l - )( 1 . [1 + (2eV/\f/1}|
eV =AY
where AWV = 92 - Gl
while in the forward direction
Voo Y 22
and As = RY’z / (ev +AY)
leading to
i = 1.le(ev +AY)? - 2311mji A
2 .4}1‘{’ = {exp (Gh) S-\f’z -[1 *+ 2eV
¢ 58 oV TAY Y’g exp
3 i
- forent s¥2 "1+ (2ev/>«2fJ]ir

6h eV + AV

which clearly indicates that J1 0 Furthermore the J-V characteristic

"
is assymetrical in this range and that rectification reverses at some

particular voltage. Figures 2.19(i) and (ii) indicate the reverse

and forward bias characteristics at high bias voltage.

To illustrate the above, Simmons has determined the tunnel
resistivity & ( defined as V/J) as a function of V for s = 20, 30
o
and 408, @ = 1V and A¥= 1V. Figure 2.20 illustrates that o is

smaller in the forward direction. As the bias voltage is increased the

33
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forward and reverse characteristics cross-over (42) with a corresponding
decrease in the tunnel resistivity, The almost linear plot at low

bias voltages indicates the ohmic region already mentioned.

Figure 2.21 illustrates the 'forward' J-V charactersitics for
five assymetric junctions with the work function difference AY
(varying from 0.1 to 0.4 eV in steps of 0.1 eV), 7’1 = 0.5 eV,

S = 200; and & = 5. The symmetrical junction is also represented as
the condition AY= 0 . The characteristics are represented by a
convergent set of curves and displacement between any two, along the
voltage axis, is equal to the difference in work function of the two
electrode materials. The corresponding reverse characteristics are
shown in Figure 2.22. The forward and reverse characteristics are

quite assymetrical and exhibit good rectifying properties (43).

Finally, the variation of the tunnel current density as a
function of temperature, for an assymetric junction, is shown in Figure
2,23 for‘flz 2ev , Y2 = 1.,56%, 5 = 502 and at temperatures of
300 and 250K, For bias voltages in the range 0 < V < Y /e. there
is a reversal of the polarity for the forward direction as the
temperature of the junction decreases (43) . It should be noted that
it is only the J-V characteristic resulting from the electrode of

lower work function being positively biased which shows a temperature

dependance. 10 L’
10 )
o 4 T2300K _ i
g 10+ i a* 10"' W7
8 104 0] 250k /)
'
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Figure2.23: The variation of tunnel current density
with temperature (43
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o Electric field across the M,I,M. configuration

It has already been mentioned that the field across
the M,I.M. configuration can play a significant role in the tunnelling
and charge exchange that occurs between similar and dissimilar
electrode materials, hence it is important to have some knowledge
of the macroscopic gap field existing between the charged microsphere
and the earthed target; a question that has been considered by
many investigators (44, 45, 46). However, much of the original
work in this area has been to consider the trigger discharge process
which can arise as a charged particle approaches a high voltage

electrode.

In such a process, field enhancement occurs between the elec-
trode and charged conducting particle which may be sufficient to
cause a field emission current to be drawn from the electrode
surface to the particle, This may in turn cause thermal instability
of the electron bombarded ' area with the generation of
sufficient metal vapour between the particle and the electrode to
produce a discharge. The mechanism was first discussed by
Olendzkaya (47) who found that when steel spheres were placed between
the electrodes the probability of breakdown increased. A polarity
effect was also evident, so that breakdown was most likely to occur
when the spheres were travelling towards the cathode. A similar trigger
discharge form of process has been noted by Udris (48), when using a 2mm
diameter steel sphere, such that breakdown was able to occur when the

sphere approached within 0.1 mm of the cathode surface.

Chakrabarti and Chattertaon (49).have investigated the onset of
a trigger discharge when gold and tungsten wires were bombarded by

various diameter iron microspheres. Particles with velocities
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in the range 50 — 200 rnss.'-1 and diameters >4um produced melting on
impact with a tungsten target although it was confined to the

contact area while in the case of 10 - 25 um diameter particles
extensive melting occurred due to the trigger discharge process, and
in some cases complete breakdown of the main gap followed. It

should also be mentioned that melting is not due to the kinetic energy
exchange process involved during the impact (see Chapter 1) due to

the low wvelocities involved.

Martynov (50) and Chatterton et al (51) have developed
field theories to explain the trigger discharge précess associated
with the breakdown event but the actual cause of breakdown differs in
both models. Briefly, the Martynov model proposes that after a
trigger discharge a plasma is produced which extends into the gap
forming a positive ion sheath which eventually triggers the main gap,
Subsequently Martynov has derived an expression for the field
intensity (E) between a conducting sphere (radius? 10um) and a plane

at large approach distances, and obtained the following relatiomship :
15 g = £ + -
t(g/Rp) Epflﬁg/Rp} Eofl(g/Rp} Yot 2438

where Ep and E; are, respectively, the field intensity at the surface
of the free sphere and the external field, while f1 and f2 are
functions describing the effect of the conducting plane on Ep and

ED. Rp and g are the sphere radius and sphere/plane gap respectively.
Under the zero field conditions of the present study where E; = O,

equation 2.35 reduces to

E(G/p,) = Epf,(8/p) .. 2.36

The determination of Ep, arising from the actual physical charge on the
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sphere, involves the solution of Laplaces equation (52) and the method
of images outlined in Section 2.4. At close distances of approach,
where g ~—Rp, the function f1 increases rapidly while for g/Rp £ 0.3,
which is relevant to the experimental situation arising in the

present simulated impact studies, the function f, is given by :

1

0.8
£, ~1.29 (Rp/9) ool RJBT

Substituting equation 2.37 into 2.36 leads to
0.8
Eg = 1.29 (Rp/q) . B 2.38

where E, = Qp/ in which Qp is the charge on the

417€, (Rp)?

sphere and &0 the dielectric constant of free space. Thus finally,

0.8

E = 1.29 (Rp, )

. 9 ook 3280

/9 Gw €, Rp)?

In this derivation, however, Martynov failed to take into account

any variations in the charge due to field emission between the sphere
and the plane. Furthermore the curvature of the sphere was neglected,
while in the condition where g ~~ 0.3Rp a uniform field was thought

to exist between the sphere and the plane.

The model of Chatterton et al (51) requires a high field
to exist between a microprotrusion on the cathode and the approaching
particle. Charge flow occurs before impact causing particle melting
and gas desorption. It is further proposed fhat a rebounding particle
drags some of the molten material with it, which on cooling gives
rise to a protrusion. Breakdown of the main gap can only occur when
the protrusion becomes unstable after the particle has moved two
or three particle radii from the electrode allowing the main field

to exert its influence. On this basis. Chatterton et al have computed
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an estimate of the minimum radius of a microsphere required
to undergo a trigger discharge process when opposite a cathode
irregularity. Consider the arrangement shown in Figure 2.24. As the

microsphere approaches the surface, the cathode protrusion 'sees'

NG NSNS

Cathode
: protrusion
' h
I
. g
I —_—
Tl HENE

Figure 2.24: Microsphere opposite a cathode
protrusion

the positively charged microsphere as the anode., The electric field
at the protrusion tip can thus be considered to be made up of the two
components.
(1) a contribution due to the charge on the microsphere
and (ii) a contribution due to the distortion of the uniform
field by the presence of the charged microsphere.

Condition (i) can be obtained from image force calculations and is
given by

Ep = Qp/4ﬁ€o I—{pz . s 2..40

where Ep is the electric field due to the changed microsphere, Qp

the charge on the microsphere, E(} the dielectric constant of free space
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and Rp the radius of the microsphere. For the case of a microsphere
moving in zero field the contribution due to (ii) can be ignored,
Hence provided g << X the field of the microprotrusion tip (ET} is

given by

E, ~ B /g %/ ang, rp)] ces 2,41

where &8 is the field enhancement factor of the protrusion.
the variation of /3 as the microsphere approaches the protrusion can

be derived from the following formula of Miller (53)
B = [P (g - h)/g] vue 242

where h is the height of the protrusion. This apporach is again limited
since no account was taken of charge transfer or the charge distri-

bution at the surface of the plane.

In a more complete analysis Beukema (45) has proposed a
modified trigger discharge process, based on the work of Olendzkaya
where, provided the conditions are correct, field emitted electrons
bombard a small area of the positively charge microsphere, as it
approaches the cathode, causing its temperature to rise with subsequent

welding on impact.

To calculate the local surface temperature rise of the
microsphere, under zero field conditions, it is useful to define

the potential energy of the microsphere to be
= = 2
W ”2' Qp.v Qp /20 2 2ad3

where 2 is the charge on the microsphere and V its potential

According to Beukema the potential of a charged sphere V, with respect
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to a plane is (54)

'2{.[(g + Rp)/Rpl* - 1} \ -
V=0, 4mE,Rp [((g + RPJ/Rp + {[ (g + R}?J/Rp]z -,-1}::)] 2n+1

n=

where Rp is the radius of the microsphere and g the distance
between the microsphere and target. Beukema has shown that the above

summations can be approximated by 1 giving
vV = Qp4$rEd Rp e eial 2o AD

For field emission to occur between the microsphere and target,
aan : : 9 i : G
the critical field strength E, is ~5 x 10° Vm =, This condition

will be satisfied for a microsphere/plane separation equal to Jer then

Be = Teadk) os 2o 4B
9c
where V. (g.) = Qp/4'n €, Rp o i

The maximum time (t;;) that the microsphere is bombarded by field

emitted electrons is

ty, = gc/u ve s 2.48
where u is the velocity of the approaching microparticle.

To simplify the argument the current I flowing during the time

which electrons are bombarding the microsphere is assumed to be constant
and is given by IO . Now if g decreases, then I increases, thus
reducing the charge on the microsphere, Qp. As Qp decreases, the
electric field between the microsphere and the surface decreases

together with I.
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For a constant gap field

a (V¢ /g) 0 2.49
dg
so that from equation 2.49
fg. &) = Ve dlg) ¥ [ 4o° = - ) 2.50
dg dg
Rearranging gives
g d(ve) = Vc eI e |
dg
Substituting equation 2.47 into equation 2.51 leads to
g.d O * -8
dg ( 47y EoRp) Q’P/él’n €,RpP
or g.9% _ 3 ¢
_d% Qp 0 g 287
Solving equation 2.52 gives
o - 9
dg £ %
or loge Qp = lcgeg + logeA
thus Qp = Ag £ 53
At the critical conditions of ¢ = g, then Qp= Qp (g¢)
thus By = (WG {gE ) = Q_'p (gE ) 2 54
9c 4711 €4 RP g,
The current Io can then be found by differentiating
i.e I = dop _ [ dgp (gg_\ = . d9p
% dt ( dg at | dg
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The temperature rise of the microsphere can be calculated from the
formula developed by Charbonnier et al (55) for intermediate pulse

lengths
i.e. AT = 219 t§/1~rRa’~ ('rrxpc)* Vs AySb

where V is the potential of the charged sphere with respect to

the target, I is an approximately constant emission current that flows
for an 'approach' time t, Ry is the radius of the electron impact
region, whilst K, /O and ¢ and the thermal conductivity, density and

specific heat of the sphere respectively.

Since the area bombarded by field emitted electrons is a small
section of the total area of the microsphere, Beukema has suggested
that the emission from the target can be neglected with respect
to the current! in the central region, once the field between the

plane and the sphere has fallen by 10%.
With this assumption the bombarded surface is now given by
'r-1rRaz = 0.2 Tr Bg sy 2a0l
Therefore the mean bombarded area during field emission is
Ry* ~ 0.1 ™ Rpg, sae 258

Using the above expressions the temperature rise AT can be
determined and this will be evaluated, for the experimental conditions

of this study,in Chapter 5.

As a final point it should be noted that as the microsphere
approaches the plane the microsphere/planecapacitance increases,
thus causing a lowering of the microsphere/plane potential (for a

constant microsphere charge Qp)' However, this effect will be
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evaluated in Section 2.4

253 The charge exchange process

In order to determine the amount of charge transferred
during the contact tunnelling process, it is first necessary to loock
at the effect played by the contaminating surface (oxide) on both the
microsphere and the target. Consider the case illustrated in
Figure 2.25 of a microsphere in contact with a planar target surface,
having respectively oxide film thicknesses of Sq and ST and

dielectric constants of ES and £7; the contact area being ‘a’

Microsphere

I e Sea S S
S
Target

Figure 225: Microsphere/Plane contact separation

The gap field Eg, between the sphere and target, is
made up of two components E1 and EZ' where Eqis the contribution
due to the enhancement of the macroscopic field E, by the conducting
sphere and E2 arises from the actual physical charge on the sphere.
In a zero field situation El is zero, while E2 can be evaluated by the

electrical image theory (52).
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i.2% Eq = E2 = TQP_" .. 259
€ Cylglg

In the above expression Qp is the charge on the sphere, C,(g) the
sphere-plane capacitance in vacuum and g the gap separation between

the sphere and the plane whilst § is the effective dielectric

constant whose value is given by

E . EgE
Bt vy 2,60
ES +ET
The total potential on the sphere Vb(g) is given by
Ypla) /= e U ces 2483

Cq (9)
Howevexr, Latham and Brah (9) have derived an expression for the charge
transferred via a tunnelling process, based upon the theoretical
analysis of Simmons (38, 39). According to this treatment, for
low bias conditions, the tunnel resistivity &= (JLma ) is defined by

6_ =
Vp(g)/JT A 7

where Vp(g) is the bias voltage across the film and JT the tunnel current
density. 1In practice the tunnel resistivity is highly dependent

on the film thickness 's', the effective dielectric constant of such a

film € and the bias voltage v, (g).
To apply this theory, the following assumptions were made

(i) The contact area is given by the mean value 7Tra®/2 and
is effectively constant during the impact.
(ii) The linear dependance of the tunnel resistivity

is given by

lg& = lgs, - Kvp(q) N b
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where €, is a constant which is dependent on the film
thickness, band gap and dielectric properties of the
film and K is a constant.

(iii) The exponential decay of Vb(g) with time

Latham et al (9) have derived an expression for the total

charge transferred between the microsphere and target, Qr, such that

1

z
Qr [ Tra tc exp (K vop)]/ 26, K R )

where vop is the sphere potential at the instant of

contact.

The &ove equation (2.64) yields a value of Qr“-10_16c

-15
which is in agreement with the typical charge exchange value of ~ 10 : e
observed experimentally by Latham and Brah (9) in their high

field studies.

Mohindra (5) has modified the above treatment to take
into account the difference in the work function (ﬁ;ﬂ’) of the particle
and target materials, which gives rise to an additional field compo-

nent E3 given by A @ /eg' The modified expression for Qr is thus

. _rat ke Q + AP
Qr = 7o X exp K{ p/ECylg) . e
where 0 + AP .
/E,C o(9) o AN =
e

For 'forward biased' conditions E3 is positive while for 'reversed

biased' condition E3 is negative.

In addition, the linear dependance of & on Vp has been shown
by Mohindra to be an unrealistic approximation and which has
subsequently been revised to produce a better agreement between the
theoretical and experimental results for Qr, under high field
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conditions. As a further limitation, the above expressions have been
derived for an ideal sphere-plane geometry whereas in practice the
microtopography of a surface is found to be non-ideal, i.e.

possessing many protrusions (dust particles) and scratch grooves.
Hence the values of Eg and C, are likely to be altered and

together with the variations in oxide film thickness and work function
variations, will produce wide differences in the impact and charge

exchange behaviour.

2.3.2 Electron scattering within the tunnelling junction

It has been pointed out by Beukema (45) that a significant
temperature rise of the impacting microsphere may be caused by a
modified trigger discharge process. However, it is important to
consider the possible heating effects caused by the tunnelling
(38,39) electrons through the surface dielectric (insulator) during
the impact process in which charge exchange is taking place. Thus
it is possible that impact ionization occurs during the tunnelling
process giving rise to an "electronic modified thermal switching"
proceés as observed by many authors (56, 57, 58, 59, 60). To initiate
such an event, fields of the order of 106 v m_1 and above are required
across the dielectric. In thick insulators, the breakdown process
may inveolve a stepwise progression across the insulator due to successive
impact ionization events while in thin dielectrics no such
complication exists. Events are initiated locally in a solid by
an electronic process which may lead to local instability and current
runaway. At the instability spot, the electrostatic energy discharges,
leading to irreversible changes by melting and evaporation.
Experimentally breakdown and switching by the above process, have been
observed by Klein et al {60), Morgan et al (58,59} and Kawamura et al (56)

-8
for times ( 10 s,
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Klein (61) assumes that the process takes the following form

for a thick dielectrics: An electron is injected into the conduction
band of the insulator and causes impact ionization by either

interband transitions or by impurity ionization. As a result a finite
avalanche of free electrons is produced behind which are the immobile

positive ions. Figure 2.26 shows the positions of the positive charges

i
Target Oxide Microsphere
Yo

G
| b1 R
- + PR
Injected,] A i & %
electron| ~<_¢f + # &
S~ & i t¢
““‘--. ++ ++
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Positive 1ons

A

S

b

Surface oxide

Figure 2.26: Position of positive charges after impact
ionisation within the target oxide

after the electrons have been swept out at the anode, Each positive
space -charge indicates a region where impact ionization has taken place.
Neglecting fluctuations in the collision distance, each positively
charged region occurs at a distance separated by the mean free path for
ionization by electrons. Due to the positive charges increasing the
opposing field, the gap between each positive space charge increases
towards the anode. The last charge layer is at a distance ay from

the cathode, where ay is the mean avalanche length. The effective
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field acting on the electrons in the film is so low beyond av that no
more impact ionization occurs. It is assumed that at breakdown

field free electrons are readily available (62,63) and that the

heat produced by the electrons in the avalanche is assumed to start
destruction at the anode . (60). 0'Dwyer (64,65) has pointed out

that large avalanches cannot occur in the breakdown of the dielectric
since the immobile positive space -charge left behind produces a
sufficiently high field to oppose the applied field across the dielectric,
However, Klein suggests that most of the energy for destruction does
not occur in the avalanche but is stored in the specimen. In

addition the avalanche process triggers the destructive breakdown

by producing a temperature increase of a few hundred degrees centigrade
in the breakdown channel. The electrical conductivity of the channel

thus increases making the breakdown channel thermally unstable.

Let n be the number of ionizing collisons made by the
injected electron in its course throughthe insulator, Vj the
ionizing potential and E the applied field. Then the avalanche

length a, is given by :
a, = =2 Jos 2,68

where K is a factor > 1 which takes into account the average increase

of the mean free path during ionization towards the anode, and E/V; is
the ionization coefficient for high fields (66). If the electrons
undergo a sideways diffusion as they proceed towards the anode the cross

section of the avalanche cone Av is given by

A = 4 v 1

g o 20/3 (63) sva 2BF

where A, is the cross section of the last ionizing collision and
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lp the mean free path for phonon collisions.

th s
If ionization ceases after the n collision due to the
presence of the positive charges, it can be shown that the positive
charge is related to the applied field by

eN
€502 Jaiy 28

g s

where N is a coefficient whose value is between 0 and 1 and represents
the influence of the opposing field of the positive charges, &, the
permittivity of free space (vacuum), €, the dielectric constant of the
insulator and N the size of the largest avalanche that can develop.

Substituting 2.66 and 2.67 in 2.68 yields for N

47y Eo
e

: qw. Knérlp V e al ZURS

Assuming A, lies between 0.7 amd 0.9, 6and a stepwise
avalanche development across the insulator, Klein has calculated

the value of K to lie between 1.4 and 2.

The local temperature rise T caused by the passing
avalanche, assuming no loss of heat away from the avalanche channel

by conduction, has been shown to be

Nes E

ol & el 2ol
v

where ¢ is the specific heat per unit volume of the insulator and

s the oxide thickness.

Substituting for AV leads to the expression

2
T = r].z.éo__ELE_ . 2.74

= v =
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It is readily seen that the size of the largest avalanche,
N, is independant of the applied field while a, and A are inversely
v

proportional to the applied field. When a, > s full avalanches do not

occur so that temperature rises within the insulator are limited.

Experimentally Klein et al (60) have determined the
following parameters for a thick silicon oxide dielectric under pulse
conditions; the breakdown time tB 5l 10-95 and the cross sectional
area of the breakdown channel Av is~4 x 10F14m2. Moreover, the
calculated temperature riseAT is » 3379 while the total energy and
charge required to cause this event are £ 1 = 10_11J and { 6.7 x 10_14C
respectively. Other short breakdown times, under pulse conditions,
have been observed by Kawamura et al (56) who determined the
statistical time lag to be < 6 x 10_85 for a mica surface.
Furthermore Morgan et al (59) have measured the total switching time
for a 50 nm A1203 film and have found this time to be < 45 ns. It
should also be pointed out that these switching times are extremely

voltage dependant, thus for a high overvoltage, the switching times

can be reduced (56, 67. 68, 69).

2.4 Attractive forces between a sphere and a plane

When a charged microsphere comes into close proximity
with a nlanar target electrode, it experiences several attractive
forces. These are principally, the electrical image force, arising
from the induced charge on the plane, and Van der Waals force.
Moreover, the induced surface charge distribution on the target
depends on the proximity of the charged sphere. On coming into
contact with the target adhesive forces arise. Thus for a particle

to "bounce" from a target surface, it must have sufficient energy
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to overcome all of these forces. This section deals with the relative
importance of the above forces in the microsphere impact regime of

the present study.

2.4.1 The Image force

Tn the method of images a volume or spatial distribution
of charge is replaced by a series of point charges such that the
conducting surfaces can be represented by equipotentials at the same
potential. In the case of a sphere-plane geometry, suitable point
charges are used to replace the sphere and the plane such that the

surfaces are eguipotentials.

With reference to Figure 2,27, let Q be the total charge

ra
s Cd |

“ Plane

-

Figure 2.27 . Charged sphere opposite an
earthed plane

on the sphere and Q1 the charge at its centm which makes the sphere
an equipotential (52). To make the plane an equipotential a charge of
_Qlf must be placed as shown. This upsets the spherical equipotential,

so that a charge Q2 (the image of -Ql} must be placed inside the sphere
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to bring its surface back to an equipotential, however this upsets the

plane.
Thus, if Rp/20

in terms of Q1 as :-

(1—p2){1—p1/1_p

This process has to be continued until convergence occurs.

p, the charges Ql’ Q2, QB' Q4, e.t.c. are given

- Q4

2)

and so on

Table 2.1 shows the position and magnitude of the charges for this

system.

Left of plane Right of plane

Charge |[Distance from [Charge [Distance from
centre of sphere centre of sphere

Q 0 -Q 2D
QzRp Gy Rg -Q, 20-(&»‘)

20 20 20

1

O;[REiQ Rg_

2 20

14Rpl* 14Rp|*

by | "B

Table21;: Point charges and their relative distances
from the centre of the sphere

The total charge § on the sphere is then given by

Q Q1 £1+p+pz/1,pz+..

and its potential by

v 3,93

Q1/4TrEuRp

since only Ql contributes to the potential of the sphere (Gauss's law)
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From the above expression it follows that the capacitance of the

sphere/plane system will be given by

CR - R LR R
v —
Q) ya €0 Rp
= 4mERy (1 + Pt ovs ou-) 2.74

which increases as the sphere/plane separation decreases.

To facilitate easy manipulation of the above series, the

following substitutions have been used (70)

-
-

o0
C = 47E Rp. sinh EE cschnec P e AT
n=1

where D = coshoc

/Rp

Accordingly the corresponding expression for the image force becomes

I8 2
Ty B0 %_9 = <2 ERp* V) 1 8 RpD
2D2 (4D2 i RPZD}Z
(==}
= 2r1£°v2 :E [csch ne< (cothe- n coth nx)] ... 2.76
n=1

For the case of a 2um radius iron microsphere, equations 2.75 and

2.76 have been evaluated for sphere /plane separations of 5003, 400£
300&, 200;, 100;, SO; and are shown in Figures 2.28 and 2.29.

For clarity Figures 2.30 and 2.31 show the evaluation for the hyperbolic
summation formulae used inthese computations. Thus the potential of

the sphere at these given separations can be calculated. As an

example of this approach, the variation of the sphere/plane potential
can be evaluated with regard to the trigger discharge process outlined

by Beukema (45), discussed in Section 2.3. The values of FI and V
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determined via the above functions will be discussed in more

detail in Chapter 5,

As a final point it should be noted that an alternative
derivation for FI can be obtained via a method outlined by Davis (71)
however the case outlined above besides being more accurate, allows

(i) the capacitance of the sphere/plane gap and (ii) the potential

of the sphere with respect to the plane to be determined.

2.4.2 Van der Waals Force

To explain why some gases did not obey the PV-RT gas law,
Van der Waal postulated the existance of attractive forces between
molecules and rearranged the ideal gas equation to include a pressure
term to account for the intermolecular force. Subsequently,
London (72) explained these intermolecular forces using the Quantum
theory and hence derived an expression showing that the force between
two atoms, in free space, varied as the inverse seventh power of their
separation. However, the simplicity of London's theory had many

drawbacks and was later refined by Lifshitz et al (73)

The main features of these forces are :
(i) They are long range forces, effective from large distances
> SOOQ, down to interatomic dimensions.
(ii) The forces may be repulsive as well as attractive and in
general they do not follow a simple power law.
(iii) The Van der Waal (V.D.W.) force between two atoms or

molecules is usually accompanied by a torque.

It can be shown that for large bodies, i.e. a sphere and a
o
half space that at small distance < 100A the V,D.W, force FD is

proportional to 1/D* where D is the separation, while at large
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distances FD o 1/D4‘ In both cases the non-retarded forces is

used, (see later).

2.4.2(a) sShort range effects

For two particles containing m atoms per cm® the energy of

the interaction between them is, according to Hamaker (74),

E = - dv dv -
v A v £ r6

1 2
where dvl, dv2, Vl and V, designate respe:tively volume elements

and the total volumes of the two particles, r is the distance between

them and P is the London V.D.W. constant. The total energy of
interaction between the spheres, radius r, and r, is then
E = —-m* m? P% % *1%2 + 2. Ti%s +
c*=(r +r,)* F =iz vrs)?
& m e 20
c? - {rl - rz}l swel 278

1 2
Introducing the new variables
b o ke a A aap = Py o T
ar D = ——
B 1 D :

where D1 and D2 refer to the diameters of the two spheres

! b b

FLi=F - sl +
ZL\12 a® + ba + a a’ + ab + a+ b
a? + ab + a
S aieis |2l
A a* +ab+a+b ?
In this expression A = (n*m* P) and is known as the Hamaker constant.

For the case of a sphere and a plane, illustrated in Figure 2.32,

b— oo so that
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Plane

Figure2.32 :

Sphere

LAl

Sphere/Plane molecular interaction model

Force (N) [Separation'g’ A
6:67x10712 500

1-04x 1071 400

1.85x 107" 300

417 x 1071 200
1-67x1010 100
6-67x1010 50
1-85x10°3 30

Table2.2:

Short range VDW force as a function
of sphere/plane separation
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1 1 1 a
- - ——  ——— T + - -
5 A12 a+a+1 2]'na+.1 %80

For small values of a (which is applicable for a 2 um radius carbonyl
n
iron microsphere at a separation of { 500 from a planar target

surface), equation 2.80 reduces to

\ e

where, differentiating of this equation with respect to g leads to the

expression for the attractive force between the sphere and the

plane (F . )

Thus sincs - 2 - . é_ :.l.zL
dg ¥y 08 D oa
it follows that O A | X h
0g TZ‘@] oa (3)
or finally - = & 1
24D a? 2.82

In the particular application of this theory to the present
study where a 2um radius carbonyl iron microsphere is at
separations of 50, 100, 200, 300, 400 and 5UO£ from the plane, the
value of F_, can be found at each separation in terms of the
Hamaker constant A. From the values of A given by Dahneke rdah 4
it is possible to determine a magnitude value for F, i.e. using A~

10-19J, the values shown in Table 2.2 can be obtained.
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2.4.2(b) Long Range effects

At separations greater than neZOOK, the V,D.W. force law
between two atoms gradually changes from an inverse seventh to an
inverse eighth power law- This is called the retardation effect
and likewise the forces at these large separations are called retarded
V.D.W. forces. Thus when two atoms are more than ~- 5002 apart
the V.D.W. interaction should be almost completely retarded, It may
also arise that retarded and non-retarded forces have different signs,
i.e., the force may be attractive at large separations but repulsive
at small separations. In this case particles may approach and
come to rest at a finite distance away from each other solely as a
result of the V.D.W. attractions. One of the first theories for
retarded V.D.W. forces was developed by Casimir (76) who found for

the interaction force per unit area (F) between two half-spaces that

G w* hec
T 240 43 e 2083
where h = h/21 with h being Plancks constant, c¢ the velocity

of light in vacuo and g the separation of the two half-spaces.

It should be added that this expression is only valid for ideally
conducting half-spaces at zero temperature . However real metals are
not perfect conductors and to overcome this problem Lifshitz (77)

has subsequently modified the above theory. In an alternative

approach Hargreaves (78) has produced a simplified method for correcting
the result of Casimir for non-ideal conductors in which electromagnetic
waves were considered to penetrate a very short distance into a

real metal. For wavelengths below 10 um, the penetration depth (d)

is given, in the first approximation by =
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where e and m are the charge and mass of the electron respectively,

N is the number of free electrons per unit volume and wp is the
plasma frequency. Hargreaves suggested altering the calculation

for the retarded force (equation 2.83) by adding one or two times the

penetration depth to the real separation g

4
- 4
i.e. F = Fg (“;-%ld—) ~ Fy (1 'glq) SO G 4

In the above, Fy is the force value as given by Casimir and n is a
number between 1 and 2. Summarising therefore, whereas the Hamaker
relation of section 2.4.2(a) is valid for small separations (< 5003)
the Casimir and Hargreaves expressions for F are only applicable at

large distances (» 1000a).

Van Blokland and Overbeek (79) have applied the above
expressions to the special case of the force between a sphere and a
flat plate. Their argument is based on an assumption of Derjaguin (80)
which states that the force between a flat plate and a sphere is

given by
F(g) = 2™ Rp.U (g) See 206

where Rp is the radius of the sphere and U(g) is the interaction enerqgy
per unit area between two flat plates at a separation g. Applying
this transformation to the equations of Casimir and Hargreaves, Van

Blokland et al obtained

. T'.Rph e
FCas{g} 360 g° S
and F {(g) = A _Bph c ~ M Bph e 1 -3nd 2.88
Harg 360 (g + nd)? 360 g* = 5 &
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For the case of a 2um radius sphere opposite a plane at separations

F(Cas), N Separation A

5-428x10712 1000
201 x10713 3000
L3t wio 5000
158 1074 7000

745 x107° | 9000

Table23: Long range VDW force as a function
of sphere/plane separation

of 10002, 3000£, SOOO;, 70002 and GUODK equation 2.87 has been
evaluated giving values of F as shown in Table 2.3. According to
Hargreaves results these values are consistently high but for

this study, the order of magnitude values, shown inTable 2.3 will be

used since the variation in'F is extremely small.

2.4.3 Adhesive forces

The force of adhesion between one body to another has been
of considerable interest for many years. In 1805 Young (81) observed
liquid droplets clinging to asolid surface and suggested some form
of attractive force must exist to account for this. Later Dupré (82)
outlined an equation defining the work of adhesion /.y (per unit area
of contact), required to remove one body from another, in terms of the

energies of the solid/vacuum interfaces ¥ 1 and and the solid-

2

solid interface J 12’ viz
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A =) =9, 2.89

12 iCY

Values of /\) have been obtained for rubber and gelatine (83), while
Gane et al (84) in their measurements on non-ductile solids, found
that the effect of surface roughness was to make the adhesive forces

much smaller than would have been expected for a given value of 2N/

Measurements of the total mechanical force, required to
separate two bodies, have been made but with little consistency.
However, for the particular case of a non-deformable sphere of
radius Rp on a flat substrate, Bradley (85) has found that the “sticking"

force is given by :—

= 2711 Rp.Y ey 2SO0

where F, is the adhesive force between the sphere and the substrate

at the point of contact and ¥ the specific energy of adhesion.

This expression has subsequently been used in two different approaches
to determine the adhesive force between a sphere and a plare. In

the first, Derjaguin et al (86) assume that the molecular attractive
forces do not change the shape of the sphere even after accounting

for non-contact (V,D.W. forces) and contact forces, while on impact
the Hertz theory is used to predict the shape of the contacting bodies.
In an alterantive approach, due to Johnson et al (83), the

interaction forces between the elastic sphere and the plane (both
repulsiont and attraction) are considered as purely contact

forces. Moreover, the "sticking" force does not depend on the elastic
constants of the sphere but is defined by a relationship analogous to

equation 2.90, in which a coefficient of 1.5 is used instead of 2.

The approach of Derjaguin et al, mentioned previously, allows

expressions for the molecular attractive force, Fs' and the elastic
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repulsive force, Fe, to be determined, where the expression for

FS is given by :

F -~ FO [1 - 2b {cc.}é

= el S S

with Py = A'Rp/6t1 as given by Bradley (85) and Hamaker (74)

in which A is the Hamaker constant, Rp the radius of the sphere, t is
the separation where the attractive and repulsive forces between

the sphere and plane just compensate each other, resulting in zero net
attraction of the molecules, b is a positive constant and e is the
imaginary separation the unflattened sphere and plane would obtain

had they retained their original shape. The corresponding expression

for the elastic repulsive force Fe is given by

'
/ = X 3
Pos = b sl i = Ko? re 1 2.92

3 (1 ~%)
where E and & are Youngs Modulus and Poissons ratio for the sphere

respectively.

It is readily observed that the value of Fo is proportional to
3 - ; i ; :
o¢z .. The corresponding expression for F. developed by Derjaguin

et al for the conditions of & < t and &> t are

3 :
Fg (o)  _ _ 342) ol 1%
e 7 t) I ARG
vead 93
and FS (<) _ '?‘Tz E +
Fo Gk 9(3)%(6m)" o< G i
. 2.94

Equation 2.94 reduces to Fg (X) = F,/2 when o >> t.

The area of contact in the collision between a sphere and a flat plate
is given by 's'wheres =Tra®* (a is the contact radius), while an

alternative formula has been derived (86) leading to s = Tr ™®Rp.
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Combining these two results leads to :

2095

For a 2 um radius carbonyl iron microsphere impacting on a stainless

steel surface with an impact velocity of 10 ms_l, the contact radius

& =10
18 e P o 10 7m (see Section 5.2.5). Assuming £t~ 3 x 10 4 m (86)
it follows that o} >>1 so that it is possible to evaluate
the "sticking"force using Fs{oc) = Fp/2. For the present study

F oleed = 1.85 x 10N

To obtain the equilibrium value of o« , it is possible to

use the condition which corresponds to Fg (<) = F°/2 Fe , thus
ARp 3 £
: 2 ARyt B et
12¢° ces 2,96
=l rrs®)
leading to
i 1 2 2.
3 3 3 2 3
2T R 2! I
Bl b p ( c )
Y3 23 e 25T

In the case of a particle resting on the rigid substrate the
force required to remove the particle from the surface (Fp) is

obtained by letting o = 0. This leads to :

where F, has been previously defined. Numerically for the

5 ; =7
practical impact regime just referred to B e 30 ® 10 N

In contrast evaluating the elastic repulsive force given
by eqution 2.92 leads to a value of 1.155 x 10“3 N, which indicates

that in a collision between a microsphere and the target the elastic

repulsive force would dominate the process.
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In subsequent work Muller, Yushchenko and Derjaguin (87)

have used a numerical computational technique to evaluate :

(i) the distribution of pressures within the contact zone
(ii) the profile of the particle during contact
and (iii) the contact and non-contact components of the force of

interaction of the particle with the substrate at

different particle/plane separations.

In particular the force required to separate the particle
from the plane was found to depend on a single parameter Mo given by

I
: 3
4 8 A* Rp (1 =a’)*
Vo= = {_——-——m } ce. 2.99

26 7. B

where all the above parameters have been previously defined. The
conclusion of Miller et al was that if e 1, then the

formulae outlined above could be used to determine the molecular
attractive forces, however if ¢/ > 1 the derivation of Johnson et al (83)
should be considered. Substituting the appropriate values for this
study - a 2 pm radius carbonyl iron microsphere in contact with a
stainless steel surface, yields a value for}Jof 0. 252 tEthus validitating
the values of Fg and F. determined above. Experimentally Pollock et al
(88) have obtained a value of 55 UN for the adhesive force between

a platinum tip and a tungsten surface in which there was evidence

of single asperity contact. However, when both surfaces possessed a
surface contaminating layer the adhesive force was found to be

15 10—? N which is of the order calculated above. Gane et al (84)
have similarly shown that exposure of an iron surface to oxygen reduced

the adhesion considerably.
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2,5 The variation in surface charge density

Recently, there has been considerable interest in the
nature of the forces responsible for adhesion at interfaces, (89, 90,
91, 92). Electrostatic attraction (image forces) can arise from
either the charge transfer between bodies of different work functions,
to give a space charge layer at the interface, or one of the bodies
may carry a charge on its surface, (i.e. a charged microsphere) .
Krupp (89) has shown that, in general, dispersion forces (V.D.W. forces)
predominate over electrostatic forces. However, for the metal/
insulator case, high densities of charge may give rise to an attractive
electrostatic force whose magnitude is many times greater than the
dispersion forces. In fact, this has been observed by Higginbotham
et al (93) for a gold-mica interface. Thus it is of great interest
to be able to calculate the surface charge density distribution which
gives rise to an attractive force. Berry et al (94) and Berry (95)
have derived expressions for the surface charge density on an
approaching uncharged spherical conductor when a uniform charge density
is placed on an insulating planar surface. However, in the
particular case of a charged microsphere approaching an uncharged
planar target electrode the surface charge density on the plane is
unknown. An estimate can, nevertheless, be determined by involving the
method of images outlined in Section 2.4.1, and used by Lorraine and

Corson (52). Referring to Figure 2.33 at point A, where co-ordinates

are r and @, the potential is given by :

1
Vo= 7 g _9 c o dhe LD
'TTEO 4 I
where r° = v/r’ * 4g"- drg cos @, Eo is the dielectric

constant of free space and g is the distance the point is away

from the plane.
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The components of the electric field intensity at A are thus

the components of YV

g} - g (r-2g cosf)

(=)

i.e. 4 €c)Er = - 4“€d§; .

B s el

. ~29 g sin @
(podaE A e e

and 4 g7 EGEG e A 4"!1’80

orla”
cp-|<

To calculate the induced charge density &~ ‘ on the surface
of the plane due to the presence of the charge, the normal component

of the electric field (En) is required, such that
B € 6 | -+ 2,103

For the case of a positively charged particle, it is clear that,
the surface charge density is negative. Referring to Figure 2.33,
the value of En to the right of the conducting plane is given by
Lorraine and Corson to be

= = i 7 =
E E_ cos @ Eg51n o 2qg

s
&
n ot s A s v o104
4 M EOI 60

For a point on the plane r = Jg* +1°? , where ] is the distance
along the plane, it is possible to write for the surface charge

density

1
2k 34 )T 2,105

I
|
|
1
|
L)
1

Figure2.33:Point charge(q) opposite a plane;
(-q) is the image charge
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To calculate the surface charge density on an earthed plane
due to the presence of a charged microsphere involves determining
each point charge on the axis within the spherical shell and its
exact location from the earthed plane. For a sphere/plane Separation
of 500; , each point charge 9y = 9.0 at its known distance from the
plane 9, — 9. is used, for a range of values of 'l' (0—10 um),
to compute the value §; —Sp which represents the charge density on the
plane arising from each point charge inside the spherical shell.
Finally the total surface charge density on the plane is found by
adding all the:ﬂ B . 4 values at each value of 1 . Figure 2.34
shows the normalised surface charge distributions at the sphere/plane
separations of 500; and 100£, for a 2 pm radius microsphere. It
is readily observed that the normalised distribution is sharper at

[+] o
100A than at 500Aa .

In the presence of a thin dielectric medium on the surface

of the target electrode, it is possible to compute the surface charge
density on the metal surface supporting the dielectric (oxide).

The surface charge density s ' as given by equation 2.105, can

be modified to include the dielectric constant,ET, of the medium

as derived by Lorraine and Corson.

If a dielectric constant of 4 is used, the value of & *

(dielectric) is given by :

= [y =1 )a'eg
3
AL+ AYTgh 4 1)

T /(dielectric} -

/

3 &
3 Sy 26

The above calculation is simplified by using the values of & .
determined by equation 2.105 and multiplying by a constant factor.

On this basis the surface charge density, in the presence of a
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dielectric, on a conducting planar surface has the same form as for
a planar metal surface without dielectric, but lower or higher for

a given particle charge.

2.6 Hypervelocity impact-electrical phenomena

Much of the earlier high velocity work has been to study
the effect of microsphere impact in space (96, 97, 98) with regard to
the flux of space debris entering the atmosphere. There has, however,
been much interest to simulate this behaviour within the laboratory
and notably the work of Friichtenicht (96) has brought to light the
effect of charge emission at high velocity impact by microspheres.
In a later study, Auer and Sitte (33) examined the effect of firing

high velocity carbonyl iron microparticles (with velocities ranging

=16 13

from 1.5 to 15 kms_l and masses of the order of 3 x 10 to 3 x 10 kg)
onto tungsten targets. Characterisation of the particles, before

impact, was performed using a cylindrical drift tube detector the

basis of which is described in Section 3.2. Measurement of the

total charge released on impact was performed using an extraction

grid (97% transparency) placed in front of the target. It was found

that the total emission of positive and negative charges was pro-

portional to the following :

mcﬁv A s 2407

where « and 3 are parameters which depend on the velocity of the
microparticle and the material constants, whilem and v are the
mass and velocity of the impacting microparticle respectively. A
mass spectrum of the positive charge produced from the impact of a
particle on a slatted tungsten electrode indicated no w+ ions but

ions of Na, K, Fe, Rb and Cs which is in agreement with Friichtenicht (96).
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However, it should be pointed out that the ions of the alkali metals

were formed at a higher rate than Fe ions.

Dietzel et al (30) in their micrometeoroid studies have
studied the total charge occurring, due to impact ionization, for
impact velocities up to 40 kn1s_1 using a grid assembly in front of
the target. It was found that the charge (Q) was given by the

relation :

@ = const. £ (B, u) m=u”? S A 0L

where 8 is the angle of incidence, u the impact velocity, m the

mass of the projectile and <, /3 are constants. However no impact
ionization was observed below 1 kmsﬁl. Smith and Adams (32) have
extended these measurements further to investigate the plasma
generated by the impact of hypervelocity microspheres on a slatted
target electrode, Using a similar extraction procedure to Dietzel
et al it was observed that, for the case of carbonyl iron particles
impacting at velocities 0.05 to 10 krns_1 onto a molybdenum target,
equal numbers of positive ions and electrons were produced which

obeyed a power law similar to that of Auer et al (33),

/3

i.e, Qem®™ u cewds109

In this expression 3 = 3.2 * 0.1 for impact velocities (u) in the

range 0,05 < u < 10 kms_1 while ¢ takes the values 0.85 for u > 1 kms—l
and 1,33 for v <€ 1 kmsﬂl. However from the mass spectrometer results,
similar to that of Hansen (34) and Auer et al, the plasma

generated on impact was found to be mainly due to the impacting
projectile. Furthermore the amount of charge released depended

on the impact angle with a four fold increase being evident using
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a slatted target at 45° to the incident particle beam. As a final
point the charge extraction at impact was found to reach a peak

several seconds after impact and decay exponentially with time.



CHAPTER 3

3.0 EXPERIMENTAL SYSTEMS

2 ¢ Introduction

The simulated microsphere impact studies, previously carried
out within this laboratory, (1,9,26,97,98,99,100) and elsewhere, (101,102),
have shown that both the mechanical and electrical impact responses depend
upon (a) the type of impacting materials, (b) the oxide or contaminating
layer on the target and (c¢) the magnitude of the gap field. However,
the microscopic impact behaviour obtained from these experiments has been
characterised by a very large scatter in the data arising from the impact
events occurring over a large area. This was attributed to the use
of a horizontal microparticle facility, in which the impacting microspheres
were subjected to gravitional effects causing them to depart from their
original trajectory, and the need to define both the mechanical and
electrical impact behaviour on a sub-micron scale. To obtain more
precise information on the impact process, a vertical microparticle
facility has been developed which removes the effect of gravity on the
microsphere trajectory and thereby gives an improved spatial resolution.
By reducing the impact zone for the "test" microspheres, and using a
laser ellipsometric facility, it has been possible to more accurately
correlate the local properties of the surface with the observed particle
impact behaviour, The impact regime is further simplified by making

measurements under zero field conditions.

The new facility has been used to investigate (i) the impact
of carbonyl iron microspheres on ambient oxidised metal, highly oxidised
metal, semiconducting and insulating targets, (ii) the variation of the
oxide conditions from one impact site to another, (iii) contact time
measurements, (iv) the role played by an oxide in the charge exchange
(tunnelling) mechanism, (v) microsphere impact in a high field, and

(vi) the effect of different microsphere dust-source materials.
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3.2 Subsidiary microparticle system

In order to determine whether the dust source gun described
by Brah and Latham (1) could be used in the vertical mode, a pre-
liminary experiment was performed using the apparatus shown in Figure 3.1.
The vacuum system consists of a double stage rotary pump (Edwards
2SC50B) , backing an Edwards E02 oil diffusion pump (using DOW CORNING 705
diffusion pump fluid) giving an ultimate system pressure of ~/10'9 m bar,
after . baking and using a liquid nitrogen cold trap. The microparticle

facility for this pilot system consists of three elements :

(i) The microparticle gun which can be mounted vertically upward or
downward, being interchangeable with the target assembly ceramic
feedthrough.

(ii) The 'in-flight' detector (see later) which consists of a stainless
steel drift tube (25 mm diameter, 25 mm long),without end facing
grids, mounted onto a glass-to-metal feedthrough. Its output is
connected to a voltage amplifier (gain 100) which feeds one channel
of a Hewlett Packard storage oscilloscope (Type 180A). The trace
can subsequently be photographed on a polaroid plate for presentation
purposes. Details of the type of voltage amplifier and its

characteristics will be given in Section 3.3.5.

(iii) The target assembly shown schematically in Figure 3.2, consists of
a machined "button" which is mechanically polished with progressively
finer emery paper and then with diamond éaste down to %—u.
Finally, before it is mounted in the experimental chamber it is
subjected to ultrasonic cleaning in iso-propyl alcohol and removed
through the alcohol wvapour. Immediately in front of the target is
located a second cylindrical drift tube detector (10 mm long and

10 mm diameter), with end facing grids having a 90% particle

transparency. To monitor the impact process the combined target ' 1d
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drift tube assembly are connected via a similar voltage
amplifier (gain 100) to the second channel of the storage

oscilloscope.

When a charged microsphere (0.1-5 um diameter) passes
through the large drift tube it induces upon it an equal and opposite
charge which is displayed as a trapezoidal pulse on the first
channel of the oscilloscope, see Figure 3.3 The microsphere then
passes through the target drift tube and finally impacts onto the
target surface. A similar form of detection is used in this latter
drift tube assembly as discussed above for the large drift tube,
however, the effect of the end-facing grids causes the observed
trace to be much sharper, cf. the large drift tube trace. Schematic
waveforms showing the path of the microsphere through the system in
which a "sticking" or "bouncing" event occurs are shown in Figure 3.3.
Referring to this figure the "sticking" event is characterised by
all the particle charge being "dumped" upon the target, which decays
with a time constant dependant upon the input capacitance and
resistance of the voltage amplifier (see later). In practice, on
applying the necessary gun voltages (4), the microparticle gun was
found to perform equally well in either mode, (upwards or downwards)
with typical experimental traces being shown in Figure 3.4. An
interesting point to note is that for the titanium target used in this
pilot study it was typical for ~ 10% of the particles to undergo
some form of bouncing event; this arises from surface contaminations
within the system. Having determined the feasibility of using the
dust-source gun in either vertical mode the more sophisticated
microparticle facility previously used by Brah (4) and Mohindra (5)
was redesigned to allow microspheres to be fired vertically downwards

onto a modified target system.
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Figure 3.3: Schematic Sticking and Bouncing waveforms
for the subsidiary microparticle system
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Figure 3.4: Oscilloscope waveforms for the
subsidiary microparticle system
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3.3 Vertical microparticle facility

Figures 3.5 and 3.6 show the new vertical microparticle
facility used in this study. The U.H.V. experimental chamber, which
is mounted onto a standard Vacuum Generators pumping system
(DP UHV - 2/4), consists of two sections, (i) the‘mi;roparticle
facility incorporating the dust source gun together with the
electrostatic fccussing/decellerating elements, collimating apertures,
drift tube detector and associated amplifier, Al and (ii) the
target assembly consisting of a single target mounted in a new
manipulator capable of accurately positioning the target under
the collimating apertures . As will be described later in Section
3.3.6, rotation of tﬁe target manipulator through 90° allows an
external laser ellipsometric facility to be used via the two optical

ports at the side of the chamber. The target amplifier A2 is used to

record the impact event.

3.3.1 Vacuum System

In order to study how the surface properties of a given
target material influences the impact brocesses, it is essential that
the "test" surface is maintained contamination free for the duration
of the experiment. At pressures of 10—6 mbar, clean surface
conditions remain for only a few seconds, whereas at 10_9 mbar, this
time can be extended to a féw hours. Therefore, U.H.V. conditions
(i.e. pressﬁres of £ 10“9 mbar) are an essential prerequisite for
any experiments in which atomic cleanliness.is imperative. Thus
Figure 3.7 is a schematic representation of the complete U.H.V.,
bakeable, stainless steel vacuum system used for these studies.

The experimental chamber (A) is mounted directly on the service well (B)

and is pumped by a liquid nitrogen trapped oil diffusion pump (D.P.).
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Figure 3.5: The experimental system
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To achieve the desired U.H.V. performance the pump uses a special polyr
phenyl ether fluid possessing an extremely low vapour pressure::

it is also of interest to note that this type of oil gives rise

to conducting polymers when bombarded with electrons (103). Both

the nitrogen trap (V.G. C.C.T 100) and the four stage oil diffusion
pump (Edwards 106) have high pumping speeds of 480 LS_1

and 1350 Lsm1 respectively. A two stage rotary pump (R.P.),

with a pumping speed of 350 Ls ., ‘backs' the oil diffusion pump

via a sorption trap (S.T.). This trap prevents any hydrocarbon
contamination, from the rotary pump, back—strgaming to the diffusion
pump. Safety mechanisms designed to protect the system against
emergency consist of (i) a pressure protection swith (P) which

cuts off the diffusion pump heater supply current if the 'backing"
pressure rises above ~ 5 x 10H2 mbar; (i.e. preventing hydrocarbons
from the diffusion pump contaminating the system) and (ii) a thermal
cut-out which monitors the temperature of the diffusion pump

cooling system, To facilitate a rapid turn around in changing the
targets and reloading of the dust-source gun, a viton sealed
isolation valve (bakeable to 250°C when open) can be operated across
the service well, thereby allowing the nitrogen trap/diffusion pump
to remain under vacuum. The experimental chamber can then be
roughed out wvia the isolation valve (Va). The backing pressure

is monitored by two pirani gauge heads attached at points

Gl and G2 while a nude ionization gauge head measures the experimental
chamber pressure. Without baking the ultimate system pressure, is

~ 10-8 mbar while after baking < 10_9 mbar can be routinely

attained.
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3.3.2 The Microparticle gun

The operating principles of the basic gun design have been
described in detail in the original papers (2,9); there have, however,
been subsequent modifications and this account deals with those devel-
oped by Brab and Latham (1). Referring to Figure 3.6, the microparticle
powder, usually carbonyl iron microspheres with diameters in the
range 0.5—10 pum, is placed in the reservoir (R) formed by the
I shaped glass cup and the back face of a machined stainless steel
charging electrode;the reservoir being mechanically located by a
stainless steel plunger electrode (P) that also serves to provide an
electrical coupling for firing the gun (see later). An escape hole
connects the reservoir to the high field changing region which
contains a bunch of splayed carbon fibres that act as the
positive electrodes, and a radiused aperture (r) af. 1 mm diameter
that is positioned under the charging fibres. The size of the
escape hole is critical and is governed by two limits,(i) if the
escape hole is too large, an excessive amount of powder is wasted during
the 'agitation' pulse thus reducing the life of the powder 'charge’
and (ii) if the escape hole is too small powder collects around
it eventually causing a blockage. More details of the above two

processes can be found in section 3.3.3.

The 'firing' principle of the dust-source gun can be
understood by considering the electrical arrangement of Figure 3.6
which shows the electrode (F) and the charging electrode are
permanently maintained at potentials VI and V2 via an isolating
high voltage capacitor (C). 1In the 'rest' state the plunger (P)
and the charging electrode (F) are at the same potential, thus

leaving the micron-sized powder in a field free region. To 'fire'
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the gun, a negative going pulse, -~ 10 XV and 10— 100 ms long, is
applied to the reservoir via the plunger. The particles

become charged by contact with the back face of the charging
electrode and hence repel each other. In fact this phenomena is
sufficiently violent to give rise to an explosive action with a
small percentage of the particles leaving the reservoir via the
escape hole and appearing in the charging region., The action of
the electric fields in this region cause several of the particles
to come in contact with the charging fibres thus acquiring a
positive charge. Due to the approximate radial accelerating
field acting between the fibres and the radiused aperture, the charged
particles are accelerated towards the experimental zone. The
effective potential through which the particles are accelerated

is given by V1 = V2 and is denoted by VG (the gun voltage).

The charge g acquired by a particle in a glancing
collision with a fibre is determined by the quantum mechanical
tunnelling process of contact electrification (104). Thus, although
the size of the particle and the enhanced field at the tip of the
charging electrode are the dominant parameters in determining
the magnitude of q, the charging process may also be sigﬁificantly
influenced by the contact time and the nature of the surfaces.

For the ideal case of a particle in contact with a fibre tip which
is in the form of a hemispherically capped cylinder of radius r, it
can be shown (2) that the equilibrium charge g acquired is :

-

qg = 22r® Rp X 1~3rr’L S o |
ik BB

where Er is the enhanced electric field and Rp is the radius of
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the particle, Hence when Rp >> r, and assuming ETM.VG,

q o¢ VG 2 SR
Therefore, it follows that the larger the particle, the bigger the
acquired charge. As a final point, to use a splayed bunch of
carbon fibres as the charging electrodes has the dual advantages
of, first increasing the field enhancement factor by an order of
10 (105) with respect to a single conically shaped metal electrode,
and secondly, a charging system which possesses no electrically
insulating oxide layers which are normally present on metallic
electrodes. As a consequence, it is possible, with this arrangement
to obtain an adequate single particle charging efficiency with

v, =V = 3 KV, giving a corresponding particle velocity of
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3.3.3  Paralysis of the microparticle gun

One undesirable function of the microparticle gun, that
has frequently been observed,is that the powder becomes paralysed
in the reservoir. This effect has been noted previously, by
Mohindra (5) and was subsequently found to be caused by the removal
of the vacuum deposited conductive coating on the rear face of the
glass cup (see Figure 3.6) which gave rise to a non-uniform field
across the reservoir, when the high voltage pulse was applied.
However, several other mechanisms have been found to cause a similar

paralysis effect :

(1) The type of powder plays a significant role in the agitation
behaviour in the reservoir. Two types of carbonyl iron
powder have been used predominantly throughout this study,
namely types E and H (of which more details can be found
in Section 4.2), where the particle size distribution for
the 'E type' powder is centred around 3 um diameter
while that for the 'H type' is around 2 um diameter,

It has been observed that it is very rare for paralysis to
occur with the 'E type' powder while the opposite takes
place for the 'H type'. 1In fact, the adhesive properties
of the 'H type' powder appears to be a major factor

since even before agitation pulses are applied, the micro-
particles can be seen adhering to the inner surface of the
reservoir. Therefore 'E type' powder has been used pre-
dominantly in the microparticle impact studies.

(ii) With the micrpoarticle gun in the vertical mode, the escape
hole from the resevoir is normally covered by powder which
increases the probability of the hole becoming blocked.

To overcome this problem an alternative design for the
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exit hole system has been used, see figure 3.8, in which

most of the powder remains at the sides of the reservoir.

_—Glass cup

— l Chargin
\ electrode

: /
Exit hole \Grub ST a

Carbon fibres

Figure 38 Charging electrode assembly

Finally, if the gap between the charging fibres and radiused
aperture is small, any "aggregates" appearing in the high field
charging region may 'short out' the fibres to the radiused aperture
thus paralysing the gun. However, if the gap is too large,
the radial accelerating field is small leading to a reduction in
the particle flux. Thus it should be arranged that the charging
fibres are alligned 'flush' with the stainless steel electrode

supporting the radiused aperture.

3.3.4 Electrostatic dewllerating element

To produce a low velocity paraxial distribution of
particles a dewellerating electrostatic lens is employed. The
exact design and construction of the lens can be found in reference
106, where it is discussed fully. For the present studies, a

decellerating voltage V (~2.5 KV) has been used throughout since

2

it was found to produce the correct conditions for reducing the
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particle velocity and for focussing them in front of the first
collimating aperture (see Figure 3.6) One of the most notable
features of an electrostatic lepnsz is that its focussing properties
are independent of the g/m ratio of the particles, although it is
however, still dependant on their approach velocity. As a
consequence severe chromatic aberation occurs, with the slower
velocity particles being focussed further from the collimating
aperture. Hence by adjusting the lens voltage some degree of

velocity selection can be obtained.

3,3.5 Microparticle detection

In this new facility, positively charge microspheres
emerge from the dust-source gun and its associated electrostatic
focussing/decellerating lens to pass successively through a
series of four collimating apertures and an in-flight detector, before
impacting on the target surface, see Figure 3.6. The impact zone is
now governed, principally by the size of the final collimating -
aperture which for the present measurements was chosen to have a
diameter of 1 mm. Characteristation of the microsphere before impact
is performed by a drift-tube detector of which the operating principles
have already been discussed in Section 3.2. After detection, the
signal is amplified and appears as a trapezoidal voltage transient
(if a voltage amplifier is used) on a storage oscilloscope. A
typical schematic trace of a drift -tube waveform is shown in Figure 3.9,
where the amplitude of the pulse is proportional to the microsphere
charge and the length inversely proportional to the microsphere
velocity. Using the equation of the conservation of energy, it is

then possible to determine the mass of the microsphere (m) and so
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approaching __ —drift tube
drift tube

charge =<h
velocity =1/t

Figure 3.9: Schematic drift tube waveform

characterise it completely, i.e.,

P mv? = qVG on o33
where g and v are respectively the charge and velocity of the micro-
sphere determined from the trapezoidal pulse, and VG is the gun
voltage. A similar form of detection is used to record the impact

of the microsphere onto the target electrode. Thus as the microsphere
emerges from the earthed grid (see Figure 3.6) it induces a negative
charge on the target which is sensed and amplified. Figure 3.10

shows a typical waveform obtained, for a "sticking" event, when a

single voltage amplifier is connected to both the drift tube and

the target.

Combined drift tube
and target waveforms

Sen 0-02 V/Div

Time Base 1ms/Div

Figure 3.10 Oscilloscope trace showing a particle
sticking event



To enable detailed information to be obtained from the
drift tube and target system, it is important to be able to
measure the transient events accurately. This requires an amplifier

which, ideally, possesses the following characteristics

(1) A low noise level in comparison with the input signal

(2) A high input impedance - to avoid differentiation of the input
signal: from this it follows that the input time constant
of the amplifier should be large compared with the transit

time of the microparticle through the drift tube.

(3) A low input capacitance giving maximum sensitivity to the

input sijnal.

(4) A high "slew" rate to allow the amplifier to follow rapid

changes in the input signal.

(5) A wide bandwidth - typically > 100 MHz, in order to give no
distortion of the rise and fall of the drift tube and target

traces.

(6) The output impedance must match the input impedance of the

oscilloscope to ensure efficient coupling.

However, it is not always possible to obtain an amplifier which

possesses a high slew rate  an extended frequency response and a
high input impedance, therefore the voltage amplifier shown in

Figure 3.11 has been designed to fulfil the above criteria. 1In

this circuit, the operational amplifier has been adapted to have, not
only a high input impedance, typical of an F.E.T. amplifier, but

also a high slew rate, It can be readily observed that the non-
inverting configuration is used, and with a voltage gain of 100

-16
a charge detectability of £8 x 10 4 coulombs can be realised.
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Figure 3.12 indicates the second type of amplifier used for the

charge measurements. This is a charge-sensitive amplifier (type EC 501),
built by Daresbury Laboratories, having a charge efficiency of £ 2 x 10-15 €.
Its design allows the input capacitance of the drift tube or target
system to be neglected in comparison with its effective feedback
capacitance. The major advantage of a charge-sensitive amplifier over
the voltage-sensitive type is that the stray input capacitance

(arising from leads, etc.,) can be ignored whereas for a wvoltage-
sensitive amplifier its presence leads to a reduction in the output
voltage. A particular advantage of the charge-sensitive amplifier

used in this study is that the charge can be detected in the presence

of a high field, thus allowing the charge "dumped" during the impact
event to be ascertained in the charge reversal/repulsion measurements,
see Section 4.8. Thus referring to Figure 3.13, which shows the

general form of a charge sensitive amplifier, Cf is the feedback
capacitor which takes the place of the feedback resistor used in an
inverting voltage amplifier, and Cin represents the input capacitance

of the amplifier plus the additional capacitance of the cables. If

the input current to the amplifier is I, of which the major part flows

through Cf, Vin is small. Therefore it may be written that :

By Cf dat {vin i vout) =s03:4

However, since vin << N equation 3.4 may be approximated by

out
d
I =- cf o (vout) s L
$c Chat v it 5 I.dt el
out Cf

1f the current flows for a very short time, equation 3,6 may be

further modified by using the relation :

vrout . —q/Cf sxs %7
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Input  Cjp— . / \
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Figure 3.13: General form of a charge
sensitive amplifier
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Figure 3.14: Schematic drift tube and target
waveforms for a charge sensitive
amplifier
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where the output voltage is seen to depend only on the feedback
capacitor Cf and the change g on the microsphere. The charge sen-
sitive amplifier can be assumed to perform correctly provided the

following condition , A . C_ >> Cin' is satisfied, where A is the

£
closed loop gain of the amplifier; thus for A = 100 and
e, = 10 pF, a suitable value of C_ would be 1 pF. Typical

in £

schematic traces for both the drift tube and target waveforms using
a charge-sensitive amplifier are shown in Fiqgure 3.14, where it can be
seen that differentiation and inversion of the signal occurs in

both waveforms,

3.3.6 Target assembly

Figure 3.15 shows the metal target modules used in this
study. All the metal targets were machined from the solid
material except for titanium 117 and 318 which were constructed

using titanium sheet mounted onto an aluminium shoulder. Each

12mm

N

R
|

mm

,Bmm,.

Figure 3.15: Metal target module

target has a 0.4 mm hole in its centre which is used in the alignment
process (see Section 3,3.7) and the target surface preparation is

similar to commercial polishing techniques of which mention has
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already been made in Section 3.2. To allow the complementary
ellipsometric facility, for the characterisation of the mean

condition of the impact zone, to be performed two alternative target
assemblies have been developed for use with the vertical microparticle
system.Figure 3.16(a) and 3.16(b) are the open and closed views of the
mark 1 unit, while Figures 3.17(a) and 3.17(b) are the corresponding
views of the mark 2 unit. The mark 1 unit, which has been used
predominantly throughout this study, allows the target to be bombarded
by microspheres when in the horizontal plane (see Figure 3.6}, but on
rotation by 180°, the cradle supporting the target pivots under the
action of gravity thus bringing the target into a vertical position,
as shown by the dotted lines in Figure 3.6, where the ellipsometric
facility can be used. A final rotation of 180° causes the cradle to
return under gravity to its original position bringing the target

back into its horizontal plane. The unit is secured to the shaft

of a new manipulator, described in Section 3.3.7, around a ceramtec

insulator to provide isolation from the chamber,

The mark 2 unit shown in Figures 3.17(a) and 3.17(b) consists
of a target holder mounted into a 'ceramtec' disc around which is
fixed a gear wheel. 1In the horizontal mode, the target can be
bombarded by microspheres'while rotation of the external manipulator
drive (see Section 3.3.7) in the anti-clockwise direction causes the
target assembly to revolwve around its central axis. However, after
23 revolutions the spring driving cog (SC} is withdrawn allowing
the target assembly to fall due to the retraction of level (L).

In this way, the target holder is pulled into a vertical position to
allow the laser ellipsometric facility to be used. Rotation of the
external manipulator drive in the clockwise direction reverses the

above process, with the gear wheels meshing automatically. Continued
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clockwise rotation then rotates the target holder in the horizontal
plane allowing alternative impact sites to be used on the same
target. It should finally be noted that for U.H.V. requirements, all
the metal sections on both target assemblies are made from stainless

steel,

The insulating surfaces, used in the later experiments were in
disc form, the diameter of which corresponded to the surface diameter

of a metal target (12 mm). Table 3.1 lists the thickness and type

PECIMEN SAMPLE |THICKNESS. Hm
Mica (1) 100
Mica (2) 50
Mica (3) 3
Ebonite (1) 400
Ebonite (2) 800
Cellulose 400
Glass 200
Red-fibre 320
PV.C 400
Tufnal 280
Paxolin 220

Table 3.1: Insulator specimen data

of insulator used. Each insulator is mounted on the top of a metal
target (usually nickel) with silver conductive paint, thus ensuring
a good electrical contact between the insulator and target. A
considerable amount of care was taken in the cleaning process of the
insulators, since damage could easily result when using chemical
solutions. A similar mounting technique was used for the semi-

conducting (silicon) slices.
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3.3.7 Manipulation System

To allow the target electrode to be positioned with great
accuracy, underneath the collimated microparticle probe, it was
necessary to develop a sophisticated target manipulator. Referring
to the schematic diagram of Figure 3.18 this was based around a yacuum
Generators rotary motion feedthrough, type R.D.6., which was
connected via a copper gasket to a 50 convolution stainless steel
bellows assembly having internal and external diameters of 1.39" and
§L 890 respectively and terminated at either end with standard
FC38T flanges. The bellows assembly is bolted directly to the
experimental chamber via studs fixed within the bellow flange,
see Figure 3.18, Located around the outside of this flange is a
stainless steel collar (C) secured by a locking bolt (b) to a
stainless steel tube, (t). The two pivots (p) which support the
bellows flange at the rotary drive face enter a stainless steel collar
(d) which can rotate on the outer supporting tube (t), thus enabling
the manipulator to move in or out of the experimental chamber. From
a knowledge of the number of threads to the inch (24 in this case), the
target manipulator can be set at a known distance from the alignment
position (see later). Fine adjustment can be obtained using
external 45° markings on the collar (d). Once alignment is
complete a sprung aluminium cap allows the rotary drive to be locked in
position. Although a linear ‘'shift' can be obtained in the 'x' direction,
see Figure 3.18, only a sweep motion occurs in the 'y' direction due
to the action of the pivots. This latter motion is obtained using
two thumbscrews (th) operating on a tiller (a), as shown in Figure
3.18. PFigure 3.19 shows the manipulator with the mark I target

assembly attached.

To align the target under the microparticle collimator
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assembly requires the removal of the microparticle gun and

its replacement by a high intensitylight source that projects

an image, of the final collimating aperture, onto the target

surface. Using the external manipulator controls, the target can

be positioned until the light beam passes through the 0.4 mm hole in‘
the target and is reflected from a glass mirror (supported on a
stainless steel frame) under the target. Figure 3.20 indicates the
arrangement when light passes through the target, is incident upon the
mirror ,and is finally reflected through one of the ellipsometer

entry ports, (see later). In practice the external manipulator

is adjusted until maximum intensity of the reflected light is observed.
After .2lignment, the target is moved a known distance away from

the central position ready for the impact experiments. Thus, the
central hole can be used as a fixed reference allowing the

"test" microspheres to be found with relative ease, in an S,E.M., once

bombardment is complete,

3.4.1 Argon-Ion gun

The erosion of a surface exposed to ion-bombardment has
been known for a long time (107), Farnsworth et al (108), have
subsequently developed a technique to produce atomically clean surfaces
possessing only a small proportion of surface defects and a similar
approach has been adopted in this study. Figure 3.21 showsthe
auxilliary gas handling system which is initially evacuated
to ~—10-2mbar using a sorption pump (V.G. M.S.200) Argon gas is
then allowed into the system up to the leak value (V.G. M.D.6)
which, during etching,is opened to maintain a chamber pressure of

between 5 x 10_5 and lo—smbar.

The saddle-field ion source, with its associated external
circuitry, is sectionalised in Figure 3.22. It consists of a spherical
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ilonization chamber supporting an axially symmetrical electrostatic
saddle-field produced by two ceramtec-insulated hemispherical
aluminium cathodes around a central stainless steel annular anode, As
an approximation to the annular anode a plate anode can be used with

the central aperture shielded either side by plates at cathode potential.

Two ion beams (consisting of a high percentage of neutrals
(109)),directed in opposite directions, emerge from the ion source,
One beam is used to etch the surface whilst the other has its current
continuously monitored by the ion-collector mounted on the source.
For the present experimental studies it was found that the optimum
operating conditions involved an argon pressure of 5 x 10ﬁ5mbar,
at 6 =+ 8 KV and 1.4mA tube current, giving an ion beam (etching
current) of 2 pUA as measured by an electrometer connected between
the target and earth. To maximise the etching current, the target
target holder is rotated(mark 1 unit) so that the target appears to be

in its characteristic ellipsometric position (see Section e i a1

3.4,2 Etching rate

An estimate of the amount of oxide removed from a target
surface using the Argon-ion process can be determined from a knowledge
of the etching time and etching current at a given reference argon
pressure. If it is assumed that each argon ion is singly charged, the

total charge Q bombarding a surface is given by :
Q = I,T. ekl D58

where I is the etching current and T the etching time in seconds.
From Equation 3.8 it is a straightforward process to determine the

number of ions associated with the etching process.
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i.e. number of ions (N) = Total Charge (Q)/Electronic charge
T s

Thus if the etching yield (number of molecules/ion) is known, it
is possible to determine the number of oxide molecules removed from
the bombarded surface, that is :
Etching Yield x no of ions = No, of oxide molecules
removed.
Finally from a knowledge of the total area bombarded (etched) and
the molecular size of the oxide the total amount of surface etched

can be calculated,

3.5 Ellipsometry

The discussion outlined in Chapter 2 has indicated that the
presence of an oxide or contaminating layer on the surface of a
metal target can play a crucial role in determining the electrical
and mechanical processes involved in the microsphere/target impact.
Therefore it is important to be able to ascertain the thickness
of such oxide or contaminating layers which grow upon the target
surface. 1In this context it is important to appreciate, for example,
that even on diamond polished surfaces, an ambient oxide contaminating
film rapidly grows the depth of which depends on the type of metal

[+]
substrate, temperature, time and humidity, but is typically 25—50 A thick.

Many methods are available for detecting the presence of
contaminating layers and include Auger electron spectrometry, ESCA,
LEED, FEM, ellipsometry and surface optical spectrometry. However,
of these, that chosen for this study was ellipsometry because i) it

is a non-destructive method of determining the film growth,

ii) the interaction energies are small so that the effect on the
contaminating layer is negligiblerand iii) the technique is sensitive

to differences in the oxide layer as small as a monolayer.
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The physical principle of this technique involves the
measurement of the optical constants (real (n) and imaginary (k) parts
of the refractive index) of a surface or layer by determining the ellipticity
after reflection from the surface,of incident plane polarised light.
In the presence of a contaminating surface layer, there is a
medification of the optical constants appropriate to a clean metallic
surface,and this enables the optical properties and thickness of
the surface layer to be deduced. A detailed description of the

theory of this technique can be found in Appendix A.

3.5 The ellipsometer facility

This is mounted on two triangular frames attached to the
main system, which can be locked in position once the facility has
been alligned. Under these conditions, light enters and emerges
through two special view ports, which are optically flat kodin]
glass windows transparent up to 2 pum wavelength. A schematic
diagram of a typical ellipsometric arrangement is shown in Figure
3.23. For the present application, where a high spatial resolution
is required, it was necessary to modify this basic design to that
shown in Figure 3.24. With reference to this figure, light from a
He-Neon laser passes through a pin-hole, 0.2 mm in diameter, followed
by a collimating lens system to give a target analysing area of
~(0,2mm)*, i.e. compared to previous ellisometric facilities which
had a target analysing area of ~ (1 cm)?. Thus the improved technique
developed for the present study satisfies the prerequisite that the

impact zone characteristics need to be measured on the micron scale.

Two basic laser ellipsometers have been developed. In the first
(Mark 1 system)a Griffin and George meterological laser (wavelength
032.8 nm) is used as the light source with the advantage that no

polarizer is required since the emerging light is already polarised.
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On reflection from the target surface light emerges from the

chamber and passes through a-% wave plate and an anlyser

(consisting of a H.N.22 polaroid) before being sampled by a photomultiplier
(E,M.I. type 6094 B). In the second system (Mark II) a 'Harris"®

laser is used that produces a strong beam of unpolarised monochromatic
light of wavelength 632.8 nm. In this case a polariser is required

and the method followed to determine the ellipsometric angles will be

described in Section 3.5.2.

3.5.2 Laser Ellipsometric Procedure

As described in Section 3.5.1 two forms of laser ellipsometer
have been used, The first (called the Mark I unit) uses a laser
which produces polarised light. Essentially the compensator, in this
arrangement is used simply as a means of reducing the intensity of the
reflected light before it is sampled by the photomultiplier.
Rotating the analyser (keeping the compensator fixed) see Figure
3.24, produces a position where the intensity of the transmitted light
reaching the photomultiplier, is a minimum. The analyser angle can
thus be related to the thickness of the contaminating layer on the
target, i.e. a variation in the oxide thickness will produce a change
in the analyser value for a constant compensator position. No A
or 7” values can be obtained (see appendix A) using this method, since
the laser is in a fixed position and thus no variation in the polarizing
angle occurs. However, the average variation in the target surface
oxide from one impact site to another can be ascertained.
Measurements using this facility will be shown in Chapter 4, for a series

of impact positions on an aluminium target.

The Mark II laser system allows the A and ?” values to be
calculated in a similar manner to that described for a white light

source and monochromatic filter outlined in Appendix A. However, the
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advantages of the present experimental facility over a typical monochror
matic source are that (i) a high intensity beam is available and (ii)

a reduced target surface sampling area. Alignment of the laser

light in both systems is performed by viewing the laser light via the
compensator and analyser, at a position of minimum intensity, using a

telescope focussed on the impact position of the target.

3.6.1 Experimental procedure

It is assumed that before any measurements are carried out
(i) the microparticle gun has been loaded, (ii) the experimental chamber
has been evacuated to £ lorjmbar; (1ii) the surface of the metal target
has been prepared using the technique outlined in Section 3.2,
(iv) allignment of the target has taken place and a knowledge of the
impact site determined from the external manipulator readings ,(v) if
semi-conducting and insulating surfaces are being studied that a good
electrical contact is made between the rear surface of the material and
the target and vi) the microsphere production and detection systems
are functioning correctly. The microsphere then appears from the
drift tube and impacts on the target surface where its charge is
again measured. To enable an accurate characterisation of the impact
site at least 50 impact events are recorded for the metal (e.q, copper,
stainless steel, titanium, aluminium), semi~conducting
(e.g, silicon) and insulating (e,g. p.v,c., glass, tufnal, paxolin,
mica, ebonite, cellulose) surfaces. 1In an eventwhere a particle
appears to "stick" to the target, a single trapezoidal drift tube pulse
occurs with the corresponding target trace (see Figure 3,11), however
in a "bouncing" event, twin pulses are recorded by the drift tube
amplifier together with a modified target trace, see Figure 3,25,

From the recorded data, the impact velocity (u) return velocity (v)
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Drift tube trace
sen(0-005V/Div)

Target trace
sen (0-:02V/Div)

Figure 3.25: Particle bouncing event using a charge

sensitive amplifier on the drift tube
and a voltage sensitive amplifier on
the target

coefficeint of restitution (e) impact charge (ql), reflected
particle charge (q2) and charge modification ratio (qz/ql), if
applicable, are determined, However, for the impact studies on highly

oxidised metal surfaces the experimental procedure was further modified

to include the following technique ;

(1) Bombard the target "test" zone, with microspheres, when the
target is in the horizontal mode.

(ii) Rotate the manipulator to bring the target into the position
for ellipsometric characterisation of the impact 'test' site
(using the mark I target holder),

(1iii) Etch the surface for a known time, with the argon-ion

facility to remove part of the oxide layer.

(iv) Re-characterise the impact "test" zone using the laser
ellipsometer
(v) Rotate the manipulator until the target returns to the

horizontal mode for mechanical impact measurements, and the

sequence again repeated
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Once the impact data from a number of test sites has been compléted
the "commercially polished" targets were removed to an S.E.M, where
either the impact site was photographed, or microprobe experiments
performed (see Section 3.7). In contrast to the metal targets,
however, it is important to note that no ellipsometric data was
obtained for the insulator and semi-conducting surfaces, The
experimental mechanical and electrical data together with the
associated ellipsometric readings will be presented in detail in

Chapter 4.

3.6.2 Ellipsometric procedure

3.6,2(a) Determination of the reference azimuths

This procedure only applies to the mark II laser ellipsometer
where the angle of polarization can be varied by rotating the
polariser (see Figure 3.24). The compensator method used here relies
upon the fact that the reference azimuths are the polarizer and
analyser readings corresponding to the transmission axis of the
polaroids being parallel and perpendicular to the plane of incidence.
To obtain éuick approximate values each polaroid can be removed and
arranged so that light from a lamp reflected off a glass plate, at
an angle of approximately 56°, passes through a polaroid. Each
polaroid is rotated until minimum intensity occurs in the transmitted
light. This method gives the approximate vertical position of the
transmission axis. For an aligned ellipsometer the plane of incidence
is approximately horizontal therefore returning the polaroids

gives the transmission axes perpendicular to the plane of incidence.

Removing the compensator from the ellipsometer, the following
process can then be used for the determination of the reference

azimuths., With light being reflected from a metal surface (i.e. the
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target within the experimental chamber) the polarizer is rotated

through 90# so that its transmission axis is parallel to the plane of
incidence. The analyser is left with its transmission axis perpendicular
toe the plane of incidence. A small voltage is applied to the
photomultiplier and the output voltage is reduced to a minimum by
rotating the polarizer and then the analyser until minimum light is
received by the photomultiplier tube. The voltage, to the tube, is then
increased and the same procedure repeated for minimum transmitted light
until the optimum extinction position is obtained. A more accurate
method for determining the extinction position is to use the method of
'‘bracketing® in which positions of equal intensity either side of the
extinction position are determined. These polarizer and analyser azimuth
positions are denoted by 7T, and &g respectively (see Appendix A).
The polarizer and = alyser are then rotated by 90° in the direction

of the oncoming light and new extinction positions determined similar

to above. The new positions are given by TTs and ®p and for correct
allignment should be 90° from the first position, This process is

repeated four times in all, to obtain all the reference azimuths.

The polarizer and analyser are set to one of these reference
positions and the compensator introduced as in Figure 3.24. The
compensator is rotated and the extinction position found by‘bracketing‘—
this is the compensator reference position and corresponds to the fast'
or slow axis of the compensator being parallel to the nlan» of incidence.
The alternative compensator reference position can be obtained by

rotating the compensator and it should be 90° from the first position.

3.6.2 (b) Determination of A and ¥ parameters.

The compensator is first locked at 45° to one of its reference

positions, see Section 3.6.2(a). Both the polarizer and analyser are
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rotated successively to give minimum light intensity and the ex—
tinction positions P1 and Q1 found by bracketing. Rotating the
pelarizer and analyser, not by 180°, enables the new extinction

positions P, and Q2 to be determined. This process is repeated

2

until the four extinction positions of the polarizer (P1P2P3P43

and analyzer (Q1Q2Q3Q4) have been obtained for the first reference
position of the compensator. It is found that P1P3, P2P4, Q1Q3 and
9294 differ by 180°. The process is then repeated with the

compensator reference position change by 907,

To determine the A and YW values the following is first noted.
Both P1 and P2 are symetrically placed around AL thus (P1 ~T1p}

should equal (TTP-P Usually an average is taken, i,e.

o).

2 =T i | = B
= =i P Rt 3.9
2 .
It can also be shown that Ql and Q2 are always seperated by 90°,
thus o<~ Q1 should equal o<P - QZ' Again an average is obtained
A (txs = Ql) 4 (txp —Q2)
e YAy B KD

2

where the angle (2x ~ 90) gives the relative phase retardation between

the p and s components.

3.6.2¢ (¢) Angle of incidence

The angle of incidence is determined after each alignment
process. All the optical equipment, except the laser, is
removed from the frames and replaced by 4 sharply pointed spikes
mounted in optical sadles. These sadles are positioned so that they
are in line with the laser beam, as indicated on Figure 3.26.
Applying simple trigonometry allows the angle of

incidence ﬁo'hw be calculated in terms of the distance between

19



the spikes, Referring to Figure 3.26, it can be shown that
h* = £* + g* - e - 2 ad cos 204 ciw Sedil

Thus determining the angle of incidence @,,the A\ and ¥ values
for the surface and the wavelength (N\) of the light and it is possible
to calculate, via a computer program, the n and I values for the substrate

and hence the oxide thickness.

3.7 Electron microscope facility and probe

Although viewing the target in an S,E.M. allows the
impact site of the "test" microsphere to be found, the actual process
which gives rise to the "sticking" phenomena can only be ascertained
by viewing the impact contact area. To obtain this information a
microprobe technique has been developed which allows experiments to be
performed, in an S.E.M,, using target materials whose surfaces
have been subjected to a few hundred impact events. The basis of this
technique is a microprnbe manipulator developed by Athwal (110)
which uses two electrolytically etched probes ~ 100 nm in diameter
mounted radially into an insulated electrical feedthrough,
shown in FPigure 3.27. Each probe can be located, in turn, precisely
on the axis of the S.E.M. by the use of translatory manipulation via
the bellows operated pivot adjustable mounting and rotation by a system
of gears. Thé target is mounted into an aluminium stub and an electrical
contact formed between the target énd stub using conductive silver paint.
The target is postioned at 45° to the S.E.M. axis and normally to the
probe axis. By arranging for the specimen to be electrically
insulated from the earthed mechanical stage, it is possible to measure
the emission current drawn from the microparticle, However, one disad-
vantage of using this form of in-situ experiment is that the working

-3
pressure is only ~ 10 “mbar, hence the problem of ignition effects (111),
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Figure 3.26: Arrangement for measuring the
angle of incidence
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Figure 3.27: Schematic representation of specimen
and anode probe assembly as mounted
in the scanning electron microscope

Tl



inside the experimental chamber, cannot be ignored when applying a

high voltage between the tip and the microsphere.

Sl Manipulation Techniques

Once the microprobe and target has been installed
in the S.E.M., the following procedure is adopted to enable the micropoint
and target to be viewed simultaneously. By adjusting the external
bellows assembly, the tungsten tip is located in the middle of the
viewing screen making sure it remains visible even at the.
highest magnification to be used. At this stage the target
is not usually in focus being positioned some distance away. The
external manipulatory controls of the S.E,M. are now adjusted to
locate a microsphere impact site. Once this is achieved the target is
brought closer and closer to the tip whilst making sure the microsphere
impact position stays in focus. This procedure is repeated until the
electron shadow of the tip can be seen on the target surface and
the tip and target are both in focus. The final adjustment is to
position the tip in the same horizontal plane as the microsphere. This
can be determined by measuring the resistance between the tip and the
target using an avometer i.e. aa the tip touches the target the
resistance falls to zero which is taken as zero for the external controls.
The tip is then moved a known distance from the target and positioned
to the side of the microsphere. Considerable care has to be taken in
this procedure so that no, or very little, damage occurs to the tungsten
tip. Mechanical and electrical experiments then can be performed as

outlined in the following sections.

3.7.2 Mechanical microprobe experiments

To determine whether any inelastic/plastic behaviour occurs

in the original impact process, it is necessary to be able to view the

122



contact area of the microsphere on the target, i.e. requiring that

the microsphere be removed from its impact site. As an initial step

in this process it is important to have carried out the alignment
process (see Section 3.7.1) and to have determined the character of the
microparticle using an in-situ KEVEX X-ray analyser. The tungsten tip
is then brought close to the microsphere using the external controls,
i.e. the target surface is moved under the tip. Eventually contact
occurs and the microsphere is removed thereby allowing close inspection
of the impact site, which is subsequently recorded on film, Data

arising from these experiments can be found in Chapter 4,

3.7.3 Electrical microprobe experiments

After zeroing the external controls (see Gection 3.7,1)
the tip is positioned at a known height above the microsphere and an
external voltage applied to the probe. Two alternative experiments can
be performed, the first involves measuring the current-voltage character-~
istic as the applied voltage between the tip and the microsphere is
increased while,the second involves the measurement of the force
of adhesion. 1In this second case, to allow the accurate determination
of the applied field, the tip was flattened (by pressing it into the
target) so as to give an approximate uniform field between the tip and
the target, After each voltage increment (noting the current in each
case) the voltage was removed and the target inspected to determine
whether the microsphere was still present. Hence, knowing the voltage
at which the microsphere leaves the surface under the action of
electrostatic repulsive forces, the adhesive force can be calculated

via an equation derived by Rhorback (112); viz

armre W (¥-1)¢
82

Fa( &) v 312
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In this expression b/:h/Rp where h and Ry are the diameter
and radius of the microsphere respectively and Eo the dielectric

constant of free space.E fthe gap field
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CHAPTER 4

4.0 RESULTS

4.1 Introduction

The vertical microparticle facility discussed in Chapter 3,
has been used to investigate the impact of low velocity, positively charged,
microspheres on various target materials under predominantly zero field
conditions. Impacting microparticle events are studied in terms of the
oscillographic traces recorded by the drift-tube and target amplifiers,
where Figures 4.1(a) and 4.1(b) show respectively typical examples of
“sticking" and "bouncing" events. The former are characterised by all the
particle change being dumped on the target, which decays with a time
constant of -~0.2s, determined by the target capacitance and the input
capacitance and resistance of the amplifier. While both the drift-tube
and target voltage amplifiers have the same gain (100 for the present
voltage amplifiers), their input capacitance are different and this accounts
for the unequal heights of the drift-tube and target trace . For the
"bouncing" event of Figure 4.1(b)it can leseen that such events are
characterized by a small fraction of the incident particle charge being
dumped on the target with the reflected particle having a lower velocity
(corresponding in this case to a coefficient of restitution ~0,.56) . The
shape of the target trace can be explained in terms of the total parallel

input impedance appearing across the amplifier, where C, and R1 denote,

1
respectively the effective capacitance and résistance across the
amplifier input. Figures 4.2(i) and 4.2(ii) illustrate schematically

how the respective '

‘sticking" and "bouncing" event target signals are
compiled from the separate particle and target processes.The form of the

drift-tube trace has been discussed earlier, ( see Section 3.2).
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(a)

Target trace
(sen0-05V/Div)

Drift tube trace
(sen 0-05V/Div)

Time base 1ms/Div

(b)

Target trace
(sen 0-05V/Div)

Drift tube trace
(sen0-05V/Div)

Time base 1ms/Div

Figure 4 1a) Particle “sticking event, (b) Particle
‘bouncing’ event;initial velocity=71ms}
reflected velocity=4ms’; 72% charge
exchange during impact
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Particle ‘sticking'

Decay of charge due
event

to CR, time constant

(i)

Charge
approaching
target _

Particle 'bouncing’
event

Charge (ii)

approachi
fapgpe T AL S Tel U Bleg T = = aa

‘Position of target

Figure4.2:Schematic representation of particle
sticking' and "bouncing' events.(a)Reflected
particle having a reduced positive charge
and slower velocity moving away from the
target.(b) Decay of small positive charge
remaining on the target with CR, time
constant.(c)Resultant” waveform,i.e.(a)+(b)

From the theoretical considerations discussed in Chapter 2,
it is apparent that the important parameters affecting the impact process
are (i) the velocity and charge of the particle, (ii) the microscopic
surface conditions of the target, (iii) the relative work functions of the
microparticle/target combination and (iv) the target material. Therefore

several main lines of investigation have been followed :-

(i) The electrical conductivity of the target oxide has been
studied with regard to the impact of carbonyl iron micropheres on
metal, semi-conducting and insulating materials.

(ii) Data has been obtained from highly oxidised targets such as aluminium
titanium and copper since the type of surface oxide film and ite
thickness have been found to.govern the charge exchange process.

(iii) By selecting different microscopic impact sites, the variation in
surface properties have been studied on an ambient oxide aluminium

target.
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(iv) A microprobe technique has been used to remove the "stuck”
microspheres mechanically and/or electrically from their impact
sites thus revealing the contact region and providing more
detailed information on the impact process.

(v) A range of different microsphere/target combinations have been
used to investigate the role played by the work function in the
impact event.

(vi) To complement the previous high field data (4,5), the impact of
carbonyl iron microspheres on a titanium surface, under high
field conditions, has been carried out. However, advantages over
previous measurements are (a) the smaller impact zone and
(b) the facility for measuring the charge "dumped" during the

impact event.

4.2 Mechanical impact data

Unless otherwise stated, all the mechanical data has been
obtained using two types of carbonyl iron microspheres, designated types
E and H, where Figure 4.3 shows the particle size distribution for the two
powders. As mentioned previously, the type E powder is preferred since it is
less likely to lead to paralysis of the microparticle gun. The particle
impact velocities used for these experiments were in the range 1 — 50 ms_l,

corresponding to gun voltages of V, = + 2.2 KV and V, = - 2.8KV (See Figure 3.6)

1 2
50,
4O TypeH

Type E

—- ) W
S 8 &

% Particles

o
o

2 A 6 8 10 _ 12 Diameter pm
Figure 43: Particle size distribution
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4.2.1 Metal surfaces

Unless special precautions are taken these surfaces are
contaminated by an ambient oxide layer (typically 20— 30A° thick) which
has grown on the surface, after the polishing process (see Section 3.2),
due to exposure to air. For the majority of metal surfaces (e.q. titanium
318, titanium 117, copper and stainless steel) bombarded by microspheres,
under zero field conditions, it was typical for over 99% of the low
velocity (< 50 ms_} particles to "stick" to the target surface on impact, i.e.
at velocities well below the critical value for elastic impact (11)
This type of event is indicated by the sscillograph of Figure 4.1(a).
However, with one target material - aluminium - it was found that ~ 10%
of the particles executed "bouncing"behaviour, with the coefficient of rest-
itution typically in the range 0.43 - 0.63. Since this surface was the only
one that exhibited a significant 'bouncing' response, it was chosen for a
systematic investigation into how the variation of the mean particle impact
response varies with surface conditions. Five separate zones distributed
at 1.6 cm intervals across the surface of the target were first characterised
using the Mark I ellipsometric facility,described in Section 3.5.1,and then
bombarded by a sample of 50 microspheres (carbonyl iron Type E), Table
4.1 gives the impact data for the five "test" impact sites, and indicates
in each case how many of the incident sample of 50 ﬁarticles, respectively,
"stick" or "bounce", the number of particles that return with a 'reversed'
charge, the mean coefficient of restitution of all the bouncing particles
and the mean charge modification qz/q1 of those particles which return with a
reduced positive charge. The complementary ellipsometric readings ¢
indicate the variation in the relative oxide thickness from zone to zone.
This latter conclusion follows from an optical calibration measurement made in
a subsidiary system on an atomically cleaned (argon-ion etched) aluminium

surface, where it wasfound that the §§ value was 129.6°, i.e. indicating that
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Figure&.4:Micrograph showing microsphere impact

zone;the circled region is the corresponding
ellipsometric analysing area

10um

Figure 4.5:Enlarged view of a single microsphere
impact site

the larger the measured ellipsometric angle the smaller the oxide layer.
With the present regime (Mark I laser system) it was not possible, however,
to quantitively measure the absolute thickness of the oxide film; as a
guide, though, a change of @~1° corresponds to a change of~25 A°

in the thickness of the mean oxide coverage.

To give further perspective to the impact regime a target was
removed from the experimental chamber for analysis in the S.E.M.. Thus
Figure 4.4 is a typical S.E.M. micrograph of the impact zone showing a

distribution of 1 — 8 um diameter particles adhering to the surface,
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whilst Figure 4.5 is a magnified view of a single microparticle on the

surface.

4.2.2 Highly oxidised metal targets

To increase the thickness of the oxide. layer on a metal surface,
say aluminium, the commercially polished target was placed in a furnace,
under controlled conditions. After oxidising the aluminium target for
14 hours at 450° C, it was placed in the experimental chamber and a known
impact position chosen for the investigation. Following the experimental
procedure outlined in Section 3.6.1, which involves the cyclic process
(i) bombardment of the impact site by 100 test microspheres, (ii) character-
isation of the site using the laser (Mark II) ellisometer and (iii) ion-erosion of
the surface using the argon-ion facility, the mechanical and electrical
behavioﬁr of the "test"surface was analysed. The most significant
finding to emerge from the target in this state was that a greater number
of "bouncing" events were observed in comparison with a surface which only
possessed an ambient oxide coverage.In quantitative terms, Table 4.2 shows

i v - . .
the percentage of bouncing'events as a function of the total etching time,

% ot bouncing | Etching timae
events {hrs?
94 0
82 12
93 1
87 2
86 3
85 4
82 51
71 7
68 8
78 913
60 1
50 1312
28 15%
10 171
16 191/

Table4.2: The percentage of bouncing events
as a function of the total etching
time for the highly oxidised
aluminium surface
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where in general the results show that as the oxide is progressively

removed the number of"bouncind‘events decreases. So far as the "bouncing"
events are concerned, Figure 4.6 shows the variation in the coefficient

of restitution at a given impact site as a function of oxide thickness
(etching time); it shows that there is a slight shift in the

distribution towards a lower 'e' value as the oxide thickness is reduced.

It should also be noted that it is not possible to obtain a distribution
after seven hours of etching since the number of "bouncing" events falls off

considerably.

The other most notable result obtained froﬁ this highly oxidised
surface can be observed with reference to Jiqure 4.7(a-d). This shows the
variation of the impact velocity 'u' with impact charge qy and the
corresponding surface effects, obtained at the same etching times as the
histograms of Figure 4.6. It is possible to divide each graph into three
regions which show: (1) particles which undergo a "bouncing" event without
charge modification; (2) particles which undergo a "bouncing" process with
some form of charge modification,and (3) particlesiwhich "stick" to the
surface. It is significant that as the oxide is removed by the argon-ion
etching process, region (1) gradually vanishes. For an ambient oxide surface,
most particles are to be found in region (3) indicating that they "stick" to
the surface on impact. A similar process was found to occur for highly
oxidised titanium (500°C for 18 hours) and copper (500°C for 4 hours)
surfaces. However, whereas the aluminium surface requires etching for
~ 19} hours before its ambient state is reached (and the majority of the
incident microspheres"stick" to the surface) the titanium and copper
surfaces required 1 hour and 1% hours etching, respectively, before showing
conditions representative of their ambient oxide characteristics. This
observation points to the fact that either the oxide formed on these targets

is very thin or can be removed easily during the etching process. Table 4.3
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Target specimen|Average coef
of restitution

Titanium 318 [0-53+015

Copper 0:48+014

Table 4.3 Average coefficient of restitution
for the highly oxidised titanium
and copper surfaces

indicates the average coefficient restitution with its standard deviation

for the highly oxidised titanium and copper surfaces,

To determine whether the "sticking" process is caused by impact
heat'ing arising from the kinetic energy of the particle, experiments were
performed on tungsten and molybdenum surfaces (melting points 3387 and
2620°C respectively) in polished and unpolished forms, These surfaces
consisted of sheets of material which were cut into 10 mm squares and 'bonded'
to a surface in a similar manner to insulator target specimens (see
Section 3.3.6). It was observed that both surfaces, after undergoing a
commercial polishing process, produced only "sticking" events while unpolished
surfaces, after a spirit rinse and ultrasonic cleaning, gave a high
percentage of "bouncing" events, (64% for molybdenum and 20% tungsten) .

Since the impact behaviour observed with the polished Mo andW specimens
is in agreement with the other metallic targets, it would appear that
impact heating arising from the dissipation of the particles KE does not
play a major role in the impact process. Conversely, it does appear that
the thickness of the surface oxide contaminating layer is a dominant

factor, (see Chapter 5).
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4.2,3 Semi-conducting surfaces

It has been shown above that both the thickness and species of the
oxide influence the impact behaviour. To determine whether this latter
dependance stems from the electrical conductivity of the oxide, impact
measurements have been carried out on an ambient oxide semi-conducting material -
silicon (n and p type) - in which the resistivity of the slice varied from
1 to 400 cm. Each slice was cleaned in a spirit bath and ultrasonically
washed before being mounted on a Ni substrate in a similar manner to that
of the insulating materials, (see Section 3.3.6). It was observed that no
"bouncing" events occurred for any type or resistivity of slice. Also
cleaning the slice in HF (to remove the surface oxide) produced no change
in the response, i.e., only "sticking" events occurred. However oxidising
one of the slices (n-type, resistivity 1.5acm) in a furnace at 1100°C for
6 hours (thus growing a "dry" oxide on the surface) produced a situation
where the majority of the incident microspheres "bounced”. A similar
result was obtained when a "wet" oxide was grown on a slice (produced
by placing the slice in a furnace at 1100°C for 6 hours and bubbling nitrogen,
through distilled water, in a stream over the slice). As with the highly
oxidised metal targets, Figure 4.8 shows the variation of the impact
velocity with impact particle charge. Again similar regions arise where
(1) no charge modification occurs in a "bouncing" event, (2) "bouncing"
occurs with charge modification and ( 3 ) a pure "sticking" process
occurs. Figures 4.9 (a) and (b) show the e value distribution for the
hbouncind‘particles,and indicate that the peak in the distribution is shifted
further towards 1 in comparison with the results of the highly oxidised alum-
inium surface, (see Figure 4.6), i.e. less energy is lost in the impact
between carbonyl iron microspheres and the highly oxidised silicon surface

than in the impact with highly oxidised aluminium.
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4,2.4 Insulating surfaces

Table 3.1 indicates the type and thickness of the various
samples used in this study. Each specimen is mounted, using silver
conductive paint, on to a Ni substrate before being placed in the
experimental chamber. Generally all specimens showed a similar response
in which «~99% of the low velocity carbonyl iron microspheres "bounced" on
impact ,with Figure 4.10(a) - (1) showing typical ‘e value' histograms for
the various imsulating materials. 1In the case of cellulose, three different
impact sites have been used on a single sample, while for mica the variation
in target thickness indicates a trend towards a lower ‘e' value as the
specimen thickness is reduced, i.e., a similar trend to that observed with
the ebonite samples. Comparing, for example, the response of glass with
p.v.c. highlights the general conclusion that as the hardness of the
material increases, the peak in the distribution shifts towards the wvalue of
1. As will be discussed in Chapter 5, the spread in the 'e' values can be
associated, at least in part, with the surface roughness of the target sample

which is confirmed by the histogram shown in Figure 4.10(k).

An alternative, and more informative method of presenting the

L}

results it to plot a graph of e*v? against v, where 'e' is again, the
coefficient of restitution and'v'the reflected particle velocity (14).

Thus the data for mica and p.v.c, yields curves shown in Figure 4.11;
although there is a large scatter, in the experimental results, the general
trend can be easily seen. The form of the curves lend themselves to be
characterised in the form of a power law of the form e*v? = Kvn, where K

is a constant. Hence a graph of log e*v® versus log v should give a straight
line with gradient n and intercept K. The log plots for mica, p.v.c, and

ebonite are shown in Figure 4.12, where the straight line has been determined

by the method of "least square fit.". From each plot the gradient and
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intercept values are n = 2,446, K = 0.175 for mica, n = 2.853, K = 0.0652
for ebonite and n = 2.887, K = 0,0322 for p.v.c. The significance of
this data will be discussed in Chapter 5, however, briefly, as n — 2 and

K - 1 the impact process becomes more elastic.

4,3 Electrical Impact Data

In contrast to the previous section, which was concerned with
the mechanical aspects of the particle im;act events, this section
concentrates on highlighting the features of the drift-tube and target
signals (oscillograph traces) that provide information about the charge
exchange process occurring during the same sample of particle events. An
account will now be given, in these terms, of the response from a variety

of target surfaces.
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A3 Ambient oxide surfaces

4.3.1(a) Titanium/Stainless steel/Copper

It has already been mentioned that it is very rare for a
particle to execute a "bouncing" impact frocess with any of the above
surfaces, hence only "sticking" occurs on impact. Thus Figure 4.13
shows a typical "sticking" event, for stainless steel, in which a charge
sensitive amplifier has been used to record the drift-tube trace and a
voltage sensitive amplifier, the target trace. However, the contact
potential, arising from the work function difference of the particle/
target combination (see Chapter 5) plays a significant role in the impact
between carbonyl iron microspheres and titanium (318 or 117) , where

charge reversal behaviour is observed, see Figure 4,14,
4.3.1(b) Aluminium

As stated previously in Section 4.2.1, aluminium is the only
metal surface studied, to date, that shows a significant amount of
"bouncing". Typically 10% of the incident particles bounce, and in these
cases, it is usual for the reflected particle to possess a reduced charge,
such as shown in Figure 4.15. Table 4.1, which is based on a detailed
study of this surface, shows the average charge modification ratio
qm(E q2/q1} and the standard deviation, for the incident positively charged
particles, which return with a reduced positive charge. From this it can be
seen that even for a (200 um)? "test" impact zone the variations in the
electrical properties of the surface are very large. It should also be
noted that there were a consistent number of events (~~4%) where the
reflected particle possessed a negative change, which is in agreement with
the results of Texier (101,102). This effect is thought to arise, in a
similar manner to that mentioned above for titanium, from the work function

differences of the micro;article/target combination.

150



Figure 4.13:Sticking event observed in the impact of
carbonyl iron microspheres on a stainless
steel target

Drift tube trace
sen(0-:02V/Div)

Target trace
sen (0-005V/Div)

Time base 1ms/Div

Figure414:Zero field charge reversal behaviour

observed in the impact between carbony!
iron microspheres and a titanium target

Drift tube trace
sen(0-02V/Div )

Target Trcce
sen (0-005V/D

[ime base 1ms/Div

Figure 4 15:Bouncing event in which the ref!ect@d
particle possesses a reduced positi
charge and a slower ve! oci ry rW|C"-r.t
velocity=14-3ms™; reflected velocity=69m 1

210C1ITy=0
B85% charge exchange during impact)
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Y e Highly oxidised metal surfaces

From the results outlined in section 4.2,2 it has been shown that
when a carbonyl iron microsphere impacts onto a highly oxidised metal
surface that the probability of a "bouncing" event occurring increases as
the surface oxide thickness increases. On this basis the returning particle
will travel back through the drift-tube, after the impact event, leading to,
usually, a twin trapezoidal drift-tube trace. Typical oscillographic data o
obtained from the impact of carbonyl iron microspheres on a highly
oxidised aluminium target, having varying thicknesses of surface oxidation,
i.e., at different etching times, are shown in Figure 4.16 (i), (ii), and
(iii). From these it is evident that, (a) charge has been lost during the
impact event, and (b) that the reflected particle has a slower velocity. As
a further comment on these oscillographs it is clear that Figuré 4,16(ii)
indicates that the particle has not returned through the drift-tube, since the
second drift tube pulse is absent; in cases like this it has probably been
in collision with either the earthed grid (see Figure 3,6), or its
stainless steel surround, before returning to the target, as indicated
by the second target trace. From the twin trapezoidal drift-tube traces (of
which typical examples are shown in Figure 4,16 (i} and (iii)) it is
possible to estimate the amount of charge lost during the impact event.
Thus, using a procedure outlined in Section 3.,6.1 where the surface of the
aluminium target is progressively bombarded and argon-ion etched to remove
the surface oxide, Table 4.4 shows the éverage charge modification value a4,
as a function of the etching time for a single impact site. Each charge
modification value is the average of the data determined from the particles
which appear in Region 2 of Figure 4.7. It can be seen that the 9, values
show only a slight variation throughout the etching process. Similar
oscillographic data can be obtained for the highly oxidised titanium

and copper surfaces (showing 88% and 78% of the incident particles bounce
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No etching
| Drift tube trace
(i) sen(0-02V/Div)
Target trace
sen(0-005V/Div)
Time base 1ms/Div

Initial velocity=91ms’ reflected velocity=4ms™

1 Hour etching

Drift tube trace
sen(0-:005V/Div)

Target trace
sen (0-02V/Div

Time base 2ms/Div

Initial velocily=10ms”, reflected velocity=5-6ms™

8 Hours etching

Drift tube trace

sen(0-:02V/Div)
(iii)

Target trace

T'me base 1ms/Div

Initial velocity=91ms™reflected velocity=32ms™

Figure 416:Oscilloscope traces for the highly oxidised
aluminium surface
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Average Etching time
reflected/incident (hre)
charge for positive e
reflections q’-/CL_

0-77+015 0
0-75+£012 12
0-78+0-08 1
073+ 012 2
0-68+0-14 3
071+012 4
0-69+012 51/
0-69+0-13 7
0-66+0-12 8
0-69+0-13 9lh
07 *012 110
074 +0-09 1312
074 +013 15'»
077+0-17 1712
073+0-15 19'7

Table4.4: The variation of the charge modification patio
with etching time

respectively). However, the average charge modification values determined
for the unetched titanium and copper surfaces are 0.37 and 0.44
respectively, indicating that more charge is lost in the impact process
between carbonyl iwon microspheres and these latter two surfaces, than in

the corresponding impact event with aluminium.

It has already been pointed out in Section 4.2.2 that three
distinct particle behaviour patterns can be highlighted if the incident
particle velocity is plotted against the incident particle charge:
i.e. corresponding to regions of "sticking", "bouncing" with charge
modification and "bouncing" with no charge modification. The initial
particle charge is thus seen to play a crucial role in determining whether the

particle "sticks" to the surface; in particular, particles which possess
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(i) DRY OXIDE (i)
Time base 0:5ms/Div Time base 2ms/Div
a=drift tube trace; sen(0-005V/ Div)
b= target trace;sen(0-:02V/Div)

(iii) WET OXIDE (iv)
Time base 2ms/Div Time base 1ms/Div
a=drift tube trace:sen(0-005V/Div)
b= target trace; sen(0:02V/Div)

Figure 417: Oscilloscope traces for the highly oxidised
silicon surfaces
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a large charge (due to their large mass) invariably "stick" to the
surface on impact, whilst small, low charge, particles tend to'bounce .

As a general comment on this behaviour it may well be that since the
particle charge is related to the particle potential, which determines the
amount of tunnelling and electron-phonon scattering (see Section 2.3.2)

in the oxide junction, a sufficient temperature rise may occur leading to

welding and hence "sticking" on impact. However, this idea will be

discussed more fully in Chapter 5.

4.3.3 Semi-conducting materials

Figure 4.17 shows the variation in the charge modification for
microspheres incident on silicon targets having "wet" or "dry" oxides.
From a comparisonof this set of traces it can firstly be concluded that
the nature of the oxide does not appear to significantly influence the
particle interaction. Rather, the percentage of charge 'dumped' on the
target depends on the incident charge of the particle as indicated by
Figure 4.17(iii) where 90% of the charge is lost on impact, i.e., the
larger the incident charge the greater the possibility of a "sticking"
event. It is also typical for a high proportion of the events to show multiple
bouncing on the target surface illustrated by (i) the absence of a
return particle drift-tube trace and (ii) a second, reduced amplitude,
target trace, The value of using an incident velocity/incident charge
plot for characterising the particle response is once more illustrated
in Figure 4.8, where, again, the three zones of interest arise, of which
comment has already been made in Section 4.3.2. As a final point, it is
of interest to note that the average value of the charge modification
ratio (qm) for the region where particles "bounce'" with some loss of
charge on impact (see Figure 4.8), is given as 0.86 * 0.09 for the "dry"

oxide and 0.792 + 0.24 for the "wet" oxide.
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(i) GLASS (i1)
Time base 1ms/Div Time base 1ms/Div
a=drift tube trace;sen(0:02V/Div)
b= target trace;sen (0-005V/Div)

(i) EBONITE (iv)

Time base 2ms/Div Time base 1ms/Div
a=drift tube trace;sen(0-005V/Div)
b=target trace;sen(0-02V/Div)

Figure4.18: Typical insulator surface oscilloscope
traces

157



4.3.,4 Insulating materials

Figure 4.18 shows a sample of chayge modification oscillographs
obtained from glass and eboiile which are typical of all the insulating
materials used in this study. 1In addition, multiple “bounciﬂg“ veeurs in
many cases as indicated by the target trace of Figure 4.18(iii). The
average charge modification values for each insulating surface used in this

investigation can be found in Table 4.5, where it can be seen that the

Specimen Average

material |reflected/incident
charge for positive
reflections G/q,

Glass 091+0-04
Mica (Sum) 09 +007
Mica(50um) 09 +0-05
Mica(100um) 09 +0-02

Paxolin 0-91+0-04
Tufnal 0-88+0:06
Red-fibre 0-84+0-11
Cellulose(1) 0:94+0-07
Cellulose(2) 10 +0

Cellulose(3) 0:91+0

Ebonite(400um) 0-73+016
Ebonite(800um)| 0-78+0:21
PV.C. 0-66+0-6

Table4.5: Insulator charge modification ratios

softer materials, such as P,V.C. give rise to more charge being 'dumped"’
during the impact process. On occasions it is evident that the decay of
the induced charge on the target, as the reflected particle leaves the
surface, is exponential in form (see Figure 4.18(iv)). This is thought to
arise where the particle leaves the target at an oblique angle and thus
has a low "normal" velocity to the target surface. Under this condition
the returning particle does not pass through the drift tube (since no

return pulse is seen) but escapes into the vacuum system. This phenomengn
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is more noticeable with an insulating surface which is (i) mechanically

soft and (ii) has large variations in surface topography.

As with the highly oxidised metal and semi-conducting surfaces the
impact behaviour of each particle can be characterised by using a plot of
the incident particle velocity against the incident particle charge.

Typical plots for glass and ehonite (0,4 mm) are shown in Figure 4.19 from
which regions of (1) "sticking" and (2 ) "bouncing" with charge modification
can be highiighted. However, it is apparent that there is a large overlap
in the two regions. It should also be pointédd out that, whereas in the
highly oxidised metal case, the regions would appear to be determined by

the particle charge and the electrical characteristics of the microsphere/
target combination, the size of the impact area and the amount; of charge
"rubbed off" during impact are thought to be the important parameters in

the impact between a microsphere and an insulating surface.

4.4 Interpretation of the ellipsometric data

The complementary laser ellipsometer facility has been used to
monitor the surface conditions of the aoxidised aluminium target after each
etching process, see Section 3.6.1. Using the A and ¥ values measured after
194 hours of etching, which correspond to a thickness equivalent to an
ambient oxide surface,and the optical constants of aluminium, which are
available in the literature(113) it is possible to compute the thickness of
the oxide present on the aluminium target at the other etching times, and
these, together with the film thickness are given in Table 4.6. However,
for etching times from 0 — 5} hours, the ellipsometric values for A and ¥
become invalid due to the oxide being slightly absorbing at these oxide thick-
nesses. Therefore, the corresponding oxide film thickness has been
estimated using the procedure outlined in Section 3.4.2, in which an etching

yield of 0.1 atoms /ion has been used throughout the calculation . It should
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Etching time D 7~ | Film thickness
(hrs) degs degs A
19 3962 | 146:09 25

1712 3912 | 14603 7
15112 3841 | 14586 34
13112 37-28 143-09 55
111!2 35-82 | 13884 91
912 3358 | 13259 164
8 315 12559 206
7 304 11688 294
) 400
4 i . 506
3 - = 577
2 - - 648
1 = - 719
112 - - 754
0 - - 790

Tabledb:Ellipsometric data

also be pointed out that the ellipsometric data can only be thought of

as giving an average value, since the film thickness and optical constants
are highly dependent on the crystallographic orientation.
the measured change§ in A and ¥ can be interpreted as the variation of
oxide thickness and changes in the chemical composition respectively.

More detailed information on the composition and structure of the relevant

oxide layer will be discussed in Chapter 5.

Although highly oxidised copper and titanium targets have also been used

time did not allow a comprehensive ellipsometric study to be performed on

these surfaces.

161

In addition,



4.5 Micropoint probe measurements

As described in Chapter 3, two experiments have been performed
with the mobile microprobe. The first involves mechanically moving the
microspherxe from its impact site using an electrolytically etched
tip, while the second involves the application of a high field between
the tip and microsphere to determine if (a) electron emission occurs
from the microsphere or (b) the microsphere can be moved by the electrostatic

force generated by the electric field.

4.5.1 Mechanical data

The procedure adopted in the mechanical microprobe experiments
is as described in Section 3.7.2, in which all the target surfaces possess an

ambient oxide layer. Table 4.7 shows the microsphere/target combinations

Microsphere /Target |Impact damage
combination

1 Carbony! iron(typeH) No

Titanium 318

2 Carbonyl iron(typeE)/ Yes
Titanium 318

3 Carbony! iron(typeE)/ Yes
Aluminium

4 Carbony! iron(typeE) Yes
Stainless steel

5 Carbonyl iron(typeH) No
Stainless steel

6 Carbony!l iron (typeHy No
Copper

Table47:Mechanical microprobe data

used throuchout this study together with a comment on whether any impact
"damage" is evident after the microsphere has been moved from its impact
site. Microsphere impact "damage" is visible on particle/target combinations
2, 3, 4 (see Table 4.7), although it is not seen for every impact site.

All other microsrphere/target combinations showed no visible target damage.
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Apm

(b)

Figure 4.20: Mechanical microprobe data;(a) before
movement of the microsphere,
(b)impact site
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Figure 4.20 shows the tungsten tip and the particle before and after mechanical
movement of the microsphere in a case where impact damage is visible. The
most noticeable effect is seen on the aluminium surface, where the size

of the impact site is of the order of the contact area. Damage may, however,
be occuring in the other particle/target combinations but the actual
indentation arising from the impact event may be too small to resolve in the

S.E.M.

As further evidence of the affect the microsphere charge has on
the impact process, it has been observed that impact damage on a titanium
318 target is observed when type E carbonyl iron powder is used, whdle no
damage occurs for the type H powder. Since the particle size distribution
is larger for the E type powder, than for the H type, it can be expected that
in the former case, significantly larger charged particles are involved
in the impact process, It should also be mentioned that once the microprobe
and particle came into contact, adhesion processes dominate and the particle
"sticks" to the tungsten tip; when this occurs the only way of removing

the particle is to apply a field between the tip and target.

4.5.2 Electrical data

As in the mechanical data section, the same microsphere/target
combinations are used. The microprobe tip is positioned a known distance
(usually 20 pm) above the adhering microsphere, using the technique
described in Section 3.7.1, and the current/voltage characteristics recorded
as the high voltage is increased. Typically, as the voltage was raised
the current would increase slowly until suddenly a large "current jump"
would occur and thereafter, it would rise more slowly to an ultimate level of

-~ 10~7A (determined by the external safety resistor). A slow reduction in

voltage caused the current to remain at a high value until it woudd suddenly
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"switch" off, i.e., giving a hysterisis effect. On subsequently viewing

the target/microprobe system, it was invariably found that (i) the microsphere
was missing, (ii) crater formation was visible on the target surface and

(iii) the microprobe tip was damaged. The most probable cause of these
effects is either sharp lipped craters, resulting from the microsphere
leaving the target surface and giving rise to field electron emission sites
which cause a "breakdown" of the microprobe/target gap, or more probably, an
"ignition"process associated with the poor vacuum pressure of the S,E.M.

which again causes a similar breakdown of the microprobe/target gap.

Typical microprobe/microsphere/target photographs, before and after the
application of the high field, are shown in Figures 4,21(a) and (b) for the
particle/target combination of carbonyl iron/stainless steel. In Figure 4,21 (b)
the surface damage is clearly evident. However, not all the microspheres
leave the surface under the application of the high field and in these cases
Fowler-Nordheim (34) plots can be obtained. Figures 4.22(a) and (b) show
typical plots which yield field enhancement (B) factors of 5 and~19
respectively, i.e., typical of a hemispherical body on a planar surface.

Thus, it is of significance to note that the impact of a microsphere onto a
high voltage electrode would be the unlikely cause of electrical breakdown,

due to field enhancement, sinceﬁ} factors ~ 200 are usually required.(114,115)

To calculate the force required to remove a microsphere from the
target surface, using the eguations due to Rhorbach (see Section 357:.3)
requires the microsphere to be in a uniform field. However, it is possible
to circumvent this problem by using the "flattening" technique described in
Section 3.7.3. Hence it can be assumed that an approximate uniform field
exists between the microprobe tip and target. The procedure adopted
to find the voltage at which a microsphere is repelled from the target
surface at a given microprobe/target gap, involves progressively raising

the voltage in 100 V increments while at the same time monitoring the
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(a)

e

10pm

Figure 4.21: Electrical microprobe data;
(a)microprobe and particle before
the application of the electric field,
(b) after applying the field
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Figure4.22a-b: Fowler-Nordheim plots for a microsphere on

a titanium target surface
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emission current. When a current is recorded, the voltage is reduced to
zero and the target examined to check if the microsphere is still

present. 1In fact it is usually found that as soon as an emission current
arises the microsphere will have left the surface. Knowing the applied
voltage and the microprobe/target gap, the force required to remove a
microsphere from the target surface can be calculated. For microspheres
which do not leave the target surface, the microprobe/target gap is reduced

and the same process repeated. Table 4.8 shows the calculated repulsive

Impact Electrostatic
experiment |repulsive force
N x10-°

1 695

2 695

3 336

L 695
Control
experiment

1 10

2 17:9

3 179

4 179

S 281

Table 4.8: Microprobe repulsive force
data

force for the carbonyl iron microsphere (type E)/titanium (318) combination.
As a check on the calculated values, a control experiment was performed
using carbonyl iron microspheres (Type E) "sprinkled" onto a titanium

318 surface, since this allows the adhesive force for a particle resting

on the target to be calculated, see Table 4.8. It can be seen that all the
values are of the same order of magnitude indicating that the force holding
the microsphere on the target surface after an impact event is mainly due

to adhesion.
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There are, however, a finite number of events where the microsphere
remains on the surface after reducing fhe gap and re-applying the voltage.
In these cases the microsphere was removed mechanically and it was
usually found that an impact site existed below the microsphere where for
the same microsphere/target combination no visible impact site occured
when the microsphere was removed by the mechanical process outlined in
Section 3.7,2. This points to the fact that the impact indentation may be

caused by some form of electrical/charge exchange process.

4.6 Contact time measurements

It is an obvious prerequisite for measuring the contact
time, that a microsphere must undergo a "bouncing" event on impact.
Accordingly, the data already presented in section 4.2 indicates that
only insulating or highly oxidised metal surfaces can be used. Data has
thus been restricted to measuring the contact time of carbonyl iron (Type E)
microspheres with a glass surface. As a preliminary exercise to get some
idea of the time involved, we can substitute the physical parameters of this
system into equation 2.8 which subsequently gives a theoretical wvalue
for the contact time of 9 x 10 _%;. However, an important point to remember
is that this calculation is based on an asumption that the impact takes
place on a flat surface whereas experimentally this is not always the
case. The anticipated ideal schematic pulse shapes dlor the output waveforms,
when a voltage sensitive amplifier or a charge sensitive amplifier are used
to measure the contact time, are shown in Figure 4.23, The voltage
amplifier ultimately used was based around a high slew rate/large
bandwith F,E.T integrated circuit, the LH 0032CG , which is used in the
non-inverting configuration ,shown in Figure 4.24, while the charge sensitive
amplifier is that supplied by Daresbury Laboratories, of which details have

already been given, Since high speed storage is required, data cannot be
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Figure 4.23: Schematic contact time waveforms;
(a) voltage sensitive amplifier,

(blcharge sensitive amplifier.
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Figure 424:Voltage sensitive target amplifier
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recorded on the digital storage oscilloscope because its sampling rate for
digitisation is too low. Therefore data is recorded on the Hewlett-

Packard storage oscilloscope ( 10 nsec/cm time base speed).

In the event it was observed,for particle impact velocities in the
range 1 — 10 ms_l, that neither type of amplifier produced a flat
portion indicative of the contact time (see Figure 4.23). Also at the
speeds required to detect the contact time, the charge sensitive amplifier
only inverts the signal, giving no differentiation of the pulse. Therefore,
in this case, the flat region indicating the contact time, would be
situated at the tip of the waveform as shown in Figure 4.23 (b). Figure 4.25(a)
and (b) are the observed traces for the voltage sensitive amplifier and
charge sensitive amplifier respectively. Although no contact time
region is evident, it is possible to conclude that the contact time must

=/
be less than 5 x 10 s, which is in agreement with the theory.

Time base 20us/Div Time base 5ps/Div

Figure4.25:Contact time oscillographs; a=voltage sensitive
amplifier; b=charge sensitive amplifier

One approach to improve the resolution of this technique would

be to increase the contact time. Since equation 2.8 indicates that the
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contact time is proportional to the radius of the microsphere,
50 pum diameter carbonyl iron microspheres have been used in the dust source
gun. However, little success has been obtained due to their poor

charging efficiency.

4.7 Alternative microparticCle sources

Extending experiments to the use of alternative microparticle
materials has many attractions: for example, the "sticking" or "bouncing"
phenomena which are associated with the impact behaviour on many target
materials may depend on the type of impacting microparticle. However,
attempts at using an insulating dust source, such as alumina (particle
radius ~ lum) produced only a situation where, although particles emerged
from the reservoir (see Section 3.3.2), their charging efficiency was so low
that they collected in the high field charging region and did not pass into
the experimental chamber, In the case of a semi-conducting powder - such as,
silicon, the charging efficiency is far greater than for the insulating
powder and the observed particle impact behaviour shows that these particles
"stick",on impact, with an ambient oxidised metal target surface, i.e. a

similar process to carbonyl iron powder.

It has already been mentioned that the "sticking" process may
result from the kinetic energy of the incident particle being converted
into heat on impact. The role played by the target in such a process has
been investigated using tungsten (see Section 4.2.2). However, the carbonyl
iron microsphere may undergo softening (116)and melting in the impact event.
To determine this effect chromium powder has been used in the microparticle
gun. Since the oxide on chromium has a far higher melting point than the
oxide on carbonyl iron (i.e. Cr203 2538K and Fe203 1730 K) the impacting
particle may not melt and thus "bouncing” will be more likely. However,
tests showed that "bouncing” events using these particles were still absent

on ambient oxide metal surfaces.
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4.8 High field measurements

By using the charge sensitive amplifier, which allows the
impact particle charge to be measured in the presence of a high field,
measurements were performed on a commercially polished titanium target under
high field conditions. The high voltage isolation of this amplifier
is + 2KV (see Figure 3.12) therefore data, at higher voltages
can only be obtained by removing the amplifier and recording the incident
and reflected particle charges using the drift-tube detector. However,
to allow the high voltage range of the amplifier to be used fully, the gun

voltages were set at V1 =+1.3 KV and V2 = ~1.9 KV.

4.8.1 High field charge reversal behaviour

Referring to Figure 3.6, for VT & 0 microspheres will be
attracted towards the target and impact will occur following acceleration
across the gap. On impact there is a possibility of charge reversal
and consequently the microsphere will be re-accelerated across the dap.

The bouncing behaviour depends on the microscopic conditions at the

point of impact and this has been shown to give rise to a large spread in
the charge reversal measurements. To overcome this, it was found necessary
to use some form of averaging, whereby each point plotted is the average of
10 events under constant field conditions. Figure 4.26 shows the charge
reversal results ébtained, for the titanium 318 surface. From this it is
observed that the (qz/ql} ratio increases as the macroscopic field increases,
i.e., the charge reversal efficiency increases as the applied voltage
increases. However, it has also been shown previously, that titanium
exhibits charge reversal behaviour even under zero field conditions,
suggesting that the efficiency of the process might not just depend on the
response to the applied field E, but also on some intrinsic contribution
arising from the work function differences between the interacting

surfaces, Oscillographs indicating the charge reversal behaviour for a
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033 067 10,
Gap Field (Vm=™x10°)

Figure 4.26: Charge modification ratio (%/q) versus
the gap field *

(@)

(ii)

Figure 4.27: Charge reversal oscillographs;(a)=drift tube trace
(sen 0:02V/Div); (b)=target trace(sen0-005V/Div),
time base 1ms/Div;(i)=gap field 47x10°Vm™,
(ii)=gap field 5-7x10°Vm™
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test gap of 3 mm can be seen in Figure 4.27 which shows that the charge
reversal efficiency increases with the applied field, Using this same
charge amplifier the charge 'dumped" on the target in presence of the
electric field can be determined, Results on titaniumiindicate that the
conservation of charge is obeyed, i.e, the charge on the microsphere
before impact is equal to the charge ‘dumped' on the target minus the charge

carried by the reflected microsthere.

4.8.2 High field charge repulsion behaviour

For target voltages in the range OCVT « Vl' the positively
charged microsphere experiences a repulsive force as it enters the 3 mm
gap. However, at low fields (3 x 10+4—9 6 x 10+4 Vm_l) contact will
still occur and possibly involve charge reversal due to the contact potential
difference arising from the differing work function of the colliding
materials, For Vop? V1 a microsphere will be repelled by the target and
brought to rest before impact, and in consequence there will be complete
in-flight momentum reversal. Conversation of energy considerations would
indicate that when the gap voltage reaches the 1.3 KV gun voltage,repulsion
of all the microspheres should occur. 1In practice, however, repulsion is
apparently found to start for some microspheres at a gap voltage of
+ 1.2 KV, whilst complete repulsion of all the incident microspheresiidoes
not occur even at wvoltages of + 1.8 KV across the test gap. The percentage
of positive chanyge reversals as a function of the test gap voltage is shown
in Table 4.9. It should be noted that gap voltages greater than + 1.8 KV
could not be used due to amplifier noise. This arises from random charge
generation caused by mechanical vibration of the "test" gap. Figure 4,28
shows the variation of the impact microsphere velocity with the impact

microsphere charge as the gap voltage is increased. Each plot shows that

low velocity and small charged microspheres appear to "stick" to the target
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% of positive charge | Gap voltage
reversals KV

8 12

14 13

L6 14

62 15

96 16

Z7 I

88 18

Table 49: Percentage of positive charge
reversals as a function of the
test gap voltage

surface even when VT > Vl. An explanation can be offered to account for

the above phenomena: As the positively charged microsphere passes

into the high field zone,conditions are favourable for field electron emission
to occur from the earthed grid (see Figure 3,6) to the microsphere, a

process that has been originally considered by Hurley et al (117) This

would subsequently lead to a reduced microsphere charge and hence the
repulsive force generated by the high field would be insufficient to stop

the microsphere impacting on the target surface. It is important to note

that this type of process only occurs in a high field gap situation.
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CHAPTER 5

5.0 DISCUSSION QOF EXPERIMENTAI, FINDINGS

Lo Introduction

The theories outlined in Chapter 2 will be called upon

extensively in this section to .account for the mechanical and
electrical behaviour observed throughout the simulated impact studies
and the microprobe manipulation experiments. However, it is of interest,
initially, to comment on the improved spatial resolution of the new
vertical microparticle facility with reference to the impact
measurements obtained from the 5 test impact sites on an ambient oxide
aluminium surface, described in Section 4.2.1, This new and more
refined technique indicates that the scatter in the "e' values, as
shown by the standard deviations in Table 4.1, associated with the
individual bouncing events within a given (200 pum)?® impact zone is
much smaller than has been previously obtained when results were
averaged over ~lcm®. This observation suggests that the mechanical
properties of a surface do not change appreciably within a 200 um
range. In contrast, however, the electrical response, as measured

by the qZ/qI values, still show a large scatter - thus indicating that
the microscopic electrical properties of the surface that determine
the change exchange process, (e.g. substrate work function, oxide
thickness and species), have to be defined en the micron scale,
Therefore it is of interest to discuss the microscopic mechanical and
electrical phenomena that can give rise to the scatter in the

data. Finally, the importance of both the electrical and mechanical
conditions will be considered in a high voltage gap situation. As
with previous chapters the mechanical and electrical aspects of the

particle impact will be considered separately.
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1 \

5.2 Interpretation of the mechanical results

From the experimental results outlined in Chpater 4, it
is apparent that two different types of impact process have been
encountered, i.e., "sticking" and "bouncing”. For all the ambient
oxide metal surfaces, except aluminium, microspheres appear to
"stick" to the target surface on impact while for highly oxidised
metal surfaces and insulators the "bouncing" process is clearly evid-
ent. Whilst tﬁ; mechanical data obtained from these bouncing impacts
is generally in agreement with the macroscopic experiments performed
by many authors, there are, however, two important differences between
the micro and macro systems, viz., (i) that in this study the
critical velocity for a microsphere impact is -~ 250 ms_l, while in a
macroscopic system, it is only 0.1 msnlf and (ii) the large amount of
scatter in the recorded data, can in some cases be as much as 50%,
while in a typical macroscopic experiment the scatter is < 10% (29),
These observations point to the importance of defining the differences
between the micro and macro systems, and in particular isolating
those microscopic properties of the electrode surface which, not
only give rise to the scatter in the ‘e values, but are also
responsible for the "sticking" process observed in the impact between

many microsphere/target combinations,

5.2.1 Surface topography

It is apparent that not even the finest polished surface
is completely flat, thus in a microsphere/target contact process, the
size of the target features are important in determining the 'real
area" of contact. A target polished to a %—um diamond finish

typically possesses many irregular features of which polishing grooves,
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of the order of 0.1 um, together with contaminant material from

the polishing medium are probably the most dominant. The polishing
process may also give rise to a Bielby layer (118) which possesses

a different structure to that of the underlying solid material. Bowden
and Tabor (119) have noted that these changes in surface structure

are detectable to a depth of many particle radii. 1In practice it is
found, for example, that there are regions where ‘work hardening*

(see section 5.2,4) has occurred while other regions possess an

overlayed structure.

The presence of surface roughness can also determine the type
of contact by refining the size of the adhesive forces, Thus it has
been recognised by Whitehouse et al (120) and Greenwood et al (121),
for example, that asperity deformation in surface contacts can be
elastic but more usually plastic in nature, while Pollock (122)
has produced calculations which show that the attractive force between
a small asperity and a flat surface can be large enough to produce
plastic deformation, Therefore it is reasonable to assume that
the surface microtopography may well play a major role in the
"sticking" behaviour observed between a microsphere and an ambient oxide
surface. Equally an impact onto a sharp edge, asperity or polishing
groove may well raise the contact pressure at the point of impact
that plastic deformation may develop and hence lead to increased
adhesive forces so giving rise to a "sticking" process. 1In a "bouncing"
event, such as that which occurs between a carbonyl iron microsphere
and an ambient oxide aluminium or highly oxidised metal surface, a
reduction in the e-value of ~ 60% can occur in a multipoint impact,
shown in Figure 5.1. On the other hand for the impact in a valley or

groove, in which equipartition of eénergy occurs, a change in the value
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Microsphere

\ Target

Figure 5.1: Microsphere impact regime

of the coefficient of restitution from e to e/ JFE can arise (123)

In this context, it has been observed by Latham et al that, in many
cases of microsphere impact, "stuck" microspheres are found to be
concentrated along surface features such as scratch grooves (26). Since,
in many cases, no bouncing occurs in an impact event between a
microsphere and an ambient oxided metal target surface, it is not
possible to determine, in detail, the effect played by the surface
topography since no e-value can be determined. However, the surface
topography is found to be crucial in the microsphere/insulator impact
behaviour where all of the insulating materials investigated promote
bouncing. 1In particular for the harder materials such as glass,

the distribution of 'e' values is far sharper than for softer

materials, such as P.V.C., as indicated in Figure 4.10. In this latter
case many of the reflected particles were observed to leave the surfate
at non-normal angles and this was thought to be due mainly to the
surface roughness. On impact, it is possible for multi-impact events

to occur, (shown schematically in Figure 5.2), in a similar manner as
that occurring in the impact on a metal surface, Thus many particles

leaving the surface do not pass through the drift tube but escape
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Microsphere

Contact area

Figure5.2:Microsphere impact onto an insulator surface

into the vacuum system - this type of event is indicated by the

exponential decay of charge shown in Figure 4.18 (iv).

To investigate the effect of the surface topography, each
insulator target specimen had it surface roughness measured using
a "Talysurf" profilometer where Figures 5.3 (1),(11) and (iii) show the
profiles obtained for glass, P.v.c. and red-fibre, Both the p,v.c.
and red-fibre profiles indicate a general trend for the thickness of
the sample to vary across the surface, however, for the red—fibre,
within a (200um)* analysing area (the accuracy of the present vertical
microparticle facility) the variation in thickness is ~ 10um. In the
case of the glass,the surface is remarkably flat. It should also be
mentioned that the surface profile is taken across only one region of
the specimen containing the contact area. To analyse a profilometer
trace a procedure is followed that involves dividing each 0,1 um zone,
see Figure 5.3, into 10 parts to give a 10um resolution across the
surface. Then recalling that the vertical sensitivity is 2 um per
division (for the red-fibre sample) , it is possible to compute the

surface angle with referenceto the planar surface conditions. For

182



183

Figure 5.3: Surface roughness profiles for(i)Glass, (1i)PVC,(iii)Red-fibre



Figure 5.4:Surface angle measurement

example, with reference to Figure 5.4, if h is the height of the
surface feature and 1 the length (10 pm), then tan @ = % where ©

is the surface angle measured from the planar surface. This process
has been performed for ~300 samples on the red-fibre surface, and

from the @ values obtained a histrogram has been plotted as shown in
Figure 5.5. Although the distributionis not smooth, due to an averaging
process for h and 1, the general shape is significant. It is seen that
the peaks in the distribution occur between 4 and 6 degrees and the
maximum surface angle lies at ~30°; there is also a significant
distribution of angles in the 0° —» 2° range indicating a relatively

flat surface. Assuming, therefore, that this distribution is typical
of the impact zone the anticipated variation in the 'e' value for this
surface is thus calculated to be from the true value e to 0.50e

as @ varies from 0° to 30°. Thus the red-fibre histogram would tend

to be shifted to a higher value, with the lower e-values being
shifted by a larger amount since these correspond to large oblique
angle reflections. Mathematically the envelope of the surface

angle distribution can be described by the function

1 + x*
A . -—:arﬂ'“ where A is a constant,

e 2
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Figure 5.6 shows this function with A normalised to 1. Although the
other surfaces could have been similarly analysed, time did not allow

such a process to be carried out.

522 Strain rate effects and hardngss

It is known that full plasticity occurs in conventional hard-
ness testing measurements and arises when the mean contact pressure
is ~ 3Y, where Y is the macroscopicyield stress (19). For comparison
Hutchings(13) has derived an expression for the mean contact pressure
developed during a microscopic elastic impact (see Section 2.1.1) which
for the case of a 2um radius carbonyl iron microsphere impacting on a

stainless steel target, at an impact velocitw of 10 ms_l gives the

4
; ) = 9 ~2 y ]

mean elastic contact pressure P, as 5.875 x 10 Nm . Although this

value is less than the critical pressure (P.) required for plastic

: ; 10 =2 : : :

impact, wviz, 2.13 x 100 Nm , corresponding to an impact velocity of
-1 o =

250 ms ~, it is nevertheless greater than the mean contact pressure

for plastic flow obtained from conventional macroscopic hardness

testing measurements, Therefore it is important to discuss the

various reasons for this discrepancy in values and to ascertain what

role hardness and strain rate play in the impact process.

In a normal static hardness test, an indentor is pressed
into the material under investigation until an indentation forms,
The hardness of the surface is then calculated by dividing the
load on the indentor by the indentation area (so obtaining the Meyer
hardness value), If H is the hardness and Y the uniaxial flow stress

then =
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where K is a constant related to the indentor geometry. For an
elastic process, which allows the material under test to return to its
original shape once the load is removed, K& 3. This type of test has
been used more recently by Johnson et al (83), Pollock et al (88),

and Pollock (123) in relation to the adhesion effects between a micro
indentor and a surface. However, in a dynamic macroscopic situation
the Shore solerscope is normally used, This involves dropping a
standard sphere from aknow height onto an anvil of the material

and by measuring the rebound height, the coefficient of restitution
can be calculated for the surfaces. It is known that hard materials
suffer less deformation and hence promote a high recovery of energy
from the elastic stresses, This behaviour is clearly seen froﬁ the
histograms of Figure 4.10, for the microscopic impact of carbonyl

iron microspheres with insulating surfaces. In contrast to the static
hardness testing measurements where the time to form the indentation
can vary from several seconds to several hours, the opposite situation
occurs in the dynamic test where materials are subjected to high loads
for a very short period of time -~ hence high strain rates, Both Tabor (19)
and Davies (17), using 5 - 10 mm radius hardened steel spheres, and
Davis and Hunter (124) with conical indentors, have studied the effect
of dynamic hardness at strain rates of ~ 10? S-l on metals and alloys.
Tabor (15) has found that the dynamic hardness (H) is a function of the
incident and reflected particle velocity such that

= &‘m{u‘.—

2z
H = vl
Va S g

| w

where m is the mass of the indentor, u and v are the impact and
reflected particle velocities respectively and V; is the volume of the

indentation, which is given by z

* This is also the definition of the mean inelastic pressure,P ie P=H
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V3 = D% | (Rp - 0/3) S g

Here D = Rp - (Rp* = a‘)§

where Rp is the radius of the sphere and

'a' the contact radius, Although equation 5.2 has been derived for

a macroscopic system it can equally be applied to the "bouncing" events
of this study, observed with many of the microsphere/target combinationéf
Thus comparing, again, the glass and the p.v.c. surfaces; in the latter
case the indentation produced on impact is likely to be far larger

than in the former case hence the p.v.c.surface would possess a

lower dynamic hardness value than the glass surface. Dynamic hardnesss
effects have bean studied by Chaudhri and Brophy (125) on fused silica
and by Chaudhri et al (29) at stirain rates of ~5 x 1055_1, on

NaCl, LiF and MgO crystals. These latter authors found that the
dynamic hardness increased with strain rate with the most marked

effect being observed with MgO. Moreover, plastic identation, and

even cleavage cracking, occurred with the impact of WC and glass spheres
(0.27 — 1 mm in diameter) on targets of the above materials at

impact velocities of 75-—250 ms_l. In all of the experiments a large
percentage of the particles were observed to bounce, which is in
contrast to the behaviour observed with many ambient oxided metal sur-
faces used in this study; however such events displayed a large

loss of energy, up to 95%, in the impact process. This effect

has been reported by other investigators and is demonstrated by

the histograms in Chapter 4. The strain rate effects associated with
the dynamic impact process were found to be much greater than those
expected from quasi-static strain hardening measurements. Notably,
most of the observations in crack growth could be explained by

Chaudhri et al in terms of dislocation densities and the imposed
stresses, while it was observed that the stress effects were

evident both during loading and unloading, such that crack formation
Dynamic hardness >Static hardness, since the pressure resisting

indenfation is greater than that occuring in a similar
indentation under static conditiens (19
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continued as the particle was in the process of leaving the surface,

In the case of a carbonyl iron microsphere impacting onto a
stainless steel target, the contact time calculated from equation
2.8, is found to be ~ 9 x 10_95 and the corresponding strain rate

v 2 3 1065_1, (see Section 2,1.1.) which is larger than that
considered by Chaudhri et al (29). Therefore the "sticking"
phenomena may be due to the high strain rates causing changes in the
surface structure and severe compression of theoxide interface
(between the particle and target). For microsphere/insulatox

impact events, a high percentage of the incident particles exhibit
bouncing, with the result that ‘harder' materials give a higher the
'e' value: however the spread associated with the'e"' values may well

be due to different impact sites behaving mechanically different

from others at high rates of strain.

Thus although other techniques exist for measuring the
mechanical properties of a material under conditions of high rates
of strain, the measurement of the dynamic hardness, by particle

impacts, provides another useful tool.

5.2,3 Surface films and mechanical strength

In many practical situations, a particle impacts onto a
surface possessing a contaminating layer, usually in the form of
an oxide, and this may undergo severe deformation leading to plastic
flow, Therefore it is important to discuss the role played by such
layers and in particular the mechanical strength of the surface
oxide film. Pollock et al (88) have observed plastic flow arising
from the static micro-indentation study of a platinum- tungsten contact
and found rupturing of the contact junction at the weaker of the two

metals, Also in a major study, performed by Gane (126), on the
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direct measurements of the strength of metals on a sub-
micrometric scale, using tungsten and tungsten carbide tips on
aluminium and gold surfaces, it was found that when the stress
was applied to an external surface, the condition of the surface
played a major role in determining the mechanical strength. For
the case of a single crystal in contact with a hard metallic surface,
the strength that could be sustained was about five times less than
the theoretical strength - probably due to the high local stresses
in the interfacial region. However, introducing a surface film
increased the mechanical strength of the material to its theoretical
single crystal value which Gane assumed was due to the surface layer
removing most of the stress concentrations. Therefore, for surfaces
which do not support a surface oxide it is not surprising that the ‘e*
values determined by many authors (4,5) are significantly lowered.
This surface oxide behaviour is thus more likely to affect
micro impacts than macro eventéf which is indicated by the dynamic
yield pressure (P ) being larger in a microsphere/planar target
impact event than in a corresponding macroscopic event; a fact

x¥
borne out by the critical impact velocity (V. ) for macrospheresbeing
O.lmsm1 compared with an equivalent value of } 250 ms'_1 for
microspheres, Latham et al (26) have pointed out that the difference
between micro and macro systems might well be caused by the differences
in the localised mechanical behaviour of single crystal and polycrystalline
targets to impact events. Verification of this assumption for the
case of the static indentation measurements over a small contact region
(~ 1pm*) by Gane and Cox (127) has shown that the hardness may be

2 to 3 times higher than the macroscopic value,

Shewman (128) has also shown that ductile films deform
elastically under the impact of microspheres, whereas brittle films

In macro impacts plastic deformation may still cccur even in
the presence of the surface oxide
“x see page 189, and refs19, 26 190



tend to crack, in a similar manner to the LiF MgO and NaCl materials
used in the macro experiments of Chaudhri et al (29), equally the
metal substrate will tend to flow through the cracks. 1In addition
the type of oxide can influence the adhesive forces (88) arising
from the impact. Thus for mechanically hard films, it would be
expected that the 'e' values obtained from the bouncing experiments
would be higher than fbor soft materials. For the oxidised surfaces
used in this study, i,e., coppexr, titanium, silicon, molybdenum and
tungsten, the corresponding ‘'e' values are 0.48, 0,53, 0.55, 0.48 and
0.43 respectively, which is in agreement with their surface oxide
microhardness values (129). for the oxidised aluminium surface the
average 'e' values varied from 0.44 to 0.34 as the oxide was removed,
which indicates that a high percentage of the energy is lost on impact.

For aluminium, where its surface oxide is AIEO it should be expected

3!
that the 'e' value should be much higher since its oxide has a greater
hardness value compared with the other oxides. However mechanically,
the formation of the hydroxide on the aluminium surface, due to the

presence of water vapour, has been found (130) to cause a reduction

in the Youngs modulus for the surface by up to 50%.

5.2.4  Work Hardening

This may be explained by considering a static indentation
test involving a sphere being pressed into a planar surface. Initially,
the surface deforms elastically, however as the stress increases the
elastic limit of the surface may be exceeded and plastic deformation
occur. The process continues until the stresses are spread over
an area such that the stresses are within the elastic limit of the
.deformed material. Thus at the end of this process plastic flow has
stopped and the elastic properties of the material are again able to

support the load; if the load is then removed the surface deforms
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elastically . On applying a new load of a value which is equivalent
to that removed, the surface deforms again elastically until the load
fits the original deformation. If the load is now increased, plastic
deformation again occurs, i.,e., the elastic limit is exceeded,

and there is a further increase in work hardening. It has been
pointed out in Section 5.1 that the vertical microparticle facility
developed in this study allows the impact area to be reduced to
~(200um)*; therefore in the "bouncing" events which occur for

certain surfaces there is a possibility that several impact events
occur at previous impact sites, thus if work-hardening takes place
different surface mechanical responses can be envisaged which will

give rise to a change in the 'e' value.

S.2.5 Contact area and contact time

An estimation of the contact time and contact area is
extremely important in understanding the physical processes
operating during an impact event between a microsphere and a target
electrode. 1In fact, once the microsphere is in contact with the
plane, the size of the contact area governs the magnitude of the
adhesive forces, see Section 5.2.1; equally the contact time
determines the charge transfer (9) (to be discussed in a later section).
Mcfarlane and Tabor (131) have found that for two solid surfaces to
adhere to each other they must be brought together over a large area
of real contact without the application of large stress forces,
otherwise the elastic properties of the surfaces will tend to
reduce the adhesive force when the stress is removed. For softer
metals, such as indium, the contact junction is far more ductile,
and so is more easily deformed which would thus increase the contact

area.For the case of a carbonyl iron microsphere(2um radius) impacting
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~1
on a stainless steel electrode at a velocity of 10 ms ~, the
~9 :
contact time has been calculated to be 9 x 10 "s, and using the same
mechanical parameters, the contact radius 3' from equation 2,2,

- -4
is given as 1.54 x 10 7m.(hence the contact area=7L5x10 m")

Although it has not been possible to make a conclusive
experimental measurement of the contact time, it is possible to say
that the contact time for a 2 um radius carbonyl iron microsphere
impacting on a glass surface is less than 5 x 10—75. Evidence for
short contact times is also available from other sources (29,125),
but in particular Chaudhri et al (29) have found that in the impact
between a glass sphere (270 um diameter) and a LiF target at an impact
velocity of 150 msﬁfthe contact time is~1.2 x 10_6, while in
another experiment Chaudhri and Walley (132) have obtained values of

1.9 x 10_65 for 1 mm diameter steel spheres impacting on Borosilicate,

5.2.6  Shock and collision parameters

The hypervelocity study of Smith and Adams (32) indicates
that in cases where plasma is produced the ions generally arise from
the prcjectile material only. To explain this, Smith et al suggested
that two shock waves are produced at the impact contact points, with
one wave travelling in the projectile while the other travels in the
target. The velocity of the shock waves depend on the mechanical
properties of the materials and their angle of contact 6.

When © is small, the shock waves are attached to the contact points
and no shocked material is exposed to the surface,so no plasma is
produced. Penetration of the target leads to an increased 0 so that
a stage can be reached where @ becomes critical, such that the
velocity of one of the shock waves becomes greater than that of the

contact points, Under these conditions the shock wave detaches itself
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from the contact points giving rise to highly shocked material plasma
formation. The theory shows that for the particle/target combinations
Fe/W or Mo detachment first occurs for the Fe projectile, while for
the Fe/Cu or Al combination the target shock wave is the first

to become detached.

A somewhat different approach has been adopted by Dietzel
et al (39) which involves considering hydrodynamic flow in the
hypervelocity regime. Hence a partition of the initial K.E.
of the particle occurs on impact giving internal energy (reversible
elastic strain energy) and internal heating ,and both surfaces become
‘shocked'. 1In the case of Fe/W and Fe/Au, up to 40% of the incident
energy is trapped as internal energy and 10% as kinetic energy.
However, in a metal-insulator contact only a small amount of internal
energy is trapped by the particle. Generally ,with increasing impact
velocity, an increasing fraction of the internal energy is
converted into heat. Dietzel et al, on this basis, have defined
shock parameters for the projectile and highlighted the particular
importance of the product BA, where B is the shock parameter and
the density of the target material. For high B” values, a large
amount of energy is lost as heat on impact, thus reducing the
amount of energy available for the rebound , and hence the
coefficient of restitution. However, in the case of low velocity
impact ( ~ 10 ms—l) by the microspheres of the present study, where
the impact velocity is much less than the critical velocity for an
inela.stic process (> 250 ms_l), no such behaviour is expected

to occur.

In a low velocity collision between a microsphere and

a planar target electrode, where the impact wvelocity is below the
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the critical value for inelastic deformation (11), it is to be

expected that most of the initial kinetic energy is stored by

elastic forces in the target which is subsequently given up to

kinetic energy in the rebounding particle. Experiments, however,
indicate that this type of situation only arises in microsphere/
insulator contacts: in microsphere/ metal contacts, it has correspond-~
ingly been shown that the majority of the particles stick to the
surface. However in both cases energy will be dissipated during the
collision as elastic waves witﬂin the target material. Expressions
relating the percentage of energy lost during collision by elastic
waves have been developed by Hunter (23) for a purely elastic collisieon,
and by Hutchins (27) for a plastic impact process - such as would

arise in the impact between carbonyl iron microspheres and the insulating
materials. Using the expressions outlined in Section 2.1.4 yields a
value of< 3% for the impaét of a carbonyl iron microsphere onto a
stainless steel target, and a value of < 0,5% in the case of a carbonyl
iron microsphere impacting onto a p.v.c. surface. Both values agree
favourably with those obtained by Chaudhri et al (29) in the impact
between W.C. and glass spheres with Mg0, NaCl and LiPF crystals

where <10% of the initial energy was lost as elastic waves and by
Hutchings( 27), using the 'e' values obtained by Uetz and Gormel (20 ),
for the impact of hard steel spheres on mild steel at ~ 70 ms_l,

where < 3% of the energy was lost as elastic waves. In conclusion
therefore, it appears that the change in the coefficient of restitution
is likely to be small for any type of impact and to have little

effect in the sphere/target impact events.

5.2,7 Angle of erosion

If a microsphere impacts onto a target surface at a non-

normal angle, which may arise either from poor target allignment
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(see Section 3.3.7) or more probably from the surface topography of

the target, surface erosion may occur causing a corresponding

reduction in the reflected microsphere velocity. Hence it is important
to consider such effects and the conditions which promote such behaviour.
In a microscopic study, De Haller (133) has observed two types of
erosion occurring at different impact angles: The first showed a
flattened and highly deformed surface when the impact angle was

large and the second a scratched (less deformed) surface at low

impact angles. In a further epxeriment performed by Wellinger the
erosion observed was found to depend not only on the impact angle

but on the type of target material. Bitter (28) has determined

the deformation wear when a microparticle impacts upon a target as

L {2 Ssimoe = E)®
W= 1, mo= . cee Bk

where wD is the deformation wear per unit volume of material lost,
m and u are the mass and impact velocity of the impinging particle
respectively, « is the impact angle, K is a constant determined from
the mechanical constants of the material and L the energy required to
remove unit volume of material. The above expression has been tested
for cast iron pellets (0.3 mm diameter) impacting onto a glass target
where it has been found that erosion only occurs beyond a 20° impinge-
ment angle. Similar data has been obtained by Finnie (134) for annealed
and unannealed glass, however, here erosion was found to start when

o« ~ 20°. Goodwin et al (135) have found an almost linear decrease
in erosion as the particle size was reduced from 100 pum to 5 um. Below
300 ms_1 quartz particles, 5um diameter, were found to cause no
detectable erosion. Thus in the present low veloctity microsphere

study very little erosion will arise.
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5.2,8 Impact heating

If it is assumed that during an impact that the available
kinetic energy is dissipated locally in the contact zone, it is reasonable
to expect the impact velocity of the surfaces to play a major role
in determining the time of contact and hence the total amount of
heat energy produced, Using a mass spectrometer, Smith and Adams (32)
have estimated the temperature rise in the hypervelocity impact
between a charged iron microsphere and a slatted molybdenum electrode
and have found temperature rises of between 2,000 and 4,000 K for
particles possessing velocities of 2 — 4 km s"-1 respectively. This
is in general agreement with Hansen (34) who obtained temperature

-1
rises of 3000 — 20,000 K for particle velocities in the range 10 kms —

40 mksul. Ruddolph (31) also discovered an impact heating effect
associated with his microparticle studies. Here plasma was found to
form in the impact event at velocities > 0.8 km s ™! with the total
volume vaporised proportional to the incident kinetic energy. For the
case of very high velocities, > 20 km 5_1, when all the internal
energy was used for heating and most of the vaporised material

ionised, the plasma yield was proprtional to the square of the impact

velocity.

However for low velocity impacts, Tabor (136) has found that
temperature rises of 5 — 10° were observed in the normal impact of
macrospheres onto a sharp spike, Using a different treatment,

Chakrabarti et al (49) in their field calculations, carried out for

an impacting charged microsphere against a cathode protrusion, found

that for particles of 100 pum in radius and with velocities up to

100 ms‘_lr the maximum temperature rise did not exceed 400 K?G Furthermore,

Chakrabarti (137) has calculated the frictional heating produced by

The temperature rise in a microsphere Zhighly oxidisedtarget contact

junction would be expected to be higher than in a microsphere/clean

metal target confact junction due to the lower thermal conductivity of the oxide.
This should lead to a’sticking event if thermo-mechanical welding is operative.in

practice a'bouncing' event arises ,,.



the impact of 4 — 10 um iron microspheres on a tungsten surface at
an incident velocity up to 100 ms'_1 and found that the temperature
rise is only ~ 100°C. 1In another study Chaudhri et al (29)

have estimated the frictional heating produced in the impact of
0.4 mm diameter W.C. spheres with velocities —~ 100 msTl, on an

MgO target and found that the temperature rise was 1,5 K,

Thus, it is to be expected that the impact events observed in this
study are associated with very little friction/kinetic energy heating.
In further evidence of this conclusion the results obtained using
molybdenum and tungsten surfaces, see Section 4.2.2 would seem to
indicate that any heating process produced by the mechanical impact
is not responsible for the "sticking" process since these surfaces,
which possess an oxide whose melting point is lower than the base

material, produce a significant amount of "bouncing".

As a final point it is important to remember that during
any heating process, heat is dissipated rapidly into the bulk material.
Smith and Adams (32) have estimated, from a method developed by
Carslaw and Jaegar, (138), for refractory metals that ~ 50%
of the energy released by the impact, of a projectile with a
target, would be conducted away in ﬂulO’BS, which is of the order

of the contact time used in this study.

5.2.9 Insulator surface phenomena

Figure 4.10 shows the distribution of "e' values for the
insulating surfaces used in this study. These indicate that there
is a tremendous amount of scatter associated with the data, arising
it is thought, mainly from the hardness of material and the surface
topography, see Section 5,2.1. A similarly large scatter in the
‘e" values has also been reported by Latham et al (26) in the micro~

sphere/metal target impact in a high field test gap. On the other hand
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in a microscopic study of millimetre sized steel spheres in contact
with a steel target, Hutchings (13) has observed (i) wvery little
scatter in the ‘e' values and (ii) a gradual decrease in the ‘e’
value as the impact velocity was raised from 50 — 90 ms“lz In an
attempt to explain this discrepancy, it is necessary to analyse the
insulator data more fully, Figure 4.11 shows the variation of

log ezvz against log v (where v is the reflected particle velocity)
from which it is possible to construcﬁ a linear function between

the two variables such that (14)
22
log e v = mnlogwv + K e D

where n is the gradient of the graph and K is a constant given by
the intercept value. Alternatively the above equation may be written

in the form

which indicates that the coefficient of restitution is not a constant
but is dependant on the reflected particle velocity. The implication
of this result will now be discussed more fully with regard to the
work of Tabor (118), who has derived a function associated with the
impact of a steel sphere, dropped from a height hl onto a steel anvil
to the reflected particle height, h2! Assuming that the dynamic yield
pressure P , during contact, remains constant and is independent of

(i) the impact velocity and (ii) the deformation produced, the rebound

velocity v is given by =

v o= K (o = = Vz)z" Wl D

8

where u is the impact velocity and K is a material constant. It is
cleaxly seen that v is not proportional to u which implies that e is

not a constant, Tabor has verified this expression experimentally,
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along with many others, and noticed a gradual decrease in the

e-value as the impact velocity was increased. At sufficiently

low impact velocities, the collisions will be elastic and so the
coefficieint of restitution will be unity. Tabor's corresponding
expression for the mean pressure during an inelastic process, assuming

a value of 0.3 for Poissons ratio is =

P =-"2--. mg 1
S R LSRR & ‘ 4
(h, - 3/g h,)? 109 Rp* (1/E; + 1/32} x ool

where m and Rp are respectively the mass and radius of the impacting
sphere, g the acceleration due to gravity and E1 and E2 Youngs
Modulii for the sphere and target respectively. In the case of the
impact between a carbonyl iron microsphere and an insulating surface
such as glass, a constant value would have to be introduced into the
above expression, to account for the change in Poisson's ratio.
However, since the numerical values of Poissons ratio are highly
insensitive, the above relationship for P will be retained

Replacing hl and h2 by u*/2g and v?/2g respectively leads to the

following expression for the mean inelastic pressure

4
s v' /(2g)* mg ( 1

P =
W/2g - 3/8 v*/2g) 109 Rp’ ivs B9
which reduces to
4
o¥. v m ( 1 )
- 3
(@ - 3/8vi)2 218 Rp 1/E1 + 1/E2 STy Lt
Substituting for the density © of the sphere (= particle mass/
particle volume) leads to
5 v?e
R o i T gt e A

Tx218 |\ e e

| \ 4-
where A is a constant given by 4 bR ( 1 )
HE1
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2.2 }
To obtain a relationship which contains the function e v, the impact

velocity u can be replaced by v/e to give

This expression is similar to that plotted in Figure 4.11, i.e.

2
e V2 = Kvn, that is

Kv”: v

which may also be rearranged for the inelastic pressure P viz

< A v2

P =
‘(v2/Kvn -

33
5) Jeien D204

For a purely elastic process n— 2 and K-—1 giving from equation

5.6 that

Using a similar substitution the expression for the meanelastic pressure

P. is given by

m
5 . sz
Pn g g\3
) nzy 4416
J S )
that is Py = B.v PN
5 3 3 . . . 0 .
where B = A [ {=) This expression is similar to that obtained
8

by Hutchirgs (13) for a purely elastic process, see Section 2.1.1 and

by Tabor when h1 = h, in equation 5.8 If the values obtained from

2

2.2
the graphs of log e v versus log v are reviewed for Ebonite, Mica and
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P.V.C. it is seen that the n and K values are 2.853, 0.0652 (for
Ebonite), 2.446, 0.175 (for Mica) and 2.887,0.0322 (for P,V.C.)

Since it has already been pointed out that as n-—»2 and K-»1 the
impact process becomes more elastic, the e value should thus approach
1. This is evident from Figures 4.12 (a) and 4.12(c) which for

the case of Mica produces n and K values closest to the elastic
process, and an ‘e' value distribution nearer to 1. Softer materials
such as P.V,C. have low n and K values indicating more kinetic enerqy
is lost in the impact event. Hence by using a log-log plot, as in
Figure 4.12, it is possible to obtain values which can be related to
the elasticity of the material under test. However, experimentally,
this can be seen to involve the recording of a large amount of impact
data pointing to conclusion that some form of data acquisition
process should be used in which data and results can be determined
automatically - such a system will be described in Chapter 6 as

the basis of a microprobe dynamic hardness testing device.

8.3 Interpretation of the electrical results

Although the particle "sticking" phenomena and its
dependance on the electrical properties of the target surface is
probably the most significant finding to emerge from this study, it
will be helpful to the subsequent discussion to briefly review the
electrical data arising from the impact of carbonjl iron microspheres

on various types of target surface :

(1) With the exception of aluminium ~ 99% of the incident
particles stick to the surface of ambient oxided
metal targets.

(1i) Aluminium targets yield ~ 10% "bouncing" events with
the reflected particle possessing a reduced charge

and velocity.
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(iii) For certain particle/target combinations, €,g.
Fe /Al and Fe/Ti there are a finite number of
events where the reflected particle returns with
a negative charge,

(iv) Deliberately oxidising semiconducting and metallic
surfaces tends to increase the number of bouncing
events.,

(v) Insulating surfaces yield ~ 99% bouncing events.
and (vi) The magnitude of the particle charge appears to

play a significant role in the impact process.

The principle aim of the remainder of this chapter will be, firstly,
to discuss the differing charge exchange behaviour outlined above
and, more particularly, to suggest a mechanism which can give the

required conditions to account for the "sticking" phenomenon.

TE Affect on differing particle/target work functions

It is apparent from section 4.3.1 that for certain
particle/target combinations, e.g. for carbonyl iron/aluminium and
carbonyl iron /titanium 318 charge reversal behaviour has been observed.
It should be added that no special target surface preparation is
required to produce the charge reversal process and the effect is
readily observed with ambient oxide surfaces: From the theoretical
considerations of chapter 2 it is clear that the intrinsic field,
arising from the differing microsphere/target work functions will
either augment or reduce the tunnelling gap field arising from the
potential on the charged microsphere, It should further be
noted that the effect will be more noticeable under low bias conditions,
To demonstrate this work function influence, it is necessary to com-

pare the average values of the work function as given in the literature
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for the target and microsphere materials used throughout this

investigation, viz :

gFe ~ 4.38 fAL ~ 4.19,  pMmo ~ 4.32,
oW ~ 4.56 gsi ~ 4.79 gcu~ 4,46
gri ~ 3.84

From these values it is evident that the impact regimes of carbonyl
iron/titanium, carbonyl iron/aluminium and carbonyl iron/molybdenum
correspond to the type of reversed biased tunnelling junctions
(@p > QT), outlined in Section 2.2.2. Conversely, the combinations
of carbonyl iron/copper and carbonyl iron/tungsten correspond to a
tunnelling juction which is forward biased since @p < QT. Therefore,
in the carbonyl iron/Ti and Al combinations, the impact data should
exhibit a percentage of negatively charged particles returning
through the drift tube, since the intrinsic field is in opposition
to the gap field arising from microsphere/target potential across the
target oxide. In the case of a Mo target, where @ m'ﬁr, the
intrinsic field is small so that the charge exchange process will

be dominated by the gap field.

Since the intrinsic field has been shown to play an
influential role in the electrical process occuring during an
impact event, it should also be noted that the formation of an
oxide on a target surface can cause changes in the work function
(see later). As an illustration,in the specific case of the argon-ion
etching of a titanium surface an increase in the work function has
been observed (139). Thus a situation may arise wlere etching causes
a complete reversal of the tunnelling regime, i.e. a change from a

"reversed" to a "forward" biased situation, which then inhibits any

charge reversal, Finally, Texier (140) has assumed that the charge
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exchange mechanism is due to the contact potential difference arising

from the differing work function materials.

LT Surface oxide film growth

From Chapter 2 it is apparent that the thickness of the
contaminating oxide film on the target electrode controls
(1) the tunnelling process and (ii) the incidence of electron-
phonon scattering interactions during the impact event. In addition
the field emission of electrons from a Beukema type trigger discharge
process, see Section 2.3, are also governed by the type of
contaminating film. Therefore, a detailed consideration must be
given to how the growth and type of such contaminating films could
account for the widely different electrical responses which occur in
the impact of a carbonyl iron microsphere on the various target
surfaces. 1In particular the ambient oxide surface film thickness

will be reviewed for each target surface used in this investigation.

Firstly it should be appreciated that surface analytical
techniques have revealed that inhomogeneities in composition through
the surface films is a common feature of their structure. For example,
in the case of a metal exposed to the atmosphere, the film region near
the substrate is likely to be rich in ions of the base material, whilst
the exposed layer will be richer in oxygen. When for example a clean
metal copper target is exposed to air it obtains an equilibrium
layer of m251: (9, 141, 142). Thus Cathcart et al (143) who studied
tﬁe effects of a Cuzo film on a single crystal copper face have
detected strains in the film which they concluded were due to anistropy
in the oxide film, while the X-ray crystallographic studies of Boris
amd Sparks (144) showed that the film thickness varies with

crystallographic orientation of the substrate. This latter point could
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have a profound effect on the charge exchange mechanism. in this study,
which is highly dependent on the target surface oxide thickness. From
S.E,M. studies on the oxide growth on a copper target at ~ 500°c, it
has been reported (9) that the oxide surface is characterised

by hemispherical oxide nodules of { 0.05um which is a markedly different
topography compared to the ambient oxide form. Thus it may be that
this change of topography may play a significant role in the impact
mechanisms exhibted in microsphere/target collisions and in

particular give rise to a spread in the e-~values exhibited by the
"bouncing" particles due to multi-impact events (see sSection 5.2.1).

It is also reasonable to suggest that the oxide may consist of two
species namely Cu20 and Cu0 - in fact on the oxidised surfaces

produced on copper in this study, a black oxide was found to form
rapidly (Cu0Q), which after cooling and ultrasonically cleaning the

target, was progressively removed leaving only a Cu20 red oxide.

In considering the films formed on aluminium in air at room
temperature, Hass (145) has reported that the oxide grows quickly
to about 20£ after which it grows at a reduced rate over a period
of a month to reach a thickness of«-SOﬁ. These experiments were
carried out in ordinary air , which no doubt contained some water
vapour and hence an hydroxide film could have formed. On the other
hand, the experiments of Carbrera et al (146) were carried out both
in dry air and humid air. In dry air, a film thickness of 15;
was rapidly reached increasing thereafter to about 202 after 35
days. Carbrera also found that the oxidation rate was a function
of the water vapour pressure. While on aluminium surfaces deposited
in a vacuum, Fane et al (147) found that on exposing these surface
films to air, the final oxide thickness, measured ellipsometrically,

2 2
was observed to be between 40A and 55A depending on the initial
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state of oxidation, time of exposure and humidity. All these
investigations agree with the value ~25A obtained for the thickness of
the surface oxide film on an ambient oxide film used in this study
(see Section 4.4). The other case of interest is the nature of the
oxide formed at elevated temperatures. Farrell et al (148) have
studied the oxidation of aluminium in the temperature range 25%-
610°C using ESCA techniques and observed that the outermost 30£

- 503 consists of a layer structure mainly made up of hydro-

carbons and of adsorbed gases which probably consist of O CO2 and

27
HZO; the pure oxide layer, therefore, is located between the metal
substrate and the "contaminant" layer. Measurements made at

high temperatures revealed that the outer contaminating film was
significantly reduced to that present on ambient oxide surfaces. It
has also been found (149) that following the interaction of oxygen
with a polycrystalline aluminium surface there is a reduction in the
work function of the oxygen/metal system. This may seriously effect

the charge exchange mechanism since the intrinsic field (see Section

5.3.1) is likely to change.

Turning now to the other target materials studied it has
been observed that the surface oxide on stainless steel targets contain
a high percentage of chrome oxide provided no heat treatment
of the target has taken place (150,151). Latham et al (9) have
observed, ellipsometrically, that the equilibrium oxide is 385 + 5;
which is in good agreement with the results of Fane et al (T4, It
should also be noted that whereas the oxide on copper is semiconducting,
that on stainless steel is a non-absorbing dielectric, Adreeva and
Kazaren (152) have investigated the oxide film growth on freshly

evaporated titanium films when exposed to air and found that a film
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of 12; to 25; formed rapidly and increased to 55; after an

exposure of 74 days. Also the oxide film grown on titanium at
temperatures below 800° C in either pure oxygen or air has the
composition TiO2 and shows a rutile structure, although Tamashov et

al (153) have reported that at the metal interface the oxide is mostly
TiO while at the surface it is Ti02. Finally Andreeva et al (154)
have studied the oxide film growth on molybdenum up to 300° C and have
found it possesses the composition of Mo0

3'.'.

5.3.3 Conductivity of surface films

It is reasonable to assume that the conductivity of a
surface film on a metal target electrode plays an important role in
the charge exchange and tunnelling behaviour which follows the
impact between a microsphere and a target surface, see Chapter 2,
However, many of the theoretical models discussed in Chapter 2 are
derived for ideal surfaces and do not take into account the presence
of such surface films; it should be recognized that the practical
polycrystalline surfaces used throughout this investigation show
wide variations in the oxide film properties over their surface, such
as local variations in the band gap and interband states. Another
important parameter of the contaminating layer is the dielectric
constant, since, as shown in Chapter 2, this determines to some extent,
the temperature rise in the tunnelling junction. Now in many earlier
investigations the value used for the dielectric constant of the
medium was the low frequency value, however under the present circum-
stances of very short contact times ( mflo_as) the high frequency
values are more appropriate. It can be shown that the refractive
index {n]f from the definition of WMaixwells field theory leads to the

relation
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no=JuE,. wem D18

where 1 and €, are the relative permeability and dielectric

constant of the medium respectively.

For wavelengths greater than 1 cm, the above expression is
approximately true. Thus for the case of the impact between a
microsphere and a target where the contact time is ~f1o“85, the above
equation is also valid. TFor simplification we may write {U ~ 1
for many non-ferromagnetic materials, thus n =[g¢,. can be used for
determining theldielectric constant in the equations derived by Klein

(see Section 2.3.2).

Finally, it has been pointed out by Simmons (38) that the
tunnel characteristics are dependant upon the dielectric constant of
the insulating film; i,e., the smaller the value of £_the lower
the tunnel resistivity, especially for low bias conditions. Since
the dielectric constant of most materials is a function of temperature
(155{, it follows that the tunnel characteristics are an intrinsic
function of the thermal properties of the insulating oxide layer, as
well as of the electrodes. These concepts will now be developed in

the following discussion of the particle impact process.

5.4 Particle "sticking'phenomena

As already stated in the case of an ambient oxided metal
surface, it is observed that over 99% of the incident microspheres
"stick" to the surface on impact, the exception being aluminium where
~10% "bouncing' occurs. It is therefore important to discuss the
reasons for the "sticking" phenomena in terms of the solid-solid

interaction and charge exchange processes occurring before and during
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impact. It follows from the previous sections that only a small
fraction of the mechanical energy lost during a collision is

dissipated as elastic waves ( ~ 3%); the remainder is presumed lost
through K.E. heating processes and elastic/plastic effects. However

it is unlikely that kinetic energy heating produces a thermo-mechanical
weld since the temperature rises during the impact of the low

velocity microspheres in this study are extremely small, see S=ction
5.2.8, This conclusion was confirmed experimentally by the
investigation of the impact of carbonyl iron microspheres on molybdenum
and tungsten targets, possessing commercially polished

and oxidised surfaces, which showed that the temperature developed
during the impact event is not the dominant factor, (see Section 4.2.2).
Therefore, the "sticking" phenomena would not appear to be associated
with a purely mechanical impact, In further support of this
contention, the present experimental regime, where the impact

velocity range is 1 - 20 ms_I, is well below the 200 — 500 ms_l quoted
by other investigators for the critical microparticle velocity for
inelastic impact, (26, 30, 31, 32). In addition it should be
remembered that nearly all particles"bounce" from an insulating glass
surface where the predicted critical velocity differs very little from
that of, say aluminium. Therefore some other process/processes

must be giving rise to the "sticking" phenomena,

5.4.1 The effect of the attractive forces between a sphere and a plane

It is evident from Chapter 2, that as a charged microsphere
approaches the target electrode, it experiences several attractive
forces on approach, these include the image force (arising from
the induced charge on the target) and Van der Waal forces while once

impact occurs adhesive forces,due to molecular attractions, dominate.
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Thus, in a typical "bouncing" event, shown in Figure 4.18, the
microsphere will have to overcome the total effect of these forces

if it is to escape from the target surface, Therefore, it is of
interest to determine the magnitude of these forces, and hence the
total work that the microsphere must perform in order to leave the
target surface . Consider, therefore, the typical case of a carbonyl
iron microsphere, of radius 2 um, mass ~ 2.6 x 10?13kg! moving with
an impact velocity ‘u' of 10 ms_l, the total K,E. of the particle

before impact is ~1.3 x 10—11J.

If, for simplicity, it is assumed

that the 'e' value for the interacting surfaces is 0.5, which is typical
of the values obtained in the bouncing impact studies of highly
oxidised metal surfaces, it follows that the reflected particle

will have a K.E. of ~3.3 x 10_12J. Hence, for the "sticking"

events observed with many ambient oxide metal surfaces, the work done

by the attractive forces mentioned above must be > 3,3 x 10-12J if the

particle is to remain on the target surface.

To determine the work done by the image force, it is
necessary to consider two extreme cases: (i) for sphere/plane separ-
ations >2mm03the image force is small and thus can be neglected
and (ii) at sphere/plane separations ¢ 255 the sphere is assumed to
be in contact with the surface oxide, Therefore, over the range
zmmo-25£ the work done by the image force is calculated to be
8.62 x 10-14 J which is much smaller than the energy required to stop
the particle leaving the surface. More importantly, the values determined
from the image force calculations, are for clean metal surfaces only
whereas in practice the presence of the surface oxide contaminating
layer would cause a significant reduction in the image force. Also,

during the impact event, charge exchange is taking place, so that the

reflected particle would possess, not only a smaller velocity, but also
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a reduced charge which would again significantly reduce the image
force. A similar evaluation can be carried out for the long and
short range Van der Waal forces, which yields a value of

6.3 x 10“18J for the work done on the microsphere, i.e,, again
insignificant compared to the energy of the microsphere. As a final
comment on these two attractive force mechanisms, it should be
mentioned that before the impact event, the effect of both the image
force and Van der Waals force on the microsphere is to cause its
velocity to increase, whereas after impact only the Van der Waal's
force is unchanged hence a "bouncing" event should arise, Although
no equivalent energy calculation can be performed for the contact
adhesion effects, it has been shown in Chapter 2 that the adhesive
force is ~ 1.85 x 10_7N. However, in the impact event the elastic
forces of the surfaces dominate which should again promote a
"bouncing" process (see Section 2.4.3). Since the total work done
against all of these attractive forces is much lower than that required
to stop the particle escaping from the target surface, it would
appear that all the particles should execute "bouncing" events: the
fact that in practice over 99% of the incident particles "stick" to
the target surface can only mean that the attractive forces arising
from the image charge, Van der Waal effects and adhesion do not

govern the "sticking" process.

To further emphasise this conclusion it is of interest to
determine the adhesive force holding the microsphere on the
target surface, that had to be overcome, in the basic microprobe
technique outlined in Section 3.7. The calculation, explained
earlier, yields adhesive force values in the range 6.95 x 10'6--

-5
3.36 x 10 N for the case of carbonyl iron (type E) microspheres

impacting on an ambient oxide titanium 318 target, which is similar
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-5
to the values determined from the control experiment, (1 x 10~ —

1,78 2 10—5N) where microspheres are "sprinkled" onto a titanium
target surface. Although these values differ slightly from the
adhesive force value calculated theoretically using equation 2.94,
it should be pointed out that in this equation that the Hamakex
constant has been only approximated, which could lead to an

increase in the adhesive force.

This paradox may be overcome if it is assumed that before
or during the impact event that the microsphere is heated either by
a Beukema type field emission process (45) or by electron-phonon
scattering associated with electron tunnelling within the oxide
junction (see Chapter 2), then significantly larger adhesive forces
may arise during the impact as a result of the increase in ductility
and reduction in hardness of the impacting materials (84, 156) or in
extreme cases the microsphere may microweld to the surface. On cooling,
theadhesive force will generally reduce due to contraction and fracture
of the weld yielding values similar to a microsphere "placed" on the
target surface and observed in the control experiment mentioned
above. The following section will therefore, determine the temperature

rise involved in both heating processes.

5.4,.2 Thermo-electric Welding I

Such a model has been described by Beukema (45) in his modi-
fied trigger discharge mechanism, where it was assumed that in-flight
field emission raised the temperature of the particle surface
sufficiently to cause local melting and hence welding on impact. From
his analysis the temperature rise AT to be anticipated with the

present zero field regime (shown in Section 2.3) would be =

gk VA 2.1'.\11:"},/’-wi!@!az (’T‘TK/JC)%
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where V is the potential of the charged sphere with respect to the
target, I is an approximately constant emission current that flows
for an "approach" time t, R; is the radius of the electron impact
region Whilst K, © and c are the thermal conductivity, density and
specific heat of the particle respectively. Substituting values for
these parameters which are relevant to this study yields a value of
AT = 90 K. Since this is considerably smaller than the rise
required to melt the iron microsphere (melting point 1800 X), it
would appear that this mechanism is also unlikely to be responsible
for the "sticking" phenomena. It should also be appreciated that the
electron emitting surface of this model, namely the target, is covered
with an oxide layer which will inhibit electron emission and

therefore further minimise the heating effect.

5.4.3 Thermo-electric Welding II

This second mechanism could result from the enerqgy
dissipation associated with the electron-phonon scattering processes
in the interfacing oxide region between the particle gnd target,
where the electron tunnelling process described in the model of Latham
and Brah (9) is taking place. It is assumed that the electron-
phonon scattering process (61) produces a temperature rise given by

equation 2.71:

ig. T = ¢ €6 8
C

where E is the applied field across the target oxide, ¢ the specific
heat capacity per unit volume,s is a constant whose value lies between
0,7 and 0.9, €,and €. are the dielectric constants of free space and
the oxide respectively. To evaluate the above expression, it is

necessary to determine the potential of the charged microsphere when
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it comes into contact with the target oxide surface. For the
conditions which are appropriate to this study, i.e., a 2 um radius
microsphere possessing a charge of 10?140 impacting on a 25; thick
target oxide film, the potential of the sphere with respect to the
target, calculated from equation 2,74 as explained in Chapter 2, is ~11V
Table 5.1 indicates how the temperature rise in the tunnelling

oxide junction depends on the type of contaminating oxide film, its
physical parameters and its thickness, The high frequency dielectric
constant has again been used throughout (see Section 5.3,3) while

the value of ¢~ was chosen to be 0.85 [see Section 2.3.2). The
results indicate that for a 25; oxide film temperature rises in

the range ~ 148 — 460K could occur, while a significant decline
occurs at 100;, i.e., ~9— 31 K. Although these temperatures are very
much higher than predicted by the previous thermo-electric welding
mechanism, they do not appear to be large enough to cause melting of
the oxide surface in the sub-micron junction. It is however important
to note that the above values have been determined for microparticles
which possess a relatively small charge, Thus, if the radius of a
microsphere is doubled, there will be a corresponding increase in the
charge acquired during the contact charging process in the micro-
particle gun, (see Section 3.3.2). This in turn will lead to

an increase in the sphere/target potential. Therefore since the
temperature rise in the tunnelling junction is proportional to the
square of the sphere/target potential, much larger temperature rises
can be envisaged. Corroboration of this "size effect" has been
observed with the microprobe experiment for different particle size
distributions (see Section 4.5), where the H type carbonyl iron
powder/stainless steel éarget combination (whose oxide posesses a

high percentage of Cr203) indicates no visible impact site markings

while for the corresponding case of E type carbonyl iron microspheres
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visible evidence of the impact can be seen in several cases , It

should also be pointed out that the target surface oxide can be

assumed to be non-uniform giving regions that are less than 252 thick
(9), (see Section 5.3.2); since T is inversely proportional to s*
(where s is the thickness of the target oxide) larger temperature

rises could occur locally where s < 25&. A similar effect could result
from the high strain rates involved during the impact process

(see Section 5.2,2) since these may cause a compression of the

target oxide and hence a reduced value for s.

The decrease in the calculated temperature rise occurring
in the sub-micron tunnelling junction, as the target oxide thickness
is increased, leads to a reduced probability of a microweld
occurring on impact. This is therefore put forward as a reason for
the advent of the "bouncing" events observed with highly oxidised
metal surfaces. Further support for this contention comes from
the experimental results on a highly oxidised aluminium surface which
indicates that the number of bouncing events gradually increases
as the oxide thickness increases. Referring to Table 5.1, which
illustrates the material dependance of the mechanism, the "bouncing"
behaviour should occur first with aluminium, since its tunnelling
junction temperature is the smallest, followed by silicon and
stainless steel. Evidence for this latter point can be found in the
results on highly oxidised silicon and copper targets where a
thinner oxide is required on silicon to promote "bouncing" than that
needed for copper, A particularly surprising experimental result
was that the titanium surface needed to support only a thin oxide
before "bouncing" behaviour occurs, 1i.e., in contradiction to the
predicted tunnelling oxide temperature rise shown inTable 5.1.

However , if the work functions of the microsphere/target combination
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is considered, see Secéion 5.3.1, it is observed that the

intrinsic field, of the present impact regime, leads to a reversed
biased junction which opposes the field across the sub-micron junctioﬁ
and in consequence a smaller temperature rise could be anticipated.
This work function difference between the microsphere.target
combination also accounts for the charge reversal behaviour observed

with the titanium surface (see Section 4. 3.1Y.,

Another apparently anomalous target response occurs in the
impact event between carbonyl iron microspheres and an ambient
oxide aluminium target. Referring to the "bouncing" events observed
with this surface they are seen to include two different forms;
(i) reflected particles which possess a negative charge arising from
work function differences similar to that explained above for
titanium and (ii) a "bouncing" behaviour in which the reflected
particle posseéses a reduced positive charge. This second type of
response is significantly different from other target materials.
One possible explanation of this latter phenomena involves the
hardness of the surface oxide (A1203) where it may be suggested that
little or no compression of this oxide occurs during impact. Hence,
taking into account the relative work functions of the microsphere/
target combination, the resulting field across the oxide may only
give rise to a reduced tunnelling effect leading to incomplete
charge transfer between the microsphere and target during the
contact time. Thus the temperature rise in the sub-micron junction
will be too small to cause a microweld to occur, hence the particle

will "bounce" with a reduced positive charge.

Finally the microprobe data indicates in many cases, that
there is no obvious impact site, at least not discernible in the

S.E.M., for many of the impact events where particles "stick" to the
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target surface, Therefore for a "sticking" process to occur the
temperature rise in the sub-micron junction does not have to be
sufficient to cause melting, since a modest increase in temperature
can give rise to "softening" and plastic impact which leads to
larger adhesive forces as reported by Gane et al (84) on the
adhesion of germanium at high temperatures. In addition, the
microprobe data indicates that, where impact sites are observable,
the temperature rise is occurring in the target oxide and is not due

to the modified trigger discharge process of Beukema (45).

5.5 The effect of the microsphere velocity and charge on the impact

process

The variations shown by the impact velocity/impact charge
data for the highly oxidised aluminium, silicon, molybdenum,
copper and tungsten targets,of which Figures 4.7 and 4.8 are represent-
ative of the data, indicates that for particles which possess high
velocities and/or large charges, some form of charge modification, and
in extreme cases "sticking", occurs on impact. Since we are concerned
with particles which have impact velocities in the range 1 - 50 ms_l
the variation in the strain rate will be relatively small, although
compression of the target oxide may still be taking place, therefore
it is to be expected that the particle charge will be the dominant
factor. On this basis we now can use an argument similar to that
discussed in the previous section to explain the surface impact
characteristics of a highly oxidised target surface, In the region
where all particles appear to "stick" to the target surface, the
microsphere/target potential arising from the particle charge is

relatively high, giving rise to tunnelling and hence a large temperature
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rise in the sub-micron contact junction leading to (i) larger

contact adhesive forces arising from plastic deformation or

(ii) a microweld, both of which could precipitate a "sticking" event,
In the intermediate region, where particles "bounce" but undergo some
form of charge modification, the sphere/plane potential during an
impact event gives rise to a reduced tunnelling effect and

incomplete charge transfer during the contact time. The temperature
rise in the tunnelling junction is subsequently small, hence no
plastic surface effects arise and the adhesive forces are insufficient
to cause "sticking". For the final zone, where particles "bounce"
with no charge modification, the sphere/plane potential is too small
to allow any tunnelling to take place and hence no charge transfer
occurs. In consequence the temperature rise in the sub-micron
junction is minimal and hence promotes the type of "bouncing"
behaviour which is observed with insulating materials. Similar zones
can also be identified on the impact ve ocity versus impact

charge data of Figure 4,19 obtained from the insulating target
materials. However, since the insulating targets are too thick to
allow any form of tunnelling, the evidence of charge modification in
these experiments must be attributed to the mechanical processes

that occur during the impact event. Thus, the main loss of charge
is thought to arise from charge being "rubbed" off the microsphere
during impact. Such a process will depend on the surface microtopography
and surface deformation of the target. The former case leads to
multiple impacts while the latter gives rise to a surface contact area
which may be far larger than that calculated for a purely metal/metal
contact, see Section 5.2.5, Both charge removal processes would be
more likely for large diameter particles (hence large charges) a

conclusion which is supported by the experimental evidence shown in
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Figure 4.19. Although these ideas have beep put forward to explain
the charge behaviour occurring at insulating surfaces, it must alsa
be pointed out that similar processes could arise in microsphere/

highly oxidised metal contacts.

5.6 High field effects

In the present zero field study,the impact behaviour of a
microsphere on a metal target electrode is found to depend upon
(i) the target material, (ii) the work functions of the microsphere
and target, (iii) the surface contaminating oxide layer,
(iv) the charge on the microsphere and (v) the strain rate effects
involved during the impact. To determine how these processes
might effect the behaviour of microparticles in a high voltage gap,
and in particular initiate its breakdown, it is first necessary
to briefly review the mechanism of microparticle initiated breakdown.
In this a clump of material is torn from one of the electrodes under
the action of the electrostatic forces associated with the applied
gap field and then accelerated across the gap to impact on the opposite
electrode. Depending on the impact conditions two types of event may
occur that can give rise to breakdown; firstly, if the impact
velocity is high enough, a microplasma can be produced on impact which
can in turn trigger the breakdown of the gap, while secondly a
momentum and charge reversal process may occur, leading to K.E.
enhancement (see Chapter 1), which, after a multi-transit impact,
may eventually lead to a sufficiently energetic impact for the

formation of a microplasma,

In many high voltage systems, naturally occuring microparticles

(radii 0.1 — 5 um) have been observed to cross the gap on the initial
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application of the high voltage (157). Since these are generally
thought to consist of both parent electrode materials and contaminants
resulting from the polishing process,it is important to consider
which types of material should ideally be used for the electrodes

if the energy-enhancing "bouncing" behaviour described above is to

be suppressed. However, as insulating particles are unlikely to
undergo charge exchange, the discussion can be simplified to consider
the contrasting situationsof a positively charged, metallic microparticle
impacting on (i) an ambient oxided cathode electrode and (ii) a
highly oxidised cathode electrode. In the first case, the influence
of the particle/target work functions will be almost negligible

since a high percentage of the microparticles can be assumed to be

of the same material as their parent electrodes. Under these circum-
stances the charge reversal mechanism is therefore controlled by the
electrical and mechanical properties of the surface oxide film. In

a real gap situation, where fields exceed ~ 6 x 106 Vm_l, all the
surfaces approach a common charge reversal response (5), and hence
only the mechanical properties, i.e., e-values, of the oxide surface
will control the velocity enhancement process. Therefore, to suppress
the "bouncing" process, it is ncessary to choose a surface whose
e-value is relatively small, i.e., such as aluminium. To inhibit the
field-controlled charge reversal process, a thick oxide could be
artificially grown on the target surface, since under these conditions
particles will "bounce" with the reflected particle possessing a
virtually unmodified positive charge and hence will not be re-
accelerated across the gap. However, the possibility must not be
discounted that as the particle moves away from the cathode electrode,
the field in the microparticle/cathode region could be great enough
for a trigger discharge (see Section 2.3) to occur which may lead to

breakdown of the total gap. This type of event is more likely to occur
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for the larger charged particles and for cathode surfaces which
possess many irregularities; from this point of view the electrode
surface should be initially polished and cleaned to remove large
contaminants. This type of breakdown could occur for all types of
highly oxidised metal surface used in this study since "bouncing"
behaviour is promoted when an oxide is artificially grown on a

target electrode.

Finally, the effect of a "sticking" event should also be
considered, since a protruding particle resting on the cathode surface
could give rise to field enhancement and consequently field electron
emission. Thé Fowler—-Nordheim plots of Figure 4.22 indicate that
the /@ factor associated with such a microgeometry lies in the range
5 —19 which is in agreement with the enhancement calculated
theoretically for the case of a sphere resting on a cathode. In
practice, however, one requires enhancement factors > 200 to produce
the correct conditions for breakdown of the high voltage gap, hence
the effect of a "sticking" microparticle is thought to effect the

breakdown process very little under these circumstances.
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CHAPTER 6

6.0 A dynamic hardness measuring device incorporating

automatic data acquisition

651 Introduction

The fundamental studies reported in Chapter 4 of the
impact behaviour of the low velocity, positively charged, metallic
microspheres on planar targets under zero field conditions have
shown that there are generally two types of interaction, termed
"bouncing" and "sticking" events. Insulating targets give rise,
almost exclusively, to the former type of event, whilst metal
targets promote both types of events, where the relative numbers of
each, within a given sample, generally depends on the thickness and
electrical properties of the surface oxide. The distinction between
their alternative patterns of behaviour lies in the fact that electrical
charge is exchanged during an impact with a metal target and can give
rise to local welding processes, whereas in the case of insulating
targets the interaction is electrically "passive" and results in a
"bouncing" event that is solely characteristic of the mechanical
interaction between the surfaces. This latter observation therefore
points to the possibility of applying the experimental techniques
used in these microsphere impact studies as the basis of a dynamic
probe for measuring non-destructively the variations in microhardness
across extended-area specimens. Such a facility could be used
immediately for the study of electrically insulating surfaces with
every prospect of its application being extended tometal specimens
when the more complex interactions associated with these surfaces is

more fully understood. It should also be noted that the proposed
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technique represents the microscopic analogy of the traditional
macroscopic Shore solerscope system which measures the dynamic
hardness of a surface in terms of the coefficient of restitution,
or e-value, between a reference sphere bouncing from a planar

"test" anvil.

In considering the practical requirements of such a micro
testing facility, account must be taken of another important character-
istic of the impact data detailed in Chapter 4, viz. the significant
scatter that is observed among the e-values associated with individual
bouncing events at a given microscopic"tesf‘zone. This therefore
points, in the first place, to the physical need of recording a
relatively large number of events in order to make an accurate
measurement of the mean e-value of a given site, and in the second
place ., to the practical need of automating the data acquisition and
recording systems, using microprocessor techniques, in order to provide
an "immediate" display/read-out of the required information. This

chapter is devoted to describing just such a prototype system.

6.2 System Logic

6.2.1 General concept

Referring to Figure 6.1, a "test" microsphere is produced by
an auto-trigger controlled pulse unit whose function is to fire the
microparticle gun. The microsphere, having an initial velocity
u and charge qy,first passes through a drift tube charge detector
and then either bounces off the specimen target to return through
the drift tube with both a reduced final velocity v and charge qyr
or sticks to the specimen target. The output of the F,E.T. op.amp

pisses into an interface unit and finally into the computer/display,
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Figure 6.1:Block diagram of the data acquisition system

where the "software" is used to discriminate between a "bouncing"

and "sticking" event, and rejects the latter. The display then
presents the digital voltage of the analogue signal and the time
period of both trapezoidal pulses. Coincident with the operation of
the interface, the trapezoidal pulse is fed into the auto-trigger unit
which controls the supply of microspheres in such a way that it is
impossible for a second "test" microsphere to enter the system whilst
the previous event is being processed, Details will now be given of

the design and function of the wvarious components of this system,

6.3 System Hardware

In this section details are given of the design and
operational mode of the constituent elements of the overall data

recording system outlined above,
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6.3.1 Auto-trigger unit

The basic function of this module is to control the
"firing" of the microparticle gun. It is based on a free-running
oscillator of frequency ~ 1 HZ that provides a regular train of
pulses for triggering the high voltage pulse generator that "fires"
the microparticle gun. However, as already outlined in Section
6.2.1, the unit also has a built-in facility for "latching" the
oscillator when a particle is detected by the drift tube; a manual
re-set facility is then available for re-starting the oscillator.
The complete circuit of the module is shown in Figure 6.2 which
for ease of understanding, can conveniently be broken down into
the following sequence of sub-elements : input pre-amplifier,
comparator, pre-amplifier, C.M.0.S. latch, relay/driver and a free-

running oscillator.

6.3.1(a) Input pre-amplifier

The smallest trapezoidal signal, appearing at the output of
the drift tube amplifier, which can be discriminated from the back-
ground noise is -~ 20 mV, Hence this voltage has been adopted as
the minimum threshold value for "latching" the auto-trigger unit.

Since this value is too low to use directly, for causing the following
comparator to switch "state", it is necessary to introduce some
amplification. Referring to Figure 6.2, this is achieved by using a
741 S operational amplifier in a non-inverting configuration to produce
a voltage gain of ~200. Before use, the input is shorted allowing

the off-set null to be adjusted to give zero output,
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6.3.1(b) Comparator

The output from the pre-amplifier described above is fed
directly into the inverting input of a high speed comparator,
(R,S. Type 710). A reference woltage, which can be conveniently
derived from the series chain of R4, D1 and D2 connected between

the +12 V and OV rails, is connected to the non-inverting terminal.

In this arrangement, the value of R, is determined by the maximam

4

current which can pass through D, and D To obtain the correct

1 2°
output voltage 'swing', the comparator requires a + 12 V rail and - 6 V
rail, where the - 6 V rail is derived from a zener diode (6.2V)

and its associated current limiting resistor.

When the magnitude of the variable input voltage exceeds

the reference wltage at the non-inverting terminal, the output of

the con@arator changes state; i.e. provided both woltages have the
same polarity with respect to earth, Thus when both inputs are
positive the output switches from + 3.2 V to approximately - 0,5 V

(a T.T.L. compatible signal) . With no variable input woltage, the
output of the comparator remains at ~ 3.2 V. In practice, a 20 mV
signal at the input to the pre-amplifier will, after amplification,
cause the comparator to change from a "high" to a "low" state. However
for maximum stability, it is important to keep the supply leads as

short as possible and to use stabilised supply wltages.

6.3.1(c} Pre-amplifier

Although the output of the comparator can drive a T.T.L.
gate directly C.M.0.S. (operating voltage + 3 V to + 18 V) is
the logical choice for the reset latch since relays and large voltage

"swings" are to be used in the latter part of the auto-trigger network.
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However, the "latch" requires a "high" logic level of 0,7 VDD to
Yok (where Vpp is the supply woltage) and a "low" logic lewel of

Vs B0 0.3 VDD (where V__ is the ground level, OV) thus the output

SS S8

of the comparator requires amplification. A non-inverting

ampl if ier based around the 741 operational amplifier is used,

with a voltage gain of 10, such that its output "swings" between

the positive rail wltage (VDD) and ground {VSS) as the output of the
comparator changes stated from 'high' to 'low'. As with the input
pre-amplifier a similar "setting-up" procedure is adopted when ad-

Jjusting the off-set null,

6.3.1(4) C.M.0.8. latch

A C.M.0.S. 4001B gate provides a latch that will turn
off but not tuxn on again until manually reset. If the output of
the pre-amplifier is "high" (positive supply rail) the output of

the C.M.0.S. latch will be "high". To prevent triggering on noise

signals gates "a" and "b", together with the two resistors R, and

9

RlO form a Schmitt trigger which provides noise immnity. A "low"

at the input to R_ causes the output of gate "a" to go "high",

9
together with the output of gate "d" which then inhibits the output
of gate "b" after it has gone "low". Reset is achieved, manually,

using a push-to-make switch.

6.3.1(e) Relay and driver circuit

In many cases it is possible to driwe a D.I.L. (Dual in line)
relay directly from the output of the C.M.0.S. latch, howewr, for
protection it is far better to use a driver transistor (B.C.109) with

the relay energising coil connected into the collector circuit.
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The back e.m.f, produced as the relay operates does not reach the
C.M.0.S. integrated circuit since the driver transistor provides
some immunity. The base resistor R13 is chosen such that the

current drawn from the latch is small but still large enouygh to turn

the transistor "hard on" when the output of the latch is "high,

6351 (F) Free-running oscillator

This device is constructed around a bipolar 555 timer unit
used in the astable mode. The schematic output waveform produced

by this device is shown in Figure 63 where the times T1 and T2 are

~ 0,7 (R14 + R15) C, and T, -~ 0.7 R C, while the

given by T 1 5 15 €4

1

frequency of the oscillation (f) is :

The wvariable preset Prl allows R14 to be adjusted giving a range

of values for Tl' An important point to note with this type of

Astable mode

Output
voltage

——>

—
T Ty Time

Figure 6.3: Schematic timer wavetorm
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timer is that for satisfactory operation the timing capacitor C1
should be of the low leakage current variety, i.e. sil vered mica,
polycarbonate, polystyrene or polypropylene, The power supply to
the 555 timer is controlled by the D.I.L. relay driven via the
CcM.0.S. latch while the output of the 555 is connected to a
miniature relay with special precautions taken by using D4 and DS’
prevent the back e.m.f. destroying the output stage. In this case

to

no driver transistor is necessary since the 555 I.C. can "source"

or "sink" -~ 200 mA of current which is sufficient to energise the
relay. Double pole output relay contacts are used to control the
pulse generator, while also providing isolation to the sophisticated

driving circuitry.

6.3.1(q) Operating Principles

It is possible to consider two alternative practical
situations in the first no signal is present at the input pre-amplifier
while in the second, a trapezoidal pulse, arising from the passage
of a microsphere through the drift tube, gives rise to a signal
appearing at the input pre-amplifier. In the first case, the output
of the high speed comparator remains 'high' (+ 3.2 V), therefore the
C.M.0.5. latch input is 'high' leading to the condition that the
output of the latch is 'high'. As a result ,+ sufficient current
is now available for the driver transistor to switch "hard-on"
and operate the D.I.L. relay. The power supply is thus connected to
the free-running oscillator which then drives the pulse generator

at its operating frequency.

In the second case, the positive trapezoidal pulse causes
the comparator to switch state from "high" to "low". The C.M.O.S.

latch then turns off the D.I.L. relay, thus isolating the free
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running oscillator . Further triggering of the pulse generator
stops and can only be restarted using the manual reset facility.
An L.E.D. is used to monitor the power supply to the oscillator,
being on when the pulse generator is running and switched off when
the unit is latched. Figure 6.4 shows the output waveform of

the free-running oscillator, while Figure 6.5 is the internal view

of the auto-trigger unit.

Sen(5V/Div)
Time base
0-2s/Div

Figure64: Output waveform of the free—
running oscillator

6.3.1 () Buffer amplifier

As a final practical consideration, a non-inverting unity

gain buffer, shown in Figure 6.6 needs to be placed between the

12V
B
71.1\ oP

I/P +//
-12V

Figure 66:Unity gain buffer amplifier
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output of the drift tube detector and the input pre-amplifier of

the auto-trigger unit. This prevents undue "loading" and drift

in the d.c. lewel of the drift tube amplifier. It is important

to maintain the d.c. lewl at 0.V. otherwise the triggering lewel of
the auto-trigger unit will be affected, i.e., if the d.c. output is
below zero, the unit may continue to operate the pulse generator ewven

vhen a charged particle passes through the drift tube.

Gadel The interface unit

The function of the interface unit is to conwert the
analogue input wltage to its characteristic 8-bit data word.
This is performed by an analogue-to-digital converter (A.D.C.),
type R.S. 427E (conversion time 15 pus), and the peripheral timing
devices. The complete interface circuit is shown in Figure 6.7
and for ease of explanation can be broken down into the following
units: input pre-amplifier, clock generator/timing pulses and the

A.D.C.

6.3.2(a) Input amplifier

The A.D.C. allows analogue voltages in the range 0 to
2.55 V (the reference input voltage) to be converted into their
digital equivalent., However, the voltage of the output of the
drift tube amplifier usually lies in the range 20 mV (minimum value)
to 120 mV (maximum value)., Therefore to allow the maximum range of
the A.D.C. to be used, amplification is necessary. Figure 6.7
shows the non-inverting, a.c.coupled, amplifier, built around the
7415, which is used to provide a wltage gain of 20. Thus, for a
120 mV input signal an output woltage of 2.4 V can be realised.

In this particular case, it is important to use the 741 S since
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it has the same response as the operational ampl ifier in the
drift tube detector, (see Section 3.3.5]; thus no distortion of
the waveform should arise. As with the previous amplifiers, a

similar procedure is used in the off-set null adjustment.

6.3.2(b) Clock generation and timing pulses

Clock pulses are derived from a 1 MHz crystal oscillator
module, shown in Figure 6.7, whose output feeds a T.T.L. master-
slave J-K flip-flop (7472) in a "divide by two" mode. The
pulses are fed into the clock input of the A.D.C., whose maximum clock
period is 1.66 ps. "Start conversion" (5.C.) pulses, (see Section
6.3.2(c) are generated using a divide by 100 pre-scalar I.C.
fed directly from the crystal oscillator module, where capacitors
C, and C2 provide the necessary power supply decoupling and high

1

frequency bypass to ground respectively.

6.3.2(c) Analogue-to-digital conversion

The ZN427E is an 18 pin device which incorporates
tri-state output buffers, a wltage switching D to A convertor, a
2.55V precision reference, a fast comparator and approximation logic.
The circuit values of figure 6.7 are used for * 5 V supply rails,

with RR - being chosen to give a walue of 6.4 mA and CRE (~1uF)

E F

to provide stabilisation and decoupling. Since the A.D.C, is

designed to be fairly insensitive to changes in I from 25 pA

EXT'
to 150 pA, the wvalue of REXT ;, for a-5V rail, is determined to be

82 Ka (giving I of 65 pA). The output enable pin is connected to

EXT
the +5 V rail so that when an end of conversion (E.0.C.) pulse
Ogeurs the outputs are "enabled" and can be "read". Figure 6.8 shows

the internal view of the interface unit.
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The conversion sequenceis initiated by a "start conversion"
pulse (in this case every 100 pus) which sets the most-significant-bit
(M.S.B.), pin 11 to 1 and all other bits to 0. A short time is
required for the M.,S.B. to settle, thus the negative edge of the
clock pulse should not occur until 1.5 ps after the negative edge of
the .S.C pulse. At this stage, with reference to Figure 6.9, a

voltage of % W is produced at the output of the D.to A. convertor

ef in
DtoA o - 71 VR
Pl R 2R Ladder ==
25V REF QUT
Comparator] | [ | [ [ ]| REF
& Analogue Voltage T g
VIN Switches oV
R 2 e re b iid h _
EXT Successive Start Conversion
Clock—2 Approx. Register 1L End of Conversion
o REGRSER: 2
Vee = 3 STaBtSffgruStput Output Enable
(+5V)
11 18
MSB LSB

Figure 69: Internal structure of the A/D converter

and compared with the input voltage V If Y s

IN® ref in IN ?

the M.S.B. is set to 0 at the first negative going clock pulse, otherwise
a 1 is retained. At the same time bit 2 is switched and again the

D to A output is compared with VIN and a 1 or 0 allocated to it.

The process is repeated for all 8 bits so that when the E.O0.C. pulse

goes "high", the 8 bit word is a true representation of the analogue
input voltage; this remains valid until the arrival of the next

start conversion pulse. Since the output of the A.D.C. is T.T.L.

compatible, it can be connected directly to the 8 bit parallel J2 user

port on the C.,B.M. Commodore P.E.T.
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Ge3e2(d) Interface connection and choice of software

Figure 6.10 shows the contact identification of the rear
edge-on view of the J2 user port connector, The upper contacts
are used for diagnostics, while the lower pins are used in
connection with the interface. Table 6.1 indicates the pin-
identification character and the signal description for the lower pins.
The lower contacts A, M and N which refer to digital ground, input/
output to the versatile interface adapter (V.I.A.) and digital
ground, are not used in the present interface connection. The E,.0.C.
output from the A.D.C. is connected to C.A.1, which is the
edge sensitive input of the 6522 V.I.A. chip, while the digital
outputs are connectéd  to the PA@ to PA7 pins (PA@ being the M.S.B.

and PA7 the L.S.B.).

Since data has to be recorded and transferred to memory
within the PET computer at 100 ps intervals, a BASIC program cannot
be used. This is because the time interval to increment the BASIC
statements is too long compared to the time between S.C. pulses
(100 ps), which would lead to loss of information. Thus, the
reading and storing of the digital data has to be performed using a
machine code subroutine. As a comparison, the minimum time interval
for sampling a large amount of data from an external device when
using BASIC is 1/30th sec., while in machine code it is 1/25,000th
sec. The outline of the program to accomplish the reading, storing

and manipulation of the data will be discussed in the following section.

6.4.. System Software

The computer program which is used to obtain the data from

the A.D.C. via the parallel user port J2, is shown in Appendix B. The
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Figure 6.10: Contact identification of the J2

user port
Pin identification| Signal Signal
character label description
A GND Digital ground
B CA1 Standard edge
sen. ifp of 652% VIA
C PAO
D PA1 [/0 lines to
E PA?2 peripherals, which
F PA3 can be programmed
H PA4 idependently of
J PAS each for input
K PAG or output
L PA7
M CB2 Special I/0
pin of VIA
N GND Digital ground

Table 61: Pin identification character for the lower pins on the
J2 user port
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program is written in BASIC and is essentially a closed loop.

The machine code subroutine, appearing in the DATA statements, sets
the pins PA@ to PA7 as inputs and pin CAl ready for a positive
transition (i.e. E.0.C. pulse) so that information on PA@ to PA7
can be "latched" into the input register of the V.I.,A. chip. To enable
the machine code program to "run", the first instruction of the
subroutine sets the "INTERUPT" (of the V.I.A. chip) thus disabbling
the keyboard scanning routine, which operates 60 times a second

in the normal BASIC program. Two buffers are used to store the
hexadecimal data; in the first, the number of counts (i.e. the
number of 100 ps events) in a pulse are recorded (see later), while
in the second is located the hexadézimal voltage of each count.
Within the subroutine are instructions to prevent the program

starting on a "low part" (i.e. positive to negative transition) of

the trapezoidal drift tube waveform, shown in Figure 6.11, and also

High part

A

Finite ! : High part
rise time/ 1
i A : Sl
Low part E : v ; : ?2
(—--{ - - €= == ==== - »
1 t

Figure 6.11: Trapezoidal drift tube pulses for a"bouncing“ event

to set the threshold level above which readings are stored. At the
end of the subroutine is an "END" instruction which returns the PET
back to BASIC. The BASIC program then extracts the information from

the buffers, converts it from hexadecimal to decimal and displays on
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V.D.U. (Visual Display Unit), the number of samples in the first

and second trapezoidal pulses, together with the digital voltages
of each sample. Once two pulses have been displayed, the program
returns to the machine code subroutine to await the next block of

data from the A.D.C.

6.5 Data acquisition procedure

The computer program is loaded from tape and can be
initiated using the "RUN" command provided the following conditions
have been satisfied, (i) the microparticle gun is loaded, (ii)
the interface is active and (iii)the d.c. output level of the drift
tube amplifier is at zero. At this stage the computer "sits" in the
machine code subroutine. The auto-trigger unit is then set to operate
the pulse generator (see Section 6.3.1) and to start the production
of microparticles. If it is assumed that a pulse of the form shown
in Figure 6.11 is produced, which is representative of a "bouncing"
event, the trigger unit will latch as soon as the transient input
voltage rises above its threshold. At the same time, the interface
will have been continually sampling the analogue input voltage from
the drift tube amplifier; however,digital information will not have
been stored in the buffer locations in the PET unless the signal is
above the threshold level designated in the machine code subroutine.
Assuming this is the case, the machine code subroutine is "run" and
the V.D.U. prints out the number of pulses within each waveform
and the corresponding digital voltage of each pulse, see Figure 6.12,
For example, if the first pulse contains 10 counts, the time for the
whole pulse would be 1 ms, since S.C. pulseé occur every 100 ps.

It follows that since the length of the drift tube is 1 cm, this is

equivalent to a particle having a velocity of 10 mgl. A corresponding
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argument applies to the second pulse. The maximum digital

output from the A.D.C. is i 1 1y b s ol Sl Ay (decknal
equivalent 255), which corresponds to a 2.55V analogue input signal.
Thus it is a straightforward process to determine the analogue input

voltage from the digital output shown on the V,.D.U,

6:5.1 Data capture errors

These can arise from a variety of unwanted signals detected

by the drift tube amplifier :-

(i) The returning particle might occasionally "stick"
to the drift tube giving rise to a signal which will decay
over to a time period > 20 millisecs, (see Section 4.1).
If this signal is above the threshold limit, for data
storage, difital data will continually be recorded leading
to a false pulse length. Since the number of locations
available in each buffer is only 256, which is equivalent
to a pulse length of 25.6 millisecs, it follows that
all the buffer locations can be filled leading to a
false pulse length. To reduce this effect it is, therefore,
important to ensure that the target surface is aligned
accurately at 90° to the incoming particle.

(ii) In the present facility microspheres emerge from the
drift tube and pass through an earthed grid before
impacting on the target surface, see Figure 3.6. Since
this grid has only a 90% particle transparency there is
finite number of events where a microsphere passes
through the drift tube but does not arrive at the target.
In this case a single pulse is recorded and in any

subsequent event, only the first trapezoidal pulse will
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be measured, since to return from the machine code
subroutine requires that two pulses have been detected by
the drift tube.

(iii) A further spurious effect arises from a switching transient
(from the pulse unit) sometimes being present,which is
counted as the first pulse, thus producing a similar effect

to that above.

To accommodate all of the above problems the BASIC program,
shown in Appendix B, has been modified to store and display three
separate pulses (see Appendix C). Thus if triggering occurs via
a single switching transient two buffer locations are still available

to store a complete microparticle event.

Finally it is important to discuss the reasons for choosing
a 100 ps start conversion pulse and this can be considered with regard
to the data presented on the V.D.U. from the capture of a single or
double trapezoidal event, shown in Figure 6.12. Firstly, the 100 us
interval is easy to generate from a MHz crystal oscillator via a
prescaler I.C. While secondly the trapezoidal pulse, by nature, has
a finite rise time, see Figure 6.11, hence data is stored before the
pulse reaches its maximum height, with the same process occurring on
the fall of the pulse. Since the length of the pulse is determined
from A to B, see Figure 6.11,counting errors arise. Thus if the S.C,
pulses occur every 50 ps these errors would increase and if a larger
conversion time is used, percentage errors would be large, especially
for the high speed particles, (i.e. short times within the drift tube).
Therefore 100 pus appears to be the best compromise to reduce the errors.
Since erroneous counts arise from the measurement of a trapezoidal
pulse,data is not automatically analysed, at present, but is transferred,

manually, into a BASIC program shown in Appendix D, which calculates
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the INCIDENT VELOCITY (U), the RETURN VELOCITY (V ), the

COEFFICIENT OF RESTITUTION (e), the INCIDENT PARTICLE CHARGE (qll,

the REFLECTED PARTICLE CHARGE {qz} and the CHARGE MODIFICATION (qz/qlJ .
No mathematics are required before entering the data into this
program, only the number of counts and the maximum digital voltage

is needed.

6.6 Future improvements

Whilst the system described in this chapter goes a long
way towards the development of a fully automated data acquisition
process, there are, however, several limitations which require some
future modification,

(i) At present, the auto-trigger unit is manually re-set

after a pulse has been recorded, whereas, ideally, contact

M on the J.2. user port (see Section 6.3.2(d) could be

used as a control, such that when two/three trapezoidal

pulses have been stored, a positive transition from the

‘C.B.2 pin (contact M) resets the auto-trigger unit.

(ii) A new "solid state" pulse unit should be substituted

for the older valve unit currently being used, since the

latter represents a source of electronic noise, which

while not important in the pulse generation of the
microparticle, can represent an intolerable level of
interference with the signals associated with the
interface,

(iii) To reduce the counting errors, it has been pointed out, in

Section 6.5.1, that a particle should remain in the drift

tube for a maximum period of time so that, in the

timing sequence, a large number of counts can be taken.
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This can be realised either by (a) slowing down the
microparticles by using lower microparticle gun

voltages, see Section 3,3.2, or (b) increasing the length
of the drift tube. Of these options (b} is the more
ideal, since (a) could lead to an unacceptable reduction
in the probability of a particle being generated by each

triggering pulse.

By incorporating all of the above refinements, it is possible to
-visualise a complete automatic system in which data is extracted,
processed and presented as the parameters outlined in the dynamic
hardness section, As a final comment, it should be pointed out
that even though the present system has a spatial resolution of

200 um*, modifications to the microparticle collimating system could

produce an impact microzone of < 50 um?®.

6.7 Dynamic hardness measuring procedure

When using the complete data acquisition system as the
basis of a microscopic dynamic hardness testing device, it is
necessary, as explained in Section 6,1, to record at least 100
consecutive events of the type shown in Figure 6.11, for each microzone.
However, before considering in detail how the recorded information
is processed, it is important to note three important advantages
that this technique has over conventional hardness testing tools.
Firstly, the present system has the facility for a rapid 'turn-over'
of data, in that once the information from a given'%esf‘impact site
has been obtained, a second site can be selected on the 'test' sample,

In this way, the variation in hardness across the 'test' surface can

be rapidly measured. Secondly, the data is obtained from a 200 um?
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(e)

test impact area which is sufficiently localised to reveal

variations in the microscopic hardness across the test surface.

This in marked contrast to the extended area measurements of

conventional macroscopic hardness testing systems.

Finally, the

process described in this paper is non-destructive in nature, which

implies that the surface returns to the same mechanical state that

it had before being "tested".

It should be pointed out that in

conventional static hardness testing systems, the test surface would

undergo structural changes during the loading period.

The recorded data, from the computer program shown in

Appendix D, has been used to provide four types of information

relating to the parameters defined at the end of the last section,

(1)

09-
08-
0-7-
06
05-
0-4-
03-
024
01-

A graph of the impact velocity 'u' versus the coefficient
of restitution 'e', showing how the surface under test
behaves as the impact velocity increases. A typical

plot obtained for mica is shown in Figure 6.13, where the

0
0

2

T i ] T T T T T T T T T

L0 BB 0 12 %608 20 2L e
- Impact velocity (mg)

Figure 613: The variation of the coefficient of restitution

with impact velocity for the mica surface
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error bars indicate the "spread" about the average

'e! yalue. Generally a high 'e' value corresponds to a
high dynamic hardness and indicates that a small amount
of energy has been lost in the collision.

(ii) The variation in the hardness between neighbouring 200 pm* zones
on a cellulose target is indicated by the histograms
shown in Figure 4.10. It is readily observed that the peak
in the distribution is not constant which is further
evidence that the hardness of a surface needs to be
measured on the micron scale.

(iidi) A plot of log e*v? against log v from which the gradient
(n) and intercept (K) can be related to the hardness and
material constants of the specimen., Typical plots are shown
in Figure 4.12 for P.V.C. and mica which yield gradient
and intercept values of n = 2.44, ¥ = 0.175 (for mica)
and n = 2.89, ¥ = 0.0322 (for P.V.C.). Generally as
n 32 and K =1, the impact becomes more elasti¢ resulting
in a higher dynamic hardness value, see Section 5.2.9.

(iv) The charge modification ratios (q2/q1) can he related
to the size of the contact area, and the type of contact.
For a highly deformable solid, the contact area is larger
resulting in more charge being "rubbed off" in the
contact process, while for surfaces possessing many
microinhomogeneties, multiple contacts can arise resulting

in a similar charge reduction process.
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CHAPTER 7

70 Conclusion

It has been established that the impact process between a
positively charged microsphere and a planar target electrode surface
is highly complex involving a wide range of physical processes,
Although the mechanical and electrical effects of any impact event are
inter-related, they have, for convenience, been dealt with separately,
On this basis, the theoretical analysis of the fundamental
mechanical and electrical processes which occur in the impact event,
has involved respectively the mechanisms by which energy may be lost
during an impact (i.e. elastic waves) and all the charge interaction
and exchange theories suitably modified for the zero field conditions
of this study. Included in these categories are the calculations of
the attractive forces occurring before and during the impact, i.e.

Van der Waal and image force, and the contact adhesive force arising

from molecular attractions,

In order to investigate the relative influence of these
processes, a simulation technique has been used in which low velocity,
positively charged, carbonyl iron microspheres, produced from a
dust-source gun, are fired vertically downwards onto a range of
target surfaces where the impact "test" zone is ~(200um)2. The
particles are characterised in terms of their charge and velocity
using a drift tube detector placed before the target so that the data
obtained from the incident and reflected particles can be used to
calculate the coefficient of restitution and charge modification
ratio which are respectively assumed to be indicative of the mechanical
and electrical impact processes. The target surface oxide condition

has been found to play a particularly important role in the impact
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interactions, and for studying this a laser-based ellipsometer has
been used for characterising the target surfaces. Measurements have
been made on ambient oxided metal, semi-conducting, highly oxidised
metal and insulating surfaces. In addition, a detailed survey has
been made on how the variation of the thickness of the oxide on an
aluminium surface influenced the resulting impact process. A
particularly useful technique involving a microprobe has also been
developed which allows a microsphere to be removed from its impact
site, either by mechanical mowvement or under the action of an

applied electric field, and thereby gives a clearer indication of the

impact phenomena that have occurred at the contact junction.

The most notable finding to emerge from these measurements
was that certain combinations of impacting surfaces promote "bouncing"
events while others show only "sticking" events, The former events
are characterised by some of the initial particle charge being
"dumped" on the target surface so that the reflected particle has both
a lower charge and velocity; in the latter case, all the charge is
"dumped" on the target and no "return" particle is observed. It
was found that, with the exception of aluminium, for all the ambient
oxide metal surfaces stmndied, ~99% of the incident carbonyl iron
microspheres"stick" to the surface on impact; for the aluminium
target ~10% of the incident particles “"bounce" with a reduced positive
charge. In the case of highly oxidised (metal and semi-conducting)
surfaces, it is observed that the incidence of particle "bouncing"
increases as the surface oxide thickness increases. In contrast to
the above behaviour, insulating target surfaces give rise to —~ 99%
"bounding"” events. Accordingly, it was possible to apply the technique

to measure the microscopic mechanical properties of this type of
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target in terms of the e-values.

Although such measurements exhibit trends which are
similar to those observed in macro systems, they also highlighted
two important differences between the micro and macro systems:
namely that (i) in the micro system the critical velocity for an
inelastic process has a much higher value compared with macro
systems, and (ii) micro systems exhibit a larger scatter in their

impact data.

In considering the electrical phenomena associated with
the impact of charged microspheres on highly oxidised and insulating
targets, it has been observed that there is generally a loss in
charge during the impact process, whose magnitude depends on the size
of the charge on the impacting microsphere: i.e., particles possessing
a high charge invariably "stick" to the target surface while small
charged particles "bounce" with some form of charge modification.
This dependance of the nature of the impact event on the microsphere
charge is also borne out by the microprobe data referred to above where
impact surface "damage" was found to be related to both the size

of the microsphere and the type of target material.

The experimental data has been discussed in terms of the
theoretical concepts reviewed in Chapter 2, to provide a physical
explanation for the "sticking" and "bouncing" phenomena. In the case
of a microsphere/insulator target contact, the loss of K.E.
during a "bouncing" impact can be attributed mainly to the softness
of the target material, and the surface microtopography of the target.
The associated loss of electrical charge is not, however, related to
any form of charge exchange, but instead arises from charge being

"rubbed" off the particle during the contact process as a result of the
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surface deformation, contact area and surface topography of the
target. For an impact event occurring between a microsphere and an
ambient oxided metal, semi-conducting or highly oxidised metal surface
the attractive forces arising from Van der Waal and image charge
interactions, together with the adhesive force, play only a minor

role in the impact behaviour, Hence a model based on a thermal
heating process arising from the electron-phonon scattering in the
contact oxide junction, where charge exchange is taking place, is
fawured to explain the "sticking" and "bouncing" phenomena.
According to this interpretation the temperature rise is thought to
cause either a microweld or increased adhesive forces during the
contact time which is sufficient to cause a particle to "stick" to the
surface. This model also takes into account the dielectric constant
of the oxide film, together with the relative work functions of the
microsphere/target combination, and suggests that there will be a
reduced temperature rise in the tunnelling junction as the surface
oxide thickness increases which is the reason for the advent of
"bouncing” events. Finally, the anomalous behaviour of the ambient
oxided titanium and aluminium surfaces (where charge reversal is
observed) can be explained in terms of the difference in the relative

work: functions of the interacting materials.

The most important technological implication arising from
this study is the use of the technique to study, non-destructively,
the mechanical properties of extended surfaces. To demonstrate this,
a computer controlled data handling system was dewveloped which enables
on=line acquisition of the welocity and charge of a "bouncing"
particle. Using this systemit is possible to determine (i) the

variation of the coefficient of restitution with the impact welocity,

which can lead to information on the hardness of the "test" surface.
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and (ii) the variation of log e?v? as a function of log v (where

v is the reflected particle velooity), which if plotted gives a
straight line where the gradient (n) and intercept (K) wvalues can
be related to the elasticity of the surface, such that as n— 2 and
K— 1 the impact process becomes more elastic. Thus, these microsphere
impact studies can be used as the basis of a microprobe dynamic
hardness technique which possesses many advantages over conventional
hardness testing devices: Thus (il it allows a rapid "turnover" of
data in that once a "test" impact zone has been examined a second
test site on the same sample can be selected in-situ, (ii) the
process is non-destructive and leaves the surface with the sam
mechanical properties before and after the test and (iii) the test
zone is -~ (200 pm)? where in conventional devices measurements are

dtermined over an extended area.

Finally, it can be said that the theoretical analyses and
experimental dewelopments of this study hawe gone a long way to
clarifying the physical nature of the particle impact response.
However, there remain several areas where future investigations may
lead to a better understanding of the impact phenomena. Firstly, a
"mono-sized" particle should be used since the variations of the
particle charge arising from the typical spread of microsphere
sizes influences the impact phenomena. Secondly, the role played
by the non-uniform surface oxidation of a polycrystalline target still
needs further clafication. Thirdly, the impact behaviour of particles
on atomically clean metallic electrodes should be studied under zero
field conditions, since the "sticking" phenomena is closely related
to the contaminating surface oxide thickness. It should also be
mentioned that the extension of the dynamic hardness microprobe system

to clean metal surfaces would also be highly advantageous since at
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present only data from the "bouncing" impact of charged microspheres
on highly oxidised metal and insulating surfaces has been processed.
In this context the microparticle gun should be modified to allow
insulating microspheres to be "fired" at metallic surfaces. Also
the automatic data acquisition process needs further improvement so
as to produce a viable commercial unit. This would entail
modification of the computer software and complete control of the

microparticle pulse generator unit, (see Section 6.6).
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APPENDIX A

Al Ellipsometry = Basic Principles

The underlying principles involved in ellipsometry lie in the
theory relating to the reflection of electromagnetic radiation from a
surface as outlined by Drude, (158,159,160,161). However, the optical
technique was not developed until sometime later when Tronstad (162)and
Winterbottom (163)used it to study surface contamination and corrosion

effects,

In the consideration of light reflected from a surface there are
two principal directions to which reference is normally made; these are
parallel and perpendicular to the plane of incidence and are often denoted
as azimuth directions. Referring to Figure Al, consider light in medium (0)
being reflected in the interface of medium (1), where n0 and n1 are the
refractive indices of the two mediums respectively, 90 the angle of
incidence and ﬂl the angle of refractian. For such a regime the Fresnel
reflection coefficients for light reflected at the interface between

media 0 and 1 are given by r01(p,s), where r is the amplitude of the

reflected light vector divided by the amplitude of the incident light vector.

.25
- fiy COS

ral®) = (Hoses i, ~ M g,
venia Bal

(nocos¢1 + nlcusﬁ;)

and - d {notos¢0 - RICOSGI}
o1 e

(nocos (a’o *ncos ¢1)

In these equations p and s refer, respectively to vectors parallel and
perpendicular to the plane of incidence. Similar expressions are obtained

for the transmission coefficiénts. The relationship of these reflection
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coefficients to the instrument readings A and Y’(see section 3.6.2) is

given by

r = tcn?"eiA vl RS

The polariser and analyser values determine the angles A and Y’res;ectively

which represent the amplitude and phase retardation of the reflected light.

A.l1.1 Non-absorbing materials

Figure A.2 shows that the incidence of light on an oxide
covered surface can give rise to multiple reflections and transmissions.

If the incident ray has unit amplitude, then r represents the amplitude

01
of the transmitted ray at the (0,1) interface. A similar argument can be
put forward for r,, and £y, 2t the (1,2) interface. The phase difference
between successive reflected and transmitted rays depends on the film
thickness (d), the angle 91 the radiation wavelength (A ) and the re-
fractive - index of the film or layer. The Fresnel reflection coefficients

for such a surface are given by :

rOI(p} + r12(p)exp D

r = - - Aq4
P 1 + rOl{p)rIZ(p]exp D
with a similar expression for rslwhere
n
D s gl 1d i e

A

A.1.2 Absorbing materials

The property that characterises an absorbing media is that if

possesses a complex refractive index such that N1= nl—ik i.e. it absorbs

1!
power. Thus the Fresnel coefficients become complex, together with D which

is given by :
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A

Ditchburn (164) has shown that for a film free surface, the values of
n and k are related to the parameters A and ¥, obtained from the

instrument reading. Thus it follows that

n*-k* = sin? EJO[I + tan‘{.-lotcos2 2¥ — sin? 2¥sin*A)
oy
(1 + sin2¥.cosA) ] oty
and Znk = | sin’ﬁo.ta,nzﬁo .sin 4¥ _sinA) (1 + sin2¥cos A) " ...

which are equations giving n and k independent of {51 Hence by measuring
D and Y, together with the angle of incidence, the optical constants n
and k can be evaluated for the film free surface. As the surface film
grows /\ and ¥ will change, yielding the pseudoconstants n’ and k’ which
are evaluated, ignoring the preserve of the surface film from the

" 4 ’
instrument angles /A and YV .

A.1.3 The compensator method of ellipsometry

The method described here is applicable to both the arrangement
shown in Figure 3.23 and the Mark II laser system outlined in Section SBL2,
After passing throuch the polariser, light becomes plane polarised and is
incident upon the specimen at an angle Y defined as the angle between the
plane of polarisation and the plane of incidence, i.e., as shown in
Figure A.3. On reflection, from the specimen, the light becomes elliptically
polarised with (i) a reduction in amplitude of thebeam and (ii) the
parallel (p) and perpendicular (s) components suffering a phase change
with respect to each other. Ellipticity arises because the tip of the
electric vector rotates in an ellipse with an ellipticity 8 (i.e., the ratio

of the minor to the major axis and azimuth X of the major axis).
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The elliptically polarised light passes through a compensator
consisting of a thin slice of birefringent substance (such as mica),
orientated so that its optic axis is parallel to the surface of the slice,
and emerges as plane polarised light. Finally light passes through an
analyser and determination of its azimuth g is found by rotating the
analyser polaroid until zero or a minimum intensity occurs at the
photomultiplier. This condition only arises when the analyser transmission
axis is set at 90° to the direction of light emerging from the compensator
(see Figure A.3). To simplify the procedure the compensator is set so
that its fast' axis is at 45° to the plane of incidence resulting in the
amplitude of the reflected (p) and (s) components, (i.e. Ep and Es)

- being equal. The ellipticity 3 is related to the phase difference

occurring betweenthe (p) and (s) components by

tan 2%
tan A : sin 2X eim B9
but since X = 45° it follows that sin 2.x = 1,
i.e. tan A = tan 2¢
or L= 2K L3 ()

It can be readily observed from Figure A.3, that the azimuth of the
compensator and analyser are both at 45° + 8, which is the extinction
position for the analyser, This azimuth is 45° + § with respect to

°C p which is parallel to the plane of incidence. Experimentally, it is the

total angle (45° +¥ ) that is measured

thus X = 45° + ¥ = 45 + ZS/Z

giving A = 2 X - 90° e X3

There are four possible settings for extinction when the compensator

is used, with four polariser and analyser values for each. The parameters
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A and ¥ are usually determined from an average of 32 possible readings
in a manner described by McCracken et al (165) and Archer. (166). However,
in practice, it is usual to obtain four pairs of polarizer and

analyser readings for two posdtions of the compensator.
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APPENDIX B.1

Computer program for storing two trapezoidal waveforms

REM==r= DATA LK) UL

REM=

REW=== REGE] Blie WF mpLHINE
FRINT*3® ¢ PORES347 | GLK

RE DeLLARA L LUNS

| PoNS=*" LD = dxauves ¢ LL = 3x40%0+54256
= MACHLINE LODE LUADER

FORI=DC TO 1000

READNS ¢ LF N$< -"END* THEN wUbSUBLYUOIFORELsNIFRINT" "ToNINEXTI
REM=== MAIN DATA CAPTURE FROGRAN

PRINT*3"

8SYS D

X = PEER(LC) ¢ ¥ = PEENCLCHL)

FRINT*FIRST PULSE2 - *x" READINGS®

FORI=OTOX-L & PRINI PEENCLHLDY ¢ & MNEAD [+ PRINT
FRINT*SECOND PULSE2 - *Y* READINGS®

FORI=XTOY-1 ¢ FRINT FEEKRCLHLD) » § NEAT I &+ PRINI
GO TO 1200

REM

N =0 3% FOR Z = L TO LENINS)
Lé=mIDS$(MNSrvZrl)
IF L$=>"0" AND L$1="%9" THEN N
IF L%$=>"A" AND L$«="F"* IHEN N
NEXT Z

RETUKN

REM=== DATA

DathA /8

DalTa AQ0O0

DaTA A2y00

DATA 20s64+03
DATA AbyalEY
DATA 2902

DATA FOrEY

DATA FOWFY

Data Abr4alebEH
DATA LYe30

OATA YO 0/

DATA Y000 30
LAaTA kB

DATA ACYy3F 03
DATA A

DATA FO'ES

DATA 29900035
Data C8

Daitn LOswL

nDara nosnn

Dars S8

nara &0

DATA Al skt
DATA QY01

DATA GDyapsb8d
nata AbraG bl
DATA OY01

DATA Bh.4CE8
IATA A%»0O0

DATA BhDyas.E8
nara 60

DATA “END®

N & 16 + VALILS)
+ ABC(L$) -

i ou
2
-
—
(2}
-+
L
L4
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APPENDIX C .1

Computer program for storing three trapezoidal waveforms

REM=== LhATA CAFTURE

REM
KM RESE [ STZE 0OF MACHINE

FRENRT & 4 O SEm 7 3 ik

== [ECLARATIONS
ROlE L S ] ] J&a0?8s 3 LEC = IXQ4096+LHL%254
MACHLINE CODRE 1LOADER
FORLI=DC TG 1000
READNG ! IF N$<L'END® THEN GOSURLP00:FOREL»NIFRINT*"I+NINEXTT
KREM==+ MAIN DATA CAFTURE FROGRAM
FRINT®E®
SYS D
¥ = PEERCLEY 3 Y = PEERKCLCHL) ¢ Z=FEEK(LLCH2)
FRIMT"FIRST PULSEZ "X REnaDLINGS"
FORT=0TOX=1 § PRINT FEERLTHLEY » ¢ NEXT I ¢ PRINT
FRINTYSECOMND PULSED Y READINGS®
FORI=0TOY=1 : PRINT FEENC(THLD43546 ) ¢ 3 NEXT I : PRINT
FRINT*THIRD FPULSES -~ 1Y REALINGS®
FORI=0TOZ-1 : PRINT PEEKC(I+LD4S512 ) » 3 NEXT I 3 PRINT
60 TO 1200
REM
N =0 § FOR Z = 1 T{ LENI{N$)
LE=MIDNE(NSs 791),
IF L$=>"0" AND L#+="9* THEN N = N %X 146 + VAL(LS)
IF L%=>"A* AND L%<="F" THEN N = N X 18 + ASC(L$) - 55
NEXT 2

RETURN
RE M= DATA
naTa 78

DATA Ad00
DaTa A2.00
DATA 20444.03 ;
DATA Al 40.E8
DATAH 29«00
DATA FOFY
DATA FO.FY
DATA ADvalE8
DATA 1Y 30
Data Y00/
DATA 2000« 30
DATA EB

DATA AL 3F 03
DATA 8A

DATA FOLES
DATA 99,0035
natTe CH

DATA CO.02
Data DO.DD
DATA 58

nata 0

nDAaTA Alle 4l 8
DATA Uv 01
DATA GDe 4B 118
DATA Al Al 08
DatTa 0ve0l1
DATA Hb«a0 v EH
DATA A% Q0
naThA BU«a3vE8
DATA &40

DATA “END"
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APPENDIX ND.1

Computer program for handling the trapezoidal data

FOR I=1T03
READ ACLY
DATA 1020550
FUR J=11D3
READ B

NE £ ¥

DATA 2r4.5
EOR K=1TO3
READ C(K)

NE x|

DATA 10+20+50
FURE M=1T03
READ D(M)
NEXT

DATA 20+20,20

FOR F=1T03

T=C(PY/DUF)

Q=BiFY/A(F)

U=10/C(F)

V=10/0CF)

K={1E~18)%A(F)

L=CLE-15)%B(F)
FRINT*U="Ui"V="V3i"E="T;*Q1="K;"Q2="Li*Q="0}
NEXT
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MICROSCOPIC SURFACE PROCESSES ASSOCIATED WITH
THE BOUNCING IMPACT OF CHARGED MICROPARTICLES

ON HIGH VOLTAGE ELECTRODES

S. COOK and R.V. LATHAM

Department of Physics, University of Aston in Birmingham, Birmingham B4 7ET, U.K.

A vertically mounted dust-source microparticle facility has been used to study the semi-elastic impact behaviour of
0.1-10 wm diameter, positively charged, carbonyl iron microspheres with velocities in the range 1-50 ms™' on a variety of
target materials under zero field conditions and at a pressure of =107 mbar. The most significant finding has been that for
non-metallic surfaces, such as glass, 99% of the incident particles undergo bouncing events with negligible charge exchange,
whereas the incidence of bouncing events with metal targets is =1%. Aluminium, however, is an exception, and detailed
measurements are reported on how the impact behaviour at localised sites depends on the surface conditions as monitored
by a laser-based ellipsometer facility having a spatial resolution of =200 pm. A discussion is also included of the physical
mechanisms that could account for the widely differing impact responses of the target materials studied.

1. Introduction

There have already been extensive reports,
both from the author’s laboratory [1-7] and
elsewhere [8, 9] on simulation studies of the
bouncing impact behaviour of charged micro-
particles in a high voltage vacuum gap. Our
UHV experimental system is based on a micro-
particle gun which accelerates positively charged
microspheres of diameter 0.1-10 um to velocities
of =1-50ms™!' for undergoing controlled semi-
elastic bouncing impact events on ‘“‘com-
mercially” polished target electrodes. “Test”
surfaces may be further cleaned in situ by either
Ar-ion etching or electron bombardment treat-
ments, whilst their mean atomic state can be
monitored by an ellipsometer facility prior to
them being subjected to particle impact experi-
ments. Results to date have shown that both the
elastic character of an impact event and the
efficiency of the associated charge exchange
mechanism are strongly dependent on (i) the
combination of target and particle materials, (ii)
the target surface conditions (e.g. oxide
coverage) and (iii) the magnitude of the gap field.
Although a theoretical model has been proposed
to explain these findings [6], it is difficult to
evaluate since the recorded data exhibits a very

large scatter due, it is thought, to the large
variation in the microscopic properties across the
target surface.

To confirm this assumption, and to obtain
more detailed information on the impact process,
the technique requires an improved spatial
resolution, ideally in the micron range. This in-
volves reducing both the impact zone for the test
micro-particles and the spot size of the analytical
ellipsometric facility making it possible to more
accurately correlate the local properties of the
surface with the observed particle impact
behaviour. For this initial series of experiments
the impact regime is further simplifed by making
measurements under zero-field conditions.

A survey is also presented of the physical
mechanisms that can operate during the impact
process and hence influence the bouncing
behaviour of particles. In this, particular atten-
tion will be given to the thermal effects asso-
ciated with the charge transfer processes of in-
flight field emission from the target to the parti-
cles and the electron tunnelling through the
oxide junction contact, since these are thought to
account for the widely differing particle bouncing
behaviour between the various metal target
materials studied.
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2. Experimental procedure

Earlier results were obtained using the micro-
particle gun firing in the horizontal direction,
with the result that microparticles emerging from
the collimating apertures were deflected by
gravity, thus making for a large degree of scatter
on the target surface. To overcome this limita-
tion the system has been modified to that shown
in fig. 1, where the gun is now mounted vertic-
ally. With this new arrangement, microparticles
emerge from the gun and its associated elec-
trostatic focusing/decelerating lens to pass
through a series of four collimating apertures
before impacting on the target surface. The im-

S. Cook and R.V. Latham | Microscopic surface processes

pact zone is now governed principally by the size
of the final collimating aperture which for the
present measurement was chosen to have a
diameter of 1 mm. Full details of the operational
principles and performance of the basic micro-
particle facility, including the drift tube detecting
system can be found in refs. 3 and 5.

In order to use the complementary horizontal-
plane ellipsometry facility (shown in fig. 2) for
characterising the mean condition of the impact
zone for the vertical firing regime, it has been
necessary to develop the new target manipulator
shown in fig. 1. With this, the target can be
bombarded by microparticles when in the
horizontal plane and on rotation through 180°,

MICROPARTICLE
GUN

Drift tube
Ampnfier—@

External Rotary

and Linear Drive

| COLLIMATING
APERTURES
l
DRIFT TUBE
@ _‘I] DETECTOR
| Witz T TARGET
l e — ASSEMBLY
| -
LF — e
O

P_

Target

Amplifierﬂ

»

Fig. 1. Experimental regime of the vertical impact microparticle facility.
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the cradle supporting the target pivots under the
action of gravity thus bringing the target into a
vertical position as shown by the dotted position
in fig. 1. This now allows the ellipsometric facility
to be used. A final rotation of 180° causes the
cradle to return under gravity to its original

position bringing the target back into its
horizontal plane.
The series of experiments used ‘“‘com-

mercially”’ polished target surfaces (i.e. using a
preparation sequence of 1/4 micron diamond
polish, a spirit rinse and a final ultrasonic clean-
ing treatment), and were conducted at a pressure
of =107 mbar which corresponds to the con-
ditions used in earlier studies [1-10]. To in-
vestigate the variation of the mean particle im-
pact response with surface conditions, five
separate zones distributed at 1.6 mm intervals
across the surface of the target are bombarded
by a sample of 50 microspheres (0.2-5um
diameter and having velocities in the range 1-
50 ms™'). Each zone then has its local surface
conditions monitored with the ellipsometer facil-
ity shown in fig. 2, in which a Ne-laser is used for

2. Laser ellipsometric facility.

the light source. A target analysing area of ap-
proximately 0.2mm can be realised with a
0.17mm pin hole and lens system. Viewing
through the quarter wave plate and analyser with
a telescope, the laser beam is sighted onto the
microparticle impact zones. With the photomul-
tiplier in position the analyser is rotated until
minimum intensity occurs, thus allowing the
relative surface state of the impact zones to be
determined.

3. Results

Impacting microparticle events are studied in
terms of the oscillographic traces recorded by the
drift-tube and target amplifiers where figs. 3(i)
and (ii) shown, respectively, typical examples of
“sticking” and ‘“‘bouncing” events. The former
are characterised by all the particle charge being
dumped on the target, which decays with a time
constant of =0.2s determined by the target
capacitance and the input capacitance and resis-
tance of the amplifier. While both the drift-tube
and target voltage amplifiers have the same gain
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Fig. 3. (i) “Particle sticking™ event. a = drift tube trace (sen. 0.05 V/div); b = target trace (sen. 0.05 V/div). Time base, 1 ms/div.
(ii) “*Particle bouncing™ event. a = drift tube trace (sen. 0.05 V/div); b = target trace (sen. 0.05 V/div). Time base, | ms/div; initial
velocity = 7.1 ms™'; reflected velocity = 4.0 ms™'; 72% charge exchange during impact.

coefficient =0.86). The shape of the target trace
can be explained in terms of the total parallel

(100 for the present amplifiers) their input
capacitance are different, which accounts for the

unequal heights of the drift-tube and target
traces. For the “bouncing” event of fig. 3(ii) it
will be seen that such events are characterised by
a small fraction of the incident particle charge
being dumped on the target with the reflected
particle having a lower velocity (restitution

Particle 'sticking event

Charge approaching target /

The shape is dependant on /

the velocity /

Particle ‘bouncing event

Charge approaching target

input impedance appearing across the amplifier,
where C, and R; denote, respectively, the
effective capacitance and input resistance across
the amplifier input. Fig. 4(i) and (ii) illustrate
schematically how the respective “sticking™ and
“bouncing” event target signals are compiled

Decay of charge due to GR,
time constant

Position of target

Fig. 4 Schematic representation of particle “sticking” and “bouncing” event. (a) Reflected particle having a reduced positive
charge and slower velocity moving away from the target. (b) Decay of small positive charge remaining on the target with the C R time
constant. (¢) Resultant waveform, i.e. (a)+ (b).
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from the separate particle and target proces-
ses. The form of the drift-tube traces will be
assumed to be self-evident; but, in ary case this
point has been discussed in detail elsewhere [5,
10].

The most significant findings to emerge from
comparative measurements made on conducting
and insulating surfaces under zero field con-
ditions is that the particle bouncing is very much
more common with insulating surfaces. With
metal surfaces such as titanium, copper and
stainless steel, it is typical for over 99% of the
low velocity (= 5ms™') particles to stick to the
surface, i.e. at volocities that are apparently below
the critical value for inelastic impact [11]. On the
other hand for insulating surfaces, such as glass,
over 99% of the particles bounce with negligible
charge modification and with rebound velocities
that gives coefficients of restitution typically in the
range 0.44-0.8.

However, with one metallic target material —
aluminium — it was found that =10% of the parti-
cles executed bouncing behaviour, with the
coefficient of restitution typically in the range
0.43-0.63. Although the reflected particle
generally possessed a reduced positive charge,
which was in agreement with the bouncing
behaviour observed with other metal targets,
there were consistently a finite number of events
where the charge on the reflected particle had
been partially reversed so that it returned
through the drift tube as a negatively charged
particle. This general pattern of behaviour is in
good agreement to that reported by Texier [8, 9].

Table 1
Microparticle input data for five zones on aluminium target

Since this material was the only one that exhi-
bited a significant ‘“bouncing’” response it was
chosen for the systematic investigation described
in the previous section. Thus, table 1 gives the
impact data for the five “test” impact sites, and
indicates how many of the incident sample of 50
particles, respectively, “‘stick™ and “bounce”, the
number of particles that return with a “reversed”
charge, the mean coefficient of restitution of all
the bouncing particles, and the mean charge
modification ratio Q,/Q, of those particles that
return with a reduced positive charge. The com-
plementary ellipsometric readings ¢ indicate the
variation in the relative oxide thickness from
zone to zone.

From an optical calibration measurement
made in a subsidiary system on an atomically
clean (argon-ion etched) aluminium surface, it
was found that the ¢-value was 129.6°, thus
indicating that the larger the measured ellip-
sometric angle the smaller the oxide layer. With
the present regime it was not however possible to
quantitatively measure the absolute thickness of
the oxide film; as a guide though, a change of
A¢ ~ 1° corresponds to a change of =25 A in the
thickness of the mean oxide coverage.

To give further perspective to the impact
regime, a target was removed from the specimen
chamber for analysis in the S.E.M. Thus, fig. 5(i)
is a typical S.E.M. micrograph of the impact
zone showing a distribution of 1-8 um diameter
particles adhering to the surface, whilst fig. 5(ii)
is a magnified view of a single microparticle on
the surface.

Average Average
No of bouncing reflected/Incident ellipsometric
Impact No. of sticking  No. of bouncing particles with Average coef. charge for positive readings ¢
zone particles particles reversed charge of restitution reflections Q»/Qy (deg.)
1 46 4 1 0.49+0.02 0.04 = 0.05 127.2
2 45 5 1 0.51+0.09 0.05+0.05 1273
3 43 T 4 0.52+0.07 0.08 +0.09 128.1
4 46 4 2 0.48+0.03 0.05+0.06 128.6
5 41 9 4 0.55+0.07 0.11x0.1 127.0
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100 pum
e —"

Fig. 5. (i) Micrograph showing microparticle impact zone: the circled region is the corresponding ellipsometric analysing area. (ii)

Enlarged view of a single microparticle impact site.
4. Discussion

Although the particle “sticking™ phenomenon,
and its dependence on the electrical properties of
the target surfaces, is the most significant finding
to emerge from the investigation, we shall
comment first on the physical implications of the
systematic studies of the local particle impact
behaviour over the surface of an aluminum tar-
get using the new vertically orientated micro-
particle facility and its associated ellipsometer
probe. Referring to table 1, it will be seen first
that there is no apparent correlation between the
variation in both coefficient of restitution e and
the charge modification ratio Q./Q; with the
corresponding ellipsometric angle ¢ that can be
taken as a measure of the mean state of surface
oxidation at each zone. This therefore implies
that maximum variation in oxide thickness of
~40 A between zones 4 and 5, i.e. corresponding
to A¢ ~ 1.6° is too small to have any significant
influence on either the mechanical or electrical
interactions of the particles. There is, however,
one important respect in which the data from
this new and more refined technique differs
markedly from early investigations [5] where
results were averaged over an impact area of
=~2 cm?; namely that there is a very much smaller
scatter among the e-values associated with the
individual bouncing events within a given

(200 pm)* impact zone (see standard deviations
given in table 1). This observation therefore
suggests that the mechanical properties of sur-
faces do not vary greatly within a 200 um range.
In contrast, however, the electrical response, as
measured by the Q,/Q, ratio, still shows a large
scatter (particularly if the small percentage of
charge reversal events are taken into account),
thus indicating that those microscopic electrical
properties of surfaces that determine charge
exchange process [6] (e.g. substrate work func-
tions, oxide thickness and species) have to be
defined on a micron scale.

We turn now to the physical origin of the
zero-field particle ‘‘sticking” phenomenon that
commonly occurs on target surfaces which
closely resemble those found on the ‘‘com-
mercially” polished electrodes conventionally
used in high voltage devices. Three mechanisms
must be considered.

(i) Thermo-mechanical welding, such as might
be associated with a high velocity impact event
where there is considerable plastic deformation
and possibly melting of the impacting materials
[11, 12]. This possibility is however discounted in
the present experimental regime where the im-
pact velocity range of 1-20 ms™' is well below the
200-500 ms™' quoted by other investigators for
the critical microparticle velocity for inelastic
impact [5, 11-13]. In further support of this
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contention it should be remembered that nearly
all particles bounce from an insulating surface
where the predicted critical velocity [14] differs
very little from that of, say aluminium.

(ii) Thermo-electric welding I, such as des-
cribed by Beukema [15] in his modified trigger
discharge model, where it was assumed that in-
flight field electron emission raised the tem-
perature of the particle surface sufficiently to
cause local melting and hence welding on impact.
From his analysis, the temperature rise AT to be
anticipated with the present zero-field regime
would be

AT = 2iVt"?/7R2 (mKpC)'?,

where V is the potential of the charged sphere
with respect to the target, i is an approximately
constant emission current that flows for an “ap-
proach” time f, R, is the radius of the electron
impact region, whilst K, p and C are the thermal
conductivity, density and specific heat of the
particle, respectively. Substituting values for
these parameters, as defined by Beaukema [15],
for the case of a 3 um radius ion microsphere
having a charge of =107 C and a velocity of
~7ms™!, which is typical of the present regime,
we find AT =80K. Since this is considerably
smaller than the rise required to melt the iron
sphere (melting point 1800 K), it would ,appear
that this mechanism is also unlikely to be res-
ponsible for the “sticking” phenomenon. It
should also be appreciated that the electron
emitting surface of this model, namely the target,
is covered with an oxide layer which will inhibit
electron emission and further minimise the heat-
ing effect.

(iii) Thermo-electric welding II, such as could
result from the energy dissipation associated with
electron-phonon scattering processes in the in-
terfacing oxide region between the particle and
target where the electron tunnelling process
described in the model of Latham and Brah [6] is
taking place. It is proposed that this mechanism
could dissipate sufficient energy to raise the
temperature of the sub-micron junction region to
a value at which melting, and hence welding,
could occur. Although we have no direct evi-
dence of this process, it is possible to cite the

well-known thermally-based breakdown proces-
ses that occur with M.I.M. thin film dielectric
devices as indirect evidence in support of this
model [16]. It is also perhaps significant that the
“sticking” phenomenon is more prevalent with
metals such as titanium that have an insulating
oxide film, and hence a higher tunnelling resis-
tivity, than with aluminium ambient oxide which
is very much more “lossy’ due to the presence of
hydroxyl ions [17, 18].

5. Conclusion

From studies based on a new low-velocity
microsphere probe that is capable of investigat-
ing the impact response of (200 um)* isolated
zones of a target surface, it has been established
that the “scatter” observed among the individual
impact events arises principally from variations
in the microscopic electrical properties of the
target surface: in particular, it is thought that
these same properties determine whether a par-
ticle undergoes a ‘‘sticking” or “bouncing”
event. The precise physical mechanism respon-
sible for particle “sticking” remains uncertain,
although one based on thermal heating through
electron—-phonon scattering processes in the
oxide contact junction is currently favoured. To
gain further insight into this phenomenon, it is
intended to exploit the versatility of this new
microparticle facility by extending these studies
first to atomically clean target surfaces, and
ultimately to high field impact regimes similar to
those existing with operational high voltage
electrode assemblies.
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