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SUMMARY

46,47,48 46,47,48

A measurement of the Ti(n,D) Sc reaction
cross-sections has been performed relative to the U-235 fission
cross-sections over the neutron energy range of 3.5 Mev to 6.0
Mev . required for flux analysis

The uranium-235 contentswas determined from both 277 and
low geometry alpha-particle assay. Fissions from the U-235
standard were detected in a low mass parallel-vlate ionisation
chamber. To provide a satisfactory neutron flux, a deuterium

gas taget was designed to withstand up to three times the maximum

beam power densities permissible in conventional gas targets.

The gamma-ray activities induced in the irradiated samples
were determined using a 7.62 cm x 7.62 cm NaI(TI) detector. The
gamma-ray detection efficiencies were corrected for sample self-
scattering and self-absorption using the Monte Carlo method. A
second Monte Cérlo orogram was developed to correct for irradi-
ation geometry. Corrections were applied for neutron scattering

within the sample and fission chamber, and the thermal and back-

ground neutrons.

The present measurements are in agreement with other

measurements, whilst oproviding greater accuracies.

(n,p) Cross-sections :
Neutron Activations :

Gamma-ray ~Activity :

Ti(n, p)Sc cross-sections
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CHAPTER 1

INTRODUCTION




NUCLEAR DATA

The work undertaken aims to provide a
contribution to the world nuclear data requirements
over the fast neutron energy range, for the fission
and fusion reactor programmes. Data is required 6n
nsutron interactions uith a varisty of reactor
materials such as fuel, cladding, biological shields
and dosimsetry.

To this end, there has besn extensive
international co-operation between member countries
of the International Atomic Energy Agency, particu-
larly bestween the United States and Europe /1/. A
compilation of World request lists is documented in
WRENDA /2/ (World Request List for Nuclear Data)
and published biennially by IAEA. Qver 600 items arse
listed in the requests, covering data mainly for
reactor design, operation and safsty perFormance_
predictions. It may also be noted that requsests
originating in different countries for the same reac-
tor sometimes differ /3/. The request lists in WRENDA
serve as a guide for experimentalists and evaluators
in the planning of nuclear data maasurgments and
evaluations. Information regarding such measuremsnts
may be forwarded to the Nuclear Data section of ﬁhe
IAEA or the regional nuclear data centre, the centre

serving Europe being situated in Saclay, france
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The design of a rsactor proceeds through
three stages. In the initial stags, the designer is
required to perform calculations to optimise the
behaviaur of the projscted design and the economic
feasibility of the design. In the second stage, the
safety aspects of the design are investigated, invol-
ving a complete safety assessment requiring a
knowledge of the underlying physics relesvant to an
accident situation, The final stage follouws the
construction of the reactor, where measuremehts an
the kinetic behaviour of the reactor are performed.
Although direct measurements of the kinetic behaviour
provide more accurate information than calculations,
accurate nuclear data is reguired for the analysis
of observed anomalies in reactor bshaviour.

The construction of prototype fast pouer
reactors havs bsen invariably preceeded by a mock=up
zero power reactor having a critical assembly of the
same dimensions and fuel, but operating at a pouwer of
less than 100 watts. Measurements on the zsro power
reactor can be extrapolated to predict the psrform-
ance of ths pouwer reactor. Such experimsnts are
currently required due to the lack of reliability of

theoretical calculations stemming from uncertainties




in nuclear data, Considerable improvements in nuclear
data would inevitably reduce the need for extensive
preliminary experiments, This is already the case in
the thermal reactor field where accurate predictions
can be made on the basis of existing knowledge.

The implications of uncertainties in
nuclear data have bsen considered in many papers, .
Qith a recent review of nuclear data bsing presented
by Rowlands /3/. |

Uncertainties in the prediction of reactor
properties would result in the provision of extra
design margins for a guaranteed maximum power output
and adequate control of the reactor.

Assessment of data requirements begin
with the establishment of target accuracies for the
prediction of reactor propertiss. Judgements are made
on the tolerable uncertainty levels which would avoid
the need for significant additional margins and
contingencies in the design. The‘sensitiuity of thess
uncertainties on the value of the calculated reactor.
properties are then evaluated over the snergy range
of intsrest. It is then possible to specify those
cross-sections which require further calculation and
the accuracies required. Energy resolution require=-
ments are determined by the reactor spsctrum and

structure in the cross-sections.




Neutron dosimetry concerns the measurement
of the neutron flux spectrum at specific positions in
an assembly and is applied, for example, to correla-
~ting material propertises (such as radiation damage)
to the radiation and température environments,

Accurate prediction of radiation damage is
of great importancse and is applicable to:

(T) The prediction of safe lifetimes for
reactor pressure vessels from
accelerated tests.

(2) Estimates of rupture in fuel cladding.

(3) Estimates of dimensional changes in
graphite moderators.

(4) The design of fast reactor components
from data generated in thermal reactors.

Whilst the most urgent need for fluencs
measurements (i.e. time-integrated dose over long
periods) is in the study of radiation damage to
materials, such measurements are also relevant to
reactor parametsrs such as the speed of control,
reactivity and fuel utilisation.

The impetus for the determination of
more accurate activation cross-sections has come
from the need for a precise knowledge of the flux

profile and spectrum. One handicap has been the lack




of standardisation in the measurement and reporting
of fluence. Two commonly used conventions are the
fluence above 1 Msv and the equivalent fission
fluencs.

The first convention is adequate for
cofrelating damage to fluence, provided the neutron
spectrum is well known and the activation cross -
sections suFFicienﬁly accurate. Thevfission fluence
is the fission neutron flux corresponding to an
observed detector activity. This convention gives
reproducibility in measurehents within a facility
and provides a damage index for general comparisons
between facilities having different spectral
distributions. Proper normalisation of resulté calls
for the publication of the cross - sections used,
for the reconstruction of fluence and the damage
indices. The disadvantage, however, is that a fission
spectrum has to be assumed.

In material damage studies, the variations -
introduced by different reactor spectra contribute
to the spread in experimsntal data. Thus, accurate

neutron spectra arse reqguired.

1.3 Activation Detectors

Although a number of methods exist for

the measurement of neutron flux, the limitations of




space, insensitivity to large gamma - radiation
intensities and high temperature has led to the
wide - spread use of activation detectors.

Three main types of activation detsctors
exist. The first group is applicable to the detec-
tion of thermal and epithermal neutrons, and
utilises the (n,¥) reaction.

Fissionable materials provide the
second group of activants., The fission products are
chemically separated and the fadioactivity of a high

yield product determined. 235U and 239Pu are used in

the detection of thermal neutrons, whilst 238U, 237N

236U and 232Th are used to measure the fast neutron

Py

flux in the 0.5 Mev to 3.0 Mev energy range. However,
high cost and complexity of analysis are disadvantages
of these detectors.

The third and perhaps most important group
of monitors are those exhibiting (n,p) and (n,)
.reactions. The response of these detectors is propor-
tional to the product of the differential activation

cross - sections, 8 (E), and the neutron flux spectrum,

#(E), such that:

-]

R = KJG(E) @ (£) dE (1)
° .
where K is a constant and R the number of reactions
induced. The energy limits of response of activation

detectors are characterised by the neutron energy




range from which the bulk of the activity is caused.
Table 1 presents the limits of response of some
commonly used fast neutron activation detectors

exhibiting thresholds.

Table 1:Response limits of some threshold detectors

S90% Energy Limits of Response*
Reaction Lower Limit Upper Limit
( Mev ) ( Mev )
2751 (n,x) 6.8 11,1
S4rg (n, p) 2.4 6.7
58Ni (n, p) 2.5 6.6
238, (n, ) 1.7 ) 5.5
237\p (n, ) 0.86 4.4

Ref : Dahl et al., /6/

Differences in the response limits
provide the basis for the experimental determinations
of reactor spectra. Nevertheless, in order to detsr-
mine the energy response of a detector, a fission
neutron spectrum is assumed. Although rarely
encountered, it provides a convenient convention

for reporting data.

M-

. g =~ + =] P'r‘oinr—‘
The 90% 1imil of response TEDI esnn}s th i o
specTum energy lﬂbge from which 90% of the mo
activity is observed .




Ideal characteristics of a detector

require :

In

An energy response covering the neutron
snergy range of interest.

A suitable half - lifs,

Chemical and physical stability ,

compatible with the irradiation

environment,

Insignificant competing resactions.

A daughter product having an activity
which is easily isolated and monitored,
and having a low burn - up to thermal
neutrons.

the high temperature embrittlement of

metals by hydrogen and helium gas produced by the

(n, p) and (n,

<) reactions, energy thresholds are

generally in the 3 Mev to 7 Mev rangse.* Monitors

used in material studies should therefore have a

similar response.

* High temperaturs embrittlement can also be caused

0 .
by thermal neutrons through 103 (n,<) reactions,

where trace quantities of boron arse present in

structural materials.




Monitors exhibiting short-lived activities
are normally used for flux mapping . Rsactions of
interest for fast flux measurements over 1long

irradiations , on the other hand , have long lived

58Ni (n, p)SBCO ’

)48sc and ®3cu (

activities . Examples are

S4re (n, p)SAMn, 461, (n, p n,o<)60Co .
A further impdrtant consideration in the

selection of a detsctor is the thermal neutron cross

- sgction of the reaction product . A large cross =-

section to thermal neutrons would result in burn=-up

of the reaction product. Apart from the uncertainties

induced by inaccuraciss in the measurement or estimate

of the burn - up effect , the presence of large

13 -2
)

thermal fluxes ( 10 ncm would rapidly diminish

the effective half - life of ths detector . This is
particularly important in nickel, SBCO having a large
cross - section to thermal nsutrons (1650 barns)/s8/ .
It has been suggested by Hogg et al /8/
46, . 46 . .
that the Ti ( n, p ) ~Sc reaction may provide a
. . 58, . 58 .
promising substitute to the Ni(n, p)~"Co reaction
due to its low burn - up to thermal neutrons (0.25
barns) and the ease of measurement of the burn - up

. 58 54
of scandium - 46 in comparison to Co and Mn .

The use of 46Ti as a monitor , however, has besn

limited by the lack of accurate cross-section data .




Preferred reactions for use in dosimetry
are subject to change as mors accurats data become
available . further, much emphasis is now placed on
reactions exhibiting cross - sections resembling
damage processses in structural materials .

9

- One such reaction is the 3Nb(n, H)gsNb

reaction for uwhich there are priority 1 reguests in
WRENDA . Howsver , it is unlikely that the = 10 %
accuracy requested can be met at the present time .
A feasibility measurement carried out by Randl et al

/ 9 / provided an accuracy of only ¥ 25 9%, but

this is expected to improve .

Following a study of (n, p) cross-section
measurement requests in WRENDA, the Ti (nm, p ) Sc
reactions were selectsd for measursment . Standing
priority I and priority II requests in WRENDA reguirse
accuraciss ranging from 5% to 10% (1 standard deviation),
mainly for dosimetry applications .

To date, only a limited number of measurs-
ments exist . With the exception of the work performed
by Smith et al /10/, thess measurements do not meet
the 5% to 10% accuracy requirements quoted in WRENDA.
furthermore, there has been little agreement bstwsen

measurements . A review of these measurements follows.




4

7.
The Ti(n, 9)4750 cress - section was

measured relative to the 2 'p (n, p)31Si reaction
covering the neutron energy range from 2.0 Mev to

3.6 Mev ., Typical accuraciss of about 13 % are

quoted .

47 47

Ti (n, p) 'Sc cross = section was
measured from 3.5 to 6.0 Mev relative to the
58,,. 58

Ni(n, p)” Co data of Barry /16/, with an absolute

measurement at one energy .

46 46

Ti (n, p) Sc cross =- section was

measured from 4.91 to 7.04 Mev, and the 48Ti(n, p)48

Sc

reaction from 6.24 to 7.04 Mev at 500 Kev intervals .

Cross - sections wers computed relative to the

56Fe(n, p)56Mn, 27Al(n,0<)24Na and 58Ni(n, p)SBCo

cross - sections . Accuracies gquotsed are 15 % .

These measurements wers performed using

a dynamitron accelserator similar to that used for

this work . 46,47,481; (n, p)46’A7’a830 measurements
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were made relative to the svaluated 27Al(n, 9)27m9
cross - section data of Grundl /15/ and cover the
neutron energy range from 4.1 Mev to 6.1 Mev .

Typical accuracies are 17 % to 18 % .

Smith_and_Meadows_1976_/10/

These measurements are the most

comprehensive to date , covering the energy range

from threshold to 10 Mev . 40+47,48¢; (n, p)

46’47’a85c measurements were made relative to the

235 (n, fission ) cross - ssction for neutron

energies up to 4 Mev and relative to the 238U

(n, fission) cross - section above 4.0 Mev ., Typical

46,47

accuracies range from 5 % to 8 % for the Ti(n,p)

reaction in the 4.0 Mev to 6.0 Mev range , with an

48

accuracy of 12 % at the Ti(n, p)aSSc reaction

threshold .

The data of Luckic et al exhibit marked
fluctuations when made relative to different standards
at a given ensrgy . Measurements at 6.24 Mev made

56 5 58
56 P) )

8..
relative to the Fe(n, Mn and Ni(n, p Co

reactions dirrefed by 67% . The data of Ghorai

27 .
measured relative to the 27Al(n, p)“ Mg data of Grundl

differed considerably from the data of Smith et al.,
’ . 27
even though the corresponding Al(n, p) data of

Smith agreed with that of Grundl . The measurements




of Gonzalez also showed considerable differences

from the other measurements

This work aims to resoclve some of these
discrepancies whilst providing a stronger data base
for evaluators . Greater accuracies can be achieved
through improvement in counting statistics ( Smith
et al quote 1.0 % to 10 %) with a greater number of
measurements over an energy range, thereby averaging
experimental fluctuations . further, a more rigorous
approach to corrections is sought . for example, a
better representation of ﬁean neutron energy can be
obtained through a consideration of neutron path
length within a sample rather than merely the energy
profile . Most Ti(n, p) cross - sectian measurements
to date have been made relative to secondary

standards which in turn have been measured relative

to either the 1H(n, p) or the 235

U(n, fission) cross
- sections , Hence, measursments relative to either

of these standards should provide greater accuracy.

The (n, p) reactions can be monitored
through either direct on-line measurements of the
emitted charged particles, OrT through activation

methods whereby the decay of a radiocactive reaction



product is monitored , The direct on-lins method
has been demonstrated by Kojnin and Lauber / 4 /
and is particularly suited to measursments where
the resaction product is either stabls or exhibits

a very long or very short half life , Nevsrthsless,
the activation method was opted for in prefsrence
to the direct measurement in view of the greater
experimental difficulties anticipated in on-lins

techniques .,

Irradiations

Irradiations wers performed using the
Birmingham Radiation Centre 3 MV Dynamitron
accelerator /60/. Titanium discs (99.99 % pure) ,
20 mm in diameter and 2 mm thick were placed at
distances of 2.0 cm and 2.5 cm from a 0(d, n)sHe
neutron target . The experimental arrangement used
is similar to that used by Smith et al and is

depicted in fig. 1.1 .

N o
— %
R
/
NEUTRON >
SOURCE - \
-7 3% peposiT
TITANIUM
SAMPLE

FIG.1.1: EXPERIMENTAL ARRANGEMENT FOR SAMPLE IRRADIATIONS



The selection of 235U as a standard in

the measuremant of neutron flux was mads following
a survey of methods suitable for accurate flux
determination . Methods of flux measuremsnt ars

discussed in the following chapter .



CHAPTER 2
THE MEASUREMENT OF

FAST NEUTRON FLUX
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In neutron cross - section measurements,
a major contribution to the accuracy of the
measurement relates £to the determination of neutran
flux .

Methods of neutron flux msasuremsnt may
be classified into two groups, namely, absolute and
relative methods . Absolute methods are not dependent
upon the knowledge of any particular reaction cross-
section . Relative methods, on the other hand, are
made relative to standards of which the cross =
section is accurately known ., These methods will be

discussed further .

Absolute methods are gsenerally madse
through three technigues : (1) associated particle,

(2) associated activity and (3) total absorption .

Neutron production from the frequently
used reactions 0(d, n)3He, T(p, n)SHe and T(d,n)aHe,
is accompanied by the simultaneous production of
charged particles . The detection of these particles

forms the basis for neutron flux measurements .



The associated particle method has been
widely used in the measurement of 14 Mev neutron
fluxes from the T(d, n)*He reaction . The success
of this technigue for 14 Mev neutrons ( E4=150 Kev)
is related to the isotropic distribution of the
associated alpha particles . These alpha particles
may be dstectsd using thin-window proportional
counters or solid state detectors . The latﬁar are
preferred from the point of view of small size and
superior energy resolution, but suffer from radiation
damage . A knouwledge of the solid angle subtended
by the charged-particle detector, the number of"
alpha particle counts and the anisotropy factor for
their distribution brovides the neutron flux .

When the D(d, n)SHe reaction is used to
generate neutrons in the 3 Mev rangs ( Ed'<200 Kev),
the associated particle method can also be applied
for accurate flux measurements, due to the isotropic
distribution of thse 3He particles and neutrons . At
higher energiss, the distribution is increasingly
anisotropic and thus the angular distribution has
to be taksen into consideration, and provides an
extra source of uncertainty .

A competing reaction to the o(d, n)3H9
reaction is the D(d, p)SH: reaction, having a

similar cross - section at low gnergies . Detection



of the protons provides an alternative to the
detection of the “He particles, made possible by

the higher energy of the protons . A thin aluminium
absorber interposed between the neutron source and

the charged-particle detector, the thickness of

which 1is selected to absorb the 3He particles but

not the protons, can be used to improve discrimination
between the two particles ._Aiternatively, the two
particles may be magnetically separated .

Similar methods can be applied to ths
measurement of neutron fluxes from the T(p, n)3He
reaction, developed initially by Liskien /17/ .

Limitations of the associated particls
methods relate to scattering of the priﬁary
bombarding particles and the associated particles
in the target backing and chamber . The scattered
particles have intenss fluxes, creating radiation
damage in solid state detectors and also pulse
pile-up .

The use of analysers combining elsctric
and magnetic fields can be used to eliminate thess
effects, but are complicated by charge exchangs .
For the D(d, n)3He reaction, unbacked self-
supporting deuterium targets in the form of
deuterated polyethelyne targets have been developed

/18/ to reduce scattering effects . However, one
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difficulty with these targets is the limitation of
accelerator beam currents to a few nanoamps, hence
limiting the neutron flux . A further method of
background discrimination is coincidence counting,
where the nsesutron and associated particls ars

detected in coincidencs .

Certain reactions, such as the 7Li(p,n)788,

1
)5 5 )57 65 652n

5
Cr, 7Fe(p, n Co and Cu(p, n)

1V(p, n ,
result in reaction products which are gamma active.
Measurement of the induced activity allouws for ths
determination of nsutron flux . A I”InSD4 bath, for
example, can be used to determine the total nsutron
yield related to target activity . Subsequsnt
measurements of targst activity provide a measure

of neutron flux . Variations of accelerator beam

intensity and reaction yield are averagsed out .

Total absorption methods rely upon
absorption of essentially all neutrons incident upon
the detector, whatever the neutron energy . Although
long counters can provide these characteristics,

they are normally limited to relative flux measure-

ments . This is due to uncertainties in the



- 20 -

evaluation of the response of the long counter/7/,
due to the heterogeneity and quality of ths

moderator employed in the counter

Some of the total absorption detectors

in current uss afe the manganese and vanadium baths,
and the black and gray detectors . The earliest is
the manganese bath used to calibrate standard
neutron sources . The neutron source is placed at
the centre of a large vesssl containing an aqueous
solution of MnSD4 . Neutrons are moderated and
subsequently captured by the manganese, leading to

the 2.58 hour activity of 56y

the 56Mn activity from a uniformly distributed

n . following irradiation,

solution ié absolutely counted . Accuracies of about
2 % are reported, associated mainly with the
activity measurement, hence greater accuraciss arse
achieved when this method is used for comparison of
source strengths .

The gray and black detectors are designed
to provide prompt neutron detection whilst maintain=-
ing a fast responss for timing purposss .

A gray nsutron detector comprises a
moderator-manganese OT vanadium mixture with an

entrance channel terminating at the centre of the

detector . Neutrons arse moderated and captured . The

capture gamma rays are detected at the'surface by
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a sodium iodide detsctor ., A disadvantage is ths
slouw time responss to neutrons at higher energies .
The black neutron detector of Poenitz
/18/ sarves to overcome the slow response of the
gray detector and consists of a plastic or liquid
scintillator with an entrance chamnel terminating
at the centre . Neutrons from a collimated beam
lose essentially all their energy in successivs
scattering collisions before falling below an
energy threshold or escaping from the system . The
scintillation light output from hydrogen and carbon
recoils is detected by several photomultipliers .
The probability for total energy loss is 99-85 %
in the 1 to 10 Mev range . fhus, extrapolation to
zero pulse height is made more accurate due to the
relatively small number of small pulses in

comparison with conventional recoil scintillation

detectors .

Nsutron fluxes may be measured from a
knowledge of the neutron cross-section of a suitable

standard . The pre-requisites for a standard are an

accurately known, slouwly varying cross-section and

a reaction product providing high yield and

suitability for counting .
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In the neutron energy range 100 Kev to
20 Mev, the 1H(n, p) reaction provides a convenient
standard . The neutron-proton scattering cross-
section is known from transmission experiments to
an accuracy of better than 1% and is the only
standard of which the cross-section is known to
such an accuracy over this energy range .

The scattering of neutrons by protons is
isatropic in the centre of mass systems for neutron
gnergies up to 10 Mev and approximately so in the
laboratory system . Further, the energy of the
recoiling protons, Eb’ is related to neutron energy,

E by the squation

n’

Given =n isotropic angular distribution of the

(O el S

nroteons, the energy distribution of recoil protons
from a monoenergetic neutron source will be
rectangular from zero proton energy up to Ep = En
(8&=0) . An ideal proton recoil spectrum is shouwn
in fig. 2.1 . Unfortunately, the ideal rectangular

distribution is not observed in practice .

Experimental spectra exhibit a low energy tail due

to gamma ray and noise pulses, and rounding off at

the upper limiﬁ due to the spread in neutron energy

and the detector resolution . This is illustratsd
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in Fig e 241 M

IDEAL
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COUNTS ——>
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Fig. 2.1 : An idealised proton recoil spectrum and

an experimental spectrum .

Two main types of dstectors in common
use for the detection of recoil protons are propor-
tional counters and scintillation counters .

Proportional counters will be discussed first .

Progortional Counters

In a proportional countsr, the detection

medium is a hydrogeneous gas such as methane (CHA)’

at several atmospheres of pressurse . Gas amplifi-

cation factors of 20 or 70 are commonly used to

overcome interference from noise pulses . An

auxilliary electrode acc

volume . The sensitivse volume 1is important from ths

point of view of flux measurements . Further, soms

urately defines the sensitive



A
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protons will ‘cross the boundary of the sensitive
volume before expending their full energy in the
sensitive volume, whilst recoils produced outside
the sensitive volume will expsnd part of their
energy 1in the sensitive volume ., The sum effect is
an increase in the number of small pulses and a
rounding off at the upper end of the energy
distribution . An extsnsive review of responss
functions for recoil proportional counters of
different designs may be found in ref., /20/ .

The total proton counts are obtained
through a procedure involving the fitting of a
threoretically calculated spectrum, taking into
account the detector response. .. The Fittihg allous
extrapolation of the proton counts into the region
where gamma rays and noise pulses are observed .

The upper energy limit (approximately
3 Mev) of usefulness of gas-filled proportional -
counters is set by the proton range in the gas .
For a cylindrical counter,
when the proton range exceeds the counter diameter,
considerable wall and edge effects are obsarved .
Although it is possible to increase the counter
diameter and gas préssure above ten atmospheres ,

the practical limit is set by increased sensitivity

to gamma rays and the high voltage reguirements .



- 25 -

Scintillation Counters

Scintillation counters provide the
advantages of reduced wall effects, greater detection
afficiency to neutrons and fast response for timse
of flight experiments .

A disadvantage of organic scintillation
detectors is the non-linearity in light output with
energy which has to be corrected for . Further, the
detection efficiency decreases with increasing
neutron energy . Although the detection efficiency
can be improved through increasing the detector sizs,
an important factor which limits the size is the
pulse rate due to gamma rays interacting within the
detecto€ . Hence, the scintillator must be kept
small in order to avoid pile-up of gamma pulses .

The light output of organic scintillators is always
higher per unit energy for electrons than for heavy
charged particles . Hence, the problem of gamma
discrimination is made more Severe .

where gamma ray pulse pile-up is not
severe, pulse shape discrimination may be employed .

In the majority of organic scintillators , prompt

flourescence provides most of the observed

scintillation light . A longer lived component

corresponding to delaysed flourescence is also



observed in some cases , The fraction of light which
appears in the slow component often depends on the
nature of the exciting particle . Certain organic
scintillators, including stilbene crystals and a
number of commercial liquids and plastics, arse
particularly suitable for pulse shape discrimination
due to the large differences in the slow component
for fast neutrons (recoil protons) and gamma rays

(fast electrons) . Reviews of pulse shape discrimin-

ation properties may be found in ref. /21 - 25/ .

At the upper limit of the energy range
of conventional recoil proportional caunters,
problems relating to spsctrum unfolding and extra -
polation of the spectrum to zero pulse height can
be overcome through the use of recoil telescopes .

In the telescope, recoils limited to
the forward cone only are recorded (&=0) . This
provides a responsse exhibiting a simple narrow peak.
A telescope may comprise two Or three detectors in
which coincident pulses only are recorded .
Alternatively, a solid state detector subtending a
small solid angle in the forward direction provides
a simpler experimental arrangement (see fig. 2.2 ).

The superior resolution of solid state
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detectors is an advantage whsn this tschnique is

used for neutron spectroscopy .

NEUTRON
BEAM

COUNTS—>

HYDROGENQUS

R
ADIATION SOLID STATE

DETECTOR
(a)

CONVENTIONAL SPECTRUM

/

RECOIL TELESCOPE
SPECTRUM

PULSE HEIGHT ——>
(b)

"Fig . 2.2 (a) Recoil telescope (schematic) using solid

state detector .

(b) Comparison of pulse height distributions

betwesen conventional recoil spectra and

recoil telescope spectra .
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The main disadvantage of recoil telescopss
is the necessarily low detsction efficiencies duse
to the small solid angles subtended and the
limitation on radiator thickness |

L

2.2.1 Other Standards

Although the 1H(n, p) scattering cross -
section is well known below 100 Kev, difficulties
relating to the measurement of low energy protons
requires other standards . In the 10 Kev to 100 Kev
region, standards based on the 6Li(n,ot)3H ’
1DB(n,oc) and 3He(n, p)3H reactions are available .
Howsever, the cross =- sections for these reactions
ars not as accurately known as the TH (n, p)
cross - section . Nevertheless, the 6Li(n,°<)3H
reaction is a commonly used standard between 100 Ksv
and thermal energies . Lithium glass scintillators
provide a convenient detection mode ; the lithium
content is commonly determined through low energy
neutron transmission experiments . Typical accuracies

of 2% in flux measurements can be achieved, excluding-

. 3 .
the uncertainty in the 6L1(n,“J H cross-section .

Uranium - 235

Thus far only primary standards have been

discussed . In many Cross = section experiments ,
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secondary standards have been used as alternatives .,
The term secondary refers to the fact that the
cross = sections of these standards have been
measured relative to the primary standards . Of
these secondary standards, the 235U(n, fission)
cross - section is the most widely used .

Fission counting is generally simpler
and can be performed to greater accuracies in
comparison with recoil proton counting . The
advantages aof fission counting relate to the large
amount of energy carried by the fission fragments
(totalling 160 Mev) . It is therefore possible to
discriminate against other competing reaction or
avents due to background or counter contamination .
A further advantage is the flat responss of the
fission cross - section over the fast nsutron

energy range .

In the measurement of neutron flux using

235U as a standard, the major sources of systematic

error lie in the assay of the fissile deposit and

the uncertainty in the fission cross = section data

235
used . A recent revisw of the status of the U

fission cross - section has been presented by

Patrick /26/ . Whilst measurements in the 0.1 to 3.0

Mev range are in good agreement to within 2%

accuracy, a spread in the experimentally measured



values above this energy range provide an accuracy
of only 3% . Ngvertheless, the importance of the
fission cross - sections to the nuclear power
programmes has led to repeated measurement and

revaluation, particularly ths 233

Uu(n, f) cross =
section, since most other fission cross-ssctions
are measured relative to this standard . Thus ,
measurements made relative to a fission cross-section
can be renormalised as data accuracy improves .

Fission counting and fission counter

design will be discussed in the following chapter .




CHAPTER 3

FISSION COUNTER DESIGN
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CHAPTER 3

Trends in fission countsr design have
developed over the past decade with a view to
increasing time resoluticn in Time of Flight Tech=-
niques to provide alpha - background suppression,
The impetus has been the requirement for fission
cross - section data of highly active isotopes.
These nuclear data requirements have been motivated

by the following

(1) Improved safety requirements for fast
reactors, calling upon reliable
calculations of the inventory of
hazardous isotopes as a function of
fuel burn - up.

(2) WUaste Management considerations,
where problems arise with the long
term hazards of highly active uwaste .

(3) The need for quantitative calculations
for neutron economy under high burn

- up conditions.

It should be noted that fission cross =

section measursments of isotopes exhibiting

spontaneous fission can only be carried out using
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the Time of Flight Technique, where the time
resolution requirements are for resolutions squal

to, or better than, the neutron pulse widths used .

3.17.17 Gas Scintillation Counters

A revival in the use of gas filled
scintillation fission counters could be observed
from ths early seventies, initiated by rapid
developments in heavy ion physics ., for such
experimehts, detectors are required which combine
good energy and time resolutions, insensitivity to
radiation damage and high detection efficiencies .
While only poor ensrgy resolution is achieved with
plastic scintillators, gas scintillators exhibit
time and energy resolutions sufficient far
discrimination between alpha - particles and fiss=-
ion fragments for isotopes such as U - 235 with
decay rates of approximately 100 s-1mg .

At higher alpha activities, when isotopes
like Pu - 239 are investigated, pulse pile = up
results in the merging of the pulse height differ-
ence . Additional alpha suppression is then
obtainablse by observing both fragments in
co - incidence, requiring thin samples (500 ug Cm_z)
A difficulty

: -2
and thin backing foils (100 ug cm ) .

arising from the co - incidence counting technigue,




observed by Kappeler / 27 /, is radiation damage in
the backing foils, reducing the life time of the

foils to two or three months . Thus, restrictions

are imposed on the use of co - incidence counting .
However, recent deﬁelopments of gas scintillation
detectors for heavy ion experiments by Mutterer et
al / 28 / showed promising results, with energy
resolutions of 2.2 % for Xenon=136 per 1.4 Mev amu
and time resolutions of 210 parsec . These results
are comparable to the performance of solid state
detectors, whilst not having the limitation of

radiation damage .

Whilst the differences in kinetic energy
between alpha - particles and fission fragments are
about 12 times, for specific energy loss this ratio
is sixty times . This is illustrated by the well =
known energy loss curves of fig. 3.4 . This effect
can only be utilised in parallel plate ionisation
counters .

These detectors are sometimes used in
fission cross - section measurements incorporating
the use of multiparallel fission_plates so that

considerable amounts of fissile material can be

used to improve fission counting statistics/29, 30/.




In the past decade considerable improve-
ments in the time resolution of parallel plate
ionisation chambers have been achieved, with 1
nanosec. being reported /31/. Behrens and Brouwn
/32/ have shoun that alpha suppression in these
detectors is sufficient for measurements on Am=241,
but for significantly higher rates, ths alpha
discrimination properties are lost due to those
alphas which are emitted under small angles to the
surface of the plates and, therefore, have a long
geometric path length in the chamber . Budtz -
Jorgensen and Knitter /33/ avoided this effect by
introducing a collimator grid in front of the
sample as illustrated by Fig.l3.1 . Only fragments
which are emitted with angles larger than approxi-
mately 35 degrees to the surface are able to
penetrate the collimator . The collector electrode
is an 8 micron aluminium foil, sufficient to allow
the passage of alpha particles but not fission
fragments . The electrode spacings are so arranged
as to allow alpha particles to deposit their
energy on sither side of the eslectrode . Thus only
a small nett charge is collected Dy the electrode,
reducing the effective pulse height for alpha
particles . This detector operates with alpha

8 _-1
particle rates of up to 5x10° s .
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Fig. 3.1 : The ionisation chamber of Budtz~Jorgensen

and Knitter . ( Schematic sketch )

Dabbs et al /34/ have developed another
solution to the alpha-background probiem . A
chambser was Aesigned with hemispherical plates as
showun in Fig. 3.2 . The tuwo arrous indicate the
maximum / minimum track length ratio limitation
imposed by this geometry . Setting this ratio egqual
to 3, a pulse height difference factor of 15 1is

obtained betwesn fragments and alphas . Alpha<particle

g -1

activities of up to 10 s~ can Bbe tolerated, but

the time resolution 1is comparable to conventional

ionisation chambers .
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Fig. 3.2 : The ionisation. chamber of Dabbs et al .

( Schematic ).

The requirement for subnanosecond
timing in heavy ion physics has led to the develop=
ment of these counters with time resolutions of
better than 0.3 nsec . |

Kazerouni /35/ developed a counter of
similar construction to that of Dabbs, but using
10 mbars of butene . By decreasing the bias voltage,

the ratioc betuween fragment and alpha-particles was found

to increase rapidly to values above 50 until the

alphas disappeared in the preamplifier noise . This



behaviour 1is ekplained by competing columnar
recombination in the weak ionisation tracks of
alpha particles which prevent an avalanche belou

a critical voltage . A time resolution of less
than 350 psec., was observed with an alpha supprese-:
sion factor of 10 obssrved over two days .

A further illustration of the versatility
of avalanche detectors is in the measurement of
fragment angular distribution . Just et al /48/
developed a position sensitive parallel plate
avalanche detector which allows the recording of
fission events and their angular distribution
simultaneously . The time resolution was ZSD psec.

and. the position sensitivity, better than 0.4 mm.

Aston University

Content has been removed for copyright reasons

w

Anode strip pattern in the position

i I—

ig. 3.3 :

sensitive avalanche counter of

Just et al .
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The position sensitivity is obtained by dividing

the anode plate into a strip pattern corresponding

to angle intervals of 10 degrees

L]

This method is restricted tao isotopes
which do not decay by spontaneous fission, as the
Time Of Flight Technique is not applicable .

Polymers have good alpha discrimination .
The threshold for track formation differs for
various plastic films corresponding to a critical
value of Z/ﬁ where Z is the particle charge and B
the ratio of particle to light velocity . Thresholds
of common detector materials are 245 =20 for CR35%,
70 for celluloss nitrate, 40 for cellulose acetats
and 65 for Lexan /36/ . Alpha particles of energy

5.5 Mey have a ratio Z/B =37, so the latter two

materials may be used.

¥ CR39 is the commercial name for the polymer whose

monomer is the axydi-2, 1 ethanediyl di-2 propenly

diester of carbonic acid .
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The use of U-235 in this work as the
neutron flux monitor or standard does not pose the
problems associated with high alpha activities
discussed in the previous section ., Furthermore, the

requirements for a thin uranium-235 deposit, to
obtain reduction of fragment self - absorption, has
meant that only alpha activities of 500 s~ need be
dealt with in 2T geometry .

The ungridded parallel plate ionisation
counter is the simplest and cheapest type of fission
counter to construct . It can be made both rugged
and reliable and aluminium and magnesium are often
employed since their neutron activation products
decay quickly . The simple geometry permits an
accurate calculation of counting efficiencies .
Enerqy resolutions, on the other hand, for reasons
to be discussed in Chapter 4, are modest, but -fbis
is not an essential requirement . The accuracy with

which neutron fluxes can he measured 1s limited

primarily by the uncertainty in the [U=235 fission

i o
cross - section, currently at approximately 3% over

i g
the energy range relevant to this work, 4 Mev to SMev.

Other alternative modes to fission

solid
fragment detection are through the use of
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state detectors and Proportional counters

In gas -~ filled proportional counters,

the fissile material is a solig deposit coated on

the inner walls . The electrode is charged with

sufficiently high positive potential to bring the
tube into the proportional région of operation .
Typical gas pressures in such chambers are much
below atmospheric to reduce the requirements for
high field intensitiss whilst effecting discrimin=-
ation between alpha - particles and fragments .

The advantage of such a counter arises
from the multiplication factors of the order of a
hundred or more obtained . Electronic and background
noise is not a problem and less amplifier gains are
required . The disadvantage, howsver, is the lack
of stability to anode voltage variation . Uhereas
it is common practice to make boron (n, ) counters
of the proportional type, fission counters are used
in the form of ionisation chambers due to the large
fragment energies .

Spolid state detectors have the advantages
but suffer

of goad energy and time resolution

radiation damage from fission fragments . Further-

: . . 4
more, 2T geometry is not eas;ly obtained an

therefore, such solid state detectors are mors

ri . Low geometr
commonly used in low geometry counting . LOV S !
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fission counting, however, was not considered

feasible due to the loy counting statistics expected
and anisotropy in the fission fragment angular

distribution above neutron energiss of 5 Mev

3.2.1 Bange_and lonising Properties of Fission

In fission counter design, the relation-
ships betwsen range and ionisation density are of
interest . Bruntton and Hanna * /37/ having studied
fission fragment distributions from U-235, report
most probable light and heavy fragment energies of
94.5 Mev and 60,2 Mev respectively . Both fragments
carry a total most probable kinetic energy of 156
Mev, with practically all fragments carrying
energies of greater than 40 Mev .

At the moment of creation, fragments
carry a nett positive charge through the loss of
several electrons . Although the most probable

charges at the moment of creation are not known,

the charges carried by fragments at the start of

their rangse are found to DS dependent upon the

isms and therefore
electron capture and loss mechanis

the medium traversed . LasSen /52/ reports most

probable charges of 16 and 15 for light and

heavy fragments in argon,’uhilst larger charges
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were observed in solids, beryllium yieiding 22 and

23 respectively . Uhilst small differences uars

observed betueen gases, marked differences were

observed in solids . The measurements of Fulmer

and Cohen /38/ on equilibrium charges in gases shou
a gensral agreement with those of Lassen . Fragmént
charge was a lineaf function of velociﬁy in all
gases investigated . A theoretical study of
electron capture and loss mechanisms was made by
Bell /39/ and equilibrium between the rates of
capture and loss found to be attained at fragment
velocities approaching that of the most loosely
bound orbital electron in the ?ragment . As fragments
lose ensrgy through ionising collisions, with a
consequent reduction in velocity, the rates of
electron capturs increase over that of ealectron

loss ; Hence the nstt charge decreases with velocity
until an equilibrium charge is reached .

From the work of Bohr, Bethe and others,

documented by Wilkinson /40/ the rate of snergy loss

with distance of a particle of charge Ze traversing

-3,
matter containing n atoms/cm is

2\ _ g2
~dE-= 4z e  n Z 1log ggyz - 1og(1-g")-Bp--(3.1)

______ I

i it
where E is the particle energy, v its velocity,
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m the electron mass, ang B=v/c . 7 is the atomic

number of the element traversed angd I, considered

to be the average excitatign energy of the atom, is
’
best determined empirically , As the fragments lose

velocity and gain electrons, the fall in nett

charge z more tham compensates for the fall in v
in equation (3.1), and hence the largest rate of
energy loss is at the beginning of the track . Only
towards the end of the track does the ionisation
density rise again due to the decreasing v term

L]

This is illustrated in fig, 3.4 .

30
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Fig. 3.4 : A plot of ionisation density versus range

for alpha particles and fission fragments.
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Alpha partcles, on the othaer hand, exhibit a large

ionisation density touwards the end of their tracks
An appropriate choice of source -
detector spacing (typically 0.5 cm to 2 cm in argon)

for U=235 and U-238 dhambers would therefore effect
discrimination betueen alpha - particles and fission
fragments .

A further consideration of ionisation
by fission fragments was observed in an analysis by
Ling and Knipp /41/ . The distribution in the ratio
of the ionisations produced by tuwo associated
fragments is broader than the distribution in the
ratio of energies obtained from their masses . This
observation is Supported by evidence that the mean
kinetic energy of fission fragments determined
calorimetrically is appreciably higher than the
value deduced from ionisation yields . Schimitt and
Leachmann /42/ suggest an expression representing

fission fragment energy as

where W, is the mean energy deposited per ion -

pair formed for alpha particles in the gas, Jo the

total observed ionisation (total number of ion -

pairs) and E4 is approximately'5.7 Mev and 6.7 Mev

eavy fFragments respectively, and

for light and h



represents the energy losses to nuclear collisions

as fragments approach the end of their range

------------ "U"

The requirements for makimum pulse
output per unit energy deposition calls for a

consideration of the filling gas properties , The

output pulse per unit energy in an impurity-free
gas is primarily dependent on two factors, the
detector capacitance and the mean energy required
for the formation of an ion - pair W . Numerous
measurements for U have been performed and reported.
Table 3.1 presents the W value for common gases
used in ionisation chambers .,

Xenon, krypton and argon present the
lowest W values and as such would provide corres -
pondingly large ionisation yields per unit energy
deposited . Xenon and krypton however, are
expensive .

For optimum operation of ionisation
chambers, it is often desirable to employ a mix =
as will be apparent from the

ture of gases,

proceeding sections. Detailed investigations of

i main
various gas mixtures yith argon as the

i Hurst
constituent have been carried out by Melton, HU
at a particular

T th
and Bortner /45/ . They observed



concentration for each gas introduced gave minimum

values of U for the mixtyre

.

Table 3.1 : W YALUES IN ELECTRON VOLTS PER ION

PAIR FOR ALPHA PARTICLES IN GASES

Hydrogen 37.0
Helium 42.7
Nitrogen 26.6
Oxygen 32.5
Neon 36.8
Argon 26.4
Krypton 24,1
Xenon 21.9
Methane 29.0
Boron triflouride 36,0%
Air 35.5

Ref. Jesse and Sadausskis /43/

% gortner and Hurst /44/

Following this investigation, Bortner and Hurst

provide an effective value uij represented by the

empirical equation

- - W)z, . + 1/,
1/uij = (1/y; 1/JJ) i j

' p. is the partial
i . P. is
pressure of the gas having @ value U; and 5
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the partial pressure of the gas having the value

. . The const ]
UJ stant, aij’ 1s equal to the ratio of

the stoppin 0
PP1Ng powers SJ./Si for the component gases

in some 1nstances but is normally considersd as

an empirical constant

3.2.3 Electron Attachment

Modern ionisation chambers ars invari-
ably operated in the electron collection mode, in
preference to the positive ion mode . The disad-
vantages of the latter are pulse pile - up and
microphonics (mechanical oscillations at acoustic
frequencies) in the necessarily slow amplifiers
used . Correspondingly, the use of fast amplifiers
with a frequency response sensitive only to the
high frequency portion of the pulse, facilitates
the electron collection mode . The contribution to
detsctor performance from the ancillary electronics

will be further discussed in Chapter 4 .

In the elsctron collection mode, a

consideration of effects due to the presence of

electronegative impurities 1is of importance,

since electrons captured by electronegative

impurities have reduced mobility and would there=

fore be lost to the signal .
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The most common glectronegative

impurity encountered in a laboratory environment
is oxygen . In the use of solder fluxes, hydrogen
chloride may be introduced as g constityent of
certain fluxes . Silicon tetraflouride is also a
common impurity in the presence of boron
triflouridse .

McCutchen /46/ observed appreciable
attachment losses in pure argon upon addition of
0.1% oxygen . further addition of 2% carbon dioxide
however, diminished these losses . This is
attributed to a reduction in electron agitation
energy following inelastic collision with polyatomic
molecules to a valus close to the minimum For‘
attachment cross - section h, in fig. 3.5 .

91
8+

hix10%)
b

Bl } t ; 25
0 05 I I3 2P

ERGY !¢ ¢
Fig. 3.5 : Cross ﬁ“zgfﬁigﬁ n for electron capture

Ref. Wilkinson 40/ .

in oxygsn .
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In collisions betwusen electrons and

neutral atoms, the probability of electron
attachment h varies as a function of ths agitation

velocity (physical velocity of the electrons)

Whilst differsnt results ars observed
by experimenters  in pure argon/reproduceable‘
results wers attéined in mixtures incorporating
a polyatomic gas . However, great care should be
exercised in the use of carbon dioxide in closed
environments dus to the dissociation of carbon
dioxide molecules ,

From a treatment by Bistline /47/, the
loss of signal due to electron attachment may be

quantitatively expressed as

S, - S==1/2(5x/7: ) ==emmmmmmmes (3.4)
where SO is the voltage pulse in the absence of

electron capture and is given by :
- (N /M)y cmmmccece=—- (3.5)
S, = (Noe/Cd)x

ND is the total number of electrons released in

ionisation, e,the slectronic charge, C, the

detector capacitance, d, the source = electrods

spacing and /¢, the electron attachment mean frse
path , x is the distance from the point of origin

of the electron to the collector .
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Application of 8quation 3.4 to a.typical

parallel plate configuration, with appropriats

values for electric field £, to the presence of

. S5 .
1 part in 107 of oxygen impurity, would indicate
a loss of approximately 1% in signal . However,

-at high pressures the purity requirements are

more stringent .,

3.2.4 lIon Pair Recombination

- — — . D = — . S . —— =

A further contribution to signal loss,
commonly attributable to the presence of electro-
negative impuritiss, -is recombination . The three
main processes, volume, prefersntial and columnar
recombination, are discussed by Wilkinson /40/.

dolume recombination relates to
recombination between ions from different tracks
simultaneously produced in the gas . The rate of
recombination is shown to be proportional to the
product of the negative and positive ion densities.
Contributions from volume recombination, however,
are negligible in pulse chambers as pulse pile -

up would predominate resulting in signal loss

prior to this limit .

Prgferential recombination relates to

. _ s . 1T
recombination between the original 1on pair .

This occurs when an ejected glectron is captured
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close to 'its point of liberation by a neutral
atom, forming a negative ion, with subseguent
recombination with the parent positive ion

Wilkinson reports that, with the exception of
high pressures and the presancs oF‘electro -
negative impurities, such events ars improbable.
Columnar recombination between heavy
ions along the track of an ionising particls,
however, is a common process requiring consider-
ation in the presence of electronegative
impurities . A correction for the resulting
charge loss can be made by the Jaffe theory of
columnar recombination /50/ with various
simplifying assumptions . These assumptioné are
inadequate, however, in accounting for recombi-
nation between free slectraons and positive ions.
In general, for gases with no glectran

attachment, and at low pressurse, recombination

processes are not important .

3.2.5 Electron_Drift_ Velogity and its relation

For electrons, the presence of an

electric field results in an increase 1N glectron

temperature or agitation ensrgy . This 1s

described by a commonly used eXDYBSSiO”’Q , which



is simply the ratig of electron temperaturss
(3/2)KT with and without the presence of an
electric field . In Qeneral/7 is a function of
E/p and is much larger for inert gases than for
-molecular gases . This may be explained by ths
onset of inelastic collisions in molecular
gases at low agitation energies, preventing a
further increase in electron temperature .
Fufther to the increase in electron
temperaturs, the application of an electric
field results in the superposition of a drift
velocity, y, over the agitation velocity U
corresponding to the energy 1/2mU2 = 7 (3/2)KT .
A simple relationship between y and
U may be derived through a consideration of the
relationship : Velocity = Acceleration x Time,
for a particle with initial velocity zero, and
the assumption that an electron loses "memory"
fallowing a collision with an atom . The acceler-
ation on an electron due to the presence of an
electron field E, is Ee/m . The average time
lapse between collisions is given Dy ™up

o 3+
where /~ is the electron mean Tree path per unit

gas pressure . Thus the average drift yelocity

h
may be expressed as 1/2(Ee/m)( 7~/up) along the
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line of force, or

y = Ee?/2Ump = o —em—a—— (3.6)

It is apparent from equation 3.6 that for a given
2 and E£/p, the electron drift velocity is inversely

proportional to the agitation velocity U .

1.47
O PURE ARGON
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Fig. 3.6 : Electron Drift velocity in argon‘—
nitrogen mixtures . from Bortner,

Hurst and Stone /51/ .

Fig. 3.6 indicates the effect of the
presence of increasing concentrations of nitrogen
on electron drift velocity in argon . This is in

agresement with the mechanism of reduction in
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agitation energy due to inelastic collisions with

nitrogen molecules .,

CH,99% PUSE

A+30%CH,

A+20% CHy

V.Cm/;:sec

_—— A +10% CH,

. 7 R s |
\ o Kr 41117, CHy
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£
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.5//’ (vol?s/cm/mqu)

Fig. 3.7 : Electron drift velocity in various

gases . From English and Hanna /s8/ .

Extensive data on mixtures of argon -

carbon dioxide, argon-methane and krypton-methane

are presentsd by English and Hanna /58 / .

Fig. 3.7 presents some of these results, of which

methans provides the highest drift velocity and a

correspondingly fast electron.pulse rise time .



- 55 -

A general equation relating slectron
drift velocity to pulse rise time is sasily derived
on the assumption that an electron drifts along
a line of electric force ., Further, it should be
noted that electron drift velocity is a function
of E/p alons,

Expressing the drift velocity y as a
Function of E/p, where the field € is a function
of position, the pulse rise time is obtained by
direct integration of y = =-dr/dt=f(E/p) with
respect to r, such that :

ro
T = = | 1/F(E/p)dT  —mmmmm—m—e- (3.7)
A .

where r, is the initial position co-aordinate of
the electron as measured along a line of forcs,
and a, the co-ordinate of the intercept between
the line of forcs and the collector elsctrode .
From an analysis of the various geometrical

configurations (parallel, cylindrical and spherical),

a general equation expressing drift velocity as

a function of r may be written as :

y = f(E/p)=/u(E/p)” - (g/p)" " mmmmmmmes (3.8)

The power n, is am empirical fit to
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describe as cti
y a function of £/p, and /u is defined

to express y in cm/sec”' . In the parallel plats

configuration, m=0 and E£=V/d, uwhers d is the plate
spacing . for the cylindrical case, m=1 and
E=V/log(b/a), and m=2, E£=Vab/(b-a) for ths
spherical case.. Performing the integration in
gquation 3.7 provides a general squation for pulse
rise time .

For the parallel plate configuration,
with negligible edge effects, the electric field
is a constant and it is simpler to express pulse
rise time as d/y, where y is read off from the
experimental points in fig. 3.7 . In reality,
there will be a variation of slectron pulse risé
time in accordance with the variation in positian
of ionisation tracks . This effect will be
discussed further in Chapter 4, when the contri-
bution to detector performance by the ancillary

electronics is discussed .

In this chapter, design considerations

pertinent to the intrinsic performance of the

detector have been discussed . ATrgon is shown to

be ideal from the point of vigw of low W value .

The possibls introduction of electronegative
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impurities howsver, requires the use of a mixturs
incorporating argon and a polyatomic gas for the
reduction of sensitivity in detector response to
the presence of electronegative impurities . The
further requirement for fast pulse rise time
necessitates the use of mixtures providing high
drift velocities, of which methane best maeets

this requirement . The use of methane in the mix=-
ture, however, entails a choice of mixture
concentrations . Although increasing concentrations
of methane provide increasingly fast pulées, there
is a corresponding increase in the effectivse U
value, Uij . Further, in a fast neutron field,
carbon and proton recoils are possible sources

of interference . With these considerations in
mind, an optimum mixture of 90% argon and 10%
methane was selected . Given a maximum‘neutron
energy of 6 Mev, corresponding carbon and proton

recoil energiss wuere calculated to be 1.7 and

6.0 Mev . An analysis of the range and ionisa=

tion relationships for thess particles indicated

negligible interference with fission counts .

The importance of appropriate choice
. . . on
of chamber dimensions for improved discriminatio

between alphé - particles and fission fragments

has been stressed A further considsration for
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the electrode arsa arises from ths requiremsent

for low detector capacitancs C . The maximum

output pulse V is given by V=Q/C, where Q is the
total charge collscted . The capacitance is
given by C=A&rZo/d, uwhere A is the elsctrods
area and d the electrode spacing . Thus A/d
should be minimisaed in order to maximise output
pulse height psr unit chargs collected . Ths
limits on A and d however ars set by the alpha
discrimination requiremsnts , Bearing in mind
the need for optimisation in design, a facility
for varying the slectrode spacing was incorpor-
ated .

In the following chapter, factors
contributing to the performance of gas- filled
fission datectors and the performance of the

detector built are discussed .



CHAPTER 4
DETECTOR PERFORMANCE
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CHAPTER 4

4.1 E§g§9£§~§ggggigg§igg to Detector Performance

Prior to entering upon a discussion
of the fission chambsr performance, the factors
contributing to overall performancs will be
discussed .

Resolution is .a composits of tuwo
components, the extrinsic resolution&ex and the

intrinsic resolution &Sin , such that :
FWHM/2.35 = (6}? + 6;2 )% - ————— (4,1)

Sex relates to the inhsrent noise
contribution from the preamplifier-amplifier-P.H.A.
combination . This contribution was measured
through the experimental arrangement of fig.4.16 .

& relates to the broadening of the
pulse distribution within the detector and is
unique to the detecting medium and the construction
of the detector itself . Thus, a general form for

detector resolution may be written as Follou$/53/:
2. 2 2 2 2 2 2 3
FUHM = 2,356, , =;?oq &+ 6267 16 60 )T -=(422)

where &, &g 167 and S6¢ are components of Sin

and&p and Spua are components of 6}x o
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& . 1is the standard deviation in the number of
ion-pairs formed for a given ionising particle .
G+r 1s the standard deviation due to rise time
variations in the detector .
&St 1is the standard deviatian due to self
absorption in the source thickness .
Sp is the standard deviation due to positive
ion residual effect .

Sa is the standard deviation due to the noise
level in the detector and ancillary electronics.

Spun 18 the standard deviation .due to the pulse

height analyser channel width and stability .

The factor &t is derived from a
knowledge of the W value of the detecting medium
i.e. the energy required to produce an ion-pair .
For the argon-methane mixturse used, the W value
may be derived from equation 3.3 and is approx-
imately 26 sv per ion-pair . The number of
ion-pairs formed, J, is thus proportional to the
ionising particle energy and subject to random

fluctuations . For a truly Poisson distribution,

the mean sguare deviation would be given by :

(3-23)%=23 = (4.3)
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where JD 1s the mean number of ion-pairs formed .
This relation is not vindicated experimentally .

Fano /53/ provides the relation :

(3 - 30)2 = (n =&/W)? 3[R = FI_ ===m=mn (6.4)

to account for the standard deviation in the rate
of ion-pair formation being less than would bé
expected from a purely Poisson distribution .

The term ¢ refers to ths energy loss in a primary
collision within the gas and n, the number of ion-
pairs produced in a primary collision . The fano
factor, F, for a gas is reported to bs betusen

0.3 to 0.5 /53/ . However, a much louer value of
0.09 was reported by Alkhazof et al /S4/ using a
mixture of argon and acetylene .

In ungridded ionisation chambers, the
most significant contribution to detector
resolution is that due to Gy and 6}. As mentioned
in chapter 3, electrons traverss the detscting
medium at much greater spesds than paositive ions.
As electrons travel towards the anode, positive
ions drifting slowly touarﬁs the cathode create

a space charge and effectively reduce the eslectric

field . Consequently, E/P is reduced with a

corresponding change in electron rlse time .
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Further, the varying distances traversed by
glectrons to the collector contributes to riss
time variation ., The time for space charée
formation is also dependent upon track position.
The overall effect is a range of pulse rise
times for monoenergetic electrons .

In addition to pulse rise time
variation, pulse amplitude variations are observed.
This is illustrated in fig. 4.13, where f is the
distance of the point at which the ion-pair is
formed to the cathode, expressed as a fraction

of the electrode spacing .

l GROUND

l +VE

FIG. 4.13: Schematic representation of pulse amplitude
formation . B

It may be showun through energy conservation that
the voltage induced at the anode by the electron
is (1 - f)e/C, whilst that of the ion is fe/C .

The voltage induced through total charge

collection is given by e/C . HOWEVET, total
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charge collection is not practical, as mentioned

in subsection 3.2.3 ., The pulse shapes shown in

fig. 4.14 ars For:single ions .

e o am o= e e e mm e m wm e e . e = e et o e = = = —
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Fig. 4.14(a) Induced voltage from a single ion=-pair.,
(b) Induced voltagss from single ion-pairs
having different initial locations

(rise time variations shown) .
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For a nuclear particle creating a large number

of ions, the shape is more rounded (fig. 4.15).

Fig. 4.15: Pulse shapes from the fission chamber.

The overall effect of an amplifier differentiation
" time constant corresponding to elsctron collection
on pulse amplitude and rise time 1is a variation
in pulse amplituds. A solutiom to this problem

was put forward by frisch /55/ through the use

of a grid, to provide screening against the space

charge .
The grid voltage is selected to

confine a major fraction of the electric field,
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in the region between the grid and collector .
Thus, the induced signal on the anode is due to
electrons falling through ths grid anode potential

difference alone, hence negating the broadening
effects mentioned above , A further advantage

of the gridded ionisation chamber is the shorter
collection time due to the grid-collector
proximity . Alkhazof reported a resolution of
0.5% using a gridded ionisation chamber with an
argon-acetylene mixture, whilst Mushtaq /S56/
observed a resolution of 3.0% with a 90% argon
10% methane mixture . This is attributeabls to

differsnces in the Fano factors; 0.09 and 0.3 to

0.5 respsctively, and the grid dimensions used.

St

The broadening introduced due to
particle energy lossses in the uranium sample
thickness is characterised by a low energy tail,

and directly related to sample thicknsss .

Sex

The contribution of Gex (noise,

variation in amplification factor and pulss

height analyser channel width) to detsctor

resolution is, in general, small in comparison
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to the contribution from &~
intrinsic *

exception being in the case of high resolution

the

detectors .

' Ouring the course of this work, the
contribution of &ex to the FWHM resolution uas
measured using the expsrimental arrangement
shown in fig. 4.16 .

ORTEC 124
PREAMPLIFIER

DETECTOR >_{> N
. AMPLIFIER
ORTEC 472A :
Ry
T , PULSE GENERATOR
SUUPNP,%Y 1 0SCILLOSCOPE

J&P NM 231

Fig. 4.16 @ Experimental arrangement for the

measurement of extrinsic resolution.

The pulser was set to generate

approximately 500 pulses per second and the pulse

rise and fall times sst to 1 microsecond and 50

microseconds respsctively . The fission chamber

was connected to the preamplifier without the

uranium foil in place and the bias switched on .

This was done in order to stimulate the effect
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of detector capacitance on the overall noise

level . The FWUHM resolution was found to be

better than 0.2% ,

4,2 Measured Detector Performancse

Fig. 4.17 illustrates the fission
counter designed for this work . The detector
aluminium casing was made as thin as possibls
(0,125 mm thick) to minimise neutron scattering
by the chamber, the limiting thickness being
determined by rigidity requirements .

Characteristic ionisation curves far
the defector were obtained using both an argon
and a methane-argon mixturs (gas composition
10% CH, 90% Ar), at various source-electrode
spacings and employing an alpha source . Ths
argon-methane mixture generally gave more
consistent fesults in addition to the largsr
pulse amplitude, as illustrated in figs. 4.18
and 4.19 . This is due to the reduced sensitivity

to the presence of electronegative impurities

in the methane-argon mixture .
£
Amplifier shaping constants T1=T2*

were optimised gxperimentally at each electrode

setting, the results of which are illustrated

in fig. 4.20 .
*T  and T2 are the amplifier qgﬁﬁe:antiationpﬁand

o ) _ .
ihtegration constant§$i_respectxyely .
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FISSION  COUNTER
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FIG. a. 20 VARIATION OF RESOLUTION WITH AMPLIFIER
SHAPING CONSTANTS . E.H.T. SETTINGS

WERE OPTIMISED FOR EACH ELECTRODE
SPACING USING INFORMATION FROM

FIGS. 4.19 AND 3.7
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The effect of using amplifier constants less than
the detector pulse rise time, T, due to electron
collection, is to clip the pulse produced and;

as discussed earlier, the overall effsect is a
worsening of the resolution . The use of longer
shaping constants, on the other hand, results in
increased probability for pulse pile-up . The
detector pulse rise time as measured on an
oscilloscope at the preamplifier output was found
to be approximately 0.6 microseconds, confirming

the results of fig. 4.20 .

4,2.1 Alpha Particle Sgectra

Figs. 4.21 to 4.24 illustrate the
spectra obtained for ths monognergetic alpha
particles using electrode spacings of 1 cm,

2.0 cm, 3.0 cm and 3.5 cm . The spectral shapses
were not the single peak expected from the alpha
particle source . A study of the electrods
geometries and alpha-particlse ranges indicated
that these effects wers due to the source =

electrode configuration ( Fig. 4.2 5) .

The larger amplitude peak is that due to alpha-

particles traversing past tha collector glectrods.

The smaller amplitude peak is attributed to

alpha-particles with jonisation tracks
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intercepting the electrode and thus not depositing

their full enerqgy within the gas

.

AV
N
/\

FIG. a.25: crrecT OF ELECTRODE  GEOMETRY

ON ALPHA PARTICLE RANGES

IN THE  CHAMBER .

The change in peak area ratios with slectrode
spacings in figs. 4,21 to 4.24 are in accordancse
with this explanation .

The spectrum illustrated in fig. 4.24
was obtained at a source electrode spacing of
3.8 cm, which is greater than the 3.2 cm range
of the 4.8 Mev alpha particle from uranium=-234 .
Alﬁhough the alpha particle tracks no longer
intercept the electrode, 2 fraction of the
alpha particles deposit part of their energy in

the chamber walls . In order to overcome these

detector gecmetry effects, it is necessary sither

to increase the fission chamber dimenslons oOrT

to increase the gas pressurse .
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Mushtag /56/, using a chamber of
similar electrode configuration, observed similar
effects . By increasing the gas pressure in the
chamber the spectral distortion was eliminated .

At an elsctrode spacing of 2 cm and
a pressure of one atmosphere, these spectral
effects are not observed with fission fragments
due to the mean rangs of the fission fragments
being 2.0 and 2.5 cm respectively, and the
specific ionisation being greatest at the start
of the ionisation track ., With smaller electrode
spacings, distortion of the fission spectra is
apparent . Nevertheless, in fission counting,
the primary consideration is discrimination
against alpha particles and the accurate measure-
ment of fission counts . Although the spsctral
distortion may not affect the number of fission
counts observed, it is an integral part of the
considerations required to optimise alpha
discrimination . This is particularly true in

relation to the choice of chamber and electrode
dimensions .
4.2.2 Alpha particle-fissian fragment_discrimination

The relationship between range and

ionisation density and its relevance to
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discrimination has been discussed in 3.2.1 . In
parallel plate geometry, decreasing the electrode
spacing reduces the ratio of the maximum energy
deposited by the alpha particle to that of maximum
energy deposited by the fission fragments . Alpha
particles emitted from the foil surface (assuming
no energy loss through absorption in ths deposi?)
at small grazing angles to the surface, deposit
an amount of energy independent of the electrods
spacing . further, pulses due to ions emitted
close to the source, generats pulses which ars
largsr than those emitted close to the collector.
Thus, the ratio of minimum fragment ensrgy to
maximum alpha particle energy decreases with
distance, hence reducing alpha discrimination .
Therefore, optimum source-detector distance is
required .

Fission spectra were obtained using
a moderated americium-beryllium neutron source
at various electrode spacings . A source=-electrode
spacing of 2.0 cm uas subsequently found to
provide the best discrimination .-This 1is not
unexpected since this configuration provides

the most symmetric sensitive volume dimensions

for the detector . A further decrease in chamber

dimensions, whilst maintaining symmetry, would
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improve alpha discrimination . However , the chamber
dimensions are limited by the uranium deposit and

backing foil diameters of 2.0 cm and 5.0 cm respec-

tively .

4.2.3 Alpha Particle Pulss Pile-up Prevention

The presence of several alpha particles
within the resolving time of the detectar system
can result in the superposition of pulsss, generating
a single pulse of amplitude camparable to the
smaller fission fragment pulses .

Given the detector pulse rise time T of
0.6 microseconds , and an amplifier shaping constant
of one microsecond , the resolving time of the
system may be determined from the graph provided by
Gillespie / 57 / (Fig . 4.26) . This provides a
resolving time , T: , of approximately 2.0 micro-
seconds .

Following Gillespie , the pile-up count

rate C_ can be determined by the relationship :

6, = Ngexp( ~NoT) é A= A (4.5)



Where :
No = Alpha counts per second

= Resolving time in seconds

R == Ratio of the minimum fission to the average

alpha particle energy

n = Integer from R to infinity
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FIG. 4.26: Resolving time , & , as a function of
detector pulse rise time , T, and equal

amplifier time constants , T, = T2(Gi53).
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. - -1 .
Setting NO = 500 cs R FE = 2,0 microseconds and

R = 15 Mev/3 Mev = 5 , a value of approximately

13

1 x 10 counts s~ is obtained for Cx . This

is negligible . Equation 4.5 represents the number
of coincident alpha pulsss occuring within the
resolving time T y» 9iving a pulse approximately

R times that of a single alpha particls pulse .

In the measurement .of fission_activity , fissian
counts corresponding to fragment energies greater
than 15 Mev only were counted ( see fig . 4.27 ) .
If fission counts corresponding to energies
greater than 6.0 Mev only were counted ( R = 2 ) ,
then C« would be approximately 0.5 counts g™ ,
which compares unfavourably with the %ission count
rate . The fission spsctrum shoun ( fig . 4.27 )
illustrates that fission counts of energy less than
15 Mev are significantly less than 1% of the total
counts , for which a correction Factor.can be

applied as described in section 4.3.1 .

Mesasurements on fission fragment ranges
are discussed by Hyde /61/ and frank /62/ and

referenced by White /63/ , where the mean fragment
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rangs is quoted as 7.5 ¥ 0.5 mg cn”% . The ranges

of the heavy and light fragments are 0.9 and 1.1
times the maan rangei, respectively . For a deposit
of finite thickness , t , fragments arising from

the deposit lose ensrgy in ths déposit ..Further R
fragments emitted at grazing angles to the surface
are totally absorbed . Except for very thick deposits,
absorption corrections run from 0.1% to 10% . The
fraction absorbed , f , is represented by the
relation f = t/2R , where t is the deposit thicknsss,
and R the mean fragment range ( see uwhite / 63 / ).
This relation does naot account for fission fragments
emerging from the deposit with insufficient energies
to appear above the amplifier or P.H.A. lower level
discriminator setting . Thus the relation proposed

by Rossi et al /64/ may be used , where

F=1t/2 (R=~-R_) (4.5)

0
and R is the range of fission fragments in the deposit
having an energy equal to the energy equivalent of
the discriminator setting .

The existence of foil non-uniformity is,
to an extent , unavoidable . The effect is to

. . - .
increase the absorption losses . Corrections for
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non-uniformity may be incorporated into the absorp-

tion correction through the rslation :

.

F=(t?+a2) / 2R (4.6)

where & is’°the standard deviation on the variation
of the thickness . R may be replaced by R = RO to
account for losses to the lower level discriminator
setting . for this work , measurement of the foil
non-uniformity &/t was made by Akhtar /64/ and
found to be 0.32 . The mathod of measurement is
described in 5,12 . White has demonstrated that ,
for uniform foils , an additional non-uniformity
correctiaon factor dependent upoﬁ the method of
uranium deposition has to be applied . These correc-
tions have been determined experimentally by UWhits,
through the irradiation of foils carrying deposits
of varying thicknesses , relative to a thin foil
back to back in a doubls ionisation chamber . for
deposits formed through vacuum evaporation or
electrospraying , the correction corresponds to a
non~uniformity of o7t = 0.4 . The overall non -
uniformity may be determined by summing the tuo
contributions quadratically to give a value of

s/t = 0.5 .
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4.3.2 Backscattering

Measurements on backscattering of fission
fragments have been performsd by Englkemier and
Walton /58/ , who provide values of 4.6% and 2.8%
average backscattering from platinum at fragment
biases of 15 Mev and 8 Mev respectively . Houwsvsr,
for thin foils , the emission of two fragments,uith
the backscattering of one from the .deposit backing
into the counting volume , results in the super-
position of the two pulses , Hence , only a single
count is registered and , in contrast to the
backscattering of alpha particles , there is no

corraction for backscattering of fission fragments .

4,3.3 Momentum Correction

The effact of a neutron of energy En
imparting its momentum to the compound nucleus ,
hence driving the fission fragments further into ,
or out of the deposit , has bsen calculated by
Lamphere /65/ . Given that the range of the fragment
is much larger than the deposit thickness , thse

momentum correction is given by :

. 4.7)
Foo= 0.0026 /E_ (
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Fm is positive for a deposit facing away from the
neutron source , and negative for deposits facing
the neutron source ., Thus the correction factor may
be expressed as ( 1 + Fm ) .

- This correction does not take into account
the effect of anisotropy of the fission fragment

angular distribution . Where anisotropy is not

insignificant , F_ is given by /66/

Foo= 2—;—(_ 1 - 20R/t )2 (——2—%-,3—) (4.8)

where Q is the ratio of the neutron momentum to the
mean fragment mpmentum , and A is the ratio of the
fragment flux at 0° to the neutron dirsction , to
that at 90° . This expression does not apply when
at least one fragment aluays escapes from the foil,

i.e. when 20R/t = 1, in wvhich case F_ =0 .



CHAPTER 5
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CHAPTER 5

Alpha_Assay of the Uranium Deposit

Accurate measurements of the masses of
thin uranium deposits (< 1.0 mg cm™? ) on thick
backings may be made through both destructive and
“non-destructive methods . Destructive methods may
be made using techniques such as spectrophotometry
or coulometry , and provide accuracies of better
than 0.1% /67,68/ . Destructive methods , houwever,
would not sefve the requirements of this work .

Foils carrying fissile deposits of
thicknesses 0.1 mg r:m-2 to 1.0 mg cm-2 can be assayed
non-destructively by alpha or fission counting in
2ﬂ--geometry to an accuracy of 0.2% to 1.0% ,
depending on deposit thickness /63/ + In low geometry,
accuracies of 0,1% are reported , but similar
accuracies are possible in ZTT-geometry through
relative measurements with a reproducibility of
0.01% /72/ .

In the purchase of foils , the choice of
235U enrichment is of importance . It is suggested
that high enrichments may not aluays be desirahbhle ,

particularly in low geometry assay .

Should ths 234U content be reduced

. 235 .
significantly as a result of high U enrichments ,

the alpha counting accuracies would be considerably

reduced due to the lower specific activities
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encountered . For this work , a 5.0 cm diameter by

0.15 mm thick platinum foil , carrying a 2.0 cm

diameter by 0.1 mg em™% thick 235 deposit ( in the

form of UEOB ) was purchased from A.E.R.E., Harwell.
234
The U content of the deposit is 1.179% , providing
97.1% of the alpha-particls activity
.. 238 . . .

A similar U foil , having a deposit
of thickness 0.2 mg c:m"2 was later purchased and
used in a calibration experiment to determine the
thermal neutron contribution to the flux measurement.

The isotopic compositions of the two foils

are tabulated in table 5.1 .

Table 5.1 : Isotopic compositions of the 235U

and 238U foils .
235U foil content 238U foil content-W
235y — 93,137% 238 99.995%
234, 11799 235 ———— 0.005%

236 ____ 0.25%

238y, _________ 5.435%

The non-destructive assay of these foils
by fission counting was discounted , owing to the

non-availability of a calibrated neutron flux .

Further , even if a calibrated neutron source had

been available , the accuracy of the flux calibration
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is probably no bettsr than 14 . Fission counting
is thus limited to relative measurements where an
accurately assayed foil is available . Hencs , the

foil was assayed using both 2T and lou-geometry

alpha counting .,

5.1 Alpha_Assay _in_27[ -Geometry

- e = vt S . A = —— D = - = -

The main advantags of 2T counting in
relation to low-geometry counting is the much largsr
detection efficiency , allowing measurements on thin
laysrs of low activities . The 2T -assays in this
experiment were carried out using the parallel plate
ionisation chamber described earlier ( see fig.4.17).
As will be apparent from the procesding discussion ,
under certain circumstances , measursements made in
lou-geometry provide greater precision . Nevertheless,
2 T-measurements provide a check on the low-geometry
measurements . Further , a knowledge of the vail
alpha particle activity corresponding to an accurately
known mass of uranium (from low-geomstry measuremsnts)

provides a means for a guick check on the possible

loss of fissile material .

Uncertainties in the 2T -geometry counting

stem from both backscattering in the deposit backing

and absorption of the alpha particles in the deposit.

The effect of self-absorption is to decrease ths
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observed counts , uhilst backscattering increases
the counts obssrved . The principal contribution to
lost counts from absorption relates to the total
energy loss for alpha particles emitted at small
grazing angles to the foil surface . Alpha particles
emitted at less acute angles.to the surface lose
only part of their energy and contribute to ths low
energy tail observed in alpha particle spectra .
Fig. 5.1 illustrates this effect , as observed by
White /63/ using a gridded ionisation chambsr .

The thinnest foil shouws a low energy tail
of approximately 1% of the total counts and is
mainly due to backscattering . The spectrum from

the thickest foil is virtually all tail .

5.71.1. Eerrimental Method

The 2T alpha assay in this work uas

initiated in May 1978 . Some non-uniformity in the

uranium deposit was evident from the colour fringes

of the deposit . In addition , thsre wers signs of

surface contamination . Hence , the deposit activity

3 "
was accurately monitored and then cleaned in "dscon

90" (decontamination fluid) solution . A second

assay produced no significant change in the alpha

count rate .
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FIG 5.1 ALPHA SPECTRA FROM URANIUM DEPOSITS OF

DIFFERENT THICKNESSES ( WHITE op. cit.)
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The experimental set-up for these activity

measurements is illustrated in fig. 5.2 . The scalars

and pulse height analysers uere connected in parallel
and the dead time correctsd results were analysed

and checked for consisténcy . The lower-level

discriminatotf of ths single channsl analysers uerse
selected to discard noise and low energy alpha
particle pulses . Selection of discriminator setting

were made using a pulse generator .

SINGLE
—— CHANNEL —{SCALAR 1
ANALYSER

AMPLIFIER

DETECTOR {> ‘> _ P.H.A.

PREAMPLIFIER

— S.C;A. LSCALAR 2
L_;___J

FIG. 5.2 ScHEMATIC DIAGRAM OF THE EXPERIMENTAL SET-UP
USED IN THE ALPHA ASSAY

The rise and fall times of pulses from the pulse
generator were set to simulate the pulse shapes

from the detector and the pulse amplitudes then

varied so as to correspond to the lowest channel of

interest in the spectrum ( sse Fig. 5.3 ) -
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L COUNTS  fROM
“~PULSER

ALPHA
PEAK

COUNTS —

|
l
}
l
l
l
I
l
!

LOWEST

lCHANNEL
l OF
INTEREST

/

'PULSE HEIGHT —

FIG. 5.3 : Setting the Single Channel Analyssr
LLD to correspond to the lowest

channsl of intsrsst ,
The lowsr-level discriminators were set at this
level . for this work , a louwer=level discriminator
setting corresponding to 0.8 Mev alpha particle was
selected .

Alpha particle counts wers recorded only
after optimum settings in the equipment had been
attained and the electronics checked for drift .
Optimum E.H.T. settings at any given electrode
spacing can be obtained from the data in figs . 4.19

and 4.26 the latter providing data for minimum rise

time . Although no observable differences in count
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rates with electrode spacing uere apparent , an

slectrode spacing of 3.5 cm uwas used . This provides

a single alpha particle peak angd , hence , facilitates

the enerqy calibrations required for absorption

corrections .

In the assay , several sets of data

involving 30 successive measurements were obtained ’

whilst keeping experimental conditions constant .
An accumulation period of 100 seconds for a single
measurement was found convenient , given an alpha

particle activity of approximately 500 cs.-1 . Data

from a typical set of measurements for the 235U

foil is presented in Table 5.2 , and for the 238U

foil in Table 5.3 .

BDuring these measurements , the background
count was , on occasion , observed to vary by as
much as 300% during the course of a day , but
remaining constant for sufficiently long periods .
This was due to noise pick=-up from machines operating
in the vicinity of the laboratory . Hence , several

background readings were interspersad betuween

activity measurements in the same sst , to provide

a check on possible drastic changes in ths mean

35
background level . In the 233, assay , the mean

background level is only 0.004% of the total counts

and the statistical uncertainty in the activity
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Table 5.2 : Alpha particle counts for the 235U

foil in counts per sscond (2T =-geometry)

507 I 2 506 % 2
504 506
504 504
501 504
508 510
504 506
504 505
502 504
507 499
506 502
505 506
501 503
501 : 503
503 : 505
504 504
Mean = 504 I 0.4 cs-1

-1
Mean background = 0.02 c¢s £ 0.002
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Table 5.3 : Alpha particle counts for ths 238U

foil in counts per sscond ( 2W -geometry)

4.2 I 0.2 4.1 % 0.2
4,2 4.0
4.6 4.2
4.2 4.8
4,5 4.3
4.3 4.2
4.4 4.3
4.5 4.3
4.1 3.9
3.9 4,4
4.5 4.4
4,2 4,2
4.4 4.8
4.1 4,2
4,4 4,2
Mean = 4.3 < 0.01 c:s-'1

Mean background = 0.02 cs™! I 0.002
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measurements is 0.1% . Hence, the effect of a 300%

change in the mean background levsl is negligible

238
In the U assay , however, greater care is required

in performing the measursments

Each data set was tested for conformity
with the Poisson distribution . This provides an
indication of whether the obssrved fluctuations in
a set of measuremsnts is solely dus to statistics .
Appreciable deviations from the Poisson distribution
would suggest some equipment malfunction resulting
in the injection of spurrious counts . Three such
sets were discarded as a result - a fault was later
traced to a NIM BIN . Through the course of the
faulty measurements, intermittent noise pick-up was
simultaneously observed on the oscillaoscope .

The method used for determining the good-
ness of fit bstween the observed frequency distribution
of the measured data and the Poisson distribution

is the Chi-square test , where :

;(2= ;ZL_Llobservad valuel_:_igggg_!géggi] (5.1)

Mean value

Fig. S.4 provides the probability , p, of

conformity to the Poisson distribution from a given

value of ;(z.
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FIGURE- 5.4. A piot of the Chi-square distribution. For each curve, p gives the
probability that a rendom sample of /N numbers from a true Poisson distribution would have
a larger value of x? /v than that of the ordinate. For data for which the experimental mean
is used to calculate x?, the number of degrees of freedom y=/N—1. REF. /GQ/

A probability of less than 0.02 would indicate
abnormally large fluctuations , whilst a probability

of greater than 0.98 reflects a non-random distribution,
A probability of 0.5 indicates a perfect fit . The

data of Table 4.1 and -Table 4.2 closely approximatad

a perfect fit ..A typical frequency distribution

235

from a set aof U measurements is pressntsd in

fig « 5.5 .
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COUNTS —

Fig. 5.5 : Frequency distribution from a set of

50 measursments from the 235U assay .

5.1.2 Corrections applied to_the 2J[-activity

measurements

All pulse counting systems reguire a

minimum interval of time separating two svents 1n

510
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order to record such events as separate ., This time

inte;val is referred to as the dead tims » T4 » of
the system . Counting losses can be corrected for
through consideration of gither of two models of
dead time.behaviour , viz., the paralyseable modsel

and the non-paralyseable model . These modsls are

discussed by Knoll /69/ ., At low count rates (less
than 1/10 T4 ) the two models merge ,'hence either
is applicable . Using the ngn-paralyseable model , the
relationship between the measured counts , m , and

the actual counts , n , is given by :

S . (5.2)

Although most analogue to digital
convertors (ADCs) possess a facility for dead time
correction , i.e. through counting in live tims ,
this facility may not fully correct for dead tims .
Propser dead‘time correction requires a knowledge of

the pulse processing system of the particular ADC

used .

Fig . 5.6 illustrates the pulse processing

system in an ADC with reference to dead tims .

During the time to peak period , an input pulse with

sufficient amplitude to exceed the lowsr level
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Fig « 5.6 ¢ Dead time in an ADC .

discriminator threshold charges a capacitor . Whan
the peak of the pulse is sensed , the voltage on the
capacitor is discharged . The time required to
discharge .the capacitor to baseline is directly
proportional to pulse height . At the start of
discharge , a gate is opened to allow the binary
address scalar to count clock pulses from the
oscillator in the ADC . At the end of discharge ,
the information in the scalar - the clock pulses

counted - is passed into the memory address register.

An input gate prevsnts the acceptance of additional

input pulses from the time the peak is detected

until address transfer 1is complste .
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When counting is performed with the ADC
in the live time mode , the-elapsed time is gatsd
of f so as not to includse ths processing time . This
processing time , howsver , may not include the tims
to peak and memory address timses .

Methods of dead time méasurement are
discussed in refs. /70 , 71/ . The total dead tims
for the system used in this work was accurately
measured using a pulse generator operating in the
double pulse mode and a calibrated oscilloscops .

Double 10KHz pulses uwith variable delays were

introduced into the ADC input ( Fig. 5.7 ) .

DELAY

Fig. 5.7 : Double pulses with delay .

When the delay betueen the double pulses eguals the

total dead time , the count rate was halved .
It is clear from the preceeding discussion

that the processing time is pulse amplituds dependent
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when in the variable dead-time mode . Correctian

for variable dead time , howsver y 1s cumbersome .
Hence , all measurements were psrformed in the
fixed dead-time mode . In this mode the dsad time
was found to be 12.6 microsecondsAFor the ADC , and

0.265 microseconds for the single channel analyser=-

scalar combination .

Absorption corrections for the 2Tr assay
arse similar to those applied to the fission counts
discussed in the previous chapter ., A fange of
1.2 I 1.5 mg c:rn-'2 for 4.8 Mev alpha particles
was used in the calculation .

The deposit uniformity has been mapped
by Akhtar /64/ . The counting was performed using a
silicon surface barrier detector . A collimator
arrangement ensured that activity from a selected
region only would reach the detector . Thirty four
regions , each of 3 mm diameter , were mapped , the
results of which are depicted in fig . 5.8 . The
57/£ valus , i.e. the ratio of the root mean sgquare
deviation of the thickness to that of the mean
thickness , obtained Froh these measursments, 1is
ction 4.3.2 , an

0.32 . As discussed earlier in subse

additional o/t value corresponding to the method
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of uranium deposition is required

L]

0.2866 0.3_464

/ ‘..h“"” “"‘-'r
0.2850" |0.2748"
_,/}->, N

c D
\ 02368 0.2268
0.2830
! 0.2404
| .
: . . . 235 .
Fig. 5.8 : Non=uniformity in the U foil , as

mapped by Akhtar .

White op. cit. suggests a valus of &/t = 0.4 (for
electrodeposition ) which , when summed quadratically
with the value of 0.32 (for deposit non=uniformity) ,
provides an overall &7/t value of 0.5 . This &/t
value , when used in conjuction with relation (4.6)

provides the fraction of counts F lost in absorption.



- 108 -

The correction factor for absorption C,p » which
is multiplied to the observed alpha-particle counts,

is thus given by the relation :
Cap =TT s

Alpha particles emitted in the direction
of the platinum backing of the deposit can be
scattered back through small angle collisions into
the counting volume . This results in an increase
in the counts observed . Similarly , alpha-particles
emitted towards the counting volume can be scattered
back into the depaosit , resulting in lost counts .
Crawford /73/ has calculated the "scatter in"
correction whilst White , op. cit. , has calculated
the "scatter out" correction . Fig . 5.9 , provided
by White , illustrates the calculated scattaring
corrections with foil thickness .

The overall scattering corresponding to
a residual range of 5 mm (0.8 Mev alpha particles
residual range) and a deposit thickness of 0.1 mg cm

as determined from fig . 5.9 , is 2.45% of "scatter

. . » LR | i ase
in" . Since the effect of "scatter in" is to 1NCre

the observed counts , the correction factor Cg . ¢t
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applied for scattering is given by

1
C K e e .
scatt T+ ?Scatt (5.4)
10 O e v v M LA Y T T TTYTYTTY _
r i T T
L. -
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FOIL  THICKNESS (MG M ? URANIUM OX:DE )
FIG. 5.9 Calculated variation of scattering with foil thickness.
~ ---~ Backscattering (B) calculated by Crawford
- —— Net scattering (B~ C)
‘ o Scatter out correction
5.1.4 The_Corrscted_Alpha Particle Activities_in
2IT __Geomstry
A tabulation of the correction factors
applied to the 27T measurements , together with
5.4:

associated uncertaintie

s ares presented in Table
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Table 5.4 : Correction Factors Applied to the 2T

Measurements

Corrections 233y (2T geometry) 238U(2TTgeometry)
Absorption 1.00586 1.01124
Scattering 0.97609 0.9775

Dead time 1.00013 Negligible

Uncertainties

Statistics Z 0.04% ¥ 0.239%
Absorption Z0.1% ¥ 0.17%
Scattering z 0.05% ha 0.05%
Total Zo.1% I 0.30%

The sampls activities are determined by
multiplying the experimentally observed 4T1
activity by the correction factors in Table 5.4 .
Following from the data in Tablss 5.2 and 5.3 , the
alpha-particle activities for the 235 fpi1 and the

- + -1
238, £gil are 990 ¥ 1 ds”| and 8.5 = 0.02 ds

respectively .

S A em eme G R . D S w an e = A D - S -

5.2 The Low Geometry Assay

Low geometry measurements wsere made in

*

order to improve the accuracy of the alpha assay

In low geometry counting , NO corrections for

absorption or small angle scattering of alpha
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particles need be applied since both these effects
are limited to alpha particles emitted at small

grazing angles to the deposit surfacse . Nevertheless,
large angle Rutherford Scattering is possible and

’

although small , has to be corrected for . White

op. cit ., calculates a "scatter in" correction of
0.15% and a "scatter out" correction of 0.10% ,
providing an overall "scatter in" correction of
0.05% .

Fig. 5.10 illustrates the vacuum system
and the vacuum chambser used , into which the silicon
surface barrier detector and the uranium foil uers
placed . The solid state detector was mounted so
as to facilitate the variation of source to detsctor
distance . All measurements were made with the
vacuum chamber pressure maintained to below 10_6 mbar.
| The solid state detector used was a
totally depleted Ortec model no . 8-019-150-300 .
A maximum H.T. voltage supply of 120 volts provided
a maximum sensitive depth of 300 microns , sufficient
for the dstection of 6.0 Mev protons and 20 Mev
alpha-particles . Typical resolutions of 1.9% for
234U were observed

4.8 Mev alpha-particlses from

(see fig . 5.11) .
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Given a detector count rate C from low

geometry measurements , the 4Tr-activity A can
? ’

be determined using the relation :
A= 4TC/n (5.5)

where 2 is the solid angle subtended at the detector
by the source . Thus , /4T provides the detsction
efficiency . For a point source , the solid angle

can be shown to be ¢
S =2T( 1 - cos &) (5.6)

whers & is the half angle subtended . for an extended
source , in this instance , a disc source coaxial
with , and with its plane parallel to a circular
planar detector , a general expression for the solid

angle can be described as
Re
2T a(r) dR
RS

SL
°

where RS is the source radius .

An exact solution of this solid angle is

orohibitively difficult /74/ . Kejnin et al /75/

. i ich is
have used an approximate expression which 1



- 115 -

integrated numerically ., The calculation of Kojnin

gt al fails , however y when applisd to a sourcs

having a radius larger than ths sensitive radius of

the detector , uwhich is the experimental configuration
used in this work . Jaffey /76/ provides a formula ,

in the’form of a series expansion , applicabls to

detsctor radii larger than the source radii . This

formula is given in equation 5.8 , where :

E =n/4T= (3)(r /H (H+1)) = (3/16)(R§ rRZ p)/H>

D
4 4
+ (5/32) (R R D) (0% -3R VDY — (5.8)
whers Rs = source radius
RD = detector radius
D = source detesctor distancs
Ho= (0% +RZ) 3

A Monte Carlo method is an alternative
technique to the analytic approaches described above.
However , with the Monts Carlo approach , a large

amount of computer time is required to generates

sufficient statistical accuracy . (An accuracy of

1% requires 10,000 successful trials) Hence , the

analytic formula of Jaffey uas used in prefersnce

to the Monte Carlo method .
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The source-detector configuration provided

a pregblem in the. use of equation 5.8 , Since the

detector was not flush maunted y the sensitive

detector surface was 4.05 mm from the front surface
of the detector casing (Fig. 5.13) . where Rs€ Ry »
Jaffey's formula would still bs applicable

Unfortunately , in this work , the source radius was
larger than the detector radius , introducing a
systematic error to the formula and necessitating
the derivation of a further, approximate expression
The geometric configuration is illustrated
in fig . 5.13 . for equidistant point sources at a
distance R from the centre of the source , equation
5.6 holds exactly for the case &< =0 , but is
increasingly approximate as X is increased . As the
source to detsctor distance D is increased , ths
maximum possible value for & (at R = R_) decreases .

Hence , equations 5.6 and 5.7 can be used to provide

an approximate but sufficiently accurate solution

at larges valuss of D .

For R > R

E s ( [Lz + 2 - p% s 2'-”_]%> RdR (5.9)
| = 1= ZT J
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where P = 25 = x
x = T(R - 3)/(D - T)
n? = 0% + (R + x = 5)2
L2 =02 + (R +3)2
Z

fFor Rs*‘RD

0 L2+m2-P2+2Lm%
Ez= go (1 '[ 4LM _-} ) RdR (5.10)

In the case uwhsrs RSJ>RD , the detsction
efficiency , € , is given by & +&,, uwhilst for
Rs4, RD it is given by Ez_uith the limits of integration
set to R=0 to R = Rs . The numerical integrations
were performed using a Commodore PET 2001 ssriss
computer . The program 1is described in Appendix 1 .

In order to check the accuracy of thess
formulae , the calculated efficiencies wers compared
with results obtained from using the analytic method
af Ja€Fey and the Monte Carloc method of Williams /77/.
For comparison , the calculations were made for a
| Table 5.5 illustratss

flush mounted configurétion .

the results of the calculation .

Although the Monte Carlo calculation was

performed to an accuracy of 3% , the calculations

differed systematically by 6% from the present
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method and hencs would agrse only if a statistical

uncertainty of two standard deviations was considerad

Table 5.5 : Comparison of detesction efficiencies at

Variaqus sourcs to detsctor distancsas

D (em) Williams Jaffay Present
1.905 © 0.026 0.0250 0.0243
4,205 6,775 6.349€3 6.2486"3
4.405 6,162 5.812673 5.761£"3
8.5 - 1.627€"3 1.623£°
8.6 - 1.590£™> 1.586€"3
8.705 1.6£73 1.552£73 1.549¢3
8.90 - 1,486E3 1,483

At a source detector distance of 8.705 cm , the
efficiency using equation (5.9) and equation (5.10)
differed from that using the method of Jaffey by

only 0.2% .

The affect of this systematic difference
can be partially nullified if the method of Jaffay

is used to determine the detection efficiency for

a flush mounted configuration , and a correction

factor applied to these results . This correction

factor , £ , was calculated from eguations 5.9 and

5.10 , and is the ratio of ths efficisncies with
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flush mounting to that uithout . These calculations

are p;asented in Table 5.6

Table 5.6 : Comparison of Detection Efficiencies

With and Without Flush Mounting

Distance | & ippoue € uith E
1.905 0.235 0.243 0.96708
4,205 6.165E° 6.248E3 0.98671
4.405 5,656E7° 5,728£"3 0.98743
8.600 1.5768E° 1,586€"3 0.99420
8.705 1.531£7° 1.549£™3 0.98838
8.8 1.5074 1.5164€™° | 0.994065

Given that a systematic error exists in
the calculation of efficisency through equations 5.9

and 5.10 , the correction factor £ can be written as:

€ uithout Kuithout
A (5.11)

are the correction factors

where K and Kuith

without

for the systematic errors due to equations 5.9 and

5.10 , without and with flush mounting respectively.

i = 0.9981 the error in
Given that KuithoutikKuith 0 y

E is largely gliminated . Following from a conservative
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gstimate , the error in £ is probably less than 0.05%.

Table 5.7 presents a sst of results calculatsd
from low geometry measursments at D=8,705 cm . The
activities presented have bssn corrscted for the
detection efficiency , as described in section 5.2.1,

and for large angle scattering . (White , op. cit.).

Table 5.7 : Activities in disintegrations s~ | from -

the 235U foil determined from low geometry

measurements . 0 = 8.705 cm

981 ¥ 3 983 I 3
980 2 3 984 * 3
979 % 3 980 I 3

MEAN = 981 I 1

The corrections applied to the low geometry msasure-

ments and the associated uncertainties are listed

in Tabls 5.8 .
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Table 5.8 : Corrsctions and the associated
uncertaintises for the 235LJ foil

( low geometry ) .

Efficiency 3

D = 8.705 cm 1.5340 €

Large Angle

Scattering 0.9995

pead Time Negligible
Uncertaintiss

Statistics 0.1 %

/Efficiency . 0.05 %

Total 0.1 %

1

The mean value of 981 % 1 ds™' differs

by 1% from the activity determined in 2T geometry

(950 2 1 d sb1) even though the necessary corrections
had been applied . The most liksly cause for this

discrepancy is the non-uniformity in deposit

thickness ( see fig . 5.8 ) . A similar discrepancy

has been observed by White /78/ . Whilst in 2

geometry , thswnon-uniformity introduces an 8rror

in the absorption correction in a manner which can

be accounted for through the method described in

subsection 5.1.2 , in low geomstry , the non-uniformity

3 3 h n
introduces an error in the efficiency calculatio
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where a uniform deposit has tg e assumed

Unfortunately , this error cannot bhe easily corrected

for in the low geometry measyrement . In such

instances , activities ghtained from low geometry
assays would requirs calibratign relative to an

assay using a destructive method . Howsver , this

is not possible , since the fgils are required for

future use . In consequsncs , the results obtained

from the 2T geometry measurements are regarded to
be more reliable , and have been used in flux

measurements .

5.3 The Uranium Content

The number of uranium nuclei can be

determined using the relation :

N ( 5.12)
dt

where dN/dt represents the total activity , N the

total number of radieactive nuclei , and 7Leff the

effsctive decay constant associated with the sample.

Hence , o can be represented as
ef f

o 7\- o -+ .....etC)
Fore = (Pozs O\ p3s * 7238 \e 238

(5.13)
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o .
where \ols the fractional abundance of an individual

isotope in a sample .

The half-ljives used in the calculation from

which the decay constants yere obtained , are tabulated

in Table 5.9 /78,79/ .

Table 5.9 : Half=-lives used in ths calculation of

uranium content .,

Isotope T% Uncertainty
U - 234 2,475 x 10°y * 0.65%

U - 235 7.1 x 10% ¥ 2.89

U - 236 2.39 x 107y -

U - 238 4,5 x 10°%y * 4,59

The uncertainties of 0.1% and 0.3% quoted
for the U = 235 and U = 238 foils respectively arse
in general agreement with accuracies for 2T activity
measurements quoted in the literature . Neverthelsss,

in considering achisvable accuracies in determining

uranium content , uncertainties in the half-lives

would have to be included . An uncertainty of 0.65%

in the half-life of U = 234 and 1.5% in U - 238 ,

provides an overall uncertainty of 0.7% for the U=235

foil and 1.5% for the U - 238 foil . The contribution

to the overall uncertainty from the other lsotopes

was found to be negligible , due to their low content.
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Using relations 5,12 and 5.13 , the total

number of uranium nuclei in the U - 235 and the

U - 238 foils are 8.55 ¥ 0,06 x 1017 ang

+

1.74 = 0.026 x 1018 nuclei , respectively ,



CHAPTER 6

THE NEUTRON SOURCE
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CHAPTER_6

The_Neutron_sourcs

The selection of an appropriats reaction
for the production of neutrons of a required energy
range is primarily limited by available accelerator
gnergies . In the Dynamitron accelsrator used , the
practical energy range is 0,75 Mev to 3.0 Mev . Where
required , lower energies can be made available
through the acceleration of doubly charged ions ,
BeGe d2++ instead of 47 .

Whilst target requirements can vary in

accordance with the nature of an experiment , an ideal

target should comply with the following requirements:

(a) High yisld

(b) Small physical sizs

(c) Small energy spread with angle of emission
(d) Mimimum interference from competing

neutron producing reactions

(e) Minimum amount of material in the vicinity

of the target contributing to neutron

scattering

(f) Long life and ease of replacsment

Whers neutrons in the energy rangs of 1 Mev

sourcse
to 6 Mev are required , thres commonly used SO

reactions arse available . Table 6.1 1ists these reactions
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and thelir corresponding neutron energies from the
bombarding particle energies available from the

Dynamitron .

Table 6.71: Approximate neutron gnergies available

Reaction Bombarding particle | Neutron energy
gnsrgy range (Mev) range (Mev)
"Li(p, n)'Be 2.0 to 3.0 0.1 to 1.1
31(p, n) He 0.75 to 3.0 1.0 to 2.0
0(d, n)°He 0.75 to 3.0 4.0 to 6.3

Fig + 6.1 illustrates the corrssponding
eaxcitation functions of the reactions listed above .
Although these reactions provide essentially mono-
energsetic neutrons , in the 7Li(p, n)7Be reaction
at proton energies in excess of 2.38 fev , transitions
to the first excited state of 788 result in a second
neutron group . However , the neutron flux contribu-~
tion from this secand neutron group can be corrected
for by use of the data of Bevington et al /80/ which

provides the ratios of tHe primary to sacondary

neutron flux . Whers neutron energies in excess of

2 .
8.5 Mev are required , the 0(d, n)~He reaction produces

a secondary group of neutrons dus to the break-up of

He=3 , In view of the requirement for nsutron energles

3 .
of 4 Mev to 6 Mev , the 0(d, n)°He reaction was
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FROM 1.0 TO 2.0 Mev

FROM 4.0 TO 6.0 Mev

FROM 0.1 TO 1.3 Mev
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selected for this work , A brief discussion of

deuterium targets follous

Various forms of deutsrium targets ars
available . These are :(1) heavy ics , (2) drive-in ,
(3) deuterated polythens , (4) deutsrated metals and,
(5) gas targets . An excellent account of nsutron
targets is presented by Coon /81/ , whilst deuterated
polythene targets are considsred by Bartle et al/82/.

Heavy ice targets require sophisticated
cooling systems and are severely limited by vaporisa-
tion , unless beam pulsing , beam oscillation or
mechanical rotation of the target is employed . Extreme
measures of cold trapping are also necessary due to
rapid condensation of residual vapours . Orive=in
(loading of metals with deuterium through beam bombard
-ment ) and deuterated polythene targets provide
relatively small neutron fluxes . Limitations in thase
targets has led to the extsnsive use of dsuteratsd

metal and deuterium gas targets .

A review of such metal targets is presented

by Morgan /83/ . Titanium is the most commonly used

metal substrate , dus to its superior chemical

properties and low stopping cross-section . A ratlo

of the order of 1:1 of hydrogen to titanium is
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considered adequats . Significantly higher hydrogen
content results in poor physical properties .

Although the inherently high thermal COﬁductivities

of deuterated metal targets allows the use of
higher beam currents than is possible in gas targets ,
the latter provids superior snergy resolution .

In the.course of a feasibility study for
this work , the psrformances of deuteratsed titanium
targets and gas targets wers compared . for a
deuterated titanium target of 0,62 cm® cm~ %% deuterium
content , at 3.0 Mev bombarding particle ensergy ,
the snergy degradation of the beam is 270 Kev , in
comparison with 27 Kev for a gas target having the
same deuterium coﬁtent . Hence , at a given ensergy
resolution , gas targsets can provide fluxes of up
to 10 times those available from deuterated metal
targets , per microamp of beam current . On thse

Oynamitron , and where a 4 mm diameter collimator

is usad , the beam current limit on target is 10 A.

At bsam energies of 3.0 Mev , the power dissipated
in the target backing is 30 watts (at 10/,LA) and ,

hence , target cooling is required .

* This is the thickest target available from the

Radiochemical Centre , Amersham .
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A further advantage of gas targets arises
from the production of background neutrons through
(dy n) reactions with low z target material
components , Usually , the contribution from these
background neutrons to the nesutron flux and
irradiated sample activity can be correctsd for .
However , in an investigation of the production of
background neutrons , Smith et al /84/ observed a
ma jor contribution to originate from the formation
of a carbon deposit on the target . Whilst in a gas
target this contribution can be determined through
gvacuation of the gas cell , determination of this
effect is not possible in a deutsrated mstal target,

Lastly , gas targets allow greater
flexibility of use since the gas pressure can bs
readily varied to accomodate changes in the stopping
pouver of the gas with snergy , and windouw thicknesses
may be varied to an extent , alteping the dsutron.
energy range available .

Fowles /94/ has developed a water cooled
. 6.5a) incorporating a

target assembly (fig

deuterated metal targst which , when used in conjunc=

tion with a water cooled collimator , has withstood

up to 1.5 Kev of besam pouwer . This target was used

in the present work when intense neutron fluxes were

required . Houwever , the limitations of this target
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are ths poor energy resolution and the greater
quantity of material surrounding the target

Consesguently , for much of this work , a gas target

was used .

6.2 Gas Target Desigg

A gas target normally retains the gas in
a sealed enclosure . A thin metal window serves to
allow the accelsrator beam to pass into the target
gas whilst retaining the gas pressure against the
beam=1line vacuum .

The principal limitation of gas targsts
relates to the puncture of the window at high beam
current densities . Whilst the maximum gas pressure
that can be rstained by a window is directly
proportional to the window thickness , the maximum
permissible beam current density decreases with
thickness . Although higher gas pressures could
compensate for low beam currents , the limit on gas
pressure is set by the neutron energy resolﬁtion
. Thus , in order to increase available

requirsed

neutron fluxes , high bgam currents ars required .

Hence , the target windou must be cooled .
Various methods have besn employed to

provide increased heat removal , the simplest of

which uses a metal grid . This method is often
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employed where large diameter windows are used .
In such instances , a significant portion of the
transmitted beam suffers scattering and snergy
degradation by the edges of the grid .

More efficient methods of heat removal
employ direct air cooling of the target windouw .
One such method is described by Hill /85/ ; uhers
deuterium gas 1s circulated through a cooling
system and returned to the target cell through a jet
aimed at a 3 micron nickel window . Bsam currents of
up to 7 microamps are reported for 2 Mev deutrons ,
over a 5 mm diameter beam spot . A more novel approach
is employed by Nobles /86/ , where tuo closely spaced
windows are utilised to provide two gas cells and
to increase gas cell pressure . The close proximity
of the windows and the elesvated pressures provide
more efficient heat removal .

A further approach is available uwhere beam
pulsing is employed as in time-of-flight sxperiments.
For a one micron nickel window and a beam pulse

duration of 10> s, (Coon, op. cit.) the temperature

rise is negligible for a 50 micraamp beam of & Mav

deutrans and 1.5 mm diameter . unfortunately ,

beam pulsing was not available .

A gas targst design along the lines of

Nobles was initially envisaged . HOWBVET the
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unavailability of pin-hole fres nickel foils of 1
micron thickness at acceptable prices led to ths

use of a single 3 micron window design .

Choics of Window Material

The required physical propertiss of the

gas cell window may be summarised as follows :

(1) Uniformity in thickness and pin-hole
free .

(2) Sufficient mechanical strength for the
retention of gas pressure over reasonably
larqge apertures.

(3) High thermal conductivity and melting
point , i.e. the ability to withstand
high beam currents .

(4) Low stopping cross-section to minimise
beam energy loss .

(5) Low multiple coulomb scattering .

(6) Low neutron production cross-section .

Four commonly used window materials are

nicksel , molybdenum , aluminium and tantalum . fach

of these matserials has particular advantages undser

specific operating conditions .
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Where good neutron 8nergy resolutions
(lower gas pressure) and minimum energy losses in
the window are required , aluminium provides an
optimum choice . Aluminium has a high thermal
conductivity and , therefore , in spits of its low
melting point , the maximum beam current density
tolerable is 2% times greater than for nickel . The
disadvantagss of aluminium are its low mechanical
strength and large nsutron production cross-section
( low Z ).

Tantalum has a low (d, n) reaction cross=-
section (high Z) and poor drive-in properties . Thse
stopping power , however , is high . Also , it is
subject to embrittlement when alloued to cool in the
presence of hydrogen .

Jhers intensse neutron fluxes are reguired ,
molybdenum is perhaps the best choice . Its high
thermal conductivity and melting point allows 12%
times more beam current densities than is possibls
with nickel . The tensils strength of molybdenum is
tuice that of nickel , permitting the use of higher

gas pressures . Unfortunately , the thinnest pin-

hole free foil readily available was 5 microns thick.*

1e from Goodfellouw Metals , Ltd.,
ick pin=hole free

om Reactor Experi-
The agents

*Spm foil availab
Cambridge . Four micron @h
molybdenum foils are available fr

“ments INC. , SAN CARLOCS 94070 , U.S.A.

in the U.K. are Ortec Ltd .
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The corresponding energy loss in the window would
be 416 Kev at a deutron energy of 3.0 Mev , whilst
at lower energies the energy loss would be greater .

Some data rglevant to the selection of an
appropriate window material is presented in tables
6.2and 6.3 , and fig . 6,2 , For this work , nicksl
was considered to provids acceptable propertiss .
Deutron energy losses across the window may be
computed from stopping cross-section presented in
fig « 641 .

Fig. 6.3 illustrates the gas target designed
for this work . A 3 microns thick nickel windouw was
soft soldered onto a copper washer of external
diameter 1 cm and internal diameter of 0.6 cm . Ths
maximum gas pressure which can be retained by ths
window is determined from the yield strength data
presented in table 6.2. The force exerted by thes gas
on the window is taken up by the circumfersnce of

the foil at the point whers it is pivoted , viz. the

inner diameter of the washer . Hence , the maximum

permissible pressure across the vindow , P_., » 1S
given by :
P . 2t (6.1)
max R

where Y is the yield strength , t the foil thickness
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Physical Properties of éome Materials

used in Nesutron

Targets /95/

Atomic| Tensils |Yield Thermal Melting
mMetal
Number| Strength|StrengthjConductivity |Point
Aluminium |13 46.8 mPa|11.7 MPal2.37uem™19cT" 660°C
Titanium 22 237 MPa |137 MPa (0.17 ” 1660
Nickel 28 317 MPa |59 MPa (0.92 ™ 1453
Molybdenumj 42 620 MPa - 1.4 " 2617
Tantalum 73 344 MPa |214 MPa [0.54 " 2996
Table 6.3 : Changes in the Tensile Strength of
Nickel with Tempsrature /96/
Temperature Tensile Strength
20°%¢c 317 MPa
150 Oc 310 MPa
250°¢C 310 MPa
220°C 255 MPa
4800C 155 MPa




Aston University

Content has been removed for copyright reasons

| ng cross-sections for various materials

Fig.6.2 Stoppi t ing cross=sections
i on sources. Stopplng ; .
S0 T IE e oy the farger Thickness in noeies

Cm_z to prOVide energy 1oss.ReF. /81/ .
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and R the foil radius . Using R=0.3 cm and Y=59 MPa

P oax 1S 1.2 bars . The gas cell was ussd at a pressurse

of 1 bar without damage to the windouw .

The primary design requirements of the

gas cell are summarissd as follows :

(1) Thin walls to minimise scattering

(2) Low (d, n) reaction cross~-section
material-

(3) An end window (beam stop) with high
tensile strength , high thermal
conductivity and poor drive-in properties.

The gas cell uas made from stainless stesl

of 0.25 mm thickness , with a 0.1 mm thick molybde~-
num beam stop . For low neutron production , the
ideal material would have bsen tantalum , but the
use of tantalum was eliminated by consideration of

the cost of the material required . Whers deutron

energies significantly higher than 3 Mev are available,

the gas cell (excluding the window) may be lined with

gold (Smith et al , op. cit.) . The thickness of

the gold layer should Dbe sufficient to degrade the

deutron energy below the threshold for neutron

production in the walls of the gas cell , but not

completely , in order to avoid drive-in-nsutron
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production in the gold layer ,

Molybdenum was selected for the beam stop
material due to its superior heat conducting proper-
ties . Whilst gold has been used by soms workers
(Nobles , op. cit .) for its high thermal conductivity
and high threshold for nsutron production , it

provides an undesirably high drive-in neutron yield/87/.

The limit on target length is set by
divergence of the beam through multiple Coulomb
scattering as it traverses the windouw . Divergence
of the heam can bs determined through the formulae
of Fermi /88/ . The mean sguare scattering angle ,

<:E§Z>> , can be calculated from :
4/
<O = (2M22226%/62) 1n (Ea /e’ 2) (6.2)

where z and Z ars the atomic numbers of the
bombarding and target (window) nuclei , e is the
electronic charge , N the number of window nucleil

per centimetrs sguare , E the bombarding particle

energy in elsctron volts and ag the radius of ths

hydrogen atom . Ffrom (6.2) , the root mean sguare

scattering angle is 2.50 for a 3 microns thick

nickel window . Hence For a 30 mm long gas cell
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- the length of the gas cell used in this work - ths
deviation of the beam is only 1.3 mm at the beanm
stop . The gas target designed is depicted in figs.

6.3 to 6.5 .

The permissible beam current was maximised
by introducing a cooling system in which the
deuterium gas in the targst was circulated past ths
target window at high speeds . Further , in order
to achieve more sffsctive heat rsmoval from the
window , ths deuterium gas was pre-cooled with liquid
nitrogen . A schematic diagram of the cooling system
and the gas filling system is shown in fig . 6.6 .

In order to avoid accidental damage orT
weakening of the window during gvacuation of the
target chamber , the beam line and the gas cell are
evacuated simultaeously . The following procedure
was adopted

With vélves A and C open , but B8 and D
closed , valve B was opened slouly . At a pressure
of 107° mbar , valve C was closed . The system was
filled slowly with deuterium through the fine control
valve O . When the beam line vacuum rgached a pressurse

low enough for the opsration of the ion pump , valve

A was closed in order to isolate the beam line from
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the diffusion pump . This uwas necessary in order to

avoid the introduction of carbon from the vacuum
system , onto the targst window during beam bombard-
ment . A liquid nitrogen trap further minimised the
introduction of hydrocarbons , The gas circulation
pump (fig. 6.7) consisted of a rubber diaphragm
oscillating at 11,200 r.p.m. . The diaphragm was
driven byva 190 watt , 2800 r.p.m. motor driving a
pulley . The rotational motion of ths pulley is
converted into vertical translations in the diaphragm
through a cam shaft pivoted 0.1 cm off-centre from
the rotational axis of the drive shaft , A sst of
bearings serves to reducs the frictional forcss
induced , thus allowing the pump to operats at high
speeds .,

Whilst the pumping speed Sp was calculated
to be 2.37 litres s , the effective pumping speed ,
Se , is reduced due to the conductance of the pipse-

work . The effective pumping spsed , however , can

be determined from the relation /89/ :

_g_ (6.3)

where C is the conductance of the pipe in litres

-1

S . For round , smooth bore pipes , the viscous

0 .
conductance of air at 20 C can be detsrmined to

i
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within 10% using the relation :

.

C = ===r-- (6.4)

where D is the internal diamster of the pipe , P the
gas pressure and L the length of the pipe in centi-
metres . The use of deuterium instead of air in the
pipe-work requirss a co;rection factor of 2.07 to

be applied to the conductance .*

Using squations (6.3) and (6.4) , for
deuterium at a pressurse of one atmosphere and a pipe
bore of 0.2 cm and 3 metres long , the sffective
pumping speed was calculated to be 1.12 litres s .
However , this value doss not.také into account ths
reduction in pipe conductance resulting from the
bends in the pipe .

Following from Langmuir /80/ , the factor
by which heat removal from a vertical surface is

increased through forced convection is given by :

S (v +35)/35 ~ (6.5)

-

where V is the gas velocity in centimetres pser

second . Using the calculated effective pumping speed

1

of 1.12 1 s~ ' , heat removal from the front surface

of the window is calculated to increase by a factor

“Sge Edwards Vacuum Catalogue , Crawley , Sussex .
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of approximately 16 times

Whilst a dirsct calculation of heat flow
from the gas cell window would prove difficult y an
estimate of the effectiveness of this method of

cooling , and hencs , the sufficiency of the pumping

speed may be infsrred as follous .

Ennis and Walton , through a private cémmunication
with Coon , op. cit. , calculate that at near maximum
beam current , and for a 1,5 microns nickel foil ,
heat conduction is 85% through lateral conduction ,
10% through conduction to the gas , and 5% through
radiatiom . Although the window thickness used in

the present work is twice that considered by Ennis
and Walton , and therefore the energy dissipated in
the window is double , the maximum beam currsent is
set by the tempsrature at which the yield strength

is just sufficisnt for the retention of gas pressurs.
Hence , the temperature of both foils at maximum beam
current is approximately the same . Thus , given

that lateral conduction is increased by a factor of

> and conduction to the gas by a factor of 16, the

overall increass in heat removal increases by a

factor of 2 . Pre-cooling of the deuterium gas

provides a further improvement .
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6.3 Gas_Jarget_Performance

An assessment of the performance of ths
cooling system was made by taking several foils to
destruction , with and without gas cooling . Ouring
these tests an automatic gate valve was put into
operation as a precautionary measurs against possible
failure of the accelsrator vacuum system following
puncture of the- window .

Beam currents were increassed in steps of
0.1 micoramps and , at sach current level , the
performance of the accelerator vacuum uas obsarved
for periods lasting approximately 10 minutes . Without
the gas cooling system , one foil was observed to
fail at 1.1 microamps , whilst a second failed at
12 microamps . Failure was indicated through a
gradual rise in bsam line pressure . With the cooling
system operating , a beam current of 2.6 microamps
was reached .

These tests were performed at deutron

energies of 2.8 Mev . At lower energies , the incrsase

in stopping power of the window requires the use of

lower beam currents . In considering the maximum

beam current at a given beam energy , 8 mMOTre impor-

tant parameter is powerl density . As a result of the

tests performed , the recommended beam powsT densitiss
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for the nickel foil , with and without the cooling
system , are 7.1 uatts cm~2 and 2.8 vatts cm”2
respectively . Whilst the maximum poger density may
vary between foils having the same dimensions , the
values recommended allou for a margin of safety of
between 30% to 50% . In order to increase the
working life of Foilé y the beam current was increased
gradually . This provides an annsaling effect , thus
improving the mechanical propertises of the window .

At a beam current of 2,6 microamps and a
beam enerqy of 2.8 Mev , the use of a single tantalum
collimator before the gas cell , having a 3 mm
diameter apertures , results in 13 microamps (40 watts)
of beam current being deposited onto thé collimator.
The use of two collimators , having apertures of
S mm and 3 mm in diameter , serves to divide the

beam current between the tuwo , whilst ensuring that

the beam strikes the target centrally .

A knowledge of the neutron energy distri-

bution from the gas cell was required for this work.

The neutron spectrum and spatial distribution is

dependent upon several fFactors : (1) energy loss in

the nickel window and in the gas , (2) energy

broadening in the gas , (3) variation of energy and
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intensity with angle of emission

[

An ide;l neutron energy distribution or
profile at a sample is preferably one which is
square . The ideal sqguare profile , however , is
not normally achieved unless beam energy cycling is
employed /91/ . The energy distribution for the gas
target used has been reconstructed through a Monts
Carlo treatment of the gas target as an extended
line source .

The Monte Carloc program NPROFILE is
described in detail in Appendix 2 and , hencs , only
a brief discussion is entered upon here .

For a given input of beam energy , the
program determines the position at which a nseutron
is created in the target . This provides the
corresponding deutron en8rgy following energy losses
in the windouw and gas ..The neutron emission at a
given angle is weighted by usiné the differential
cross-saction data of Liskien et al /92/ . from the
position co-ordinates of the point of creation , ths

polar co-ordinates for direction of emission and the

source-sample distance , the program determines

whether a hit on the sample is scored . An energy
profile at the sample is obtained from following a
large number of histories .

Given the small neutron source-sample
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distances employed in this work (2.0 to 2.5 cm) ,
the combination of energy degradation in the gas
and the source-~sample configuration results in an
asymmetric neutron enerqy distribution at the
sample .

Calculated spectra at dsutron hsam snergises
of 3.0 Mev and 1.0 Mev respectively are presented
in fig . 6.8 .

The neutron spectrum from the target is
degraded also by beam energy straggling . However ,
this contribution is small /93/ , and , due to its
statistical nature, it has a Gaussian distribution
and would contribute equally to sach end of the

profile . Hence , its contribution to the mean

energy can be neglected .



- 154 -~

SUCCESSFUL TRIALS ——>

800T1
600 F
DEUTRON ENERGY=3.0 Mev
MEAN NEUTRON ENERGY=5.91 Mev
FWHM RESOLUTION=120 Kev
400 L
200 F
5.6 5.7 5.8 5.9 6.0
ENERGY (Mev) ——
T5oor
(o]
2400+ }
E DEUTRON ENERGY=1.0 Mev
o MEAN NEUTRON ENERGY=3.51 Mev
22004 cUHM RESOLUTION= 160 Kev
[ép]
wn
L
Q
Q
0
[€p]
ll‘
3.3 3.4 3.5 3.6

ENERGY (Mev)—

FIG.6.8: NEUTRON SPECTRUM AT SAMPLE AS
DETERMINED FROM MONTE CARLO CALCULATION
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CHAPTER 7

Measurement of irradiated sample_activity
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Measurements of gamma-ray activities from

the Ti(n, p) reaction products “%sc , 47s¢ and “Bsc

were made using a 7.62 cm x 7.62 cm Nal (TL1l)
scintillation detector ., The use of a Nal scintillator,

in preference to a Ge(Li) dstector , was influencsd

46

by the anticipated low gamma-ray activities in Sc

48
and Sc . Although energy resolutions in Ge(Li)
detectors are superior , the 7.5% snergy resolution

of the Nal(Tl) detector was found adequates , and

provided the advantage of greater detection efficiency.

The decay schemes aof 46Sc , 4780 and 4BSc
ars presented in Tabls 7.1 .
Tables 7.1 : Decay schemss of 46Sc ’ 4750 and 48Sc
Gamma=-ray Branching
Half-1ifse
Energy(Mev) Ratio
46
Sc 0.887 83.8 days 1
1.12 1
a78c 0.159 3.4 days 0.685
48s¢ 0.983 1
1.037 43,8 hours 0.98
1.31 1

It is apparent that whilst thers is overlap bstusen

: 46,
the 1.12 Mev and 0.89 Mev gamma-rays from "“Sc and
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the 0.983 Mev and 1.037 Mev gamma-rays from aBSc ,
the difference in half-lives of the two isotopes

. 4
allows analysis of the 65c activity following the

decay of 48Sc .

Natural titanium samples of 99,99% purity
were irradiated as described earlier (Section 1.5),
with typical neutron exposurses of 10 to 12 hours .
The methods employed in the analysis of the gamma-
ray spectra and the determination of their respective

activities are described in the following sections .

In the NaI(Tl) detector , the response td
a monosnergetic gamma-ray of ensrgy around 1 Mev is
characterised by a Compton continuum and a singlse ,
approximately Gaussian peak . The lese height and
intensity of this peak is a measure of the ensrgy
and intensity of the incident gamma-rays .

However , the response of Nal detectors is
not unique in that the shapse and magnitude of the
observed pulse height spectrum is not solely dependent
upon the energy of the gamma-ray and the source-

detector configuration , but is also dependent upon

the experimental environment . Whilst an excellent

account of this response is presented by Heath /87/,

its importance in relation to the reproducibility
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of measurements and to the analysis of data requires
brief discussion .

Under non-ideal experimsntal conditions ,
extraneous contributions appear in the measured
spectrum which are not representative of the detector
response to gamma-radiation incident directly on the
detector . A small backscatter peak is generally
evident on the Compton distribution , resulting from
gamma-rays which are Compton scattered from the
surrounding materials in the detsctor shield , air ,
source and source mounting . This extraneous contri-
bution to the total counts could be a source of
gerror in measurement of the gamma activity of a
sample . Furtﬁer , extrapolation of the spectrum to
zero pulsse height is often difficult , due to the
preponderence of background radiation and the photo-
multiplier tube dark current .

In consequence , such measurements are
generally made in conjunction with background
suppression techniques , such as ¥ -¥ and ﬁ-X
coincidence counting . In the presencs of several

gamma=-rays from an activated sample , experimental

spectra are complsx ,and hence , the total number

of counts in the full energy gamma-ray peak provides
a bettsr quantity for activity measurements .,
In the region above the photopeak , and at

high count rates , a continous distribution of pulses
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extending up to twice the amplitude of the full

energy peak 1is evident , This contribution results
from the pile-up of detector pulses through random
time-coincidence between pulses , and is dependent
upon the count rate.N , and the resolving.time 1:,

of the system. The pulse pile-up rate(Heath,op.cit.)

is given by the relationship :

gq = 2V°T (7.1)

Thus , at high count rates , signifibant counts arse
lost from the full snergy peak and Compton spectrum,

In measurements involving the emission of
multiple gamma-ray cascades , additiﬁnal psaks ars
evident in the pulse height spectrum . Where no
isomeric states are involved , the lifetime of an
intermediate state of a nucleus is short-lived ,
which results in the emission of two or more gamma-
ray photons in virtual coincidence . Wwhere the angle
of emission between the emitted cascads photons is
less than that subtended by the detector at the sourcs
and where both incident photons interact in the
detector , a sum-coincidence spectrum corresponding
to their combined energies 1S observed . Thus ,
whilst the time-coincidence spectrum is count rats

-dependent , the sum=coincidence spectrum from gamma-
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ray cascades is solid angle dependsnt .
To reduce counting losses from this latter
effect , a low geometry counting configuration is
desirable . However , uhere the low activity of a
sample is the limiting factor , sum-coincidence

losses can bs corrected for . THess corrections will

be described in Section 7.3.3 .

It is evident from the preceeding discussion
that a sample containing sseveral gamma-active nuclides
exhibiting complex decay schemes will produce complex
gamma-ray spectra ., Unless the corresponding full-
energy peaks are resolved , accurate guantitativs
measurements are not possible . In such instancses ,
spectrum stripping or unfolding methods can be
employed , currently through computer methods /97-99/.

In the analysis of spectra where the full=-
energy peaks are resolved , several methods of
quantifying the full-energy peak arsa are available,
These methods can be divided into two groups : thosse
which determine the peak area tHrough direct summation
of the digital data /100,101/ and those which obtain

the area from a fitted analytic function /102-106/.

In either approach , the background upon which the

peak is superimposed must be subtracted . Direct
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background subtraction is not always possible ,

however , where a peak of interest is superimposed

upon a Compton continuum . Whers this is so , the
data on the channels on either side of the peak can
be used to define the continuum . A linear or
guadratic curve is used to provide an estimate of the
continuum in the region of intsrest . In the present
work , the analytic approach has bsan adopted .

Typical gamma-ray spectra obtained are
presented in figs. 7.1 to 7.3 . The spectrum shoun
in Fig.7.%1 is that obtained immediately following
irradiation . In this spectrum , the full-energy peaks
from 46Sc and the 0.98 Msv and 1.04 Mev full-energy
peaks of 4BSC are not resolved . Nevartheless , the
1,31 Mev full-energy peak of 4880 and the 0.159 Mev

47

full-energy peak of Sc ars clearly resolved and

can be analysed using the methods to be described in

Section 7.2.1 .
The spectrum shown in Fig.7.2 corresponds
to that shown in Fig.7.1 , but obtained at a lower

amplifier gain . Three distinct sum~coincidencs

peaks are visible . The first is a composite of the

46Sc(0.89 + 1.12)Mev sum-coincidence peak and the
485c(0.99 + 1.04)Mev sum-coincidence peak . The second

is due to the (0.99 or 1.04 + 1,31)Mev sum-coincidence

neaks of 4%sc , whilst the thizd is the triple sum-

’
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FIG. 7.2 : GAMMA-RAY SPECTRUM_FROM SCANDIUM .
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48

coincidence peak of "“Sc . The background spectrum

has been included in Fig ,7.2 and shous a peak

identified as that of 40K y a component of the

background gamma radiation ,

The spectrum shouwn in Fig .7.3 is that of
465c with both the 0.89Mev and the 1.12 Mev full-
energy peaks resolved . This spectrum was obtained
three weeks after irradiation , when the 485c
activity had decayed completely but when some a78c
activity remained .

A description of the msthods applied in the

analysis of these spectra follows .

In instances where ths complicating sffects
of background continuum and peak tails ars not
significant or can be subtracted , the full-snergy
peak can be adeguately expressed as a Gaussian of the

form

y(x) = Yo exp(-(x-p)z/Zcz) (7.2)

where Yy is the peak amplitude , X the channsel

number , p the psak centre position and & the psak

standard deviation .
A small deviat

however , is genserally evident at the lou energy wing

ion from the Gaussian function,
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of a peak , for which a modified Gaussian function

is proposed by Heath et al /99/ and is of the form:

y(x)=y, [1 +o<‘(><-p)4 +o<2§x-p)121 exp(-(x-p)z/zé (7.3)

where &, and X,are coefficients of the polynomial .
Either function can be fitted to an experi-
mental peak using the method of least squares such

that the weighted sum of the squares , Xf, is minimised.

2 _ N , 2

>< = :E_ di [Yi - Y(Xi)] (7.4)
i=1

where Yi are the experimental counts in channel i ,

W: the associated weight , Y(xi) the fitted function,

1

and N is the number of channels over which the fitting
is performed .
) . Y .

The procedure for minimisation of X.requ1res

that the set of equations of the partial derivative
rA

of Xuith respect to the parameters p , &, X and &,
is linear in those parameters .. Unfortunately , thess
conditions are not observed and no solution exists

unless a linearisation procedurs is applied . These

procedures require iterative methods as described

by Helmer et al /106/ .

A simpler non-iterative method which can

be applied to the Gaussian function in squation 7.2
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has been reported recently by Mukoyama /107/ . This

method has been applied to the analysis of the gamma-

ray data .

The Method

Given the Gaussian function of equatiﬁn 762,
a function Q(x) can be defined as the ratio of y as
a function of (x-1) to that of y as a function of

(x+1) + Thus :

a(x) = fééi%% = exp [2(x-p)/6‘2] (7.8)
and
1nQ(x) = 2(x-p)/6‘2 (7.6)

Hence , a linear function of x is obtained , to which

a linear lesast-squares fit can be applied . The peak

position p and the standard deviation & in the peak

can now be represented as

6‘=qﬂ§ and p :g (7.7)

where m and b are the least-squares fit gradient and

intercept of equation (7.8) . The weighting factor

Wy associated with the counts in channel i 1is
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selected to vary inversely with the statistical

variance of the counts in that channel , such

that :

-1
RS s S (7-8)

Once the paramsters & and p are obtained,
the peak height Yo, €an be determined from the fitted
data using a weighted mean from the data points used.

The expression for peak height is :

B T et (7.9)
L
i=1
where ui is expressed as :
2 2 D =1
(X--p) 2 (Xl-p) <

ul = % + --u--:-loz-- (Ap) L bk s Sk (Ad-) (7.10)

i op

and Ap and Acare the standard deviations of p and &

from the linear fit . . g

The total peak area A is given Dy

A= 2,507y, (7.11)

A computer program"PEAKFIT" was written for

use on a 2001 series Commodore PET computer ( see
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Appendix 3 ) . The program requires as input the
number of data points to be fitted and the correspon-
ding experimental data,xi » ¥; » and computes the
peak position , its standard deviation , peak height
and peak area . Data is input only for those points
above the full-width at half maximum of the peak .
This serves to overcome the uncertainty associated
with the data in the wings of the psak , and provides
a better fit .,/105/. Lastly , the fitted Gaussian
function serves to smooth ocut statistical variations
in the experimental data .

Prior to input of the experimental data ,
the background contribution in the region of intersest
must be determined and subtracted from the counts in
each channel . Whilst the contribution from background
radiation can be subtracted directly , the resultant
spectrum is superimposed on the continuum of sum=
coincidence spectra . Provided that thse continuum
in the region gndér the peak does not exhibit marked
variation , an accurate representation of tbe continuum

can be derived through the fitting of a third order

polynomial of the form :

3
Y(X1) = a, + ayx + apx  + azX (7.12)

The fitting is performed using data to the right of
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the peak of interest through the usual method of

linear least squares . Then , the fitted function is

extrapolated to include the region under ths peak of
interest and subtracted from ths experimental data.

For the 0.159 Mev peak of 4750 , the 1.12 Mev peak

of 4650 and the 1,31 Mev peak of 48

Sc , a linear fit
was found sufficient , the higher order coefficients
being negligibly small . Howsver , the 0.89 Mev “Csc
peak 1s superimposed upon the 0.93 Mev Compton edge
of the 1.12 Mev a6Sc peak , and the background
subtraction is subject to some error . for the 0.89 Mev
46Sc peak , the fitting was obtained using data on
both wings of the peak and a third order polynomial
applisd . Fortunately , in the 46Sc(n, p) cross -
section computation , the 0.89 Msv 468(: peak is used
only to provide an approximate check on the valus
obtained from the 1.12 Mev peak .

The adequacy of the methods used in the
analysis of the full snergy peak is demonstrated in
Figs . 7.4 and 7.5 , where the overlap between the

low energy wing of a peak with its corresponding 5

Compton edge can be resolved .

To determine the total activity of an

irradiated sample , a knowledge of the detection
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efficiency of the J-ray spectrometer is required .

The absolute detection efficiency , & is defined

T
as the ratio of the total number of gamma=-rays
interacting in the crystal to that of the total

number emitted in the sample . Under ideal experimental
conditions , where a source and dstsctor can bs

isolated from their surroundings , the total area

under the resultant pulse height spectrum divided by

the detector efficiency would provide the total activity
of the source . In practice , as described in Section
7.1 , the pulse height spectrum contains additional
counts from gamma-rays scattered in the vicinity of

the detector . However , the full energy peak rspre-
sents a true measure of the activity since thess
additional counts do not appear in the full-energy

peak due to the energy degradation accompanying the
scattering process . Thus , a further guantity , the
full energy peak efficiency ,Ep , can be defined as

the total number of interactions appearing in the

full energy peak to the total number emitted by the

source , such that : . |

£, = P& (7.13)

where P represents the ratio of the full energy peak

to the area of the full spectrum in the absence of
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gxtraneous counts ,

For given source-detector configurations ,
detection efficiencies can be derived sither experi-
mentally or by calculation , The simplest experimental
approach requires the availability of a set of
accurately calibrated standards . The absolute activities
of such standard sources are known to better than 1%.
The detection efficiencies can then be determined
from the observed activity in the detector and anm
experimental efficiency curve produced covering the
ensrgy range of interest .

Where such standards are not availablse or
do not accurately represent the experimental config-
uration , detection efficiencises can be calculated
analytically . The quantity e,T , defined earlier as
the absolute detection efficiency , can be expressed
mathematically as the integral of (1-exp (-/LT 1)
over all path lengths>l in the detector and over the
corresponding solid angle , where AUy is the total
absorption cross-section.

The most extensive set of tables for
absolute detection efficiency to date are provided

for by Grosjean/108/ . These tables cover a wide range

of scintillator crystal dimensions and source config-

urations , including point , line , plane rectangular

and disc sources . From these tables , the corresponding
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detection efficiencies for disc sources of any

diameter could be obtained ., Furthermore , where the

data for any given source-detector distance and energy
is not included , Grosjean suggests the use of Lag-
rangian interpolation for which. the required efficiency
can be computed to an accuracy of up to 4 decimal
Figufes .

In this work , the titanium disc samples
were placed centrally on the NalI(Tl) detector casing.
The distance betwsen the crystal surface and the front
face of its aluminium casing was measured using a
method described by McElroy /108/ . This distance ,

1l , is found from the relationship :

1 = I _2Y_ 2 (7.14)

where A1 and A2 are the count rates measursd at two

source to outer casing distances q1 and d, . Equation
7.14 is applicable where the inverse square distance

lay applies , which is gensrally true for point

137 .
sources at d 9.0 cm . Hence a 3 Cs point source

was pléced at d=10.0 cm , 11.0 cm and 12.0 cm , and

the corresponding activities measured . In this instancs,

for reproducibility , ths total counts in the 10

channels below and above the centre of the peak were
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used as a relative measure for activity (Covell/110/).

The values obtained for 1 were found
consistent to within 2% with a mean value of 4.25 mm.

Whilst the absolute detection efficiencies
calculated by Grosjean relats to plane disc sources ,
the titanium samples used in this work were 2 mm thick,
4,25 mm from the Fronf face of the scintillator crystal.
The corresponding absolute detection efficiencies
were detsermined as follows ., The absolute detection
efficiencies determined from the data of Grosjean for
plane disc sources at source-detsector distances ranging
from zero to 1.0 cm , wers plotted as a function of
source-detsctor distance ., The average absolute
detection efficiency was determined from the area
under ths curve corresponding to source-detector
distances of 0.425 cm to 0.625 cm . However , a further
correction has to be applised for sample self-absorption
and self-scattering . This is described in Section
7e242 .

The pesak to total ratio P , OT photofraction,
cannot be readily determined through analytic methods,
due to the multiple nature of the process . Hence ,
Monts Carlo methods are relied upon /112-115/ .

Extensive data from experimental measurements is also

available /116-119/ , but are limited to accuracies

of no better than 2% , with calculated values being
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systematically greater than the experimental values .
The discrepancy betueen these values increases with
energy and is significant above 2.0 Mev .
It is generally accepted that both Monte
Carlo and experimental methods for photofraction
determination suffer drawbacks , Whilst Monte Carlo
methods have the advantage of simulating ideal
experimantal conditions , inherent errors in the
treatment of secondary particle transport arse present?
In the experiments conducted by Heath /111/ , measure-
ments were made with the source and detector placed
in a plastic bag containing helium gas in a largse
open room to minimise scattering . In fhe'monte Carlo
calculation of Snyder /12¢6/ , where a more sophisti-
cated model for secondary particle transport was used,
there was good agreement with the results of Heath .
Although there have been several recent
experimental measurements of peak to total ratios ,
most authors refer their measurements to those of
Heath for comparison . Hence , the peak to total

ratios of Heath have been used in the calculation of

full enaergy peak efficiency in the present work .

The accuracy is limited by the knowledge of the reactions
occuring .




- 177 -

Table 7.2 : Absolute detection efficiencies , peak

to total ratios and the full energy
peak efficiencies (Grosjean, op. cit &

Heath, op. cit.)

Energy Peak/Total | Absoluts Full energy
(Mev) Efficiency | peak efficiency
6y 0.89 0.440 0.2366 0.1041
1,12 0.385 0.2252 0.0867
475¢ 0,159 0.960 0.4290 0.4118
0.98 0.415 0.2298 0.0954
485 1,037 0.40 0.2276 0.0910
1.31 0.345 0.2212 0.0763

The finite dimensions of the 20 mm diameter
by 2 mm thick titanium samplss usad in this work
necessitates a correction for self-scattering and
self-absorption in the samples . Counts are lost from
the full-snergy peak through interaction of the
emitted damma-rays within the sample through either
the photoelectric process OT Compton scattering .
Whilst the photoelectric process results in total

absorption of the emitted gamma=Tays , Compton scattering

reSultS in either a ”Scattar in” tD the detBCtOI‘ or

a "scatter out" from the detector . Although the

scattered gamma-rays may interact subseguently within
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the detector , they will not contribute to the full-
energy Ppeak as a result of energy lost in the scattering
process .

Since only the counts in the full-energy peak
are required , all gamma-rays interacting within the
sample can be regarded as lost . Hencs , the fraction
of esvents lost to the full-energy peak can be repre-
sented as the integral of (1-e-ﬂ’l) over all path
lengths 1 in ths sample . The guantity /LT is the
total linear absorption cogfficient . The wide distri-
bution of gamma-ray path lengths in the sample ,
however , renders an analytic approach to the solution
of this integral prohibitively difficult . A simpler
approach is to use a Monte Carlo method .

The fraction of gamma-rays leaving the sampls

without loss of energy may be expressed as :

Te = 1/Npjst g ExP(=ptrl) (7.15)

where N ist is the total number of histories used in

h
the Monte Carlo program . A program GAMMA (see

Appendix 4 ) has been written and used to perform

this calculation to an accuracy of 1% , using the

linear attenuation coefficient data of Storm et al

/120/. The program was also used to calculate the
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fraction of all gamma-rays , T_ , which succeed in

a
leaving the sample . The photoelectric absorption
coefficient ,/up y replaces /*T in equation 7.15 ,
since multiple Compton scattering events leading to
total ensrgy loss in the sample is assumed to be
negligible . With the exception of the 0.159 Mev

47 . . .
gamma-ray from Sc , this is a good approximation ,
since only 6% of the gamma-rays scatter more than
once within the sample . fFor larger sample dimensions,
multiple scattsering is significant and a more sophis=
ticated Monte Carlo program /113/ is required .

The results following from these calculations

arertabulatad in Table 7.3 .

Table 7.3 : Absorption corrections listed as

transmission factors

Energy (Mev) Te T,

4650 0.891 0.719 0.9978
1.12 0.743 0.9987
0.593 0.7779

4750 0.158
0.98 0.728 0.9983
0.735 0.9985

48 1.037

Sc

1.31 0.749 0.8991

Using the data from Table 7.3 , the

detection efficiencies listed in Table 7.2 can be
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corrected to account for sample self-absorption .
The corrected efficiencies are listed in Table 7.4
and represent the detection efficiencies for a
titanium disc source of 20 mm diameter , 2 mm thick,
and 4.25 mm from the front face of the detector

crystal .

Table 7.4 : Corrected detection efficienciss

Energy | Full-energy peak |Absolute detection
(Mav) efficiency (8p) efficiency (8T)
0.89 0.07485 0.2361
46SC
1.12 0.0644 0.2249
0.159 0.2442 0.3337%
47Sc
0.98 0.06945 0.2294
1.037 0.06689 0.22726
488C
1.31 0.05715 0.2210

* Approximatse

Although the corrected absolute detaction
efficiency quoted for 47Sc is only approximats , only
the full-energy peak afficisncy ,(Ep, is required in

47

determining the activity of Sc , and this is known
to 2% accuracy . The accuracies of the other detection
efficiencies listed are 2% and 1% for Ep and ET
respectively .

A further correction for sum~coincidences

48
losses is required for 4650 and Sc measurements ,
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These corrections are described in the following -

section .

Where the decay scheme of a nuclide results
in the simultaneous emission of two cascade gamma-rays,
~the intensity of the observed sum-coincidence spesctrum

is given by :
- (I
Nyp = S€qq vq Eqg Yo Wqo(07) (7.186)

where S is the decay rate of the nuclide , Y1 and Yo
the branching ratios and u12(o°) the angular correction
function , uwhere 0° refers to the fact that the tuo
gamma=rays are incident upon the same detector "£T1
and éiTZ are the absoluts detection sfficisncies for
the two gamma-rays .

Theoretical angular correlation functions
have been listed for a variety of solutions by Ross
/121/ and uest /122/ . uépo) can also be determined
expsrimentally /123/ with two detectors placed equi-
distantly from the sourcs; the observed variation in
coincident counts with the angle between the tuo

detectors , &, provides the angular correlation

function .

The usual convention is to normalise the
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“angular correlation function such that :

-

fu( &) da=1 (7.17)

where W(E) = 1 + 32C052€?+ aatosa'8’+-......(7.18)

At = 180° , W(®) is at a maximum , whilst
at &=90°% , it is at a minimum . From equation (7.17),
in 2T geometry ,JLU12( © ) is 0.5 , whilst in 4T
geometry , it is 1 ,

The effect of coincidence svents in a
detector is to remove counts from the spectrum of

interest . In the case of 46

Sc , where two cascade
photons ){1 and XZ are present , since there ars
losses to both the sum-coincidenﬁe spectrum and the
full-energy sum psak , the number of remaining full
energy events'associated with X1 can be written as:

N S €1 vy (1= Epg ypu(0%)45) (7.19)

p1

where the subscripts 1 and 2 refer to the 0.89 Mev

and 1.12 Mev gamma-rays , respectively .

- The full energy sum-coincidence events can

be written as

, o}
Nor2 = SE€.4q Ep2 y1You(07) 2 (7.20)
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Although the angular corfection factor is
not known for the source detsctor configuration used
in this work , an effective value can be determined
from the ratio of the sum-coincidence peak ’ Np12,
to the full energy peak of sither \X1 or X; .
Using relations (7.19) and (7.20) , this ratio is

represented as

R - -E-— T e s de v G v o - - - (7021)

S S (7.22)

The angular correlation factor obtained in
equation (7.22) is referred to as "effective" due to
the fact that w(0°) , in this instance , is obtained
from an extended source configuration and therefore
does not correspond to the actual angular correlation

function of 4650 nuclei .

For 46Sc , the ratio R has been determined

from the 2.01 Mev sum-coincidence peak and the 1.12 flev

peak and a value of 1.14 for U(DO) is obtained . Since

the value of.. for the experimental configuration is
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approximately 0.4 , this value corresponds closely

to the value of 0.5 far JLU(OO) in 2 geometry .

In the case of 4853

y Wwhere there are three
gamma=-ray cascgdes y o0nly the 2.36 Mev triple
coincidence sum peak and the 1,33 Mev peaks can be
resolved . The number of remaining full energy svents

due to the 1.33 Mev gamma=-ray is given by the

relationship

- ' - (0] - (@]
Nos = S E&,3Y3 D E11Yqu(07) 95 = E1,¥U(07) o3

- &4y 8T2Y1Y2”<°O)123] (7.23)

where the subscripts 1, 2 and 3 refer to the 0.89 Mev,
1.04 Mev and 1.33 Mev gamma-rays respectively . The

ratio of the two peaks can be represented as

ok - €1 €2 Ya¥2¥ 0 Jaos |
0 0 0
Np3 (1-€T1Y1U(0 )13‘ET2YZU(O )23"6‘(181-2)’1)’21-*}(0 )123)

(7.24)

From relation (7.24) , the triple coincidence angular

correlation factor can be expressed as

0
W(07) 03 =
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If all the peaks can be resolved , the
angular correction factors y(OD)13 and U(O°)23
can be solved from a set of simultaneous equations
derived from the ratiocs of thess peaks ., However ,
the resolution of the Nal detector did not allow these
peaks to bg resolved and hence , a value of u(O°)23 =
U(DO)113 = 1.0 has been assumed . This provides an
effective value for U(DD)123 y which partially corrects
for the errors in the assumed valuss of U(DO)23 and
W(0%),4 . From equation (7.25) , the sffective value
for the triple coincidence angular correction factor
was calculated as 2,39 .

In the treatment of sum-coincidence correc-
tions , the detection sfficiencies in gquations (7.16)
through to ( 7.25) are those uwhich have been correcéed
for self-scattering and absorption and , hence , the
data listed in Table 7.4 should be used . Following
the treatment described , the formulae used to repre-

sent the sum=-coincidence corrected full-energy peak

efficiencies are as followus

& (0.59) P (0.09) Y(O'BQ)E'ETUJZ)YU.12)“12(00)]

sum=coincidence

d
orrecte (7.26)
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= 0
69(1.12) " Ep(1.1z)y(1-12)l:'&r(o.eg)y(o.ag)um(o )

sum=coincidence

corrected : (7‘27)
9sc
€ =2 Y 1~ y W (OO)
P(1.33) P(1.33) (1.33) ET(D_%) (0.98)%13
sum=coincidence

corrected o
- y Wr-(07)

&,

Y (0.98) Er Y(1.04)Y123(0°)

(0.98 (1.04)

(7.28)

where the subscripts 1, 2 and 3 refer to the first ,
second and third peaks , in order of enmergy , due to

4650 and 48

Sc .
The sum-coincidence full energy pseak

efficiencies are listed in Table 7.5 .

Table 7.5 : Sum=-coincidence corrected full-ensrgy

peak efficiencies

Energy (Mev) Eb sum corrected
46 0.89 0.05057
Sc
1.12 0.04818
4BSC 1.33 0.02433

The sum-coincidence corrected full-energy

peak efficiencies for the 0.98 Mev and the 1.04 Mev
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gamma-rays are not listed in Table 7.5 since these

peaks could not be resolved and , therefore , not

corrected for .

The 1,33 Mev full-energy peak efficiency

48 '
for Sc must be regarded as approximate only since

the corrections applied are approximate

full-energy peak efficiency far a7Sc does not require

. The 0,159 Msv
sum-coincidence corrections and , hence , the data
presented in Table 7.4 can be used to determine the

activity .

The total counts under a full-energy peak

(N peak area) were determined using the methods

total

described in Section 7.2.1 . The integrated activity

over a period of accumulation , Actotal’ is given by:

t
N
- /"t
ACtotal =ACole at = Ntotal/&p (7.29)
0
Hence ’ }
N
AC = —————EEEE}-—— (7.30)
° -™
Ep(1-e A)

where Ac, is the activity at the start of counting ,

> the decay constant of the nuclide and t_  the

accumulation time . The sample activity immediately

following irradiation was determined from a measurs-
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ment of the activity at the start of the counting

eriod and the time intsrval following irradiation .
P



CHAPTER 8

Computation of Cross—section

and

Results
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The methods employed in the measurement of

, whilst

neutron flux have bsen described in Chapter 4
the techniques employed tg determine the iﬁduced

gamma=ray activity have been described in ths previous
chapter . A description of the treatment of expsrimental

data relevant to the computation of neutron cross-

sections follows .,

8.1 Computation_of neutron cross-sections

- - - - —— - - — e e . . - ——— -

Under ideal conditions , for a parallel

neutron beam and where all nuclei under irradiation
exhibit negligible self=-shielding and attenuation of
the incident neutron flux , the (n, p) reaction rate,

R , is given by the equation :
R =6, BAx N (8.1)

whers qu represents the microscopic (n, p) reaction

-24 2
cross-section in barns (10 cm®) ¢tﬁw neutron

flux in neutrons em~2s”1 , A the area of the sample

exposed to the neutron flux in cm  , Xg the sample

thickness in cm and N the number of nuclei per unit

-3) the reaction rate R

volume (cm Alternatively ,

, . gre :
reaction cross-section .Zﬁ y wh

éR x-rl
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and hence ,

R =éR¢AXs (8.2)

However , the neutron flux is attenuated

as it traverses the sample , such that :

@ =¢oe-irxs | (8.3)

where ¢SO is the neutron flux incident upon the sample
surface and 'éT the total macroscopic cross~section .
Hence , for a parallel neutron beam , the reaction

rate R is more rigourously defined by the equation :

2R
R = -27 §250A [(1-exp(-2sz):] (8.4)

In the present work , therses was non-uniform

irradiation of the sample . The divergence of the

incident neutron beam resulted in a variation of

neutron flux both radially and transversely across

the sample volums . Thess conditions were complicated

further by the anisetropy in neutron emission .

The irradiation conditions were simulated

through the use of a Monte Carlo program NPROFILE

(Appendix 2) , to provide the spatial and energy

distributions of neutrons incident upon the sample .
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This program was extended so as to determine the

activation rate in the sample

If the effect of divergence of the heam is -

considered negligible across the sample , the activa-

tion rate can be represented by the equation

R = 2= [-<exp( Z §)>] | (8.5)

where

[\
<ol Er 8> Vi 3 T w2, 8 (oo
j=1

and where %} represents the path length of individual
neutrons traversing the sample , Nhist is the number
of neutron paths followed . To account for the diver-
gence of the neutron beam incident upon the sample ,

the sample is divided into n disc elements of egual

thickness. If the divergence of neutran flux across

each of these elements is considered negligible ,
equation (8.5) can be applied to each element and the

individual contributions to the reaction rate summed,

such that

R--—- 56 2 EAexp(-é ?1 1 )>e (1—<exp(—2T§ ]

(8.7)
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Ni/N1 represents the ratio of the unattenuatsd neutron

.t
Flux at the 1™ element to that at the sample face
and is represented in the Monte Carlo calculation by
the ratio of the number of successful trials in element

i to that. in the first slement . The factorial term

in equation (8.7) is required to account for the flux
attenuation in the preceeding elements of the flux
incident upon that slement ., A mathematical represen-
tation of the irradiation geametry is illustrated in
Fig . 8.1 .

The neutron flux , ¢F , monitored by the

uranium deposit is related to 950 by the equation

¢p = ¢0 NF/N1 L exp(=( £, i‘-; Ll %b))> (8.8)

where the term 4exp(-(éT % r 2 h %b)) > arises
from the attenuation of the neutron flux by the
sample and the platinum backing of the uranium deposit,

%;, is the total nacroscopic cross-section of the

platinum backing , %t)the neutron path lengths in

i f
the platinum backing and , NF the number of successful

trials in the uranium deposit . From equations (8.7)

and (8.8) , the microscopic(n, p) reaction cross=-section

can be written as

R (8.9)
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The averaged terms in equation (8,10) are
determined using the program NPROFILE .

The remaining experimentally determined
variables in equation (8.9) are the reaction rate ,
R , and the neutron flux ’?SF , monitored by the
fission chambsr . Both these variables are obtained
from the experimental measurements described in Chapter

8 and Chapter 4 , respectively .

In providing the neutron energy profile ,
and , therefors , the energy resolution relating to
a particular cross-section measurement , the program

NPROFILE provides also the mean neutron energy . This

is determined by weighting the individual neutron

energies £ by the corresponding neutron path lengths

in the sample and provides a more accurate represen-

tation of the neutron energies contributing to an

observed activity . The program NPROFILE determines

the mean enerqgy , E » fFrom the gquation :
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CES = mcmmmm——a- Nhist -
Nhist ~ gj - (8.11)
X

If necessary , the program can be extended
to provide the mean nesutron energy incident upon the

uranium=-235 monitor . However , the uranium=235
fission cross-section is slowly varying over the
neutron energy range 3.5 Mev to 6.0 Mev covered by

this work and is found not to be particularly sensitive

to an energy change of several Kev .

Reaction Rate

The reaction rate , R, is related to the
exparimentally determined activity Ac at the start

of gamma-ray counting through the squation

R = mommmmem (8.12)

where /- is the decay constant of the induced gamma=
, t, the time interval between the and

d
of irradiation and the start of counting , ti the

ray activity

irradiation time and y ths branching ratio of the

gamma~ray decay scheme .

During long irradiations , it was often

i i i hort intervals
necessary to stop the jrradiation for s
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of time . In these circumstances , the irradiation

time , ti sy wWas obtained by subtracting the time of

stoppage from the total irradiation time

The neutron flux ’<¢F y was determined from

the uranium=-235 fission coun# rate , C. , by the

equation :
¢F = C¢y ¢ (8.13)

where EF is the neutron detsction efficiency of ths
fission counter .

The fission count rate was obtained from
the experimentally observed fission counts following
corrections for fragment absorption and momentum effects
as described in Chapter &4 ; the other correction factors

such as dead time and alpha=-particle pulse pile-up ,

were negligible . The absorption correction factor

vas 1.0084 for the U=235 foil , for a mean fragmsent

range of 7.5 mg t:m“2 /63/ and a lower pulse height

discriminator setting corresponding to 15 Mev fragment

energy (equation 4.6) and 1.0171 for the y-238 foil.

When multiplied by a further correction factor for

the effect of the momentum of incoming neutrons

(equation 4.7) , an overall enargy-dependent correction
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factor is obtained ., Table 8.1 presents these correc-

tion factors .

Table 8.1 Correction factors applied to the observad
fission counts in the 235U foil and the
238, foi1 .
Neutron Energy Correction Factor
£ (Mev) 235y toi1 238 oyl
3.51 1.0034 1.0120
4,07 1.0031 1.0117
4,32 1.0030 1.0115
4,57 1.0029 1.0114
4.81 1.0027 1.0112
4,93 - 1.,0027 1.0112
5.04 1.,0026 1.0111
5.16 1.0025 | 1.0111
5,27 1.0025 1,011
5 38 1.0024 1.0110
_— 1.0023 1.0109
5,65 1,002 1.0109
5.91 1.0020 1.0107

For the U=235 foil , the neutron detection

efficiency is

O,

+ O, Pon
Efzss = Nj (6"235 %235 + 5-538 %238 234 7234)
(8.14)
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and for the U-238 fgjl

€

= N A 9
£238 ol o3 Fpg + S35 Ayas ) (8.15)

where N ~is the total numbsr of uranium nuclei ( see

Chapter 5) ’ Cr}34 ’ <5§35 ’ 6338 the microscopic

fission cross-sections and , %2361 , %235 , %238

the fractional abundance of ah individual isotope

The fission cross-section data used in
equations (8.14) and (8.15) is that obtained from
ENDF/B=IV . The data for 5335 and 6558 is listed in
Tables 8.2 and 8.3 , whilst the interpolatesd data
corresponding to measurements at specific energies
is presented in Table 8,4 . The corrssponding detec-
tion efficiencies are listsd in Table 8.5 . The data
for 6534 are obtained from ref./ 127/ since the
detection efficiencies are not sensitive to these
values .

Further corrections are required to the

experimentally determined gamma-ray activity in the

sample and to the fission counts prior to the use of

equation (8.9) . Thess corrections are considered 1n

the following section .
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Table 8.2 : ENDF/B=IV U=235

- em wn =

bazns

rE'n (mev) G-n,f‘ £, o, f
3.1 1.2218 5.3 1.07770
3.2 1.2213 5.32858 1.07547
3,3 1.2014 5,35 1.07380
3.4 1.19200 5.4 1.06960
3.5 1.1830 5.45 1.06500
3.6 1.1770 5.5 1.05900
3.7 1.1710 5.55 1.05280
3.8 1.1620 5.6 1.05000
3.9 1.1580 5.65 1,05330
4.0 1.1500 5.7 1.06250
441 1,14300 5.75 1,07460
4,2 1.13800 5.8 1.08750
4.3 1.1300 5.9 1.12700
4o 1.1250 6.0 1.1600
4,5 1.1200 6.1 1.19300
4.6 1.11300 6.2 1.23200
4,7 1.10800 6.3 1.27400
4.8 1.10200

4.9 1.09700

5.0 1.,09400

5.1 1,0900

5.15 1,08750

5,2 1.,08440
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Table 8.3 : ENDF/B=-IV U-238 fi

£2=ll8228 Uz238 fission cross-sections
E, (Mev) oq, ¢ (barns)

3.1 0.541

3.5 0.554

4,0 0.565

4.5 0.563

5.0 0.554

5.2 0.559

5,4 0.562

5.5 0.565

5.8 0.603

6.0 0.661

5.2 0,723

6.5 0.835
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Table 8.4 : Interpolated fission cross-sections

Neutron Energy

6534 o535 6338
(ENDF/B=IV) (Mev)| (barns) (barns) (barns)

3.51 1.375 1.184 0.554
4,07 1.325 1.155 0.565
4,32 1.31 1.131 0.565
4.57 1.292 1.125 0.563
4,82 1,270 1.103 0.560
4.93 1.260 1.098 0.556
5.04 1.250 1.110 0.556
5.16 1,300 1.088 0.559
5.27 1.330 1.089 0.561
5.38 1.350 1.084 0.562
5.54 1.375 1.063 0.570
5.65 1.410 1.053 0.585
5.91 1.475 1.13 0.635




- 202 -

Table 8.5 : Neutron Detection Efficiencies

Neutron detection efficiency
Neutron Energy in fissions per unit flux

(Mev) 8F235 €F238
3,51 9.821 E=7 9.964 E-7
4,07 9.594 L 9.832 "
4.32 9,401 9.83 "
4,57 9.3497 " 9,797 v
4,81 9,1717 * 9.74 "
4,93 9,128 " 9.67 "
5.04 9,224 " 9,675 "
5.16 9.055 " . 9.727
5.27 g5.067 " 3.762 "
5,38 9,0309 * 9,779 *
5,54 8.868 3.918 v
5.65 §.799 1.0179 E=6
5.91 9.442 " 1.1049 E=6
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In determining thse contribution to the
gamma=-ray activity in the sample and the fission
counts in the uranium deposit from scattersd neutrons,
the approach adopted is that of Smith et al /124/ .

A schematic representation of the scattering processes

is depicted in Fig . 8.2 .

”\ b—pLaTINUN

BACKING

Scattering process

type 44 sampLe
(X) ALPHA
e U=235
DEPOSIT
(ﬁ) BETA
(¥)  GAMmA A1

Fig « 8.2 : A schematic representation of the neutron

scattering processes in the sample and

fission chamber .
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The scattering correction parameters
and A represent the Number of activations initiated
through neutron scattering in the sample and the
0.125 mm platinum backing of the uranium=-235 deposit,

respectively ., The scattering parameters ¥ and f
represent the contribution to the fissions in the
uranium=235 deposit due to neutrons which are scattered
in the sample and the platinum backing , rsspectively.
Only single scattering is considered in
this treatment since tbe probability for multiple
scattering is small ., This is svident from the fact
that nsutron transmission through the sample is of
the order of 96% and the single scattering corrections
are of the order of 3% of the induced activities .
Meadows /125/ has shoun that the multiple scattsring
contributions from other portions of the fission
counter cancsel out in geometries similaf to the present
one . Nevertheless , the fission chamber has been
designed to have low mass . Hence , the scattering
parameters mentioned above are sufficient .
A Monte Carle program , NSCATT , described

in Appendix 5 , has been used to determine the scatter-

The derivation of ths

r3°<.918’2/

In the present treatment,

ing correction parameters .

formulae used to provide the paramets

and r’ are now described .

a parallel incident neutron flux and isotropic neutron

scattering are assumed .
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- - o ol e > =

Following the approach used in Section 8.1

but assuming a uniform , parallel beam incident upon

the sample , the scattered neutron flux , Qf,( y 1s

given by

<s
¢ = =222 B, (1= <exp(~ xg) >) (8.16)

where éss is the macroscopic elastic scattering
cross-section in the sample . Hence , the (n, p)

reaction rate due to the scattered neutron flux is

£r  Zes

Ry = A==t ==== ¢0(1‘<9XP(‘éT x ) >) (1=-< GXD(-2T§)>)

£, %
(8.17)
The neutron path length in the sample of the scattered
neutrons is represented by % , rather than "x_ .
The scattering parameter , < , is defined
as the ratio of the (n, p) reaction rate arising from

- scattered neutrons to that from the incident neutron

O< = Rx = .é.fg (1-4.exp(- éT % ) > ) (8.18)

The scattered neutron flux in the platinum

]
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backing is :

fg = =" B, exp (‘éT xg) (1=exp éas xg ) (8.19)

where ZSB is the macroscopic elastic scattering
cross-section in the backing matsrial , £T8'the total
macroscopic cross-section in the backing material and,

x., the thicknass of the backing material .

B
The (n, p) reaction rate produced in the

sample as a result of‘ this scattered flux is given by:

A
2

where %B is the neutron path length of the scattered

neutrons in the backing material . The scattering

correction /8is defined as ¢

The corrections for fission events induced

; and
by elastically scattered neutrons 1N the sampls



in the uranium foil .
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backing require knouledge of the thickness of the

uranium deposit . An effectiye thickness was calculated

from the equation

: 2
xp = deposit mass/(A” x demsity of uranium) (8.22)

and an effective macroscopic cross-section is normalised

such that :

N &
u “n,f
-2cBal o 2 kg (8.23)

where NU is the total number of uranium atoms .,
The fission reaction rate in the uranium
is

deposit due to the incident neutron flux , B_ ,

given by :

A
RF = —.-é;f- o exp[-(é-{- )(s + éTB xBﬂE-exp(-é TFXF)J

(8.24)

Tl

to neutrons elastically scattered in ths sample 1is

given by :

Ry = 5.%1.2_35 ¢o [1-exp(- észﬂ<exp[ -(ZT%+2TB %B)]
Zrp 21

.[1--exp(.éTF ) )j> (8.25)
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vhere % is the n
¢ 8sutron path length of the scattersd

neutrons in the uranium foil . The scattering correce-

tion 5 is defined as

« <exp E“( . % * fTega)J[“e"P(‘éTf% Fﬂ>

(8.26)

The fission reaction rate in the uranium
deposit due to neutrons elastically scattered in the

platinum backing is given by

T8 | T E1-exp(-2-”.- Xf):]

(8.28)



- 209 -

The scattering correction f° is independent

of the type of sample used , Hencs , the calculated

values for f can be applied to any fission counter
configuration used for the present work .

The scattering corrections corresponding
to the parameters X, ﬁ, ¥ and f’ , as determined
by the program NSCAT , are listed in Table 8.6 .
Using this data , the experimentally determined (n,p)

reaction rates , R in the sample and thse

measurad ?

measured fission count rate , Cg measured ' Yere
corrected , such that
R d
R = ----D833UI2C. (8.29)
1 + %X+ ﬁ
c

The corresponding correction factors , tabulated as

1/ (1 +o<+f$) and 1/(1 +‘6/+f°) , ars presented in

Table 8,7 .
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/Iable B.6 ¢ Neutron scattering corrsctions X, ﬁ, Xu f

Neutron Energy
(Mev) X B ¥ I
5.91 2.64% 0.367% 0.825% 0.28%
5.65 2,74 0.367 0.857 "
5.54 2,78 0.367 0.87 "
5.38 2.85 0.368 0.89 "
5.27 2.89 0.368 0.90 "
5.16 2,92 0.368 0.91 "
5.04 2,96 0.369 0.92 "
4,93 3.03 0.369 0.94 "
4,82 3.08 0.368 0.96 "
4,57 3.17 0.37 0.99 "
4,32 3.29 0.37 1.05 "
4,07 3.40 0.37 1.10 "
3.51 3.58 0,37 1.21 "
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Tabls 8.7 :4Scattering Correction Factors for

experimental data

Neutron

cneray (Mev) 1/(1 1+ &+ B) /(1 + %+ P)
5.91 0.9712 0.9891
5.65 0.9699 0.9887
5.54 0.9695 0.9886
5,38 0.9688 0.9884
5.27 0,9685 0.9883
5,16 0,9682 | 0.9882
5,04 0.9678 0.9881
4.93 0,9672 0.9879
4.82 0.9666 0.9878
4.57 0.9658 0.9875
4,32 0.9647 0.9869
4.07 0,9637 0.9864
3.51 0.9620 0.9853
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Above a given deuteron beam energy , (d, n)
reactions in the gas target material and in carbon
deposits accumulated during beam bombardment introduce
a neutron background , contributing to the fission
counts and sample X-activity observed . A further
contribution originates from the loading of - deuterium
in the gas target beam stop . This neutron background
is deuteron-ensrgy dependent and is generally observed
to increase with deuteron energy .

Background contributions must be subtracted
from the measured activity . To determine these
contributions , the sample and fission counter wers
irradiated with the gas target evacuated and the
observed fissions and sample ¥ -activity normalised

to the integrated deuteron beam current . Since the

time available on the Dynamitron accelerator was

limited , only two such jrradiations werse performed,

one corresponding to a neutron gnergy of 5.91 Mev

and another at 4.81 Mev The contributions at other

energies were interpolated from the results of the

ented in Table 8.8 .

twyo measurements . These are pres

- —— iy R
putpreipiuipuepi s X stuniand -

The use of uranium-235 for neutron flux
i fission
measurements results 1in the detection of
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Table 8.8 : Background neutron contribution to the
observed activity in the fission countar

and the sample

Neutron Fission Sample }{-activity

Enefgy(Mev) counts 465¢ 475¢ 485¢
3.51 1.8% Negligible | Negligible Negligible
4,07 2,09 n " "
4,32 2.1% " " r
4,57 2.,15% " " "
4.81 ©2.2% 0.1%* 0.3% "
4,93 2.4% 0.14% 0.38% L
5.04 2.6% 0.18% 0.46% "
5.16 2.8% 0.23% 0.55% "
5,27 2,9% 0.27% 0.62% :
5,38 3.,1% 0.3% 0.7% "
5,54 3,4% 0.36% 0.81% "
5.65 3,5% 0.39% 0.89% "
5,91 3.8% | 0.45%% 1.0%* 0.3%*%

*measured values

The background fission contribution was measured for all
energies :

—_—
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gvents due to thermal neutron reactions . Although
this contribution could be eliminated through the usse
of uranium=238 , such a foil was not available when
the present work was started .

The close proximity of the fission counter
to the gas’target did not allow the use of a shadowu
bar to determinef?%ermal neutron contribution . Neutron
flux measurements were made with a._back-to-back double
fission chamber , Fig. 8.3 , incorporating two uranium
deposits , one uranium-238 enriched (see Chapter 5)
and the other , the uranium=233 enriched foil used in
the present work .

The fission counts in the U=235 and U-238

deposits , CFZSS and CF238 , respectively , are given

by

- 8.31
Ceozs = ¢Ef‘235 + Cethermal ( )
and

_ (8.32)
Ceozg = 50/8?238
where is the non-thermal neutron flux , ‘8235 and

E 218 the fast neutron detection efficiency for the

U=235 and U-238 foils , respectively , and Ceirparpal

the fission count rate due to thermal neutrons . Using

equations (8.,31) and (8.32) » the thermal neutron
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contribution is given by :

Cethermal = Cf235 = =====-===222 (8.33)

Hence , the correction factor by which the U=235

fission count rate is multiplied to yield the thermal

neutron corrected fission rate is given by

_ Cr23s_Erass
°<¥hermal = TTTmmTm T (8.34)

f234 f238

The measured thermal neutron contributions
as a percentage of the total fission counts and the
corresponding thermal neutron correction factors ,

& thermal °? are listed in Table 8.9 as a function of

neutron energy .

1n order to avoid systematic errors from

the irradiation geometries foT the two foils , the

positions of the tyo fails were interchanged and the

mean fission-rates used to provide the data in Table

8.9 .
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Table B8.9 : Thermal neutron correctians to fission

counts
Neutron % Thermal fission X
thermal

Energy(Mev) counts
3.51 4,6 0.9%54
4,07 3.7 0.963
4,32 3.5 0.965
4,57 3.4 0.966
4,81 3.2 0.968
4;93 3.0 0.97
5.04 3.0 0.97
5.16 2.7 0.973
5.27 2.4 0.976
5 g w 0.978
_— 1. 0.981
- - 0.983
s o5 1.5 0.985




- 218 -

- — ——— -

Results obtained from the present measurements

47

46 _ 4
) , “'1i(n, p)*"sc and the

of the 46Ti(n, p
48

Sc

) 48
Ti(n, p) Sc reaction cross-sections are presentsd
in Tables 8.70 to 8.12 ., Available data of other
workers covering the present neutron snergy r;nge
(3.5 Mev to 5.9 Mev) are compared with these results

in Figs . 8.4 to 8.6 . The one standard deviation

46

accuracies for the ~~Ti(n, p) and 47Ti(n, p)47SC

rgactions are 6% and 5%, respectively , whilst the
48Ti(n, p)48 Sc reaction is subject to a systematic
error due to the sum-coincidence corrections applied
(Chapter 7) , probably of the order of 20% . uith
this exception , the only other measurement of

comparable accuracy to the present is that of Smith

et al /10 /.

Agreemsent between the present measurements

and those of Smith et al are good , considering the

statistical fluctuation in the data . Nevertheless ,

a small systematic differenc

values being generally higher . However , if the

235U(n et al are updated to

f) data used Dy Smith

’

the more recent ENDF/8-IV gata used in the present

work , this difference is largely eliminated .

e is evident , with present
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_Table 8.10 Me&surad 46Ti(n, p)465c cross-sections
Neutron Enerqgy Cross-section | Uncertainty
Enargy Resolution (mb) (mb)
(Mev) (Mev)

3.514 0.16 15 Io.9
4,070 0.14 30 1.8
4,322 0.13 46 2.8
4,565 0.12 56 3.4
4.815 " 63/65 3.9
4.931 " 73 4.4
5.044 " 77 4.8
5,156 " 81 4.3
5.269 " 85 2.
5.378 " 95 27
. cu2 n 102/105 6.2
5.646 " 110 6.8
5.913 " 122 73
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Tabls 8.11 Measured 47Ti(n, p)a?Sc cross-sections
Neutron Energy Cross=section Uncertainty
Energy Resolutian (mb) (mb)
(Mev) (Mev)

3.514 0.16 60 3.0
4,070 0.14 70 3.5
4.322 0.13 79 4.0
4.565 0.12 82 4.1
4.815 d 87/84 4.3
4.931 " 85 4¢3
5,044 " 86 4.3
5.156 " 85 4.3
5,269 " 87 bod
5,378 " 88 bed
5.542 " 91/92 4.6
5.646 " 4 4T
5.913 " 100 >-"
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P 4
Table 8.12 : Measured 8Ti(n, p)aesc cross=-sections

Neutron Energy Cross-section Uncertainty
Energy Resolution (mb) (mb)
(Mev) (Mev)

4,815 0.16 0.07 I 0.014
4,931 0.14 0.08 0.016
5.044 0.13 0.13 0.026
5.156 0.12 0.20 0.04
5,269 " 0.35 .07
5.378 " 0.40 0.08
5,542 " 0.60 0.12
5.646 " 0.75 0.15
5,913 " 1.48 0.30
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Table 8.13 Uncertainties
46, 46 47
Ti(n,p)*®sc | *"71(n,p)*"sc | %8Ti(n,p)*%sc
Neutron flux
Fission cross-
_ 3% 3% 3%
section
Uranium mass 1% 1% 1%
Counting statistics 0.5% 0.5% 0.5%
Sackground neutrons 1% 1% 1%
Gamma-ray_activity
Half-1life 1% 1% 1%
Efficiency 3% 3% 3%
Peak integration 1 to 2% 1 to 2% 3 to 4%
Sum=-coincidencse 3% - 20%
Self-absorption 1% 1% 1%
Counting statistics
S 1% 0.5% 2 to 3%
( ¥ -ray)
o/
Irradiation_Geomstry 1% 1% R
6% 5% 21%
Total )
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Data of Luckic et al /13/ for the 46Ti(r\,m)aﬁsc

reaction exhibit fluctuations due to the use of
different neutron flux standards and are systematically

higher . So too are the data of Ghorai et al /14/

made relative to the 27

47

Al(n, p)27mg reaction .
The Ti(n, p)a7Sc measurements of Gonzalez
/11/ agree with those of the pressnt work and thoss

of Smith et al at one energy only (3.5 Mev) , whilst

being significantly higher at lower energies .

Uncertainties

A brsakdown of the uncertainties associated
with the present measurements are presented in Table
8.13 . Uncertainties arising from nsutron écattering
in the sample and the fission chamber are not quoted
here since these corrections do not excsed 3% and an
uncertainty of 10% in these corrections would only
introduce an error of 0.3% in the correctiqn factor.

Hence , the effect on the overall uncertainty would

be insignificant .

For the 47Ti(n, p)4750 reaction , whers

there are no complicating effects arising from sum-

coincidence events , the major SOuUrces of uncertainty

are in the 235U(n, f) cross-sections and the full

energy peak efficiencies . It 1S unlikely, houever ,

that these uncertainties will improve significantly
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in the very near fytuyre

46, 4
For the Ti(n, p) 65c reaction , the 3%

uncertainty in the sum-coincidence correction

contributes to an increase of only 1% in the overall

uncertainty for this mesasurement

The approximation made in the sum=coincidence
correction for scandium-48 has probably led to an
over~estimate of the sum-coincidsnce corrsction .

However , an estimated uncertainty of approximately

A 20% could explain the differences between the present

measurements and those of Smith et al .

Recommendations

The measurements of Luckic et al (op. cit.)
demanstrate the difficulties associated with measure-
ments made relative to different secondary standards .
Such measurements contribute to differences between
measurements which are beyond the quoted uncertainties.

This is attributeable to the accentuation of systematic

errors in the standards used .

Measurements made relative to the better

known standards such as the H(n, p) scattering cross-

section and the 235U(n, £) cross-sections can provide

more consistent results and results which can be more

accurately evaluated . Although the H(n, p) cross=

section is knoun to greater accuracy than that of.
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235
ene Uln, F) reaction y the greater simplicity of

fission counting allows for improved consistency in
measurements made relative to fission cross-section.
Furthermore , measurements can be continually updated
following improvements in the fission cross-section
data .

It is evident also that the scatter in
experimental measurements requires an increased number
of measurements or , alternatively , an improvement
in counting statistics ., This would provide a more
accurate estimate of the shape of the excitation func-
tion over a given energy range .

A major difference betueen the present
measurements from those of Smith et al. lies in the
use of a NaI(Tl) detector as opposed to a Ge(Li)
detector . fFurthermore , the gamma-ray counting was
performed in geometries approaching 2T ., This improved
counting statistics , as is dsmonstrated in the
reduced statistical scatter in the present measure=

ments . Whilst the increased uncertainty with the sum=

46, 46 .
coincidence corrections for the Ti(n, p) Sc reaction

. 48_ . 48
is small , a penalty is incurred with the Ti(n,p) Sc

reaction since some of the sum-coincidence peaks could

Nnot be resolved .

Lastly , although the use of direct on-line

measurements of the emitted photons would eliminate
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the uncertainties relating to the full-energy
efficiency and Sum-coincidence effects (a major source
of uncertainties in the present measurements ) , the

elimination of background effects would be a problem.
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APPENDIX 1
Computer programs for the detection efficiency of a

plane disc source viewing a solid-state detector .
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APPENDIX 1
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This program provides values of the detec-
tion efficiency using equations (5.9) and (5.10) where
the numerical integration is performed by using
Simpson's Rule . The relevant symbols used in the
program are as follows :

A=Source radius

S=Detector radius

D=Source-detector radius
The other symbols used correspond to those depicted
in the text . The parametsrs A , T and S , in lines

10 to 30 are set to required values .

(b) Program_LGEONM

This Monte Carlo program is described by
Williams /77/ and was adapted to run on the Aston
University 19045 computer . The NAG library routine

"GOSCAF(Y)" is used to generate a random number

hetween zero and one . 1he data required in the program

are as follows

RS = Source radius

RD = Detector radius

D = Source-detector radius

COEF = Accuracy required 1IN percent

mber of trials required .

il

NMAX Maximum nu
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MONTE CARLO CALCULATION CF r'FFECT
EAD (T, 1IRS, &= = *

7 EAD(1,2)D,C0EF,NMAK ~ ~
S ERORMAT(2EE ) —

CASCHRNX(1.0-C)
;Zkac-s&q;ttJUAwtfarf
RN=GOSCAF(Y) T
s I CZ. O*R N1 L0 )3 JEETS9ZE e
US=RHOXCOS(TT) ‘
V=RHOXSINCTT)
‘ RN=GOSCAF(Y)
= F=RMNEXZEARS T —
RN= GDSCAF(Y)
T PHIS6R ZE?T BEXRN

“‘K*SIN(PHI)

S IGMA-— (QQRT(F) /':,)f*jf:’,

-.fF(SIo&AVKEEE&rr}Gﬁ;IC
Lows= NMIN_




APPENDIX 2

PROGRAM NPROFILE



- 249 -

A flow chart of ths Monte Carlo program
NPROFILE is presented in Fig. A.1

.

1. Ensrgy_losses_in the neutron source

The energy loss in the gas target windouw

and gas are determined from the equation (Coon /81/):
Af, = O.48(Z/Ed)[ln(Ed/ZZ) + a} x 10772 T (A.1)

where Z&Ed represents the energy loss‘of a deuteron
in eV , Z the atomic number of the medium traversed ’
Ed the deuteron energy in Mev , T the thickness
traversed in the medium (nuclei cm-z) and a , an
empirical constant , where this constant was selected
to fit the experimental data of Coon .

The energy loss in the gas target windou
(ELY) , at a given incident deuteron energy (ED) , is
determined using equation A.1 . The energy loss in

the gas (ELG) , is also determined from equation A.1,

but with the deuteron energy Ed being replaced by :

(A.2)

EdEEDG ED - ELU

This accounts for the energy loss in the windou by

the deuteron beam .
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Whi
ilst Fhe deuteron energy loss in the window

i on i PR
is constant with incident deuteron energy, the energy

loss in the gas corresponding to the creatioh of a
neutron 1s dependent upon the distance traversed in

the gas prior to neutron creation . Hence , in the
program , ELG was represented as the energy loss per
centimetre in the gas. The deuteron energy corresponding
to the creation of a neutron at a distance PL from the

gas target window is given by :

EDL = EDG - ELGPL (A.3)

PL is in centimetres .

2. Point of neutron creation

In the present calculation the neutron sourcs
is defined by a cylinder 3 cm long and 0.3 cm in

diameter . Due to the symmetry of the cylinder., a

two dimensional representation of the point of creation

is sufficient , uhere the position co-ordinates are

represented by (PL,R) . PL and R are detsrmined by

multiplying the target length (TL) and the beam radius

(RB) , by random numbers .

The direction of neutron emission is deter-

mined by the co-ordinates © and ¢, where grepresents
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the neutron angls of emission relative to the direction

of the incident deuteron beam and ? its inclination

relative to the vertical plane , The geametric

configuration is depicted in Fig. A.2

-

The angle & lies in the rangs 0¢& T |
This interval is divided into Ng intervals corres-

ponding to angles of emission @'l where:

1 i

&, = Wieg (i-3) (A.4)

and where i=1 to N g . Each value of 9; is weighted

by :

ds
sin & === (£, , &) (A.5)
1 4.9 d 1

where Sin e'i accounts for the solid angle and

do=/d s (Eg» &) is the differential cross-section
for neutron emission . Hence , the probability for

i i . i iven by:
neutron emission at an angle O is g y

-

ds”
p e'i = Sin &i az(Ed’
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The unit interval (0, 1) in probability space is

divided by a set of N &; intervals each of length

Y o whers

PO .
for 1 =1 (A7)

YQ—i=

Y &,
Ci-1 4 Pej for 242ishg (A.8)

If the selected random number , RN, (betwsen zero and

1.0) lies betuwean y 6i-1 @3nd ¥y & , then the value of

the angle of emission & selscted is given by

&= (i -RN)(T/ Ng) (A.9)

Angle 2

The angle ¢ lies in the rangs - M< <
Due to the symmetry , this range can be reduced to
(0,T) . since all values of ¢ are equally probabls,

the angle ﬂs is related to the random number generated

in the program by the equation
D= (1.0 + RN)TT (A.10)

4, Condition for_production_ of_ 2 neufrol

Civen the positioﬂ co-ordinates corresponding

to the creation of a neutron (PL,R) and an angle ¢ !



o~ S

the maximum possible value of the angle of emission
b

K » for a neutron to intercept the sample is given‘

by

1

K = Tan  (A/(TL = PL + ST)) (A.11)

where ST is the distance betuween the beam stop , and

the surface sample , and A is giveh by
A = RC R%Cos? 2 . g%)?
RCos + 0s ¢ + RS = RY) (R.12)

where RS is the samplé radius . If the value selected
for & satisfies the condition &<«X , a score is
registered and the program proceeds to deterﬁine the
neutron energy . If this condition is not satisfied,
the program registers the trial as a miss and proceeds

to the next history .

The neutron energy £, 1is determined using

the equation




uhere m. is the mass of the target nucleus (H=2)
?

m_ the mass of a neutron

n » M. the mass of the

residual nucleus (He-3) , 0 the Q value of the reaction.

£. is given by EDL .,

d This neutran enerqy

s E, is used
to determine the mean neutron energy using equation

(8.11) .

To determine the neutron energy profile ,
the range of possible neutron energies is divided
into energy intervals and the number of successful

trials for E in sach energy interval provides the

enargy profile for neutrons incident upon the sample,

A schematic representation of the neutron
path lengths in the samplse 1is presented in Fig. A.3 .
If a neutron leaves the disc sample through the flat

surface of a disc , the neutron path length in the

sample 1is independent of ¢ Hence , the neutron path

length in the sample , %, is given by

E>= Ts/Cos & (A.14)

where TS is the thickness of the sample .
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Fig. A.3 : Schematic representation for neutron path

lengths in the sample .

If the nsutron lgaves the disc sample through its

curved surface , % is given by

%= A/sin © (A, 15)

Equations (A,14) and (A.15) are also appli-

cable to the fissile desposit backing and fissile

deposit , by inserting the value for TB (thickness

of backing) of TF(thickness of fissile deposit)

respectively .

Finally , the elements intercepted by the

incident neutron are determined from a knowledge of

the point at which the neutron leaves the sample and

y are considered

; 1
fission chamber . FfouT elements on



OIFX = Differential cross-section

BEAMD - Beam Diameter-

TL - Neutron Source Length (window to beam stop)

SAMPT = Sample Thickness

SAMPR - Radius of sample .

ST = Neutron Source to sample distance

T8 - Thickness of fissile deposit backing

SIGTS ~ Total macroscopic cross-section for the sample

SIGTB = Total macroscopic cross-section for the fissile
deposit backing material

SIGTF - Total macroscopic cross-section for the fissile

~depgsit

Data Card No; - Data | ' R Format
Statement No;
1 TB ‘ 16 :

2 £D ' 20

3 | sigTs,sicTs ] 30

4 SIGTF 35

514 | DIFX | 40

The differential neutron production cross-

(] N
vals
section data is averaged OVEr 5° inter .
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Listing of NPROFILE

The programe is written in FORTRAN

MASTER NPROFILE
DIMENSION DIFX(36),L(30),ENP(30)

READ(l,lO)BEAMD,TL,SAMPT,SAMPR,ST
FORMAT(5F6.3)

READ(1,16)TB
FORMAT (F6.4)
READ(1,20)ED
FORMAT (F6.3)
READ(1,30)SIGTS,SIGTB
FORMAT (2F6.3)
READ(1.35)SIGTF
FORMAT (F11.9)
READ(1,40)DIFX
FORMAT (4F6.2)
TF=0.0000052

ELW=(13.44/ED)% (ALOG(ED/56.0)+5.1)¥0.02739

EDF=ED-ELW

ELG=(0.48/EDG) w(ALOG(EDG/2.0)+4.7)%0.01613

PO=2.0+5.97286%(3.26893/EDG+0.33214

RO=2.()&(l.O+5.972863(3.26893/EDG+O.33214))iaO.S ‘

ENMX=EDG¥0.12545% (PO+RO)
SSTTI=0.0

DO 50 I=1,36

F=I
TTT=(3.1415927/36.0)%(F-0.5)
STTI=(SIN(TTI))%DIFX(I)
SSTTI=SSTTI+STTI
CONTINUE

ENMX=IFIX(ENMX 100.0+0.5)
ENMX=ENMX/100.0

N1=0

N2=0
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55

= <B/U <

N3=0
N4=0

NB=0

NF=0

LOST=0

SF1=0.0

SF2=0.0

SF3=0.0

SF4=0.0

SFF=0.0

SFB=0.0

SWEN=0.0

SETA=0.0

DO 55 I=1,30

L(I)=0

CONTINUE

W1=SAMPT 0.25

W2=SAMPT 0.5

W3=SAMPT 0.75

W4=S AMPT

WB=SAMPT+TB

DO 160 N=1,6000

DETERMINE POSITION AT WHICH NEUTRON IS PRODUCED
ALONG LENGTH OF TARGET
RN=GOSCAF(Y)

PL=TLX RN

DETERMINE POSITION R,ALONG BEAM RADIUS
RN=GO5CAF (Y)

RB=BEAMD/2.0

R=RB%RN

DETERMINE DIRECTION OF EMMISSION, PHI
ALONG BEAM CONE

RN=GOSCAF (Y)
PHI=(1.0+RN)%3.1415927
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60

DETERMINE MAX IMUM ANGLE, ALFA, AT WHT
NEUTRONS INTERCEpPT THE SAMPLE
A=R%COS(PHI)+(Rtt2i(COS(
ALFA=ATAN(A/(CTL—PL+ST)
DE

CH

PHI))(v2+SAMPRx&2-Rr%2)ltO.5

TERMINE ANGLE OF EMMISION TT,WEIGHTED
BY THE DIFFERENTIAL

RN=GO5CAF (v)

YTTI=0.0

I=0

I=I+1

F=1I

TTI=(3.1415927/36.0)%(F-0.5)

IF(TTI.GT.ALFA)GO TO 150
PTTI=((SIN(TTI))«DIFX(I))/SSTTT

YTTI=YTTI+PTTI

IF(RN.GT.YTTI)GO TO 60

RN=GO5CAF (Y)

TT=(F-RN)w(3.1415927/36.0)

COMPUTE NEUTRON ENERGY

EDL=EDG-ELGwPL

V1=2.0 (COS(TT))%¥2+5.97286%(3.26893/EDL+0.33214)
V2=2.0 COS(TT)w((COS(TT))ax2+5.97286 (3.26893/EDL+

CROSS-SECTION AND SOLID ANGLE

1 0.33124))x%0.5

EN=EDL¥0.12545(V1+V2)
H=(ENMX-EN)/0.02
I=IFIX(H+0.5)
IF(I.LT.1)I=1
L{(I)=L(I)+1

THIS SECTION OF THE PROGRAM CORRECTS FOR THE IRRADIATION

GEOMETRY

DETERMINE THE NUMBER OF SUCCESFULL TRIALS IN EACH .
TLEMENT AND THE CORRESPONDING MONTE CARLO AVERAGED
ATTENUATION FACTORS
D=A/TAN(TT)—(ST+TL—PL)
IF(D.LT.WB)GO TO 70



70

71
72

ETA=SAMPT/COs (TT)
ETAF=TF/C0S (T7)
ETAB=TB/COS (TT)
WEN=ETAAEN
SWEN=SWEN+WEN
SETA=SETA+ETA
N1=N1+1

NZ2=N2+1

N3=N3+1

N4=N4+1

NB=NB+1

NF=NF+1

Y=(SIGTS ETA)/4.0
F1=EXP(~Y)

F2=F1

F3=F1

F4=F1
FF=EXP(~-SIGTFXETAF)
FB=EXP(-ETAB¥SIGBT)
SF1=SF1+F1
SF2=SF2+F2
SF3=SF3+F3
SF4=SF4+F4
SFB=SFB+FB
SFF=SFF+FF

GO TO 160
IF(D.LT.W4)GO TO 71
ETA=SAMPT/COS (TT)
GO TO 72

ETA=D/COS (TT)
WEN=ETA EN
SWEN=SWEN+WNEN
SETA=SETA+ETA
B=W1/COS (TT)
IF(D.GT.W4)GO TO 75
IF(D.GT.W3)GO TO 80

SNV L



75

80

30

IF(D.GT.W2)Go To 90
IF(D.GT.W1)GO To 100
GO TO 110

NB=NB+1
ETAB=(D-W4)/COS (TT)
FB=EXP(~SIGTB#ETAR)
SFB=SFB+FB

GO TO 115

N4=N4+1
ETA4=(D-W3)/C0OS (TT)
F4=EXP(-SIGTS%ETA4)
SF4=SF4+F4

GO TO 120

N3=N3+1
ETA3=(D-W2)/C0s(TT)
F3=EXP(-SIGTS#*ETA3)
SF3=SF3+F3

GO TO 130

100

110

115

130

N2=N2+1
ETA2=(D-W1l)/COS(TT)
F2=EXP(-SIGTS¥ETA2)
GO TO 140

N1=N1+1
F1=EXP(-SIGTS¥ETA)
SF1=8F1+1

GO TO 160

N4=N4+1
F4=EXP(-SIGTS¥B)
SF4=SF4+F4

N3=N3+1
F3=EXP(-SIGTS¥B)
SF3=SF3+F3

N2=N2+1
F2=EXP(-SIGTS%B)
SF2=SF2+F2



140 N1=N1l+1
F1=EXP(-SIGTS%R)
SF1=SF1+F1
GO TO 160
150 LOST=LOST+1
160 CONTINUE
XN1=N1
XN2=N2
NX3=N3
XN4=N4
XNB=NB
XNF=NF
AF1=SF1/XN1
AF2=8F2/XN2
AF3=8F3/XN3
AF4=SF4/xXN4
AFB=SFB/XNB
AVEN=SWEN/SETA
WRITER(2,170)
170 FORMAT (1H,2X, 1HN,4X,4HLOST, 5X, 2HN1,5X, 2HN2, 5X, 2HN3,
15X, 2HN4, 5X, 2HN, B, 5X, 2HNF) °
WRITE(2,180)N,LOST,N1,N2,N3,N4,NB, NF
180 FORMAT(1H,15,717//)
WRITE(2,190)AVEN
190 FORMAT(1H,13HMEAN ENERGY= ,F5.3,1X,3HMEV/)
WRITE(2,200)
200 FORMAT(1H,5H AFl,SX,3HAF2,5x,3HAF3,5x,3HAF4,5x,3HAFF,
15X, 3HAFB)
WRITE (2,210)AFl,AF2,AF3,AF4, AFF, AFB
210 FORMAT(6f'.4///)
WRITE(2,200)
220 FORMAT (1H,15HNEUTRON PROFILE//)
DO 250 I=1,30
F=1
ENP(I)=(ENMx+0.010
WRITE (2,230)ENP(I),L(T)

)-(F 0.02)




230 FORMAT(iH,F7.3,16)
250 CONTINUE

STOP

END




PROGRAM 3

PROGRAM PEAKFIT
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Listing of PEAKFIT
The program PEAKFIT is uwritten in BASIC

2O INPUT LMo

10 REMARHE FROGRAM ,*FA}’ IT
40 PRINT. SHOW. MANY_DATA FOINTS.“

S0 INFUT N

6”;UIMﬁX(Ni;Y(NfzﬁﬁﬁiiﬁLNﬁfnx&}%:%ﬁfa;?jff1f:: =

70 A=0

_ B0 RB=O . e R e e

Q0 D=0 . . o
95 R=0 R
100 D=0 e

10 FOR_I=1i TO_N STEF-1_

120 FRINT PCHANMNEL NO, 77

130 INPUT-X(D) TR RS TR T

140 FRINT "COUNTS 77

150 INPUT Y(I). . = -

160 NEXT I o o

14D OFEN L1yd.. T T R I e T e e e
.-163 EMO1 - R
. 17:1 FHF I1=2 Tn N 1 SEEP 1 ,,,,,,,,,,

e

L’) () M I + l s '.'"7,,'_—""',_— e e T T T - —dm—’_i’_"""_,‘f’_'"" —__T—"T"_’.——

P 2(:)(:) }L - \j - R S . o T I T e e

210 H(I) OB L) A

220 cm>=f1/wkx+1/w~r¢w—~~- o
230 DD =1/0 e

2 5[:) B FH ( I ) *D (r 1 ) - _b—’:.“— "'_'—_———.—T:::—_j.‘_—_—wuit';f{;_':‘TZAi:",'.'fn;.-'_f: Tl

l

'EéO'C~u+X<I>*H:}u4Ur},

270 D=l+x (] )*xclnxofu-______,-w_ e T TEETET T

Cog0t R=R+Q DT
200 NEXT. T [

- o R e AP ,V " ~ LT
A06- E={ R*¥0- A*Bfﬁ*m%g«@*ék—“~—*~—*———~'“_

310 F=(BxD-axC)/1 (RxD-A% :\\ o e e e T T T T
. Y - —__—‘_’__—____,____.—————‘-—'——'——’———__
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APPENDIX 4

Program GAMMA



The position of nuclei in the sample ars

defined by the position co-ordinates (R,T) in the

disc sample (see Fig, A,4).

vertical plane

"

: 1

; :

RS ;
st o 4
; é =] =) ~

€ Yl .

-

Fig . A.4 : Disc geaometry applicable to the determination

of gamma-ray path lengths in the sample .

1« Co=ordinate T

The Co-ordinate'T in the sample 1is sglected

at random such that

A16
T = TS x RN ( )

' t i S
uhere TS is the sample thickness 1in centimetre




The sample radi i 1y i i
US 1s divided into NR squally

spaced intervals , such that

)

N

Ry = B (- (8.17)

Each value of R, corresponds to an area ZTTR.(R/NR)
l ]

Hence , the probability P

R increases with R, , where:
i S
i
p TN emww e Y am e o an o . A018
.. v (4. 18)
Ri
i=1

Thus the unit interval (0,1) in probability space can

be divided by N

R intervals corresponding to yp , such
i
that
"R, for i=1
YR, = (A.19)
i
Y + P , for 2 £1 £ Ng
Ri-1 Ry

If the selected random number RN satisfies the ineqguality

Yo < RN £ Yo, then

i-1 i

(A.20)
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All nuclei are assumed to emit gamma-rays
isotropically . The direction of emission is defined
by the angular co-ordinates © and ¢, where Bis the
angls bstueen the direction of the emittad gamma=-ray
and the dirsection perpendicular to the flat surface
of the disc . The angle & is the inclination of this
plane relative to the vertical plane . The angles &
and <¢ are determined using the methods described in
Section 3 of Appendix 2 , but with the differential

cross-section term in equation A.6 set to 1 since the

emission is isotropic .

o

The gamma=-ray path lengths in the sample

can be defined from the geometry shown in Fig. A.S.

T :
&
RS A\
MeTS
R
[ _
e— TS —
ths in the
Fig. A.S5 : Possible gamma=Tay path leng

sample .



aAs shown by Fig. a.s, the \(-ray path lerigth in the

sample can be representeg as

(TS-T)/Cos &, for &« &,

i) ") A/sin @, _for 9’l<e—ﬁgl
T/Cos( ), for ® >8,

where A 1s defined by equation (A.12)
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program

Gl, G2, G3, etc. are the linear absorption cross-sections

for gamma-rays 1 , 2,3 etc.

6. Input Data

The program requires as input the linear absorption
cross-sections Gl , G2 , G3 , etc. The radius of the
disc sample , RS , and its thickness , TS, are set to

the required values in the program .



Listing of GamMma

The program is written in FORTRAN

MASTER GAMMA
CALCULATICN OF GAMMA-RAY MULTIPLE SCATTERING CORRECTION
BY THE MONTE CARLO METHOD ~
10 FORMAT (FlO—6,FlO—6,FlO—6,FlO—6,FlO—6,FlO—6)
15 FORMAT (lX,FlO-6,FlO-6,FlO—6,FlO-6,FlO-6,FlO-6)

READ(1,10)G1,G2,G3,G4,G5,G6

RS=1.0

T5=0.2

SUMB1=0.0

SUMB2=0.0

SUMB3=0.0

SUMB4=0.0

SUMB5=0.0

SUMB6=0.0

SUMRI=0.0

DO 20 I=1,20

F=1

RI=(RS/20.0) % (F-0.5)

SUMRI=SUMRI+RI
20 CONTINUE

SUMTTI=0.0
F=T

TT1=(3.1415927/20.0) % (F-0,5)
SUMTTI=SUMTTI+SIN(TTI)
60 CONTINUE
D0=130 N+1,3000
RN=GOSCAF(Y)
I=0
YRI=0.0
40 I=I+1
F=1I
RI=(RS/20.0) g (F-0.5)



PRI=RI/SUMRI
YRI=YRI+PRI
IF(RN.GT.YRI)GO TO 40
R=(F.I) &% (RS/20.0)
DETERMINE POSITION COORDINATE T
RN=GO5 CAF(Y)
T=TS ¥ RN
DETERMINE SCATTERING ANGLE TT
IN=GO05 CAF(Y)
YTTI=0.0
I=0
70 I=I+1
F=I
TTI=(3.1415927/20.0) % (F-0.5)
PTTI=SIN(TTI)/SUMTTI
YTTI=YTTI+2TT
IF(RN.GT.YTTI)GO TO 70
TT=(F-RN) % (3.1415927/36.0)
DETERMINE SCATTERING ANGLE PHI
RN=GO5 CAF (Y)
CHI=(1.0+RN) % 3.1415927
IF (PHI.GT.3.1415927)PHI=3.1415927
A=R %COS (PHI) + ((Ree2.0)% (COS (PHI))ee2.0+RSwe2.0-
1R 2.0)%0.5
IF (TT.LT.ATAN(A/(TS-T)))GO TO 100
IF (TT.LT.(3.1415927-ATAN(A/T)))GO TO 110
GO TO 120
100 PLENTH+ (TS-T)/COS(TT)
GO TO 125
110 PLENTH=A/SIN(TT)
GO TO 125
120 PLENTH=-T/COS(TT)
125 B1=EXP(-Gl PLENTH)
B2=EXP(-G2 PLENTH)
B3=EXP(-G3 PLENTH)



B4=EXP(-G4 ¥PLENTH)
BS=EXP (-GS «PLENTH)
B6=EXP(-G6x PLENTH)
SUMB1=SUMB1+B1
SUMB2=SUMB2+82
SUMB3=SUMB3+B3
SUMB4=SUMB4+B4
SUMB5=SUMB5+B5
SUMB6 =S UMB6+B6
130 CONTINUE
N=F
SC461=SUMBLl/F
SC462=SUMB2/F
SC47=SUMB3/F
SC481=3SUMB4/F
SC482=SUMB5/F
SC483=SUMB6/F
WRITEZ (2,15) SC461,5C462,5C47,5C481,5C482,5C483
STOP
END



APPENDIX 5

program NS CAT




APPENDIX 5

T e S tmm o - S

The Monte Carlo methods applieq in NSCAT ar
oj¢ e
similar to those described in Appendix 4 and are also

described by Smith et al /124/,

TS - Total_macroscopic cross-section for sample

sTB - " ! " " fissile
deposit backing

SES - Macroscopic elastic scattering cross-section

for sample
SEB - Macroscopic elastic scattering cross-section
for fissile deposit backing
STF - Total macroscovpic cross-section for fissile L
deposit
235

SF - Macroscovic fission.cross-section for U deposit.

Other symbols are as depicted in Appendices 2 and ¢ .

Dat Format
a Card Data
Number Statement NO.
20
1 STS,STB,SFS,SEB
21
2 STF
22
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Listing of NSCAT

The program is written in FORTRAN .,
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