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Field-ion Image Formation 
RICHARD G. FORBES 
Department of Metallurgy, University of Cambridge 

  

  

It is suggested in this article that the 
basic physical reason why the field-ion 
microscope works may be different from 
that hitherto assumed.       

FrELD-IoN microscopy is the only established technique capable 
of resolving single atoms; as such, it is finding increasing 
application to the problems ot metallurgy and surface 
science, The establishment of a secure understanding of 
how and why the technique works concerns all who wish to 
use the data that the technique provides. The aim of this 
article is to direct the theory of image formation, at present 
somewhat unsatisfactory, towards a new and firmer basis. 

The strength of an image spot on the microscope screen 
depends on the current in the corresponding incident ion beam. 
which is generated in a small region of space above the corres- 
ponding surface site on the specimen?-*, The oumber of ions 
(J) generated per unit time above any particular surface site is 
given by*~? 

JaG VP, a 

where P{ is a rate constant called here the characteristic 
electron transition rate, G” is a characteristic gas concentration. 
and V is an effective volume, ail these parameters being charac- 
teristic of the region of space and surface site in question. The 
product GV may be interpreted as the probability of finding 
(the nucleus of) an unionized gas atom in this region of space. 
J is the “site current”. 

Consider two surface sites, A and B. The ratio of the corres- 
ponding site currents is given by 

Ialdn= (GIGS (Val Vo) . (Poal P. 

Upto now, quasiciassical theories of field-ion imaging®-"* have, 
in effect, assumed that the dominant factor in this expression 
would be the ratio (P;4/P;s). Calculations’? have seemed 
to show that, if the electric field is 1% higher over site A, then 
P,, would be about 30°, higher than P-». 

But variations, as between sites, might also occur in the 
characteristic gas concentration. If it is assumed that most of 
the imaging gas atoms trapped near the specimen surface are 
completely accommodated to the specimen (at temperature 7), 
and that this accommodated population is distributed in 
accordance with the Maxwell-Boitzmann law, then it can be 
shown that* 

GYUG3=expl(daFs) . (1/kT) . (25F1Fo)] Q) 

where Fo is the average of characteristic field strengths above 
sites A and B (with that above A being the greater), and 5F is 
the difference, k is Boltzmann's constant and a is the gas atom 

  

(2) 

polarizability. 
This ratio of gas concentrations is clearly a function of tem- 

perature. In the case of helium in a field of 45 V nm", it is 
found that a 1% difference in characteristic field, as between 
sites, leads to the following ratio values 

near 80 K, Gi/G3 =1.2 
near 20K, Gi/Gy =2.4 (4) 
near 5K, Gi/G, =40 

These figures should be compared with the value 1.3 quoted 
earlier for the ratio of characteristic electron transition rates. 
If this value (1.3) is correct, and if a complete Maxwell-Boltz- 
mann equilibrium at the specimen temperature exists. then 
near 5 K the gas concentration differences must be the dominant 
influence on image appearance. They wouid still be the more 
important influence near 20 K, and still a significant influence 
near 80 K. 

Thus, at the imaging temperatures now often used in field-ion 
microscopy, bright image spots may be bright, not because 
ionization of individual gas atoms takes place more quickly 
over protruding substrate atoms, but essentially because above 
these sites there is a greater probability of finding an imaging 
gas atom in the right place to be ionized. The argument could 
also apply as between the regions of space above imaged and 
unimaged sites. It constitutes an essentially new explanation 
of why the field-ion microscope images the regions of high fieid 
above a specimen surface, 

The figures aiso imply that changing the imaging temperature 
should change the relative strengths of image spots. In fact. 
a striking characteristic on comparison of near-80 K and 
near-5 K images of exactly the same tungsten endform is that, 
within any smail region of the image. lowering the temperature 
makes the bright spots become reiatively brighter and the dim 
spots become relatively dimmer or vanish completely'?. This 
experimental evidence cannot be explained on the basis of the 
traditional explanation of image appearance, based on electron 
transition rate, because there is no significant temperature 
dependence in the ratio P,,/ Ps (ref. 5). 

The generai idea that the behaviour of the imaging gas 
might affect the appearance of an image at best image voltage 
is not in itself new. It has been implicitly assumed by many, 
and explicitly mentioned (in various contexts) by some (refs 
6-9, 13-15, and unpublished work of F. W. Roilgen and H. B. 
Beckey). Nor am I the first to know about temperature 
dependent changes in relative spot strengths'’. The ongin- 
ality lies in the much greater significance attached here to these 
matters, and in the manner of theoretical approach, particu- 
larly the assumption of smail scale distribution effects. 

There are various complications. For example, it is not 
certain that most of the trapped population of gas atoms are 
almost compieteiy accommodated to the specimen temperature, 
though the temperature dependence of the image spot size* 
tends to suggest they are. More important, if it is assumed that 
near 5 K the appearance of the image predominantly depends 
on the distribution of imaging gas, then voltage dependent 
changes‘? in image appearance must be interpreted as showing 
that, at voltages in the normal imaging range, a Maxwell— 
Boltzmann equilibrium does not exist across the whole of the 
observed part of the specimen surface, but only across small 
areas of it*. 

It is reasonable that the imaging gas should distribute itself 
in this way, but it is not yet clear what the precise mechanism 
is. The most likely supposition is that, at applied voltages in 

 



the normal imaging range: (1) The general brightness of an 
area of the image is determined by the supply of gas to that 
area (that is, by the number of atoms per unit time that finish 
or would tend to finish accommodation within that area), this 
supply being determined by the processes that occur during 
accommodation. (2) The distribution of brightness within an 
area of the image is largely determined by the processes that 
occur after (or near the end of) accommodation, these processes 
tending to set up a local Maxwell-Boltzmann equilibrium. 
Within an area of the image the considerations about image 
formation outlined earlier would be expected to apply. 

This explanation is to be regarded as a provisional working 
rule. If it were generally applicable, there would be far reaching 
consequences for field-ion imaging theory. For example, the 
rule would imply: (1) That the field-ion microscope does not, 
in any direct sense, image broken bonds or “protruding atomic 
orbitals’, and hence that regional variations of brightness 
do not result directly from regional variations in the orientation 
of “protruding orbitals”, as has been suggested by Knor and 
Muller!!, (2) That it is most unlikely that observation of field- 
ion images will ever give useful information about the topology 
of Fermi surfaces, as was suggested by Fonash and Schrenk'®. 
(3) That regional brightness differences might well be a conse- 
quence of differences, as between different crystallographic 
regions of the same specimen, in the average depth of the gas 
atom potential and/or in the average accommodation coeffi- 
cient. (Further, differences in these parameters, as between 
different materials, might bea contributory cause of the 
observed! differences in characteristic brightness pattern.) 

The working rule is clearly an unproven hypothesis at 
Present. But, equally cieariy, the experimental and theoretical 
evidence described earlier is sufficient to destroy all confidence 
in the general validity of the usual (electron transition rate) 
explanation of image appearance. The theoretical prob- 
Jems of a full investigation are massive and fundamentai; they 
will be discussed in depth elsewhere, but there seems little 
Prospect that detailed quantitative theories will become 
available in the near future. I hope that oulining these ideas 
now will, however, stimulate further discussion and experiment. 
Received November 25, 1970; revised March 29, 1971. 

* Muller, E. W., and Tsong, T. T., Field-ion Microscopy: Principles 
and Applications (American Elsevier Publishing Co., Inc., 
New York, 1969). 

Hren, J. (edit), ‘Surface Sel. (Spec. Issue on. Field-ion, Field 
Emission Microscopy and Related Topics), 23, 1-258 (1970). 

Inghram, M. G., and Gomer, R., J. Chem. Phys., 22, 1279 (1954). 
Tsong, T. T., and Muller, E.'W., J. Chem. Phys.. 41, 3279 (1964). 
Forbes, R. G., thesis, Cambridge Univ. (1970), 
Gomer, R., in Field Emission and Field Jonization (Harvard 

University Press, 1961). 
Holscher, A. A., thesis, Leiden Univ. (1967). 

* Muller, E. W., Adv. Electr. Electron Po 13, 18 (1960). 
* Southon, M. j., Cambridge Univ. (1963). 

'© Tsong, T. T., Surface Sci., 10, 303 (i368). 
‘t Knor, Z., and Muller, E. W., Surface Sci, 10. 21 (1968), 
'2 Forbes, R.G., and Southon, M. J., in Thirteenth Field Emission 

Symp. (Cornell University, 1966). 
‘3 Whitmell, D. S.. thesis, Cambridge Univ. (1965). 
‘* Van Eekelen, H. A. M.. Surface Sci., 21, 21 (1970). 
‘s Muller, Ew. i ee Phys., 27, 474 (1956). 
‘© Fonash, S. J., and Schrenk, G. L., Phys. Rey., 180, 649 (1969). 

  Printed ie Great Briain by Flarepath Primers Limued, Wailing Sweet, Colney Street, St Albans, Hers.



(Reprinted from Nature Physical Science, Vol. 239, No. 88, pp. 15-16, 
September 4, 1972) 

Comments on “Field-Ion 
Image Formation” 
1 HAVE several remarks concerning the article on field-ion image 
formation by Forbes’. Forbes says his article directs “the 

theory of image formation, at present somewhat unsatisfactory, 

towards a new and firmer basis”. There does not, however, 
appear to be any evidence for this statement. Only the tem- 
perature-dependent changes of image brightness were briefly 
discussed, yet the author said at the end of his article that “the 
experimental and theoretical evidence described earlier is 
sufficient to destroy all the confidence in the general validity 
of the usual explanation of image appearance by electron 
transition rate”. 

It seems unnecessary to quote further from the literature to 

show that the general idea of this article is not new and original 
and does not represent a firmer basis for field-ion theory; 
there is enough evidence for this statement in the article itself. 

In ref. 2, for example, all the problems treated qualitatively by 

Forbes (the temperature dependence of the total ion current 
and of the current from individual spots, the concentration 
of the particles at the tip surface and the extent to which 

accommodation precedes ionization) are really thoroughly 

discussed. 
The author states that “bright image spots may be bright 

not because ionization of individual gas atoms takes place 
more quickly over protruding substrate atoms, but essentially 

because above these sites there is a greater probability of finding 

an imaging gas atom in the right place to be ionized”. Unfor- 

tunately Forbes does not present any explanation (based on 

his supply-function approach) for this higher probability. It 
would be interesting to know his reasoning, because it has



already been proposed*-* that the mechanism of field-ioniza- 
tion proceeds via the formation of a “transition complex” 
between a gas atom (ion) and a surface atom; in other 

words the probability of finding an inert gas atom above the 

surface atom just before the ionization was expected to be 
higher. 

These errors in Forbes’s statements aside, I think it necessary 
for him to justify his approach by explaining other effects 
found in field ion microscopes: for example, regional bright- 
ness of f.c.c. crystals, alternating visibility of rows of identical 
atoms on h.c.p. crystals, the hydrogen promotion effect, gas 
promoted field desorption, the contrast reduction of the 
regional brightness in the presence of a chemisorbed layer and 
the formation of ionic complexes between an inert gas atom 
(ion) and a metal atom (as observed recently by the atom- 
probe-hole technique). None of these effects is discussed by 
Forbes, in spite of the fact that these approaches which he 
rejected without any arguments are able to rationalize all?-* 
or at least some® of them, 

Finally, it was a complete misunderstanding to classify ref. 3 
as a paper dealing witha “classical” explanation of field-ion 
images. The opposite is, in fact, the case, because the classical 
explanation was criticized there. 

In conclusion, nobody doubts the important role of gas 
supply and energy accommodation in the field-ionization 
Process. In any surface interaction (like reflexion of atoms on 
the surface and chemisorption) the first step is always the 
exchange of energy. If it is not possible, however, to explain 

all the observed effects in terms of energy accommodation and 
the gas supply; further steps have to be studied qualitatively 
(for example, the localized orbitals approximation?*) and 
quantitatively (for example, the band approach’). The 
introduction of a new theory in physics or chemistry usually 
leads to the better understanding of several experimentally 
observed effects, thus proving its usefulness; it is therefore 
inappropriate to speak only of “far reaching consequences”. 

Z. KNor 
Institute of Physical Chemistry, 
Czechoslovak Academy of Sciences, 
Prague 

Received October 21, 1971; revised May 24, 1972. 
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Reply 
A MARKED temperature dependence in relative spot strength 
suffices to destroy confidence that electron-transition-rate 
variations are always the dominant influence on image contrast, 
because no attempted transition-rate calculation contains any 
significantly temperature-dependent parameter!:. 

Originality and status were discussed before’. There is, for 
example, no previous proposal of my “provisional working 
tule”'-? that near best image voltage the regional contrast may 
be primarily determined by supply-and-capture effects, but 
local contrast by a tendency for local gas equilibria to be 
established. Van Eekelen® gives no results about temperature 
dependence in image contrast,-+and clearly states that he 
excludes “active” distribution effects. Knor* is mistaken here, 
perhaps also in his uncited references. 

The origin of the differences in probability G"V is that 
when imaging-gas atoms bounce on a rough surface during 
cooling’ the resulting randomization causes distribution 
effects, which will be influenced by the details of the potential 
structure. Investigation suggests the working rule, which fits 
the observations*. Chen and Seidman’s recent work®, when 
coupled with Van Eekelen’s? on the degree of accommodation 
at ionization, now suggests that the local’ gas distribution may 
deviate considerably from thermodynamic equilibrium (a thing 
less certain earlier':?); a temperature-dependent trend similar 
to the equilibrium one is still to be expected, though’. I 
continue to think that local gas concentration variations will 
be significant, certainly in some temperature and field 
ranges, particularly if standard assumptions about the 
nature of electron-transition-rate variations across the surface 
are not fully justified?, Additional comment appears else- 
where’. 

Other theories have their difficulties too. _Knor and Miiller® 
assume that “ionization proceeds preferentially in those 
regions where the fully occupied orbitals of the image gas atom 
can overlap with those exposed and only partially-occupied 
orbitals of the surface metal atom”. But I know of no clear 
demonstration that overlap is greater above geometrically 
protruding surface atoms, if the gas atom is at the critical 
distance. 

Other points arise from Knor’s third paragraph*. First, he 
designates the initial part of ref. 1 as a “supply-function 
approach”. In fact this part examined gas concentration 
variations. A careful distinction should be drawn: a simple 
gas-supply approach would probably not explain local contrast 
effects?. 

Second, he confuses the questions of ionization mechanism 

3



(“how does ionization occur”) and imaging mechanism (“how 
much ionization occurs where, and why”). The idea of 
transition-complex formation preceding ionization is first 
recognizably stated'® some months after my note’, but even if 
complex formation occurred the question of imaging mechan- 

ism would still arise. Would transition complexes be formed 
more often above the most protruding specimen surface atoms? 
Why? 

Third, he interprets transition-complex formation as implying 
that “the probability of finding an inert gas atom above the 
surface atom just before ionization was expected to be higher”. 
This seems a detail of complex formation, or trivial. My 
probabilities G” V relate to the average probability, over a long 
period of time, of finding an unionized gas atom (or, rather, 
its nucleus) in a particular ionization zone. This is an average 
over both the large majority of atom transits through the zone 
without ionization, and the small minority interrupted by 
ionization. 

The comment* about non-‘classicality” is itself a mis- 
understanding. A “quasi-classical” theory applies wave- 
mechanics to electron behaviour but not to nuclear motion. 
Ref. 8 seems quasi-classical. 

I last deal with general points Knor raises. While the field- 
ion imaging mechanism is‘not known, there may be several 
rational relationships between observed effects and surface 
geometry and chemistry. Thus he and I may-agree that hydro- 
gen promotion effects are probably due to charge transfer; 
but he may explain them in terms of the effect of changes in 
orbital orientation and occupancy on (presumably) electron 
transition rate*, whereas I might rationalize in terms of the 
effect of charge distribution changes on the field distribution 
and hence on the gas behaviour. Similarly, alternative ration- 
alizations might be given for the alternating visibility of rows 
on h.c.p. crystals, or for the effect on contrast of an adsorbed 

Jayer'!, Because the alternative rationalizations are related 

via more basic surface geometrical and chemical considerations, 

advancing one or other of them will not in general provide 
decisive arguments about why the microscope works. In my 

earlier communication! I concentrated on a potentially decisive 
observation. 

In principle, I disagree with Knor's* final point; the modern 
philosophy of science recognizes that a new theory built around 
failure points of an older one may not initially be more powerful 

than the older one!?. But actually the gas behaviour approach 
probably meets his criterion of greater usefulness, for it can 
rationalize’? the imaging features that the electron-transition- 
rate approach can, and also the temperature and voltage 
dependent changes in helium-ion images of tungsten that the 

4



latter apparently cannot?:’. Further, the recent results of 
Schmidt et a/.'* concerning “hopping bright spots”, and the 
“dim ring phenomenon” observed by Schubert (private 
communication) and by Boyes et a/.5, are consistent with the 
first part of the working rule but not with simple transition-rate 
arguments. 

R. G. Forses* 
University of Cambridge, 

Department of Metallurgy and Materials Science, 
Pembroke Street, Cambridge 

Received July 7, 1972. 
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ON WHY THE FIELD-ION MICROSCOPE WORKS 

Richard G. Forbes 

University of Cambridge, Department of Metallurgy, Cambridge, England. 

The brightness of an image spot on a field-ion microscope screen is determ- 
ed by the current (J) in the corresponding incident ion beam. J is given by: 

Tus Oey SPE (1) 

  

where P" is a rate-constant, V is a volume, and G" is a gas concentration, all 

these parameters being characteristic of the region of space above the imaged 
site in question. Gas concentration is here used in the sense of probability 
per unit volume. 

Until recently, it has in effect been assumed thet a field-ion micrograph is 
a map of those places on the specimen surface where the rate-constant for ion- 
ization (often treated as an electron tunnelling rate) is relatively high. 
However, it has recently been suggested (Forbes 1970) that the imaged sites may 
in fact be those above which the gas concentration is particularly high; this 
is certainly thought to be the situation for imaging temperatures near 5°K. 
The origins] basis for this suggestion was: (a) experimental, in that temper- 
ature-dependent changes in image appearance occur but the rate-constant PY is 
not significantly temperature dependent; (b) theoretical, in that preliminary 
calculations suggested (for example) that a one-percent difference in field, as 
between two imaged sites, would lead to a 30% difference in the rate-constant 
but to a 40-fold difference (near 5°K) in the gas concentration (- if the gas 
is taken to be in thermodynamic equilibrium with the specimen). 

Reinforcement for the suggestion came when closer theoretical investigations 
disclosed faults in the rate-constant calculations: it was impossible to prove, 
even, that the rate-constant is higher above the imaged sites. Decisive calcu- 
lations are not yet possible, but, clearly, if it were confirmed that Pl is 
lower above the imaged sites, then the existence of field-ion images would in 
itself show that gas-concentration differences are the cause of images. 

Information about the nature of the imaging-gas distribution comes from 

analysing the dependence of image appearance on the voltage applied to the 
specimen, If the imaging gas is taken to be in thermodynamic equilibrium with 
the specimen, then it may be shown (Forbes 1970) that the ratio (cx/ex) of the 
gas concentrations above two surface sites A and B is given by: 

ay/ox = exp [ (tore) . (a/cr) . (267/F,) ] (2) 
where F, is the average of characteristic field strengths above the sites (with 
thet above A being’the greater), and 6F is the difference;, k is Boltzmann's 
constant; and a is the gas-atom polarizability. The (}aF>) factor predicts 
that, for a given pair of image spots, the ratio of their strengths should 
increase as the average field strength increases, i.e. that local contrast in 
the image should get sharper as the voltage applied is increased. 

On the other hand, it can be shown (Forbes, to be published) that, if vari- 
ations in the rate-constant were responsible for image appearance, then local 
contrast in the image would be expected to become less sharp. An experimental 
test of imaging mechanism thus appears possible. 

Fig. (1) shows a set of micrographs taken, at @ specimen temperature near 
5°K, with the applied voltage gradually increasing from the point of image 
detection (near 8kV) to a point just below the near-80°K best image voltage 
(about 15kV). Through the lower part of the range (fig. 1a to 1d) the image 
contrast gets markedly sharper, both locally and on an inter-regional scale. 
This seems to show decisively that, with helium, near 5°K, at low fields, the 
gaes-concentration mechanism of image formation operates.
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However, with further increase in voltage (from fig. 1d onwards) the trend of 

the change in image appearance is reversed. Closer analysis of this and other 
evidence (Forbes 19705 strongly suggests that the reversal results, not from a 
change from a gas-concentration to a rate-constant regime, but from breakdown 
of the assumption that the gas is in thermodynamic equilibrium with the speci- 
men. More careful enquiry into the statistics of the histories of individual 
gas atoms then suggests the following. 

As a result of the polarization forces that have drawn them towards the 
specimen's tip, imaging-gas atoms have an energy equivalent to at least several 
hundred degrees Kelvin when they first hit the tip. The typical gas-atom his- 
tory can then be divided into two further stages: an accommodation stage, 
during which the gas cools down towards the tip temperature; end @ diffusion 
stage, during which the accommodated atoms move about on the tip surface. Dis- 
tribution processes occur during both stages. However, the accommodation stage 
is completed sufficiently quickly for there to be no chance during it for a 
Maxwell-Boltemann concentration equilibrium, at the specimen temperature, to be 
set up across the whole tip surface. Such a distribution can be set up only if 
the lifetime of an atom in the diffusion stage is long enough for it to travel 
long distances across the tip surface. 

  

Statistically, as the duration of the history increases, the concentrations 
gradually change fron near-uniformity to the values characteristic of the end- 
point thermodynamic equilibrium. At low fields, it seems, the mean gas-atoz 
lifetime at the tip is long enough for the endpoint nearly to be reached: 
hence the observed voltage-dependent changes reflect chenges in the endpoint 
gas concentrations. 

However, at higher fields ionization occurs before the endpoint is reached: 
so, although the endpoint gas-concentration differences continue to become 
larger, the observed image changes now reflect the fact thet, with increase in 
the applied field, ionization occurs increasingly early in the gas-atom history. 
The effective gas concentrations are now determined by the details of the gas- 
distribution processes that occur during the accommodation stage, and by the 
actual lifetime length. 

‘This enalysis is a simplified summary of a more careful investigation 
(Porbes 1970), which is itself only a beginning towards solving a very complex 

problem. However, it seems justified to formulate e provisional working rule 
about the brightness distribution in a normal-imaging-range image: 

"Image appearance is largely determined by the statistics of the behaviour 
of the imaging-gas atoms. The general brightness of an area of the image is 
determined by the supply of gas to that area (i.e. by the number of atoms per 

unit time that finish or would tend to finish accommodation within that area), 
this supply being determined by the processes that occur during accommodation. 
The distribution of intensity within an area of the image is largely determined 
by the gas-distribution processes that occur after (or near the end of) accommo- 

dation, these processes tending to set up a local Maxwell-Boltzmenn equilibrium! 

Now, although the argument has been based on experiments with helium-ion 
images of tungsten, there is nothing special ebout the argument itself that 
limits its applicability. Far-reaching consequences could follow for imaging 

theory if (as seems likely) the working rule is essentially correct and gener- 

ally applicable. For example, the characteristic brightness patterns observed 

for different materials (see Miller and Tsong 1969) would certainly not be a 

direct consequence of regional variations in the orientation of "protruding 

atomic orbitals", as suggested by Knor and Miller (1968). Regional brightness 

differences, both as between different facets of the same specimen and as 

between images of different materials, might well be consequences of regional 

differences in the (average) depth of the gas-atom binding potential, and/or in 

accommodation coefficients. It would also be implied that observations of 

field-ion images are most unlikely to ever give useful information about the 
topology of fermi surfaces.
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If, as seems probable, gas-concentration variations are shown to be the 
dominant influence on image formation at most temperatures now normally used 
for microscopy, then the basic relationship between surface structure and image 
appearance may be stated as follows: 

"Image spots correspond to those parts of the specimen surface above which 
the greatest probability exists of finding imaging-gas atoms in the right place 
and state to be ionized. These are the relatively high field parts of the 
surface. With an element, each protruding locality on the surface is imaged; 

h locality the most protruding surface nucleus will be imaged, and other 
ruding nuclei may be imaged."    

The gas-concentration mechanism does provide a reason why the 
microscope should image surface nuclei in virtue of the high fields above then 
(a thing not unequivocably proved up till now, and, indeed, recently challenged 
- see Sharma et al. 1970). However, there is not necessarily a monotonic 
relationship between field strength and image spot strength. Sc, although one 
might expect Moore's (1962) model to give a good general impression of image 
appearance, there is a good theoretical reason why there should not be exact 
correlation between model prediction and image appearance. 

field-ion 

    

   

Other aspects and implications are to be found elsewhere (Forbes 1970, and 
to be published). Many theoretical problems remain. However, it does seem 
justifiable to claim, firstly, that the evidence available is sufficient to 
destroy all confidence in the general validity of the traditional electron- 
transition-rate explanation of image formation; secondly, that considerable 
progress has been made towards establishing imaging theory on a new and firmer 
basis. This in turn should make the interpretation of images more secure, and 
make for a greater confidence in the data the technique can validly supply. 

Forbes R G 1970 Ph.D. Thesis, Cambridge University 

Knor Z and Miller EW 1968 Surface Sci. 10 21. 

Moore AJ W 1962 J. Phys. Chem. Solids 23 907. 

Miller EW and Tsong TT 1969 Field Ion Microscopy (New York: Elsevier). 

Sharma S P, Fonash S J and Schrenk G L 1970 Surface Sci. 23 30.
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A theory of field-ion imaging: 

I. A quasi-classical site-current formula 

by Ricuarp G. Forses, Department of Metallurgy and Materials Science, 

University of Cambridge 

SUMMARY 
A quasi-classical formulation of field-ion imaging theory is defined and 

discussed. Concepts and terminology are defined, and a formula is established for 
the ion current generated above a single surface site. 

INTRODUCTION 

The ficld-ion microscope is an instrument that is able to image individual 
atoms. Within the last few years technological developments have allowed this 
type of microscopy to be applied to a variety of topics in metallurgy and in surface 
science (Miiller & Tsong, 1969; Hren, 1970). Currently, attempts are being made 
to extend the technique into the biological area (e.g. Machlin, 1971). 

The microscope’s mode of operation is as yet incompletely understood. 
Physical arguments about imaging mechanism follow later; this paper deals with 

prior logical tasks. It defines concepts and terminology, thereby circumventing 
any problems due to imprecision in the existing literature. And it formally 
derives a basic quasi-classical formula for the ion current generated above a 
specimen surface atom. The contents may be seen as a redefinition and extension 
of basic ideas put forward long ago by Gomer (e.g. 1961), Miiller (e.g. 1960) and 
others, in order that they may clearly be applicable to surface models that take 
into account details of surface structure. 

SOME BASIC DEFINITIONS 

General 
The spots on a field-ion microscope screen are each formed by a beam of ionized 

imaging gas atoms, each beam having originated in a small region of space (the 
ionization zone) above a particular surface site (Tsong & Miiller, 1964). The sire 
current is the number of ions generated in the ionization zone per unit time. 
Ionization zones can be defined above every specimen surface atom, but we see 
only those which produce relatively high site currents. 

Electron behaviour 
Suppose that an imaging-gas atom could be held stationary. Field ionization of 

such an atom would be a random process, governed by the usual exponential 

decay law. In imaging-mode field ionization, the electron makes a transition into a 
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state of equal energy in the specimen. The symbol P, is defined to denote the rate 

constant appropriate to circumstances where all the energetically accessible final 

states are unoccupied before the transition, and is here called the electron transition 

rate. It may be calculated in three ways: from a barrier penetration coefficient 

(Miiller & Bahadur, 1956; Gomer, 1961; Southon, 1963, 1968; Alferieff & Duke, 

1967); from the time-dependent Schrédinger equation (Jason, 1967); or by 

application of Fermi’s ‘Golden Rule’ or some variant thereof (Boudreaux & 

Cutler, 1966a; Holscher, 1967; Forbes, unpublished work; Tsong, 1968). The 

three methods are not entirely equivalent. 

In circumstances where the final states are fully or partially occupied (with 

occupation probability /) the rate constant is not P, but Q,, where: 

Q. = (1 - f)Pe q) 

Q, is termed the electron transfer rate. For a metal specimen, f may be taken as 

the Fermi function. f is equal to 4 for all positions of the gas atom nucleus such 

that the ‘energy’ (or electrochemical potential) of the transiting electron is equal 

to the Fermi level of the metal electrons. The surface containing all such nuclear 

positions is termed the critical surface. Geometrically, the critical surface would 

seem to be a smoothly corrugated (‘egg-box shaped’) surface roughly parallel to 

the specimen surface. 
Near the Fermi level the Fermi function is a sensitive function of energy. The 

energy level of the gas atom electron is a sensitive function of the position of the 

gas atom nucleus. Consequently, O, may in practice be taken equal to zero for 

nuclear positions inside the critical surface, and equal to P, for positions out- 

side it. A quasi-classical theory thus assumes that no ionization occurs inside 

the critical surface: this is the three-dimensional analogue of Miiller’s (e.g. 1960) 

statement that no ionization occurs inside the critical distance. The idea was 

originally introduced, in order to explain field-ion energy-analysis measurements, 

by Inghram & Gomer (1954, 1955). 

Gas behaviour 
In a macroscopic region of space the rate of ion generation depends both on the 

rate constant for ionization and on the number (N) of unionized gas atoms pres- 

ent, the latter being determinable from the average gas concentration (G) by the 

trivial formula; N = Go. G is a space average taken over the volume (v) of the 

region. With a very small region of space, an ion can be said to be generated in the 

small volume dv if the atomic nucleus is within dv at the instant of ionization, and 

the corresponding formula is: 
dN = Gd. (2) 

dN is the probability (the average probability taken over a long period of time) of 

finding the nucleus of an unionized atom in dv. G is the probability distribution 

function for the imaging gas, but may also be called the effective gas concentration. 

G, as defined mathematically in (2), can vary sharply over small distances. 

Characteristic points and values 

The parameters P, and G vary with position in space, and so does the electric 

field strength, F. In particular, they all vary with position in the critical surface. 

One may hypothesize that in the critical surface above a surface site there exists 

some point where the field strength F is greater than at any other nearby point 

in the critical surface. This point where F has a constrained maximum 1s termed 

the characteristic point for the surface site in question. For any particular surface 
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site, the characteristic value of any space-varying parameter is its value taken at 
the characteristic point. Characteristic values will be denoted by adding a double- 
prime (") to the parameter in question: thus, P,” denotes the characteristic 
electron transition rate. 

Figure 1 illustrates these definitions. In Fig. la, S is a protruding surface 
nucleus, and C is a portion of the critical surface. L is a line that lies in the critical 
surface and passes through the characteristic point R” corresponding to surface 
nucleus S. Figure 1b shows schematically the variation in field strength with 
position in line L: the field strength has a maximum (of value F”) at the character- 
istic point R”. 

(b) 

    
! \ 

| 
| 
i 
\ i 

  

"2" Distance Gong 
line 

Fig. 1. (a) A portion of the critical surface above a protruding surface 
nucleus (S) of the specimen. (b) To illustrate how the characteristic point 
R’ is defined, The field strength has a constrained maximum (of value 
F’) at the characteristic point, 

The defining of characteristic points is necessary because, in establishing 
equation (4) below, one must think three-dimensionally about the origin of ion 
current. A gas atom with its nucleus at a characteristic point would in a one- 
dimensional model (Miiller, 1960) be said to be ‘at the critical distance’. 

In certain circumstances, or for some sites, the above definition of characteristic 
point may fail (Forbes, 1970). But it is still possible to characterize ion-current 
generation above any particular site by certain parameter values. 

DERIVATION OF FORMULAE 
A general expression is now derived for the current, J, from a single surface 

site, 
The number (df) of ions generated per unit time in a small region of space, of 

volume dz, is given by: 

df = Gdv . Q, 3) 
—where G is the effective gas concentration, and Q, the electron transfer rate, 
for this region. (The r-h.s. of (3) is the product of the rate constant for ionization 
and the probability of finding a gas atom with its nucleus in the region.) 

The site current 7 is obtained by integrating (3) over the whole region of space 
above the relevant surface site. However, Q, may be taken equal to zero inside 
the critical surface and equal to P, outside, so the integration reduces to one taken 
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over an appropriate region of space, ¢, outside the critical surface. Further, under 

normal conditions of imaging, most of this ionization occurs in the near vicinity of 
the relevant characteristic point; so it is convenient to write the result of integra- 
tion in the form: 

  

' GP.dv = G’VP," (4) 
where G" is the relevant characteristic gas concentration, P,” is the relevant 
characteristic electron transition rate, and V is an effective volume. 

The quantity V comes out of the mathematics, being related to the rate of fall- 
off of (GP.) with distance from the characteristic point. However, it is convenient 
to think of V as the volume of a Muller-type ionization zone, with (G’V) the 
probability of finding a neutral gas-atom nucleus within the zone, and P,” a transi- 
tion rate that is constant throughout the zone. The equivalent one-dimensional 
model has been widely employed (e.g. Southon, 1963). 

A field-ion micrograph shows only the relative values of spot strengths. The 
most relevant quantity in a discussion of imaging mechanism is the ratio of site 
currents. For two sites A and B this ratio (f4/7,) may be written: 

(Falfs) = (Ga"/Ga") - (ValVa) . (Pea”/Pen’)- 6) 
Expression (4) may be termed the quasi-classical site-current formula, and (5) the 
quasi-classical ratio formula, The description ‘quasi-classical’ implies that wave- 
mechanics has not been applied to the motion of the gas-atom nucleus: corre- 
sponding approximations in other branches of physics and chemistry are similarly 
named, 

DISCUSSION 
Formulz similar in form to equation (4) have previously been used by Gomer 

(1961) and by Holscher (1967), in discussion of total ion current behaviour. 
The symbols that appear in (4) are, however, rather more closely defined, partly 
in order to show the sense in discussing local electron transition rate and gas 
concentration variations. 

Two basic physical assumptions made deserve recording. Implicit in the defin- 
ing of characteristic points is the assumption that the field strength at any point 
is constant in time. In effect, we are disregarding the zero-point motion of the 
surface nuclei and statistical fluctuations in the state of the surface, and are taking 
the field distribution to be that derived from some specific or time-averaged 
surface charge distribution. The present treatment also assumes that the type of 
field ionization under discussion obeys locally first-order kinetics, in the sense that 
the local rate of reaction (i.e, ion generation) depends on the probability of finding 
a single body in an appropriate place. 

It also deserves stressing that the quantity P.” is defined within the context of a 
quasi-classical approach. Fully wave-mechanical treatments are also possible, and 
in these there appears a rate constant P* (Forbes, 1970) that has in effect been 
estimated by Gomer & Swanson (1963), by Boudreaux & Cutler (1966), and by 
Schrenck and co-workers (Sharma, Fonash & Shrenck, 1970). However, the 
quantities P,” and P* are intrinsically different, being defined within the contexts 
of different world-views, and there is no substantive physical relationship 
between them. P,” is also different in kind from the rate constant &, that appears 
in an alternative formulation (Gomer, 1961, p. 78) which treats field ionization 
as an activated process. 

The present treatment is guasi-classical. It is a simple, first-level, approach. It 
is direct, in the sense that ionization is not regarded as activated. And it is a space 
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formulation, in the sense that equation (4) involves an integral over space, and not 
the integrals along gas-atom trajectories that appear in one of Gomer’s (1961) 

treatments. These characteristics distinguish the present ‘QI-DS’ formulation 
from the many others possible. 

To some extent this work is a formal redefinition of ideas implicit in earlier 
treatments of imaging. But past literature and discussions have not always been 
consistent in their use of terminology. For example, P.” and its reciprocal have 
been given a variety of names, and the name ‘ionization probability’ has been. 
applied to P,", P*, k, J, and to various kinds of true probabilities; and on 
occasion the distinctions between the different kinds of rate constant have not 
been realized, and the difference between a rate constant and a true probability 
blurred. Careful formulation and naming have perhaps not been necessary in the 
past, but continuing theoretical development now seems to advise it, in order to 
make the analysis of differences between different imaging models easier, and the 
understanding of theoretical arguments less time-consuming for non-specialists. 
This paper has offered some suggestions. 
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A theory of field-ion imaging: 
II. On the origin of site-current variations* 

by RicHarp G. Forses, Department of Metallurgy and Materials Science, 
University of Cambridge 

SUMMARY 
Experimental evidence demonstrates the incompleteness of the usual rate 

constant explanation of field-ion image appearance, and suggests that gas distribu- 
tion effects may be the dominant influence on image contrast, certainly in some 
circumstances. Further evidence shows that gas concentration variations across 
the surface would not be given by any simple formal rule. However, significant 
features of image behaviour in the helium-on-tungsten system can be rationalized 
by closer examination of gas behaviour during and after accommodation. For 
the normal imaging range a provisional working rule is suggested, that regional 
contrast may be primarily determined by supply-and-capture effects, but local 
contrast by a tendency for local gas equilibria to be established. 

INTRODUCTION 
This paper contains physical arguments about the nature of the field-ion 

imaging mechanism. It advances the idea that both the general appearance and 
the details of a field-ion image may be significantly influenced, and sometimes 
dominated, by the way in which the imaging gas distributes itself across the 
specimen surface. The general idea that gas behaviour might affect image 
appearance is not in itself new (see, for example: Miiller, 1956; Gomer, 1961; 
Southon, 1963; Whitmell, 1965; Holscher, 1967; Miiller & Tsong, 1969; Van 
Eekelen, 1790; Rollgen & Beckey, 1971; Chen & Seidman, 1971a, 1971b). But the 
suggestion of possible dominance is a new one, and so are aspects of the approach 
adopted. The procedure is to identify what seem the most significant features of 
the helium-ion imaging of tungsten, and to develop, via several stages of argument, 
a sufficiently general empirical explanation. 

One motive behind the work is the author’s belief that the helium-on-tungsten 
system is the ‘Bohr atom’ of field-ion theory; that its proper understanding is a 
key to further theoretical progress; and that if we do not understand this system 
then we cannot rightly claim to know why the field-ion microscope works. 

THE TEMPERATURE DEPENDENCE OF IMAGE APPEARANCE 
It was shown in the preceding paper that the site-current ratio for two sites A 

and B is given by: 

FalFa = (Ga"/Gu") « (ValVa) « (Pea”| Pen”) qd) 
where the symbols have the meanings defined previously. 

* Based on a paper presented at the Royal Microscopical Society Conference, ‘Mi 
in September 1970. 

0-70" 
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In the past, quasi-classical theories of field-ion imaging have in effect taken 
(P.4"/P.3") as the most important factor in equation (1), assuming that protruding 
specimen atoms are imaged because individual gas atoms get ionized more 
quickly above these sites. With helium this has seemed justified by calculations 
(Miller & Bahadur, 1956; Southon, 1963) and ion-current measurements 

(Southon & Brandon, 1963) that have been taken to show that a 1% increase in 
field across the surface leads to a 1% increase in P,. 

However, the traditional standpoint is challenged by the experimental evidence 
illustrated in Figs. 1 and 2. Lowering the specimen temperature causes changes, 
not only in spot size, but also in relative spot strengths: within many individual 
small areas of the image the strong spots have become stronger and the weak 
spots have become weaker or have vanished altogether. The effect is more obvious 
on the microscope screen than it is on the micrographs. 

There are many attempted calculations of electron transition rate; but tempera- 

ture neither appears explicitly nor significantly affects the parameters that do 
appear. Therefore, because the reality is that temperature change produces 
contrast change, the usual imaging explanation is certainly incomplete. 

The term (V/V) in equation (1) should not normally vary significantly with 
temperature. This leaves only the gas concentration term (G,"/G,") to explain 
the illustrated changes. 

The accepted explanation of the spot-size decrease (Miiller, 1956) is that 
lowering the specimen temperature reduces the mean lateral speed of the imaging- 
gas atoms. This implies a strong link between gas temperature at ionization and 
specimen temperature. Incoming gas atoms hit the specimen with appreciable 
Kinetic energies (Miiller, 1956). The many collisions that occur during cooling 
(Miiller, 1960) will tend to randomize the motion, and hence rend to produce a 
Kinetic equilibrium (see for example, Jeans, 1940; also Holscher, 1967). Let us 
therefore take the hypothesis that the gas atom population subject to ionization 
be in thermodynamic equilibrium with the specimen (at temperature 7) and, 
temporarily deferring questions of validity, examine the consequences. 

Spatial variations in gas-atom potential (U) would give rise to variations in 
local gas concentration (G), according to the Boltzmann rule: 

G « exp (— U/kT). (2) 

For points in or near the critical surface, the dominant term in the full expression 
for U is expected to be the ‘polarization term’ (—4«F*), where « is the gas-atom 
polarizability and F is the electric field strength at the position of the gas atom 
nucleus (Forbes, 1970). Whence: 

Ga"/Gp" = exp [(aFo*) . (1/AT) . (25F/Fo)] @) 
where F, is the mean of characteristic field strengths (F,", F;”) above sites A and 
B, and 6F is the difference: 6F = F,” — F,”. 

It perhaps deserves stressing that F,” and F,," are characteristic field strengths 
as defined in the preceding paper (i.e. values taken at characteristic points); also 

  

Fig. 1. Helium-ion images of a tungsten endform, taken near best image 
voltage and at temperatures (a) near 80°K and (b) near 5°K. (The 
micrographs in this paper were taken on a large glass field-ion micro- 
scope of the conventional double-dewar configuration (Forbes, 1970). 
‘The temperature was changed by pouring liquid nitrogen into the inner 

dewar as the last of some liquid helium boiled away.) 
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Fig. 2. Enlargements of central sections of (a) Fig. 1a and (b) of Fig. 1b. 

that the mode of derivation of equation (3) automatically takes cognizance of 
effects due to inhomogeneities in the metal’s surface charge distribution, including 
the types recently discussed by Forbes (1970) and by Tsong & Miiller (1970). 
(The Fy in my work is a different quantity from the F, in Tsong and Miiller’s.) 

Substituting into equation (3) numerical values appropriate to helium (Cite = 
0:0002 nm*, F, = 45 V/nm), and assuming a 1°, difference in characteristic 
field, leads to the following ratio values: 

Near 80°K Ga"|Gp" = 1-2 
20°K = 24 (4) 
5°K = 40. 

If one makes the additional, not unreasonable, assumption that the character- 
istic field strength is higher for the more protruding specimen surface atoms, it is 
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evident from (3) and (4) that our hypothesis is sufficient to explain local tempera- 
ture dependent changes in relative spot strength. 

The converse does not hold, of course. For a gas concentration explanation to 
work qualitatively, it is only necessary to assume that the general supply of gas 
to the tip should partition itself preferentially to the high-field localities, and that 
lowering the specimen temperature should cause increasingly strong partitioning 
to these localities. The figures in table (4) represent an upper limit which the 
actual gas concentration ratios cannot exceed: the ratios may in reality be much 
less, though the same general sort of temperature-dependent trend should exist. 

Nonetheless, when compared with the figure of 1:3 quoted earlier for the 
corresponding transition rate ratio, table (4) suggests an important possibility: 
that, at sufficiently low temperatures, the variations in gas concentration may be 
the dominant influence on image contrast: that sometimes bright image spots may 
be bright, mot because individual gas atoms get ionized more quickly above 
protruding specimen atoms, but essentially because above such sites there is a 
Sreater probability of finding an imaging-gas atom in the right place to be ionized. 

When applied as between the regions of space above imaged and unimaged sites, 
the idea amounts to a possible new explanation of why the field-ion microscope 
images the high-field regions above a specimen surface. 

The fact of local temperature-dependent change tends to suggest that this is 
the imaging mechanism near 5°K. More generally, one might expect the new 
explanation to be applicable at low specimen temperatures. At high temperatures, 
however, the gas concentration variations tend to become negligible and the 
electron transition-rate explanation should become correct. In between, there 
might be supposed to exist a ‘balance temperature’ at which (P.4" P.3") would 
equal (G,"/G,"). Its value is of vital interest. But fundamental difficulties arise 
when one tries to determine it. These problems have been outlined elsewhere 
(Forbes, 1970); the main points are as follows: 

(1) Because of the nature of the potential variation near a charged surface, a 1°, 
difference in characteristic field between different surface sites does not necessarily 
lead to the same variation in characteristic electron transition rate as would a 1% 
increase in the characteristic field at any particular site. 

(2) Consequently, Southon & Brandon’s (1963) ion-current measurements 
do nor directly support any theoretical work concerned with the calculation of 
(PPS. 

(3) In fact it seems impossible at present to prove theoretically that calculated 
characteristic electron transition rates would be higher over the more protruding 
sites. (Definitive calculations are not feasible, but preliminary arguments suggest 
that the result could go in the wrong direction, and in this case the traditional 
explanation of contrast formation would not work at all. The gist of the matter is 
that the Hartree potential well surrounding a more protruding nucleus might be 
broader and deeper than at less protruding sites, and in consequence the distance 
between surface nucleus and the characteristic point might be greater, the degree 
of overlap between gas-atom orbitals and unoccupied surface-atom orbitals less, 
and hence the electron transition rate less.) 

(4) Further, it is logically invalid to suppose that isolated observation of a 
normal field-ion image can in itself prove that the rate constant (or any other) 
explanation would work in the right direction. 

(5) The uncertainty over the behaviour of P,” notwithstanding, there are some 
grounds for believing that the balance temperature would not lie in the range 
0°-60°K if gas thermodynamic equilibrium were assumed. (The argument is 
based on the Southon & Brandon ion-current measurements, but is not direct.) 
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A separate kind of difficulty arises if the gas distribution deviates significantly 
from a Maxwell-Boltzmann distribution. The work of Van Eekelen (1970) on 
the degree of accommodation at ionization, and that of Chen & Seidman (1971a) 
on the temperature dependence of image spot size, indicates that the effective 
temperature of the imaging gas (as determined by its velocity distribution) is 
probably above the temperature of the specimen for field ranges near and above 
the normal imaging range (though approximations used in their models may coun- 
sel caution in accepting their numerical results as quantitatively precise). Thermo- 
dynamic equilibrium would certainly not then exist. Revised gas concentration 
ratios might be obtained by substituting the effective gas temperature into 
equation (3); but it is far from obvious that such a procedure would be approxi- 
mately correct. 

In this situation few firm theoretical conclusions are possible. For a normal 
imaging range helium-on-tungsten image it seems that gas distribution effects 
will almost certainly be the dominant influence on image contrast near 5°K, and 
may perhaps be significant or dominant at much higher temperatures. Detailed 
quantitative investigation is urgently required, but it seems likely to be messy and 
time-consuming. 

THE VOLTAGE DEPENDENCE OF IMAGE APPEARANCE NEAR 5°K 
Voltage-dependent effects provide further empirical evidence about imaging 

mechanism. Theoretical predictions, initially based on the thermodynamic 
equilibrium hypothesis, are compared with observations first presented some years 
ago (Forbes & Southon, 1966). 

Theoretical predictions 

The gas concentration mechanism. In equation (3), the }aFp? factor predicts that, 
for a given pair of image spots, the ratio of their strengths should increase as the 
average field strength increases. So, if thermodynamic equilibrium exists and the 
gas concentration variations are the dominant influence, contrast in the image 
should get sharper as the voltage applied to the specimen is increased. 

The electron transition-rate mechanism. Southon’s (1963) calculations, replotted 
in Fig. 3, suggest that increase in applied field leads to fall-off in the rate of 
increase of characteristic electron transition rates. Figure 4 shows plots for two 
separate sites, the horizontal axis representing either the mean field F, or the 
applied field. A set interval on the vertical axis represents a set ratio of character- 
istic electron transition rates. Clearly, the higher the field, the lower will be this 
ratio. So, if transition rate variations are the dominant influence, image contrast 
should get /ess sharp as applied voltage increases. 

Observations and discussion 
Figure (5) shows a sequence of micrographs taken at a specimen temperature 

calculated to be less than 4-3°K, with the applied voltage gradually increasing 
from the point at which an image is just visible (near 8 kV) to a point just below 
the near-80°K best voltage (at about 15 kV). The micrographs were taken early 
in the experimental work and their quality leaves something to be desired, but 
they suffice to illustrate effects observed on the microscope screen and described 
below. 

For discussion, the sequence is split: Figure 5 (a-d) is the ‘low field range’; 
Fig. 5 (e-h) the ‘intermediate field range’. The ‘high field range’, above best 
image voltage, is not discussed here. 
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Fig. 3. Logarithmic plot of electron transition rate versus applied field. 
(Re-plotted from Southon, 1963, Fig. 31.) 
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Fig. 4, To show the variation of electron transition-rate ratios with 
applied field strength (see text). 
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Low fields. At the lowest voltage (Fig. 5a) the image is generally blurred. With 
gradual increase in voltage, resolution improves, bright spots get relatively 
brighter and dim spots relatively dimmer, the amount of image visible shrinks, 
and the bright regions become very bright indeed (a dramatic effect at 10-6 kV. 
not well reproduced on the micrograph). (The {111} brightness peak at very low 

    

ig. 5. (a~d). Voltage sequence taken at a specimen temperature near 
5°K. (The black spots visible in Figs. 5a to 5c are due to phosphor dam- 
age on the microscope screen, and the curved misty streaks on some 
micrographs are due to secondary effects, These are extraneous effects 
and can be disregarded here.) (a) 8:0 kV, (b) 8°5 kV, (c) 9:0 kV, (d) 
10-0 kV. 

temperatures has been noted before, by Miiller ez al., 1965.) Locally and region- 
ally, the voltage increase leads to sharper contrast. So we can decisively deduce 
that, with helium, at specimen temperatures near 5°K, at low fields, the gas 
concentration mechanism operates. The gas concentration variations tend to 
being those characteristic of a thermodynamic equilibrium (but of course, this 
does not imply that the endpoint equilibrium situation has in fact been reached). 

In an attempt at completeness, a large number of alternative hypotheses have 
been examined (unpublished work), involving such things as imaging artifacts, 
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deficiencies in transition rate theory or surface potential theory, scattering, 
charge exchange, the effects of an adsorbed layer, the co-existence of several 

ionization mechanisms, two-electron processes, nuclear exchange at the instant of 
ionization, and gas-phase ionization. In no case could a simple well-established 
alternative explanation be given for the contrast sharpening just described. 

Intermediate fields. Further voltage increase causes a trend reversal: through 
Fig. 5 (e-h) the amount of image visible increases, and the normal imaging 
range type of contrast is approached. The reversal shows that even if something 

approaching thermodynamic equilibrium exists at low fields it does not at inter- 
mediate and higher fields—a conclusion that bears some relation (but not a 
closely-defined relation) to Gomer’s (1961) distinguishing of different total ion 
current regimes. 

The ‘hot general equilibrium’ mechanisms. At first sight, there might seem a 
simple empirical explanation of the intermediate-field trend, based on the 
premise that a Maxwell-Boltzmann concentration equilibrium exist across the 
whole tip surface but that an effective gas temperature (7) be above the specimen 
temperature and vary with the applied field. In this field range T, might increase 

  
Fig. 5. (e-h). Voltage sequence taken at a specimen temperature near 
5°K. (€) 10-6 kV, (£) 12:7 kV, (g) 13°8 kV, (h) 14-5 kV. 
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so rapidly that (4<Fy?/kT,) decreased as Fy increased. Alternatively, if (i) T, 
were so high that the gas concentration differences be very small, and if (ii) 
characteristic electron transition rates are in fact higher over the more protruding 
atoms, then the observed trend could be explained in terms of electron transition 
rate changes, as in the section on ‘Theoretical predictions’. The two 
mechanisms correspond to reduction of gas concentration differences and 
electron transition rate differences, respectively, The operation of one or both 
would make the amount of image visible increase with voltage increase. 

But experimental spot-strength comparisons as between different image regions 
disclose instances where lowering the specimen temperature causes a reversal in 
relative spot strengths: this shows decisively that ‘hot general equilibria’ do not 
exist across the whole tip surface at both specimen temperatures. Irrespective of 
reservations as to whether the concept is theoretically justifiable, assuming a 
“hot general equilibrium’ is not empirically sufficient. 

The more general inference, from the whole body of evidence, is that gas 
distribution effects do significantly influence image contrast in a normal imaging 
Tange, certainly at very low temperatures, but that the gas concentration variations 
obey no simple formal rule, A closer investigation of the statistics of gas behaviour 
thus becomes inevitable. 

  

IMAGING-GAS BEHAVIOUR 

Qualitative analysis 
Deep statistical analysis would be very. complicated, as is evidenced by Van 

Eekelen’s (1970) investigation of accommodation and ionization in a model that 
assumes spherical symmetry, Reliable and detailed quantitative investigation of 
lateral distribution effects in the real, structured, situation is virtually impossible, 
certainly for the present, partly because of the sheer complexity, but also because 
we lack proper knowledge of the potential in which the gas atoms move, the state 
of the surface, mechanisms of accommodation and ionization, and of the value 
of relevant parameters. Nonetheless, one can see in principle (Forbes, 1970) how 
to extend to the structured situation the primitive accounts of gas behaviour ori- 
ginated long ago by Gomer (1961) and Miiller (e.g. 1960) in their discussions 
of ‘spherical tip’ and similar structureless models. 

If ionization did not occur, the typical gas-atom history could be summarized 
as follows. As a result of the polarization-induced forces that have drawn them 
towards the specimen’s tip, the imaging-gas atoms have an energy equivalent 
to at least several hundred degrees Kelvin when they first hit the tip. The typical 
gas-atom history can then be construed into two further stages: an accommodation 
stage, during which the gas cools down towards the tip temperature; and a 
diffusion stage, during which the accommodated atoms move about on the tip 
surface. Distribution processes occur during both stages. The accommodation 
stage is completed sufficiently quickly for there to be no chance during it for a 
Maxwell-Boltzmann concentration equilibrium at the tip temperature to be set up 
across the whole tip surface: the details of the distribution processes therefore 
depend on the details of the potential structure, and may be quite complex: 
there may be some tendency for Jocal Maxwell-Boltzmann concentration equili- 
bria to be set up across individual small areas of the surface (the individual small 
areas corresponding to ‘land-locked valleys’, or something similar, in the potential 
structure). During the diffusion stage the gas-concentration variations existing 
at the end of the accommodation stage will tend to adjust slowly towards the 
values characteristics of a thermodynamic equilibrium across the whole surface, 
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but, because of the nature of the potential structure, the process of adjustment 
will not necessarily take place uniformly. 

In a first approximation, ionization can be regarded as ‘cutting off’ the gas- 
atom history at a point equivalent to the mean gas-atom residence time at the tip. 

Discussion 
If the above analysis is essentially correct, then all the observations discussed 

may be coherently rationalized. 
The voltage-dependent effects (Fig. 5). At low fields the gas-atom lifetime at the 

up could be long enough for the endpoint thermodynamic equilibrium to be 
nearly reached: hence, the observed changes would reflect changes in the end- 
point gas concentrations. However, at higher fields ionization occurs well before 

the endpoint i is reached: so, although the endpoint gas-concentration differences 
continue to become larger, the observed image changes now reflect the fact that, 
with increases in applied field, ionization occurs increasingly early in the gas- 
atom history. The earlier in the history, the more uniform the imaging-gas 
distribution. 

The local temperature-dependent effects (p. 64). Explanation is possible if, near 
best voltage: (a) the proportion (of the total tip supply) distributed during 
accommodation to an individual small area of surface depends relatively weakly 
on temperature, but (b) the distribution within the area depends relatively 
strongly on temperature, tending (see p. 67) to obey equilibrium considerations 
based on equation (3), (Forbes, 1970, suggests that such behaviour is to be 
expected if nearly-accommodated atoms can move more freely within individual 
areas than between them, and that the potential structure is probably such as to 
make this likely.) 

The brightness reversal noted on p. 72. Reversal of the relative strengths of 
image spots in different image regions can again be explained if the distribution 
as between areas is less temperature sensitive than the distribution within them. 

A specific case is illustrated in Fig. 6, where spots 1 and 2 are in one area of the 
image and 3 and 4 in another, and the arrows represent the effect of lowering the 
temperature. Comparison of the ‘hot’ strengths ‘H’ with the ‘cold’ strengths ‘L’ 
shows the effect. 
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Fig. 6. To illustrate how a temperature-dependent reversal in relative 
spot strengths could occur (see text). 
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The effect of a firmly adsorbed layer 
So far, the possible effects of a strongly adsorbed gas layer have not been 

mentioned. The layer’s presence on the specimen surface but under the critical 
surface is strongly suggested by recent results and arguments (Miiller er al., 
1969; Forbes, 1970; Tsong & Miiller, 1970). The layer will undoubtedly influence 
the behaviour of the more mobile imaging gas atoms bouncing on top, and will 
certainly affect the numerical details of theories of gas behaviour and ionization 
mechanism. But, with pure helium, there seems (unpublished work) to be no 
significant change in the general form and direction of our arguments, for example 
those about the effect of field and temperature on transition-rate and gas-concen- 
tration ratios ; the qualitative statistical analyses should therefore still hold good. 

CONCLUSIONS 
It has been shown that significant contrast features and trends in the helium-ion 

imaging of tungsten are impossible to explain on the traditional rate constant 
basis, but can be rationalized by examining how the imaging gas distributes 
itself prior to ionization, 

For normal imaging-range images the arguments can be simplified into a 
“provisional working rule’: 

“Image appearance is largely determined by the statistics of gas distribution. 
The overall current generated above an area of surface is primarily determined by 
supply-and-capture considerations, that is by the number of atoms per unit time 
that finish or tend to finish accommodation within the area. The distribution of 
Current generation across individual small areas of surface is likely to be signifi- 
cantly affected by the gas distribution processes that occur after or near the end of 
accommodation, these tending to set up local Maxwell-Boltzmana concentration 
equilibria.’ The last sentence must be understood in the context of the remarks in 
the section on the temperature dependence of image appearance. This rule is a 
slightly modified version of the one announced earlier (Forbes, 1971). 

The argument has largely been qualitative and intuitive. These conclusions 
are therefore to be taken, not as a definitive statement, but as an empirically- 
sufficient hypothesis offered for further discussion. Nevertheless, the hypothesis 
seems a significant departure from previous beliefs about the mechanism of 
contrast formation, and if correct could tend both to alter the emphasis of theoret- 
ical field-ion research and to widen the range of possibilities considered by 
those seeking empirical explanations of new imaging effects. Others apart from 
the author may care to join in the potentially messy theoretical problems involved 
in testing its a-priori validity. 
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Field-ion image contrast: the gas distribution 

hypothesis re-examined 
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Abstract. A correction is reported to the gas concentration ratios calculated by Forbes 

some years ago, in connection with the gas distribution explanation of field-ion image 

contrast, and the explanation itself is re-examined in the light of subsequent experimental 

evidence. 

The ratio Ja/Jz of the site-currents from two emitting sites (A and B) on the surface of 

a field-ion emitter is, in a quasiclassical treatment, given by: 

Js|Ja=(Ca"/Cs").(Pea"/Pes’). (Val V3) qd) 

where Cx” is a gas concentration characteristic of site A; Pea” is an electron transition 

rate-constant characteristic of site A; Va is the effective volume of the ionisation zone; 

and similarly for site B. Equation (1) is a restatement, using post-1971 nomenclature, 

of a formula previously derived (Forbes 1971, 1972). 

Some years ago, one of us (Forbes 1971) suggested that gas distribution effects 

might play a much greater part in the explanation of field-ion image contrast than 

had hitherto been thought. To back this suggestion up, a table was presented showing 

the gas concentration ratios that would exist between two emitting sites ifa characteristic- 

field difference of 1% existed between these two sites and the imaging-gas distribution 

at the emitter surface were that characteristic of a local thermodynamic equilibrium. 

These ratio values were based on the formula now written: 

Ca"/Ca" = exp [(ho'Fo®/kT) .(25F/Fo)] Q) 

where a’ is the SI (absolute) polarisability for the gas atom (as defined by Forbes 1977); 

Fo is the average, and 8F the difference, of fields characteristic of sites A and B; k is 

the Boltzmann constant, and T is thermodynamic temperature. 

In the course of a final-year undergraduate project (unpublished) by one of us 

(JD), it has been discovered that the published gas concentration ratios are in error. 

Corrected ratios for helium imaging gas are shown in table 1, together with the ratios 

Table 1. Gas concentration ratios for helium at a best image field of 45 V nm=?, for a 

characteristic-field difference of 1% 

  

  

  

Original values Corrected values 

Near80K 1 At 80K 1-5 
20K 2+ 2K = 5-4 
sk 40 SK 830 

0022-3727/78/0009-9123 $01.00 © 1978 The Institute of Physics L123 
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as originally published. In deriving the corrected figures, the following values have 
been assumed: a’(He)=0-143 meV.(V nm-!)-2. (~2-29 x 10-41 J V-2 m2); Fo=45 
Vam-; 6F/Fp=0-01; T=5K, 20K, 80K. Slightly different temperatures were used 
in deriving the original ratios, but there was also an error by a factor of 2 in calculating 
the exponent. 

In general terms, the effect of this correction is to make the gas distribution hypothesis 
relatively more significant (with respect to the rate-constant hypothesis) than the original 
figures suggested. 

The relative influence of the two factors may be expressed in terms of a ‘balance 
temperature’ Ty at which (C4"/Cp”) equals (Pea"/Pen”). Below this temperature the 
gas distribution effects will certainly be the more important influence if thermodynamic 
equilibrium exists. If, following Forbes (1971, 1972), we interpret Southon’s work 
(1963) as implying that a field difference of 1% would lead, at typical imaging fields 
for helium, to an electron transition rate-constant ratio of at most 1-3, then the corrected 
estimate of Tp is 128K. (The original estimate was 60 K.) If a field difference of Ly 
actually leads to a rate-constant ratio of less than 1-3, which, for example, is possible 
if a reduced local workfunction were associated with a high characteristic field, then 
the balance temperature estimate could be even higher. 

It is now clear experimentally (Chen and Seidman 1971) that during ionisation 
under ‘best image conditions’ the imaging gas is not in thermodynamic equilibrium 
with the emitter. Nevertheless, for adjacent sites within a single confine it is a useful 
approximation to think of the gas as being Jocally in equilibrium, at some effective 
temperature Tes: above that of the emitter. It is Terr that should be substituted into 
equation (2). The term ‘confine’, as used here and in earlier work (Forbes 1970), refers 
to an assemblage of emitting sites within a single relatively-high-field trough in the 
potential structure in which the imaging-gas atoms move. Geometrically, a confine 
may perhaps be a row of atoms, or a small crystal net plane, or a net-plane edge that 
forms a ‘ring’ in the image, or part of such a ring. In this note ‘local contrast’ refers 
to contrast as between emitting sites within a single confine. 

If the mechanisms that determine image spot size were completely understood at a 
quantitative level, then a reasonable estimate of Teir could perhaps be obtained from 
measurements of the temperature dependence of image-spot size. Chen and Seidman 
(1971), assuming the principal mechanism to be variation with temperature in the 
lateral velocity of the gas atom at the instant of ionisation, found Terr to be approximately 
7Te (Te being emitter temperature). Their analysis, however, fails to take account of 
the variation with temperature in the actual emitting area. Because of lack of information 
about the details of the potential in which the imaging gas moves, it is difficult to treat 
this second spot-size mechanism quantitatively; the authors’ guess is that a revised 
analysis of their results might lead to the conclusion that under best image conditions, 
Tet: would be approximately 4 Te. 

On the basis of these figures one would deduce that, for helium imaging, the gas 
distribution effects would be highly likely to be the more significant influence on local 
image contrast under best image conditions at emitter temperatures of near 20 K and 
below, and that it is quite likely that gas distribution effects are the more significant 
influence on local contrast at temperatures above this, up to around 30K or even 
higher. These theoretical inferences seem compatible with experimental image behaviour, 
observed qualitatively. 

Obviously, these deductions are less definite than one would like. But the lack of 
detailed knowledge about the potentials in which gas-atom nuclei and orbital electrons
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move, at a field-ion emitter surface, and the consequent uncertainties in the prediction 
of rate-constant and gas distribution effects, make firmer conclusions impossible at the 
present time. 

Finally, we wish to comment on remarks made by the late Professor Miiller (1976) 
and by Rendulic and Krautz (1975). The ‘provisional working rule’ put forward by 
Forbes (1972) suggested that the total current emitted from a confine would be determined 
by supply and capture mechanisms, but that the distribution of current generation 
within a confine would be strongly influenced by a tendency for a Maxwell-Boltzmann 
distribution to be set up within the confine. It was assumed that under best imaging 
conditions most of the ion current was generated from atoms that had lost sufficient 
energy to become trapped within the confine, and that the distribution arose as a result 
of the random bounces that each individual gas atom makes with the strongly field- 
adsorbed layer of gas atoms covering the emitter surface. Provided that there is a 
randomising influence repeatedly operating in each individual gas atom’s history, 
Liouville’s theorem should ensure that a tendency exists for a Maxwell—Boltzmann 
equilibrium to be established in space close above the emitter surface: it is not necessary 
for inter-gas-atom collisions to occur ‘within the narrow confines of the free space 
above one atomic surface site’. Miiller’s objection (1976, p 106) is not well-founded. 

In their 1975 paper, Rendulic and Krautz assume that most of the ion current is 
generated from atoms in a mobile, field-adsorbed ‘second layer’, that moves on top 
of the strongly-bound, first field-adsorbed layer. There is thus a large measure of agree- 
ment between their view of the state of the imaging gas prior to ionisation and ours. 
The main difference is that we do not assume that complete adsorption (i.e. complete 
accommodation of the imaging gas to the emitter temperature) occurs prior to ionisation. 
It appears to us that, if ionisation came from an adsorbed layer, the effective temperature 
of the ionised gas should be equal to the emitter temperature, which (according to the 
Chen and Seidman experiments) it is not. We have now given more weight to this 
experimental evidence than Forbes (1971) originally did. 
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FIELD-ION IMAGING THEORY: 

ON THE VISIBILITY OF ADSORBATES 

Received 5 August 1971 

In a recent paper!) Lewis and Gomer reported some results of adsorption 

studies in a microscope operated with argon imaging gas. This note comments 

on one aspect of their conclusions, namely the visibility of their adsorbates 

under the argon-ion imaging process, and on adsorbate visibility in general. 

Lewis and Gomer conclude that oxygen and carbon monoxide were not 

visible but that methane may be, and make the general comment that: “The 
situation for what may loosely be called electronegative adsorbates seems 

to be quite different from metallic ones, which image, provided they are not 

field desorbed at the viewing field.’ Though warning that it is not possible 

to explain these phenomena at the present time, they undertake some specu- 

lation, basing discussion on the implicit assumption that field-ion image 

appearance is determined by variations in the rate-constant for ionization. 

They treat field ionization as an electron transition problem, with the rate- 

constant expressible in terms of overlap integrals between electron orbitals. 

However, it has recently been suggested ®-) that variations in gas concen- 

tration may play a more significant role in determining image appearance 

than do variations in rate-constant. The assumption of a gas-concentration 

imaging mechanism here could, it seems, make significant sense out of the 
Lewis and Gomer conclusions. 

With the gas-concentration mechanism the generation of ion current is 

generally highest above those localities on the surface where the local field 

is highest, because the imaging gas tends to partition to those localities be- 

cause the gas-atom potential is deepest there. If the presence of an adsorbate 

led to significant charge re-distribution in the surface, and to corresponding 

field changes above the surface, then this fact in itself could strongly influence 

the visibility of the adsorbate; it would not be necessary to go into detailed 

considerations about the existence, positioning, and width of adsorbate 

electron energy levels, etc., and the effect of these on the electron transition 

rate. The basic prediction is that when the adsorbate is more ¢lectronegative 

than the substrate the consequent re-distribution of charge should lead to 

invisibility of the adsorbate species itself; a relatively electropositive ad- 

sorbate should be visible, and perhaps relatively brightly imaged. (The terms 
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electropositive and electronegative are used loosely, as indicating the direction 

of charge transfer in the absence of any applied field.) 

In practice, however, one would also need to take careful account of 

geometrical factors, and of the combined effect of these and electronegativity 

differences on the field distribution above the surface, and of the whole 

statistical behaviour of the imaging gas in the complicated potential structure 

above the specimen surface. So, although the basic prediction is simple 

enough, the application of it to the interpretation of adsorbate images may be 

far from straightforward. Nevertheless, Lewis and Gomer’s empirical conclu- 

sion about electronegative adsorbate visibility is, on the face of it, in line with 

theoretical expectation based on a gas-concentration imaging mechanism. 

Before discussing methane, it is necessary to note that a physically-adsorbed 

species could also modify the appearance of a field-ion image. Recent 

work?)4+5) strongly suggests that under normal conditions of imaging there 

is a strongly-bound layer of imaging gas on the surface. The absorbed gas 

atoms lie above protruding surface atoms but below the corresponding 

ionization zones. If, in addition to the imaging gas, there is a second physi- 

cally adsorbable gas species present, and this species has higher polarisability 

than the imaging gas, then in effect this second species displaces imaging-gas 

atoms from some or all the strongly-bound sites. Now, the dipole moment 

of the polarised strongly-bound atom will give rise to a short-range field: and 

in the ionization zone above the atom this field will produce a contribution 

to the potential for a mobile imaging-gas atom: and in general this contri- 
bution will be greater when the strongly-bound atom has higher polarisability. 

So, at a given site, replacement of the less polarisable species by the more 
polarisable species will lead to deepening of the potential in the corresponding 

ionization zone: and consequent stronger partitioning of the imaging gas 
to the region of deeper potential would lead to enhancement of the ion gener- 

ation rate there, and to diminishment of the ion generation rate above 

neighbouring sites. This effect provides, for example, a ready explanation of 

the phenomena reported by Schmidt et al. when imaging in a mixture of 

helium and neon, with a low partial pressure of neon®:’); there is no need 

to suppose, as they tentatively do, that the rate-constant for ionization above 

an adsorbed neon atom is increased because of an electron transmission 

resonance, or by some similar mechanism. 

The theoretical arguments above show that visibility of adsorbed methane 

could certainly be understood in principle if the methane were not de- 

composed and were (under the conditions of argon ion imaging) adsorbed 

either by means of some charge-transfer mechanism which resulted in an 

effective positive charge on the methane, or by means of field adsorption. (The 
polarisability of methane is 2.6 A*, as compared with 1.6 A® for argon.)
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In a current report’) Madey and Yates review past work and give new 

results concerning the methane on tungsten system. They conclude that at 

low temperatures (~ 100 K) methane adsorbs to appreciable coverage as an 

undissociated molecular species, certainly on the {100} and {111} faces. They 

also suggest that their measured binding energies are greater than expected 

from London-type dispersion forces alone, and postulate that charge- 

transfer contributions may be present. Further, their work-function studies 

are consistent with the existence of an effective positive charge on the ad- 

sorbed methane. So, although the applied field in the argon-ion imaging 

situation will certainly make some difference to the adsorption behaviour, 

recent results from other techniques provide grounds for supposing that the 

methane might be present undecomposed, and that the adsorption mecha- 

nism might be one of the two noted earlier®). 

Even if decomposition does occur, it seems probable that the more electro- 

positive component of any decomposition products might be visible in the 

field-ion microscope for broadly the same sort of reason as a methane 

molecule might be. So the visibility of methane (or decomposition product) 

tentatively reported by Lewis and Gomer is generally in line with theoretical 

expectation based on a gas-concentration imaging mechanism. 

From the theoretician’s viewpoint, if gas partitioning effects do have the 

general significance in field-ion image formation that I have hypothesised 2»), 

then it is necessary to its ultimate success that the hypothesis be able to 

explain (inter alia) argon-ion images of adsorbates. At a preliminary level of 
discussion the gas concentration mechanism seems an acceptable means of 

interpretation for the adsorbate observations, and at least as good as the rate- 
constant mechanism assumed by Lewis and Gomer. 

Obviously, my remarks on adsorbate visibility in Lewis and Gomer’s 

experiments are (like theirs) speculative and largely concerned with gener- 

alities; indeed, I believe it would be theoretically premature to attempt 

detailed explanations of relatively complex images when no general consensus 
exists as to how ordinary helium-ion images of tungsten are formed. Never- 

theless, the gas-concentration imaging hypothesis does imply principles for 

the imaging of adsorbates, and it seems timely to outline and try to apply 

them: if attempts to image DNA and other biological molecules in the field- 

ion microscope lead to the production of reasonable micrographs, then there 

may develop a pressing need to understand the mechanism of image forma- 

tion above organic molecules and their decomposition products. 

RICHARD G, FORBES 

Department of Metallurgy, University of Cambridge, 

Pembroke Street, Cambridge CB2 30Z, England
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Problems in the theory of field-ion imaging* 
received 21 August 1972 

R G Forbes}, Cambrioge University, England 

Although fieid-ion microscopy is a well-established technique!, there is currently some divergence of opinion about the physical 
origin of image contrast.? However, discussion of this is 
complicated by other problems, about the nature of the imaged 
surface and about the nature of the mechanism of ionization, 
and because there are various ways of formulating imaging 
theory. Much of the original work on field-ion theory was 
done by Gomer* but many others have made contributions‘, 
notably Miller, Southon, Cutler, Forbes, Hoischer, Knor, 
Ralph, Schrenck. Seidman, Tsong, Van Eekelen, and their 
various co-workers. This paper attempts, first, to isolate the 
main points of various theoretical approaches. and thence show 
the relationship between them; and. second, to discuss in 
outline some current theoretical problems. 

General 

The tield-ion microscope is an instrument based on the con- 
tinuous supply of atoms to, and emission of ions from, 2 charged surface. But, empirically, field-ion emission differs 
from other desorption processes in that one can see where the 
emission is coming from, can see which are the most active 
sites. So much effort has gone into examining why there are 
ion-current variations across the surface. 
Answers have been sought at three levels (cf Figure 1). 

First, one attempts to correlate spot position and brightness 
with specimen geometry—which is moderately successful, 
particularly with pure-metal specimens. At a second level, 
explanations of contrast attribute it to variations in surface characteristics such as: protruding orbitals. broken bonds, the 
local work function, the locai charge excess. or the local field. 
At the third level one aiso asks what effect these various 
characteristics have on the parameters that appear in site- 
current formulae. 

There are various permissible sets of parameters, each set 
corresponding to a different formulation of imaging theory. 
Most previous discussions have in effect used quasi-classical 
language; and, in particular. I have used the “QI-DS” formu- 
lation’ 
J=G'V (1) 
where Gis a characteristic gas concentration, P* is a character- 
istic electron transition rate, and Vis an effective volume. 

The basic physical picture behind a quasi-classical formu- 
lation is that most of the ionization occurs in a very small 
region of space. The experimental evidence is: first, it can be 
seen from micrographs that ionization is well confined laterally’: 
second, ion-energy analysis’ shows a narrow main peak (see 
Figure 2), Each ion is taken to have an energy characteristic of 
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the place where it was supposedly created. Hence. because in a 
field of 40-S0 Vinm (4-5 V/A) the observed energy half-width 
corresponds to a distance half-width of about 0.01 nm (0.1 A), 
it is deduced that most of the ionization occurs within a narrow 
layer of space parailel to the tip surface. 

This latter argument is vaguely reminiscient of Bohr’s account 
of the hydrogen atom, in as much as sharp spectral lines were 
taken to mean that eiectrons jumped between orbitals at well- 
defined distances from the nucleus. But, of course, it is now 
held that electrons jump between states that are well-defined 
in energy but spread out over space. 
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A similar change in viewpoint can be made in the field-ion 
situation in respect of the gas-atom nuclei. Ali that Figure 2 
shows is that most of the ionization takes place into states 
lying within a closely-defined energy range. Imaging-mode field 
ionization can be considered as a molecular transition between 
molecular vibrational states defined by applying wave-mechanics 
to the motion of the gas-atom nucleus. The first peopie to 
think of field-ionization like this were Gomer and Swanson, 
who performed a detailed one-dimensional calculation a long 
time ago.‘ This paper generalizes their approach slightly, but 
without going into any of the details. 

  

A chemical formulation of imaging theory 
Formally, space above the specimen surface can be divided 

into cells, perhaps of different sizes, but one for each surface 
site. In each cell the potential for nuclear motion normal to the 
surface will be generally similar to the U* curve in Figure 3, 
if the imaging gas atom is neutral; or similar to the U- curve, 
in the case of a positiveiy-charged ion. (In fact there are a whole 
family of ionic terms, depending on what energy the transferred 
electron has after transfer: U+ can beconsidered asa “standard” 
term, corresponding to the electron ending up at the fermi level.) 
There will also be potential variations across the surface, but 
in the present approximation the laterai potential variation 
within a ceil is negiected. 
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Figure 3, Section through molecular terms (molecular potential distri- Sutions) along a line through a protruding substrate nucieus and the characteristic point above it, The surface is assumed clean. The standard ionic term is the ionic term arising when electron transfer has taken place at the level of the metal fermi energy. The critical surface is the crossing surface in which the neutrai term and the stan- Gard ionic term have common values: U°= U*=U~. U= varies with 
Position in the critical surface. The characteristic point is the point at 
which U* has a local minimum of value U*. 

Suppose that within each cell the Schrédinger equation can 
be solved and a set of nuclear vibrational states defined. And 
further suppose that for each neutrai-atom vibrational state 
one can define an occupation number n, (which is the probability 
Of finding some atom in state ‘), and a rate-constant (P,) for 
transition out of the neutral state / into ionic states. P;, which 
is a molecular transition rate, can perhaps be given by an 
Overlap integral between a molecular wave-function for the 
neutral state and one for the ionic state (or in fact by a sum of 
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terms, taken over all molecular terms to which the neutral 
atom nucleus has reasonable access), 

The product (n,P;) is the contribution to the site-current 
from state oO the total current generated within the ceil is 
given by: 

J=In, 
cal 

Gomer and Swanson have shown that under normal con- 
ditions most of the ionization takes:place out of certain states 
(here called channe/ stares) whose energies lie near the character- 
istic energy at which neutral and standard-ionic terms cross 
(see Figures 3 and 4). This is because: below the characteristic 
energy the nuclei have to tunnel, and the molecular transition 
Tate goes down very rapidly; above the characteristic energy 
both the transition rate and the occupation number fall off 
with increase in energy level, and (particularly when the 
occupation number is essentially determined by a Boltzmann 
exponential) this fall off can be quite rapid. particularly at iow 
temperatures, 

      

(2) 

  

Figure 4. To show the band of channel states. 

If most of the ionization in a cell takes place through channej 
states lying in a closely-derined energy range, the site current 
can be written in the “W2-DS” form: 
J=intPs (G3) 
where n* is the occupation number for the channel states in the 
cell: P* is the molecular transition rate for these states: and % 
is a term which can usefully be regarded as the number of such 
states (but which actually encompasses other erfects), 

This is a second way of formulating an equation for the site 
current: equation (3) is wave-mechanical: equation (1) was 
quasi-classical. 

  

The relation of quasi-classical and wave-mechanical formulations 
The question arises: What is the relationship between the two 
formulations? In general, this is none too easy to define exactly, 
but it takes a specially simple form when the imaging gas is in 
thermodynamic equilibrium. For any particular site, the 
characteristic energy U" is given by: U* <{2a(F"), where F* 
is the local characteristic field. So, if the gas distribution across 
the surface is thar corresponding to a thermodynamic equili- 
brium, then the field variations across the surface will cause 
variations in characteristic energy, and these will give rise to 
variations in occupation number. And for two sites 4 and B 
the relevant occupation-number ratio is: 

exp [4aF}: (1/KT) - 25F/Fo]=Gi/G3 (4) nal 
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(where F, is the average of the characteristic fields for sites A 
and B, and 6F is the difference). But this is of course equal to 
the ratio (G3/G) of gas concentrations that appears in a 
quasi-ciassical theory, if thermodynamic equilibrium exists. 

Recently, I have proposed that field-ion contrast may be 
determined more by gas distribution effects prior to ionization 
than by electron transition behaviour: and have suggested a 
provisional working rule that, near best image voltage, the 
regional contrast is basically determined by differentials in 
gas-supply-and-capture effects, but local contrast by a tendency 
for local Maxwell~Boltzmann equilibria to be set up. 

Previously the arguments about gas distribution have been 
referred to the gas concentration ratios that appear in the 
quasi-classical formulation. But most of the argument can be 
referred equally well to the occupation-number ratios that 
appear in the wave-mechanical formulation. The gas distribu- 
sion arguments transfer between formulations. 

However, the parameter P; traditionally often used to 
explain image contrast does not exist in a wave-mechanical 
formulation, The electron-wave-behavioural aspects of the 
problem are now incorporated, along with nuclear wave 
dehaviour, in the molecular transition rate P*. Note that P* 
and P* are nor the same, because they are defined within 
different world-views. 

The presence of the bound layer 
Further aspects of the field-ion problem are exposed by trans- 
forming the direct wave-mechanicai formulation above into an 
activated formulation as commonly used in desorption theory. 
On multiplying top and bortom of equation (3) by Em, one 
obtains the “W2-AS" form: 

= 
iu La,P; 

  

(Sa) n)* 
  call 

  

nm cell 
=g-k 

(5b) 

& is a “cell rate-constant” similar but not identical to an 
Arrhenius rate-constant: and ¢ is the ceil population (ie. the 
probability of finding an imaging-gas atom in the ceil in question). 
# less than one means that there is one atom there oniy part of 
the time. This activated formulation shows the relationship (and 
the differences) between field-ion theory and the standard 
theory of desorption. k in (Sb) is defined via a distribution 
argument not the usual kinetic one, without the assumption of 
thermodynamic equilibrium, and using transition rates not 
vibration frequencies. 

When thermodynamic equilibrium does exist, & has the 
familiar form: 

k=C exp (—Q/kT) (6) 
where C is a pre-exponential factor and @Q is roughly equal to 
the activation energy shown in Figure 3. 

On making plausible estimates for all relevant quantities, 
one may compare a maximum predicted ion current with 
experimentally observed ones. Near 5°K the resuit is: 
JomervealS predicwa ~ XP (200). (7) 
This was a very unexpected result when I first discovered it 
some years ago. In principle, there could be various possible 
explanations, for example that field ionization not be a 
thermally-activated process; but it now seems that under 
normal imaging conditions there must be a strongiy-adsorbed 
layer of imaging gas more-or-less permanently bound to the 

  

specimen surface. This layer is assumed to reduce the ionization 
activation energy needed by a more mobile population of gas 
atoms bouncing on top, and hence to lead to a reasonable 
number in (7). The presence of the bound layer has previously 
been inferred from atom-probe experiments, originally by 
Miller er ai,* 

The iayer’s presence will clearly affect all field-ion arguments 
that assumed the surface was clean, and in particular the 
numerical details of theories of gas distribution and of ioniza- 
tion mechanism. 

‘The charge state of the bound layer 
A further complication arises from Réligen and Beckey’s 
Suggestion’ that the strongly-adsorbed layer might be of 
positive ions rather than neutrals. In their view this could 
happen if (as a resuit of field penetration) the crossing point 
shown in Figure 3 were in fact rather nearer to the substrate 
atom and if there could be some “chemical” binding between 
the ion and the metal that would bring the ionic curve down 
below the neutral one for positions very near the substrate 
atom. 

This suggestion seems intuitively unlikely. But, because very 
little is known for certain about the potential variation near a 
charged surface, it is difficult to prove their potential curve 
argument wrong in itseif. Two counter-arguments are therefore 
presented here, for the case of heiium imaging gas. 

In the absence of any helium but with the field on, there is 
an average charge per surface metal atom, typically some 
tenths of the proton charge for normal helium imaging fields. 
The adsorption of a monoiayer of specimen-metal atoms on to 
the original surface wouid, in effect, reproduce the original 
situation; so, on adsorption, somewhat Jess than an electron 
charge would be transierred from each adsorbate atom to an 
original surface atom. 

Since the ionization potential of helium is much greater (at 
24.5 eV) than that of metal atoms (typicaily 8 eV), it is difficult 
to believe that helium would be a more effective electron donor 
than 2 metai atom, even in the odd situation of the field-ion 
microscope. Consequently, it seems unlikely that on adsorption 
of @ helium atom there wouid be a transier of a whole electron 
from the helium to a substrate atom. If the adsorbed helium is 
not fully ionic, then the mechanism of binding invoked by 
Réllgen and Beckey cannot operate, and their argument falls. 
(It seems most unlikeiy that helium could bond, quasi-metallic- 
ally, in  partially-ionized state, so this possibility can also be 
ruled out.) 

This whole argument of course has less force for the heavier 
inert gases, with their lower ionization potentials. 

A second argument against the Réllgen and Beckey hypo- 
thesis is that their energy balance calculation ignores the 
Tepuisive reaction between adjacently-adsorbed ions. If it is 
assumed that there is an ion-image dipole at each site on a 
tungsten (111}-piane (say), and the total repulsive energy for a 
dipole near the centre is obtained by summing over the various 
individual dipole-dipoie interactions, a figure of about 2 eV is 
obtained. This has to be offset against their hypothesized 
binding energy of 3 eV; the geometrical plausibility of their 
arguments is thereby somewhat reduced. 

Tt thus seems beyond reasonable doubt that, with helium 
imaging, the bound layer is there and the bound layer is neutral. 
The question thus arises: What effect does it have on imaging 
theory? 
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The effect of the bound layer on gas distribution and imaging 
mechanism 
The presence of the bound layer is clearly going to affect the 
numerical values of accommodation coefficients and sticking 
probabilities—which will be important if the gas is not in 
thermodynamic equilibrium. 
Thermodynamic-equilibrium gas-concentration ratios, or 

occupation-aumber ratios, will probably not be affected much 
in the case of adsorbed helium, because the presence of the 
strongly-adsorbed helium probably has a relatively small effect 
on the relative values of characteristic energies. This may be 
less true for the other imaging gases. 

The awkward questions concern the beHtaviour of the 
transition rates, because uncertainty now arises about the 
nature of the ionization mechanism. Assuming that the bound 
layer is neutral, there seem basically three possibilities, for a 
helium-operated microscope: 
(1) A. one-stage one-electron process, invoiving resonance 
through or scattering around the strongly bound atom: 
(2) A two-stage process. representable by the chemical 
equations: 
(M+ He)+ He—(M + He~)+He* 

(M=+He~)—(M~ +He) 

(3) A one-stage two-electron process. involving the transitions 
shown in Figure 5, generally similar to an Auger process. 

These possibilities can be discussed in outline. 
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Figure 3. A possible mechanism for imaging-mode field ionization. (Same distance scale as Figure 3, but different energy scale.) 

With the two-stage process, energy has to be conserved in 
each step separately. This means that the electron from the 
mobile atom has to go into a level of the He ion, and it seems 
that the relevant level is some 18-19 eV positive. This means 
that in a field of about 45 V/nm (4.5 V/A) the inter-nuclear 
separation of the two helium nuclei must be about 0.4 am (4A) 
for the reaction to occur, It is difficult to think that everywhere 
across the surface one could simultaneously satisfy this con- 
dition and aiso the condition (that follows from energy-analysis 
results) that the outer nucleus be in the critical surface. 

A similar difficulty arises if the mechanism is assumed to be 
resonance tunnelling through the adsorbed helium: it is by no 
means obvious that there is a level of the bound atom at the 
right energy. 

Tsong!* has recently proposed a mechanism of ionization 
that corresponds to one-or-other of these two possibilities, but 
his method seems to disregard the requirement that the reaction 
be energetically convenient, or to be applying a straight WKB 
integration to a situation where wave-matching is required, 
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If the field-ionization of helium is a one-electron process, it 
seems to the present author that the most likely mechanism is 
scattering of the transiting electron around the bound atom. 
‘And in this case it seems intuitively unlikely that the presence 
of a bound helium layer will have any really significant effect 
on the electron-transition-rate rarios as between different 
imaged sites. 5 

The other possibility is that feld-ionization is the wo-electron 
process shown in Figure $. But in this case also, if the transition 

rate is given from a product of overlap integrais, it seems 
unlikely that the presence of a bound helium layer will have 
any really significant effect on electron-transition-rate ratios. 

Clearly there is an urgent need for detailed numerical 
investigation of the various possibilities as to ionization 
mechanism, but this is difficult in itself and handicapped by our 
lack of good knowledge about potential distributions near a 
charged surface. 

Summary 
Thus, in its present state of development, my theoretical 
argument about fieid-ion imaging may be summarized as 
foliows: 
(1) The traditional expianation of field-ion image contrast is 
formulated quasi-classicaily, and is in terms of eiectron- 
ransition-rate variations, Alternatively, contrast may be 
explained in terms of gas distribution effects. Certain entical 
pieces of evidence can only be explained in terms of gas distri- 
bution effects, and this led me to formulate 2 provisional 
working rule (quoted earlier) about the origin of contrast. 
(2) I think a wave-mechanical formulation is tetter than a 
quasi-ciassical one. The gas distribution arguments can be 
taken over into a wave-mechanical formulation. 
(3) The direct wave-mechanical formulation may be crans- 
formed into an activated one. and through this and the atom- 
probe results it becomes clear that there is a strongly-bound 
layer of helium on the surface during imaging. 
(4) For helium, the suggestion that the layer is of positive ions 
has been discounted. The layer seems aimost certain to be 
neutral, 
(3) The effect of the adsorbed layer on imaging parameters, 
and in particular on the ionization mechanism. has been briefly 
examined in a largely qualitative investigation; my onginal 
qualitative arguments about the origin of image contrast still 
seem to hold good. 

Obviously, we have got to look at the question of ionization 
mechanism in more detail. This is going to be difficult. and may 
eventually require a many-body theory. However. the next 
major problem would seem to be a greater understanding of 
the quantum mechanics of the charged surface itseif. 
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Abstract: Presentation of the theory of field-ion current formation 
in a clarified form enables corrections to be made to several items 
of past work. First, the introduction of an atomic-level unit of 
amount-of-substance enables a formal distinction to be made between 

an evaporation current and an evaporation rate-constant, and a num 
erical error in existing theory to be rectified. Second, the method 
of elementary thermodynamics can be applied to obtain relationships 
between different variables; with the evaporation-current field- 
-sensitivity, this enables a correction to be made to past analyses. 

  

Third, a generalised formula can be derived for the density-in- 
energy of a field-ion current. 

INTRODUCTION 

The aim of this paper is to describe some 
ideas that, although unorthodox in outward 
appearance, enable aspectsof field-ion 
theory to be presented in a logically 
clearer fashion. All the ideas have firm 
precedents; what is involved is an exten- 
sion of existing conventions, rather than 
any deep-seated novelty. 

EVAPORATION RATE-CONSTANTS AND CURRENTS 

Field evaporation may be regarded as a 
first-order chemical reaction occurring 
heterogeneously on a microscopic scale. 
My objective here is to derive, within che 
framework of the post-1971 SI system, some 
relationships between the amount of 
substance evaporated from a field-ion 
emitter and the rate-constants at individ- 
ual high-risk sites. 
In 1971 there was introduced into the SI 
system a seventh dimensionally~independent 
base-quantity, namely “amount-of-substance’ 
This quantity is represented by the symbol 
n , and the corresponding dimension by the 
symbol (N} /1/. 

In consequence, various physicochemical 
symbols had their meanings and dimensions 
subtlely changed, by international conven- 
tion /2/. For example, the symbol # now 
Tepresents the molar gas constant, and has 

  

the units J/(K.mol), whereas formerly the 
symbol 2 represented a quantity measured 
in J/K. Other redefinicions can be found 
in the revised International Standard /2/. 

Subtle changes in linguistic habits have 
also been introduced. For example, in the 
gas equation: 

PY = nit qa) 

n now represents “amount of gas” (and has 

_clike quantities. 

dimensions {N}), whereas formerly it 
represented "number of gram-molecules” 
(and was dimensionless). 
The min usage of this new convention is 
in chemistry. As field evaporation is a 
form of chemical reaction, it seems appro- 
priate to employ the new system in field- 
ion theory, and to write an equation of 
the form: 

Joank (2) 

J is the amount of substance evaporated 
per unit time (dimensions: (NT~!} ); 

n is an amount of substance at risk of 
evaporation (dimensions: {N} 
is a rate-constant associated with 
field evaporation (dimensions: {T~!} ) 

  

~ 

  

In past literature /3-5/ there has been 
inconsistency in the names given to rate- 

The post-1971 SI conv- 
entions enable a fresh start, with the 
nomenclature system: 
  

dimensions (NT~!}: name - current 

dimensions {T-!} : name - rate-constant       

The SI unit for n is the mle. But chis 
is a mst inconvenient unit in the field- 
ion situation, where one is dealing with 
relatively few numbers of atoms (or mol- 
ecules, or complexes). It is better to 
define a new unit of amount-of-substance, 
as follows: 
"The ordinary substance unit (symbol: 
osu) is the amount-of-substance of a 
system which contains one elementary 
entity. When the osu is used, the 
elementary entity must be specified 
and may be an atom, a mlecule, an 
ion, an electron, any other fundamen- 
tal entity, or a specified group of 
such entities."
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The ordinary substance unit is related to 
the mole by: 

lml = A osu @) 

where A is the Avogadro number /2,6/. 
Zq.(3) is analogous to the relationship 
between the gram and the unified atomic 
mass unit u. 
In practice, the atoms in the outermst 
layer of a field-ion emitter are not at 
equal risk of field evaporation: the more 
protruding atoms have higher rate-const- 
ants. Let the number of atoms at high 

risk of evaporation be m , and suppos 
that for each of these atoms the evapor- 
ation rate-constant is be St thee 
denotes the amount of substance at 
high risk of evaporation, then ve may 
write the linked equations: 

to che te 

  

m osu (4) 

In fact, experimentalists tend to quote 
the results of current measurements in 
“layers/s". Clearly, the "layer" aust now 
be regarded as a unit of amunt-of-subst- 
ance, although its size cannot be exactly 
specified in terms of the mle or the osu. 
I£, on average (i.e. on average during the 
process of field evaporation), the 
proportion of a layer at high risk of 
evaporation is r , then as an alternative 
to eq.(4) one may writ 

To Me Me 3 

  

n. " Players (5) 

Ig p denotes the average number of atoms 
ina layer, it follows from eqns (3) and 
(5) that: 

1 layer = p osu (6) 

m=rp ” 

All of the quantities >™, 0, p are in 
principle dependent on geometrical consid- 
erations, and on field and temperature. 

The above equations describe field evapor- 
ation when it is envisaged as a process 
involving the evaporation of individual 
atoms or complexes; they replace the 
equations given by forbes 7 

The real complicating factor is that there 
is a second mechod of envisaging field 
evaporation. This regards it as a process 
of layer evaporation. At any time there 
is one layer at general risk of evapora~ 
tion; and one aay define a rate-constant 
4, for the process of layer evaporation. 
With this approach one uses the linked 
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equations: 

Jos my ky 5s myo Lilayer (8) 

Since J in eqns (5) and (8) denotes the 
Same measurable quantity, it follows that: 

Gyr? kar (9) 

From the standpoint of the post-1971 SI 
convention, all previous discussions of 
evaporation-current theory aust be regard- 
ed as confused, on questions concerning 
the meaning and use of symbols printed 
in equations. Notwithstanding this, it 
is possible to consider Tsong and Miller's 
eq.(16) /4/ as corresponding to 2q.(9) 
above, and to identify their symbol o,,, 
with oy 7. 
Tsong and Miller suggest that ¢,)) is 
"probably of the order of the ‘number 
of atoms in the net plane", (20 to 100, 
say). However, ay r is clearly the 
proportion of a layer at high risk of 
evaporation, and has been estimated/5/ as 
approximately .01 . It thus seems that 
the suggestion made in Ref./4/ could lead 
to an error in estimated evaporation 
current by a factor of up to 10 000 , or 
so. 

FIELD SENSITIVITY OF EVAPORATION CURRENT 

Evaporation-current field-sensitivities 
were first measured by Brandon /3/, who 
used them to estimate values for the 
field-evaporation pre-exponential, A , at 
the high-risk sites. At the time the 
distinction between a current and a rate- 
constant was not appreciated. I show 
here how a correction can be mde, and 
that the correction appears to be small. 

. The Arrhenius equation normally used in 
field-evaporation theory /3,4/ can be 
written in the form: 

In<k, > = M/KE = In<d> - Q/KT (10) 

  

where: k and 1 have their usual meanings, 
@ is the relevant activation energy, <A> 
denotes the numerical value of A when 
A is expressed in s~! (and likewise for 
4, >), and M is a quantity defined by 
thi$ equation. It follows that if 
denotes the evaporation field defined by 
the unity-rate-constant criterion /5/ 
then k(F*) = 1 sl, and MF) = 0. 

From eq.(5), we may define two dimension- 
less quantities j and L by: 

J = j layers/s ql) 

b= lng a2) 

2
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Hence one obtains: 

Inj = Db = inp + incd> - Q/kP (13) 

Since all of r, A and Q can be regarded 
as functions of the independent variables 
temperature (7) and field (F), eq.(13) in 
effect has the form: 

g(L,F,T) = 0 (14) 

Tt follows thac the same mathematical 
relationships and procedures apply here 
as in elementary thermodynamics. 
Hence, from eq. (13): 

(30/32), = (alar/3f), + (aln<A>/at) , 

> (20/27) pik + Qrer? (15) 

If the first three terms are negligible, 
then substitution into eq.(13) gives: 

IncA> = Inj - lor + 7(ab/a2), (16) 

This equation holds for any compatible 
set of L, ?, 7 values. Obviously, it 
can be simplified if Z can be chosen 
in such a way that Z (= Inj) = lor . 
This is the case if k= 1 scl: byt 
this is the condition ™ that PF =F. 
It follows that: 

IneA®> = (36/20) poe a7) 

where A° is the value of A at the 
evaporation field F*. 

The derivative (3L/37)., is in principle 
measurable. But Brandon /3/ felt that it 
would in practice be more accurate to make 
use of the formla: 

(aL/at) = ~P(8L/32) 5 . (L/P) (2F/32) (1g) 

The first term on the r-h.s. is the logar- 
ithmic current field-sensitivity. Both 
terms can be measured for any given pair 
of L,? values, 

  

The problem is that one wishes to choose 
an I-value that corresponds, at a given 
temperature, to there being « field F 
at the high-risk sites. But one does not 
precisely know what this L-value is, 
because rv is not well known. The effect 
Of a bad guess can be derived as follows. 
Let the Z-value actually used be Inj* 
(corresponding to field P*), rather than 
lor” (corresponding to field ?*). The 
error (éL) in L is thus: 

8h = L(P*) - L*) = Inje - 1ar®(19) 
Experimentally, one has measured (31/3) 

  

seo 

rather than the desired (aL/a%),,_ 4c « 
Using eq.(13), it may be shown that if 
the F and 7 derivatives of In<A> and lor 
are small theathe [-derivative (at const- 
ant temperature)of 7(3L/37), equals -1 , 
so: 
2(8L/3T) ooee = T(3L/8T) poe = 6L (20) 

Substituting into eq.(16) gives: 

InctS> = In(jt/n*) + (26/27) py (21) 

Hence, when the bad guess is discovered, 
a correction may be mad. 

  

This discussion may be applied to the 
work of Brandon /3/. For Tungsten at a 
temperature near 80 K he took J* to be 
sl layers/s (i.e. j* = .1). The present 
author, however, takes the value of r 
for Tungsten near 80 K to be .01 /S/. 
Hence, on this basis, Brandon's estimate 
of A” is too low by a factor of 10. 

  

In fact, this correction (which is less 
than one might perhaps have expected 
intuitively) is not large enough to 
account for the discrepancy between 
Brandon's deduced pre-exponential values 
and those predicted on the assumption 

that the pre-exponential should be approx- 
imately equal to the nuclear vibrational 
frequency. The discrepancy must have 
some other cause. 

The use of quasithermdynamic ("thermo- 
kinematic") relationships in field~ 
evaporation theory is not in itself new. 
The present account, however, is not 
subject to certain technical objections 
that can be made against previous discu~ 
ssions, - and serves to underline the 
need for care over evaporation onset 
criteria. 

DENSITY-IN-ENERGY OF FIELD-ION CURRENT 

A final application, here, of the new 
convention is to derive a general formula 
for the current per unit-energy-range 
generated above a field-ionization site, 
in the real 3-dimensional situation. 

  

In the post-1971 SI system, the amount 
(d°J) of substance in the form of ions 
generated per unit time in a small volume 
dv is given by: 

ay = CQ, a (22) 

where C is the SI quantity now called 
concentration (of neutral gas atoms), and 
Q, is the electron transfer rate-constant 
a3 used in Ref./7/. This equation 
replaces eq.(3) in Ref./7/.
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Consider the space above a given enitting 
site as divided up by a family of equi- 
potentials of standard ion potential 
energy UY /8/, and let z denote the 
curlinear"space coordinate normal to 
these surfaces. If g is used to denote: 

g = (aU, /aa) 4 (23) 

then the element of volume between two 

  

equipotentials dU, apart is given b: 

dy = dz as = g dy. ds (24) 

where dS is the element of area on an 
equipotential surface. Consequencly, the 
amount (di) of substance (ions) generated 
Per unit time in the energy shell between 
Y, and U,+ aU, is 

ay = (dv /aU,) ay, = aU, lage @, 45 (25) 

In the performance of the integral above, 
one must take into account that for wee 
inside the cricical surface /7/ @ 
whereas for pee outside the exten 
surface @ where P_ is the 
electron neition rate-cofstant . The 
result of integration can be written 
formally as: 

S 4 gt gt as/ay, = PL. (C' g's!) (26) 

» C' and g' are values taken on 
the axis“of the ionizacion zone, and S! 
is the "effective area of ionization on 
the surface of energy J." 

  

If any ion kinetic energy at the instant 
of ionization is ignored, then d//aU_ may 
be identified with the measured currdne 
per unit-energy-range. 

  

As the fine details of potentials are not 
well known at the present time, it is 
difficult to take the analysis further. 
However, it is clear from Fig. 1 that 
one can envisage geometrical arrangements 
of the equipotentials and the critical 
surface such that S' could be a rapidly 
varying function of YU , because of the 
variation (with J) iB the area of equi- 
potential surface"thac lies outside the 
critical surface. 
Clearly, one mist consider the possibility 
that the half-width of the low-energy- 
deficit side of the energy distribution 
“main peak" may be affected by the effect 
just described. Energy dependence of 
the effective area of ionization can arise 
only in 3-dimensional models; ics exist 
ence has not previously been pointed out. 

One final comment applies to this paper 
as awhole. It may seem strange that at 
the present time one should seek to 

  

Equipotentials Axis of 
of Up 1, lonization 

! Zone 

  

Trace of 
critical To 
surface 

Emitter       

Fig. 1. Schematic diagram of the ioniz~ 
ation zone above an emitting site. 
Ionization can occur only in the dotted 
region outside the critical surface. 
(The real shape of the critical 
surface is not known.) 

  

introduce a new unit. It is possible to 
give consistent formulations of the theory 
of field~ion current generation within the 
framework of the pre-1971 system of dimen— 
sions. However, the author finds the 

approach developed here much clearer, once 
the nature of the osu has been understood. 
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EDUCATION IN CHEMISTRY ~- Letter to the Editor 

Educ. Chem., 1977, 14, 124 

The it... 
T read with interest 

'$ comments on the use of 
the ‘mai-! in 
staements (Educ. Chem., 1977, 14, 17), 

bur I think we need to go one stage 
further. The detinition of the mole, 
quoted in the article, read in part ‘the 
elementary units must be specified’. 

In other words we should always stare 
“per mole of something’. 
The statement. 

2H) + Og) = 25,001) 
and AA73(298.15 K) = STOR 

mol~ 

P, V. Shooter 
‘The Abbor Beyne Schooi, 

Evershed Building, 
Mill Hill Lane, 

Burton upon Treat, 
Staris. DEIS 0AZ. 

  

and interpre 
On comparing my earlier leer (Educ. 
Ciem., 1976, 13, 92) wich Dr Hudson's 

article (Educ, Chean., 1976, 12, 110), it 
is clear that he and I have different 
concepts of the moie. I wisa co argue 
that the ‘counting uni’ interpreation 
is more fundamental and easier to 
understand, To aid discussion I shail 
use the word ‘snr’ to refer to any form 
of elementary entity (atoms, molecules, 
fons, protons, electrons etc). ‘Ont’ 
comes from the Greek word du 
(meaning ‘being’ or ‘a being ching’) 
thar has been widely used in forming 
names. 

‘My concept of the mole is thar it is 
simply a large counting unit. Dr 
Hudson’s concept, however, seems 
closer to what one might call che 
‘gram-oar’. For him, ‘The essential 
feature of the mole is that ic is 2 
quantity or amount of substance 
expressed as a mass or coiume’. This 
idea seems the natural descendant of 
the concept of a gram-cquivalent, 
which originated in the days before 
science was really sure that atoms 
existed. There is, however, nothing in the formal definitions of the ST system 
that requires the mole to be inter- 
preted as a gram-ont. 

  

128 

  

It to me that my concept of 
the male should be fairly easy to 
grasp. Further, the idea of ‘mass per 

counting unit’, and its variation as 
deoween different types of object, 

should be relatively easy fo put ove. 
riven adequate aumbers of reasonably 

uniform }» OF two different 
sizes, and a chemical balance, it should 
be possible to determine their ‘masses~ 
per-dozen’, and to show that gerting 

two dozen of type A by weighing 
requires 2 different weight from getting 
two dozen of type B by weighing. 
From the equanon: 

mass = dozen x 
quantity (expressed in dozens) 

@ 18g = 9 dozen x 2 dozen 
ic should be possible to proceed to the 
equation: 

mass = mass-per-mole < 
quannty (expressed in moles) 

32g = 16g mol < 2 mol 
Hence one arrives at a method of 
measuring out moies, but the appar- 
eady difficult concept of relanve 
acomic mass'bas not been used. No 
doubt, books of constants wil 
sontiue to list ‘relative atomic mass’ 
rather than ‘naturally occuring molar 
mass’, but it seems to me that the 
lacter is easier to understand and use— 
because it has the units g moi~'. 

Dr Hudson writes that it is aor 
correct to think of the mole as 
analogous to the dozen, decause the 
mole is n0t a aumber. In my opinion 
the dozen is aot a umber either: 
both are counting units. The 
analogies I see between che cor 
of molecules in moles and (say) bail 
bearings in dozens are as in the Table 
beiow, 

  

Molecules 3all-bearings 

Mole Dozen 

Avogadro constant © Salesmen’s constant 
$.022 x 1033 mol-! 12 dozen-' 
—————— 
(Note that in the post-i971 SI system 
the Avogadro constant has the 
dimensions {amount-of-substance-'}, 
and is not a pure number.’ [n my 
previous letter the symbol in the 
‘equations should have been the new 
mass-untt ratio Axe (1 kg = Avg a) 
not the post-1971 Avogadro constant.) 

If there is lack of strict compara- 
bility between the mole and the 
dozen, it 1s because the post-1971 SI 
system has got itself into 9 bazarre 

  

Perhaps an inevitable transition stage. 
jut the sooner we get out of it by 

adopaing the revised convention chat 

the cwo interpretations lies in their 
origins. The ‘gram-onr’ interpretation 
comes out af the distorical, macro- 
scopic, tradition of chemical explora~ 
son. The ‘counting umir’ interpre~ 
tition comes (for me) our of sesearch 
into field-ion microscopy and rel: 
techniques. Here, one is accustomed 
to seeing memi atoms directly, to 
measuring their masses directly (with 
a mass spectrometer), and to measuring 
the rares of ion formation in erin 
special chemical seactions oy directly 
counting the aumber of individual 

tons formed per unit time. [In che 
corresponding theory nether the 
concept of weighing nor the gram-ont 
interpretation of the mole have any 
place whatsoever. But if the mole is 
interpreted a3 a counting unit, and an 
atomic-level counsing unit is specified, 
then one can construct a microscopic 
reaction-rate theory that is closely 

to the normal macroscopic 
t \-rate theory for unimolecular 
reactions. Therefore, I believe, the 
counting unit interpremton must be 
regarded as the more powerful and. 
more fundamental one. 

Richard G. Forbes 
University of Aston, 

Deparment of Physics, 
Gosta Green, 

References 
\. See Intermazional Standard [SO 
31/VINI-1973 (8), deBnition 84. 1. 
2. i the ‘single-ont’, or ordis 

stance unit (osu), of my previous   



CONFUSION OVER THE 
AVOGADRO CONSTANT 
As a result of some recent experience, I would like to 

draw wider attention to conceptual errors in the table 
of fundamental constants in the SI edition of Kaye and 
Laby (1973). 

Before 1971 the names ‘Avogadro constant’ and 
“Avogadro number’ were often used interchangeably. 
The new International Standard (1973) has altered 
this. The Avogadro constant. L (or Na), is now a 
physical quantity with the dimensions |amount-of- 
substance|~'. But the Avogadro number is a pure 
dimensionless number—the numerical value of L 
when ZL is expressed in mot There is no 

internationally recognized symbol for the Avogadro 
number: for the sake of the present argument I denote 
it by A. Thus, A = L/mol"', Kaye and Laby give the 
Avogadro constant (L) as 6-02217 X 10% kmoi~'. 
This form is unconventional but not incorrect. 
However. to avoid confusion (particularly as between 
physics and chemistry teaching), it may be preferable 
normaily to cite L in moi. as below. 

Conceptual errors arise because the form of words 
used in Kaye and Laby to explain the term ‘Avogadro 
constant’ is in fact a definition of the number 1000A. 
The symbol AV as used in Kaye and Laby sometimes 
means L, sometimes means 1000A and should not be 
there at all in the citation of electron mass. The 
compiler of the table has failed to distinguish 

conceptually between a physical quantity and an 
associated numerical value (Royal Society 1975). 

There are also several other discrepancies between- 
international practice and the tables on p16 and 17 of 
Kaye and Laby. I give in table | corrected versions of 
various faulty or ambiguous entries. For consistency, I 
retain the numerical values used by Kaye and Laby. 
(More recent values are to be found in Royal Society 
1975.) The right-hand column gives the standard 
error. in parts in 10°, 

The fourth entry here deserves comment. The 
unified atomic mass unit (symbol: u) is the mass unit 

equal in size to the unified atomic mass constant mma. 
This mass unit is internationally recognized for 
continued use alongside SI units, and [ would regard it 
as acceptable to cite electron mass in this unit 
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However, some authorities prefer to use SI units 
exclusively, in the context of teaching. Hence I have 
avoided using this unit by giving instead the relative 
molecular mass (rme/m.) for the electron, 

ft must also be made clear that, although the 
meaning of the phrase ‘Avogadro number’ is stated as 
a remark in the International Standard (1973), no 
entry concerning it appears in any other authoritative 
table. (This information was provided by a referee, 
who strongly warned that the inclusion of the entry 
concerning Avogadro number might serve to per- 
petuate confusion. He suggests that the remark in the 
International Standard was intended only as an 
historical cross-reference.) It is included here because | 
personally find the concept necessary in my research, 
and because the concept may be essential in the 
potential future development (Desiattes er af 1974) of 
the SI system itself. However, within the framework of 
the SI system as at present constituted it seems best to 
use the Avogadro constant rather than the Avogadro 
number in ail normal teaching contexts. 

More generally, it seems that the new international 
Standard forces on us subtle distinctions and changes 
in linguistic habits and creates considerable 
potentialities for confusion. { fear that Kaye and 
Laby's treatment may unconsciously teach students 
(nat carelessness about units and dimensions is 
acceptable in this rea. Richard G Forbes 

Department of Physics, University of Aston 
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Tabie | Values of fundamental constants. Numerical values from Kaye and Laby (1973) 
  

Fundamental constant 

Elementary charge (of proton) 
Unified atomic mass constant 

(1/12 of the mass of an atom of carbon-12) 
Mass of electron 
Relative molecular mass of electron (= ma/mts) 
Avogadro constant 

(number of molecules/amount-of-substance) 
Avogadro number 

(number of atoms in 12g of carbon-12) 
Faraday constant (F = Le) 
Molar gas constant 
Boltzmann constant (k = R/L) 

Standard error 
Symbol = Value (in 10) 

e 1602192 x 10°C 45 

ms 166053 X 107"? kg 7 
me 9+10956 X 107" kg 6 
Mele) 3748593 X 10-4 <i 

L 6-02217 X 10” mol"! 1 

A 6-02217 x 108 7 
F 964867 X 10*C mol" 6 
R 8-3143 JK“! mol”! 42 
k 138062 x 107? JK" 43 
 



MORE CONFUSION OVER THE 
AVOGADRO CONSTANT 
In the July issue of Physics Education (1977 12 273-4) 
I warned of the possibility of confusion between the 
Avogadro constant and the Avogadro number, and 
suggested the need for subtle changes in linguistic 
habits. Unfortunately, three of the contributed articles 
in the same issue did not succeed in completely 
avoiding this trap. 

A trivial example occurs at the top of p283. P M 
Whelan writes that ‘The volume from which a mole of 
molecuies will be excluded is +Na(}zr})’. This wording 
is dimensionally inconsistent. He should have written 
“The volume per mole from which molecules will . ..” 
or perhaps ‘The volume per unit amount of gas from 

which molecules will . . °. I am inclined to think that 
the advantage of being precise outweighs the dis- 
advantage of seeming pedantic. 

A second example is at the bottom of p285, where 
RT Allsop writes ‘The definition given (of the mole) is 
equivalent to saying that one mole of any substance is 
that amount which contains the Avogadro constant of 
its particles as defined on the carbon-i2 scale. The 
Avogadro constant is a constant number of particles 
per mole of particies for all substances’. The first cited 
sentence, as it stands, is dimensionally inconsistent 
and less than clear. An alternative wording less subject 
to such criticism would be ‘The definition is equivalent 
to saying that for all substances there are the same 
number of particles per mole. The relationship between 
number of particies (V) and amount of substance (1) is 

N=La a 

where L is the Avogadro constant (~6.022 x 
10® moi). £ is a universal constant’. 

In the third case a fault occurs in precisely the area 
(development of the SI itself) mentioned in my: 
previous letter as requiring retention of the concept of 
Avogadro number. On p291 8 W Petley writes ‘Thus 
if we fix the value of Nq, by definition, then Ny 
molecules of a substance of molecuiar weight M would 
have a mass of exactly 107? M kg ’. In the table on 
7294 it is clear that Dr Petley’s Ng is indeed the post- 
1971 Avogadro constant. However the sentence is 
dimensionally consistent and scientifically meaningful 
only if Na there represents the Avogadro number 
(assuming M denotes relative molecular mass). 

At this point { become heretical because I feel that 
the true nature of the post-1971 Avogadro constant 
has not been adequately appreciated. To show this I 
introduce a new unit of amount-of-substance by the 

following definition: 
“The ordinary substance unit (symbol: osu) is the 

amount-of-substance of a system that contains one ele- 
mentary entity. When the ordinary substance unit is 
used the nature of the elementary entity must be 
specified and may be an atom, a molecule, an ion, an 
electron, any other fundamental entity, or a specified 
group of such entities’. 

The relationship between the mole and the ordinary 
substance unit is 

1 mol = A osu @ 

where A is the Avogadro number, as defined by 

tgs Au Q) 
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The ordinary substance unit thus beers the same 
relationship to the mole as does the unified atomic 
mass unit (u) to the gram. One can also define another 
new unit of amount-of-substance, the ‘dozen’, by 

1 dozen = 12 osu. (4) 
These units are of course not ‘recognised’, scien- 
tifically. However, the definitions are precise and are 
completely compatible, logically and dimensionaily, 
with the existing (post-1971) SI system. The useful 
ness of the osu in a research context is discussed 
elsewhere (Forbes 1977). 

The Avogadro constant £ is a physical quantity 
with the dimension [amount-of-substance™'}. Con- 
sequently it can be meaningfully expressed in any unit 
having this dimension (Royal Society 1975). In par- 
ticular, its value can be expressed in any of the forms 
shown below: 

(i) L ¥ 6.022 X 10% kmolt 
(i) L ¥ 6.022 X 108 mol 

(iil) L = 12 dozen 
(iv) L = Losuv. 

Since neither any physical quantity nor the symbol 
used to denote it should imply a particular choice of 
unit (Royal Society 1975 p6), it follows irrevocably 
that Dr Petley’s discussion is about the fixing by inter- 
national convention of the Avogadro number rather 
than the Avogadro constant. [t further follows that 
attempts to de-legitimise the concept of Avogadro 
umber, and to discontinue its usage in scientific lit- 
erature, may be somewhat short sighted. 

Form (iv) above shows the most clearly that L is the 
symbolic representation of the logical process of 
replacing “(property) of a molecule’ by (property) per 
unit of amount-of-substance’. This is the origin of the 
post-1971 need to become extremely careful about the 

use of the words ‘of and ‘per’ in ordinary English- 
language discussions of molecular physics and reiated 
topics. 

‘That this operator £ should be called the ‘Avogadro 
constant’ when used in a scientific context seems an 
unfortunate recent accident of scientific history. L is a 
more general logical object, associated with the use of 
counting units. it can find everyday use, in equations 
such as 
Cost per counting unit = L X Cost of a single item. 

The English language contains many words for 
counting units (which are aot the same concept ar 
numbers), ¢.g dozen, score, gross, six-pack, single, 
half-brace. The mole is basicaily a large counting unit, 
used in the counting of objects very smail by human 
standards, that has a size determined by scientific 
history. 

‘The real significance of the changes made to the SI 
in 1971, it seems to me, is that they constitute a first 
step towards a formalisation within science of the 
process of counting, and imply a declaration that from 
this time on counting is to be part of science and is not 
to be left to mathematics and language teaching. All of 
which seems a natural (though belated) historical con- 

sequence of the discovery of the atomic nature of 
matter. Richard G Forbes 
Department of Physics, University of Aston 

  

REFERENCES 
Forbes R G 1977 Proc. 7th Int. Vac. Congr. and 3rd Int, 

Conf. Solid Surfaces, Vienna 1977 p387 
Royal Society 1975 Quantities, Units and Symbols 2nd edn 

(London: Royal Society)



Physics Education 13, 269-272 (1978) 

AMOUNT OF SUBSTANCE: 
AN ALTERNATIVE PROPOSAL 
In his recent article M L McGlashan (Phys. Educ. 
1977 12 276-8) suggested abandoning the physical 
quantity ‘amount of substance’ and its unit, the mole. 
This amounts to a change in the international con- 
ventions about how to express the physical property 
‘amount of substance’ (i.e. how to express how much 
of a substance is present, when thinking in terms of a 
count of its elementary entities). This letter 
demonstrates that there are four possible conventions, 
and advocates a change to one apparently not so far 

considered. A necessary preliminary is to look again at 
the basic nature of the international system of 

measurement, and the 1971 changes therein, and to 

sharpen up some definitions and nomenclature. 
A clear distinction must be made between the 

concepts of ‘physical property’ and “physical quantity’. 
Crudely, a physical property is some property of the 

world that we wish to measure; its existence is a 
physical fact. A physical quantity used to ‘express’ a 
physical property is, by definition (e.g. Royal Society 
1975), a logical entity with definite dimensions; a 

physical quantity is thus a thing of convention, 
because it has to be defined within the context of a 
system of dimensions fixed by international agreement. 
Within a given system of dimensions most physical 
properties can in principle be ‘expressed as’ any one of 
several physical quantities. To take a trivial example, 
the property ‘distance’ can be expressed either as the 

quantity *length’ or as the quantity “number of metres’. 
These two are certainly different quantities because the 
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latter is dimensionless whereas the former is not, 
Usually, a convention has developed that one 

particular physical quantity is used to express the 
physical property. In some cases, however, competing 

conventions exist. For example, ‘magnetisation’ M and 

‘magnetic polarisation’ J (= uy!) are two different 

quantities expressing a single property. The relics of 

Past competitions also lie about the system. Thus the 

property ‘amount of electricity’ is now normally ex- 
pressed as the quantity ‘electric charge’, q; but the 

obsolete alternative quantity ‘Gaussian electric 

charge’, q, 1 = q/(476,)'"1, is still defined in the 
current International Standard, 

In the international system of measurement each 
designated base quantity is regarded as having its own 
independent dimension. and the dimensions of ail 

quantities defined in physical science can be stated in 

terms of these base quantity dimensions. The funda- 
mental change made in {971 was the introduction of a 
new dimension. The corresponding base quantity is 
here represented by v. 

Where a given physical property is normaily 
expressed by only one physical quantity, the same 

name tends to be used for both property and quantity, 

without confusion. But when more than one quantity is 
being used to express a given property, discussion is 
clearer if all the quantities have names different from 

that of the property. In pre-i971 literature the phrase 
‘amount of substance’ tends to be used linguistically in 
much the same way as I have used ‘amount of elec- 
ticity’ above. Hence [ shall regard ‘amount of 

substance’ as the continuing name of a physical 
property. In consequence. for the purposes of this 
letter. | require an alternative name for the physical 
quantity ¥ whose base unit is the moie. A name based 

‘on the word ‘count’ seems most appropriate. Phrases 
such as ‘ion count’ are in use in some areas of physics. 
But it seems preferable to employ a new word, and I 
shall use ‘ont-count’. (The prefix ‘ont-’ comes from the 
Greek word ov that has been widely used in forming 

the names of fundamental entities: ‘ont-count’ can be 
translated. roughly. as ‘count of being things’ or as 
“thing-count’.) We are now in a position to define four 

possible conventions about how the property ‘amount 

of substance’ may be expressed. 
(1) Prior to 1971 the property ‘amount of sub- 

stance’ was normally expressed in terms of one of two 
dimensionless physical quantities. Small amounts of 

substance were expressed as a ‘number of particles’, 
Large amounts of substance were expressed as a 
‘number of gram-molecules’ (or of gram-atoms, etc). 

(2) Subsequent to 1971 the property ‘amount of 
substance’ has been expressed in terms of physical 
quantities of different dimensions. Small amounts of 

substance continue to be expressed as a ‘number of 

particles (V)'. But large amounts of substance are now 

expressed as an ‘ont-count (¥)’, whose value is given in 
terms of the unit ‘mole’. The relationship between the



two quantities is: 

N=aLy (1) 

where L is the (post-1971) Avogadro constant 
(~6.022 X 10% mol™'), The quantity L is a funda- 

mental constant of the international system of base 
quantities and dimensions. as are the electric constant 
€) and the magnetic constant 4», and the above 

relationship is logically analogous to the relationships 
between J and , and between q, and q, cited earlier. 

The recent changes aiso involved international 
agreement that there would be changes or modi- 

fications in the scientific meanings of various words, 

phrases. symbols and equations. For example, these 

included mole, molar, amount of substance, Avogadro 

constant, van der Waal’s equation, n, R, pV = aRT. 
In the author's view, much of the confusion evident in 
the literature over the SI system results from failures to 

realise that changes in meaning have been made. This 

letter tries to minimise difficulties by careful choice of 

nomenclature. 
The linguistic misunderstandings will no doubt 

diminish with time. But the present underiying 

conceptual situation is itself unsatisfactory, in that two 
physical quantities with different dimensions are being 

used to express a single physical property. Prior to 
1960 this kind of situation existed with respect to the 
property ‘amount of electricity’ and other electrical 

properties. The SI system was originally established 
with the object of eliminating the confusion over the 
electric and magnetic quantities. But the 1971 changes 

seem to have introduced problems of an essentiaily 
similar logical nature with respect to the quantities 

expressing the property ‘amount of substance’. 
The problems are most noticeable when attempting 

to reiate molecular physics to macroscopic physical 
equations, when the Avogadro constant has to be 

introduced in order to change from one quantity to 
another with different dimensions, and to some extent 
they may be permanent. However, there are two 
further alternative conventions that could ameliorate 

the situation. 
(3) Professor McGlashan suggests that use of the 

quantity ‘ont-count’ and the mole should be pro- 

gressively abandoned. He suggests that we should 
move progressively to the use of molecular quantities 
(i.e. to the use of quantities expressing the properties of 

elementary entities), and to the use of equations 

involving molecular quantities. Both small and large 

amounts of substance would presumably be expressed 
as a ‘number of particles’. 

(4) The present author's suggestion is that use of 
the quantity ‘number of particles’ should be pro- 
gressively abandoned. Both small and large amounts 
of substance would be expressed as the quantity ‘ont- 
count’. The value of an ont-count would be given in 

terms of the unit ‘mole’ for large ont-counts, but for 

small ont-counts it could alternatively be given in 
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terms of the ‘ordinary substance unit’ introduced in an 

earlier letter (R G Forbes Phys. Educ. 1978 13 5-6). 

(The ordinary substance unit is the ont-count of a 

system that contains one elementary entity. When the 
ordinary substance unit is used the nature of the ele- 

mentary entity must be specified and may be an atom, 

molecule, ion, electron, any other fundamental entity, 

or a specified group of such entities.) 
If one believes that it is part of the fundamental phil- 

‘osophy of the international system of measurement to 
develop to the position where each base property is 
conventionally expressed by only one physical 
quantity, then conventions (3) and (4) must both be 
considered superior to the official (post-1971) con- 
vention (2). In the choice between (3) and (4), several 

factors support convention (4). The SI unit system has 
its origins in a need felt for ‘practical’ units of 

convenient size. [f convention (3) were adopted it 

seems likely that a need would be experienced for a 

convenient way of talking about large numbers of ele- 
mentary entities. Convention (3) thus seems unstabie, 

and likely to revert to convention (1) or (2). 

At a more philosophical level one can argue that 

counting is one of the very basic experimental 
processes of science, and that one should formalise 

this process in a manner directly analogous to that 

used for other basic processes such as time-measuring 
and distance-measuring. (In the case of distance, a 

possible analogy to convention (2) is that large 

distances should be expressed as a length, but smail 

distances as a number of Bohr radii; the analogy to (3) 

wouid be that all distances should be expressed as a 

number of Bohr radii; the analogy to (4) would be that 
ail distances should be expressed as lengths. Clearly, 
the analogy to (4) is the recognised convention.) 

It also seems that the pedagogical advantages of 
being able to allocate different dimensions (and hence 

units) to ‘amount of substance formed per unit time’ 
and to ‘rate constant’ are not to be surrendered lightly. 

In convention (3) both would presumably be measured 
in s~', The nuclear physicists, faced with a partially 

analogous situation, felt obliged to resort to the 

‘special’ procedure of defining a special unit with dim- 
ensions |T~'|, namely the becquerel, so as to be able 
to make appropriate discriminations. Convention (3) 
might well produce a demand for a ‘chemists’ 
bequerel’, (The usefulness of convention (4) in 

clarifying discussion of atomic-scale chemical rate 

phenomena has been demonstrated elsewhere (Forbes 
1977). in connection with aspects of field-ion 
emission.) 

The principal objection to convention (4) will 
probably be that it envisages the continued use of two 
different units of ont-count, the ‘mole’ and (in 

appropriate contexts) the ‘ordinary substance unit’ 

(osu). To the author’s mind, however, this duality is a 
lesser evil than the duality inherent in the current con- 

vention (2), where one has two sets of physical 

 



quantities and two sets of equations, for use according 
to context (e.g. pY = vRT for macroscopic use, pV = 
N&T for atomic-scale use). The principle of duality 
with respect to units, in appropriate contexts, is 

already part of the international system of measure- 
ment, where the unified atomic mass unit (u) and the 
electron volt (eV) are recognised for continued use 

alongside SI units; the principle reflects the realities of 
modern experimental science, where the behaviour of 
individual atoms can be investigated. Obviously, the 

adoption of convention (4) would bring with it certain 
changes in the teaching of molecular physics, par- 

ticularly elementary kinetic theory. My impression is, 
though, that the advantages could more than offset the 

disadvantages, once teachers’ unfamiliarity had been 

overcome. 
In summary, I hope that if nothing else this letter 

has clarified the concepts associated with the property 

‘amount of substance’, and has exposed some of the 
current problems and possibilities. Professor 
McGlashan expressed the view that the physical. 
quantity here called ont-count and its unit the mole are 

‘redundant lumber’ that science would do weil to get 

tid of. On the contrary, I feel that the 1971 decision, 
which in eifect introduces a dimension formally 
associated with the process of counting, could come to 
be seen as an important and wide-reaching scientific 
and intellectual development. This [ now wish to build 

on, by having the ordinary substance unit (under this 
or some other name) recognised for continued use 

alongside SI units. If the ideas expressed here found 

wider acceptance, then a slow progressive change to 

convention (4) could take piace. 

It must. of course. be clearly understood that the 

views expressed here have no official status what- 

soever. Nevertheless. { believe that this letter rep- 
resents a coherent logical analysis of the situation as it 
currently exists. My hope is that it may serve to 

stimulate fundamental discussion of the alternatives. 

Richard G Forbes 

Department of Physics. University of Aston 

REFERENCES 

Forbes R G 1977 Proc. 7th Int. Vac. Congr. and 3rd Int. 
Conf. Solid Surfaces, Vienna 1977, pp387-91 

Royal Society 1975 Quantities, Units and Symbols 2nd edn 
(London: Royal Society) 

13



14 

International Journal of Mechanical Engineering Education, 7 203-204 (1979) 203 
  

Letters to the Editor 

IN DEFENCE OF SEVEN DIMENSIONS 

Dear Sir, 

Mr Clayton draws attention (1) to misunderstandings 
concerning the mole, and Professor Walshaw (2) wants 
to know why the mole should be considered an SI base 
unit. In taking up his challenge ! am not defending either 
the half-finished job so far made of introducing the 
underlying concept of ‘amount of substance’, or the mas- 

sive confusion that exists in current literature. But | 
think I can justify the introduction of a seventh indepen- 
dent base-quantity into the International System of 
Measurement, by making a series of points. 

  

The mole as a counting unit 
1. Mr Clayton is right in pointing out that several differ- 

ent concepts of the mole are in use. These date from 
the pre-1971 era. It is abundantly clear, however, that 
the new international standard (3) lays down a 
‘counting unit’ definition of the moie. This new mole 
is a different concept from the oid “gram-molecule’ 
(4). Realization of this seems to be rather slow in the 
United Kingdom. Some peopie have changed the 
name but not their concepts. 

. A distinction must now be made between ‘numbering’ 
and ‘counting’, at least in scientific contexts. Number- 
ing is going ‘one, two. three’, counting is going ‘one 
thing, two things, three things’. Counting is an exper- 
imental physical process: numbering is something 
more abstract. The distinction between counting and 
numbering is deep-seated in the English language. 
although not total. There are many words (nouns) 
that are used only in connection with counting, for 
example: brace, six-pack. dozen. score. gross. They 
are diferent in usage from the corresponding num- 
bers. and we may cail them ‘counting units’. 

. The algebraic formulae by which we write down the 
rules of engineering and science are based on the con- 
cept of ‘physical quanuty’. for example—length. The 
symbol. L. representing the length of a pin, stands for 
1 in or (1/12) ft or 2-54 cm, and not for any of the 
numbers 1, (1/12) or 2:54, This is specified by the 
International Standard that defines the SI system, 
and also by such bodies as the Royal Society Symbols 
Committee. In general, we write the value of a physi- 
cul quantity in the form: 

value = numerical value x unit 

The base-quantities of the international system of 
measurement correspond to basic experimental 
processes, such as ‘distance measuring’. or ‘duration 
measuring’. 

. Counting things is also a basic experimental process. 
What happened in 1971 was that the CGPM decided. 
in effect. to put the process of counting onto the same 
formal symbolic and mathematical basis as the other 
basic physical processes. That is, to create a system 
whereby we write: 

value of a ‘count’ = numerical value x counting unit 

IMechE & UMIST 1979 

In Professor Walshaw’s terminology (S), counting has 
now been formalized in terms of a ‘quantity algebra’. 
The new moie is a large counting unit. useful for 
counting objects that are very small by human 
standards. 

A historical perspective 
Why has this change been introduced? I think that it is 
just an historically inevitable consequence of the 
discovery of the atomic nature of matter. For thousands 
of years men have known that measuring length and 
time is important in what we now call science, and hence 
the system formalizes their reckoning. But it is only 
within the last hundred years that we have become con- 
vinced that in understanding chemistry and molecular 
physics it is essential to have a count of the fundamen- 
tal entities involved, and a knowledge of their nature. 
And it is only now that this knowiedge is beginning to be 
incorporated into the system of scientific measurement 
itseif. (Commerce. of course. has used counting units for 
many, many centuries.) 

Unnecessary linguistic confusion 
Strictly, in the above equation I should have written: 
value of an amount-ol-subdstance. But my experience is 
that this term is a major source of confusion. When the 
new base-quantity whose base-unit is the mole was in- 
troduced, it wouid have been far better, I believe, to have 
introduced a new scientific name for it. “Entity-count’ 
would be one possibility. But my preference is to invent 
the word ‘ont-count’ (literally: count of being things), 
which is derived trom the Greek word ov that has been 
widely used in forming the names of elementary entities. 
One would then be able to make statements like: “An 
amount of substance can de expressed either as an ont- 
count or as a mass’. As things currently stand. the words 
‘amount of substance’ have both a general everyday 
meaning and a new (post-1971) technical meaning; it is 
lack of awareness of this new, confusing, multiple 
scientific usage that causes many misunderstandings. | 
have discussed this in more general terms elsewhere (6). 

The mole but no mass units 
Professor Waishaw (2) asks for an exampie in which the 
use of the mole does not invoivea link with a unit of mass. 
Consider my last year’s examination question: ‘Estimate 
what amount of gas hits unit area of your finger per unit 
ume’. In the posi-1971 system this quantity (here 
denoted by J) is given by: 

J=ilci 

where @ is the mean speed of a gas molecule, and C is the 
gas concentration (~ 44-6 mol/m? for gases under stan- 
dard conditions). There are no mass units visible here. 

Obviously, the size of the base-unit of amount-of- 
substance is, for general convenience. linked in with the 
size of the kilogram. But this does not render the concept 
of amount-of-substance {ont-count) redundant. Sim- 
ilarly, the use of the ‘light-year’ in astronomy does not 
render the concept of length redundant there. 
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Some work of mine (7), albeit not in the context of 
mechanical engineering, prevides an example of a situa- 
ion where greater clarity of discussion is obtainable in 
the post-1971 system: and aiso demonstrates that a 
scientific discussion can use the concept of amount-of- 
substance without implying any link whatsoever with 
the concept of mass. 

The need for a long-term view 
Finally, [ wish to suggest that the real issue is one of 
long-term convenience and clarity. By international 
agreement, and with this aim in mind, there has been a 
change in the language and in the style of thinking used 
to discuss chemistry and molecular physics. The full 
nature of the change is, as yet, poorly publicised, 
inadequately understood. and incompletely worked 
through. There will inevitably be a period of some years 
during which parallel systems operate and confusion 
occurs between them. However. it took many years for 
electrical rationalization to become accepted. yet now 
the whole business of electrostatic and electromagnetic 
unit systems looks markedly archaic. In like manner, [ 
delieve, will the old systems of gram-molecules, pound- 
moles, etc, gradually fade into obscurity, because the 
new mole-based system (once understood) is concep- 
tuaily simpier. 

R G Forbes 
The University of Aston in Birmingham 

9 July 1979 
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Letters to the Editor 

IN DEFENCE OF SEVEN DIMENSIONS 

Dear Sir, 
Dr Forbes’ attempt (1) to justify the 1971 mole as an 
independent base unit of the SI and the consequent 
demise of the Ib-mol and g-mol in favour of a ‘numerical’ 
mole based on Avogadro's number does not succeed 
completely because the definition of the 1971 mole is 
based on a particular mass—0-012 kg of | carbon 12; 
and [ doubt if this definition will be modified to include 
his new word ‘ont-count’ or even ‘entity-count’ since the 
latter is implied in the 1971 definition (2). He quotes a 
gas concentration of 44-6 mol/m? followed by ‘There are 
no mass units visible here’ (1). Quite so! but ‘not visibie 
here’ does not mean that they are not involved—ice. 
*hiding’ within the mole in a similar way that a unit of 
length is ‘not visible’ in circular measurement of plane 
angle, but a unit of length is, nevertheless. always in- 
voived in the radian. 

Dr Forbes does not include a reference (inadvertently 
omitted. no doubt) to my recent letter (3) which gives the 
links between mass m. moles n and number B of entities, 
and poses queries on independence: The usefuiness of 
the moie is not in question but merely its ‘masquerading 
as a base unit of the SI’ (3). However, even this cannot 
now be proceeded with, since | am informed by the 
BIPM that The base units of the SI system are simpiy 
those units that have been chosen, arbitrarily, to form 
the most convenient system. It is not necessary that the 
base units. so chosen, be independent of one another. 
The important requisites are that they form a coherent 
system and most conveniently serve the needs of those 
who use them’. 

So, now we know!—base units are not all that some of 
us thought they were intended to be—i.e. they are not so 
‘fundamental’ as can be defined without recourse to any 
other unit. This, I suppose, complies with a 1948 resoiu- 
tion (2) of the CGPM re: ‘the establishment of a practi- 
cal system of units of measurement’. Hence. the mole as 
a base unit! 

Finis. 

Professor A C Waishaw 
The University of Aston in Birmingham 

4 December 1979 
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Dr Forbes replies 
In the construction of a system of measurement. deci- 
sions have to be taken at three levels. 

First, it has to be decided what properties processes in 
the world are to be regarded as basic and independent. 
There is some degree of arbitrariness about this: for 
example, one could in principle take rate of motion. 

© IMechE & UMIST 1980 

rather than distance, as basic. However, it is surely legiti- 
mate to regard counting as a basic scientific process, 
particularly now that techniques exist (based on 
field-ion emission) whereby individual atoms can be 
seen. Surely, also, counting is a process that is concep- 
tually distinguishable from the measurement of inertia. 

Second, it has to be decided how each physical 
property is to be expressed as a physical quantity. For 
each basic property/process there should be a single cor- 
responding base-quantity. Before 1971, in the context of 
chemistry and gas physics, the process of counting was 
expressed in terms of the dimensionless quantity 
‘number of gram-molecules’. The 1971 change was to 
replace this by a physical quantity ‘amount-of- 
substance’ (my “entity-count’ or ‘ont-count’) defined as 
having its own dimension and units. This new physical 
quantity is conceptually independent of the physical 
quantity ‘mass’. and this independence is not affected by 
the way in which its SI base unit is currently defined, nor 
by the existence of an experimental relationship between 
mass and entity-count for any given material. 

Third, for each base quantity a corresponding base 

unit has to be chosen and defined. 4 priori. many alter- 
natives exist. The SI base unit the mole is currently 
defined by reference to a mass unit: logically. it couid be 
defined by reference to a charge unit: in twenty years 
time I think its definition will have the form: 

The moie is the amount of substance (entity-count) of 
a system that contains 6022045 x 10? eiementary 
entities. When the mole is used the aature of the 
siementary entity must be specified.” 

For an account of the experiments. already in progress. 
that have this objective in mind. see the article by Des- 
lattes er ai (4), The moie as just defined would be concep- 
tually pure. 

With respect to Professor Walshaw’s comments on 
my earlier letter (1) and his previous letter (3)—reference 
to which I indeed omitted inadvertently, may I make 

four points: 

We are united about the convenience of the moie in 
many contexts. and on the point that it shouid be 
taught and used correctiy: we differ oniy about what 
its status should be. This difference comes trom diver- 
gences in opinion as to the status of the base units in 
a system of measurement. “ 

. The logical construction of a system of measurement 
is a more subtle and complicated procedure than the 

definition of its base units. (British textbooks and 
official publications almost never discuss all the issues 
involved. The International Standard (5) is somewhat 

clearer.) 
. In my view, the essential point is that the process of 
counting is conceptually independent and basic, and 
the quantity ‘amount-of-substance’ (my ‘ont-count’) 
is independent and basic: hence I see no difficulty in 
justifying the mole as an SI base unit 
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4. The ampere, like the mole, is currently defined by 
making reference to other base units. If the mole is 
masquerading then so—logically—is the ampere. It 
Seems better to believe that neither is. 

Finis, peradventure, to this dialogue; but a large task 
of education remains, I feel. 

R G Forbes 
The University of Aston in Birmingham 

17 December 1979 
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EDUCATION IN CHEMISTRY —- 

Educ. Chem., 1982, 19, 102 

The seventh SI quantity 
The post-1971 changes to the 

international system of measurement, 
and their linguistic implications, 
continue to trouble me and others. 

R. E. Lee seesea problem in the 
statement: ‘The mole is the unit of the 
quantity “amount of substance”. He 
comments: ‘It is not, il is a number of 

particles’. In everyday language | would 
agree with him; but in official scientific 
language he is wrong: the official 
international and national bodies have 
defined ‘amount of substance’ to be the 
English proper name of the quantity for 
which the mole is the SI unit. | see 
much sense in persuading them to 
introduce a second, optional, more 
obvious in its meaning, name for this 
physical quantity. | see a partial analogy 

in electricity, where the Royal Soc 
Symbols Committee @ lists both 
‘quantity of electricity’ and ‘electric 
charge’ as names for the physical 
quantity whose SI unit is the coulomb. 

The mole (post-1971) is manifestly a 
unit associated with specifying how 
much is present, in terms.of a count of 
the elementary entities in question. But 
linguistically it is not a number. 

Consider the sentence: ‘There were four 
atoms present’. Now replace the word 
‘four’ by the word ‘mole’, and then by 
the words ‘dozen’ and ‘pair’. In each 
case, the result is not linguistically 
correct English. Hence ‘mole’ and 
‘dozen’ and ‘pair’ are not numbers in 
the sense that ‘four’ is. | call them 
‘counting units’, and believe the 
distinction is not only useful but crucial: 
in the quantity calculus of the revised SI 
system, ‘numbers’ are dimensionless, 
but ‘counting units’ are defined to have 
a dimension of their own, symbolised 
by INI. 

The other basic question with the 

new post-1971 ‘mole’ is whether it is 
the name of an abstract thing, a pure 
unit of measurement, or the name of a 
concrete thing, the pile of powder or 
whatever that contains the Avogadro 
number of basic entities, or both. Hthink 
this is really what Messrs Lee and 
McManus were discussing. Before 1971 
‘mole’ probably was both; but in my 
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view the formal adoption of this word as 
the name of an St unit has de- 

legitimised ils use as a concrete name. 
(My analogy is: the sticks of wood that 

children use to measure length in 
laboratories are not called ‘metres’, but 
‘metre-rules’.) The need for a 
consensual name for the pile of 
powder or whatever also exists: perhaps 
we should invent one: for example, 
‘mole-measure’ or ‘normal measure’ 

(The more radical, but not 
recommended, alternative would be to 
let ‘mole’ revert to being the concrete 
hame, and think up a new name — 
perhaps ‘milliol’ — for the present SI 
unit.) 

On the question of a second name for 
the physical quantity, my requirements 
are: it should be a word manifestly 
associated with the process of countin 
it should have not more than three 
syllables; it should not cause confusion 
by having other uses or associations in 
science; it should not offend basic rules 
of the international system of 
measurement. | thus reject most existing 

suggestions, including: moleage, 
quantity, amount, population, count, 
and entity-count. My personal 
preference remains the invented word 
‘ontcount’ (meaning ‘count of being 
things’) — with my best normal-English 
suggestion being ‘content’ (perhaps 
‘chemical content’ in school 
chemistry). 

Can | urge some official action before 
not too long, if only a commissioned 
study of the deep and involved 
linguistic problems that seem to exist. 

Richard G. Forbes, 
Department of Physics, 

University of Aston, 
Gosta Green, 

Birmingham B4 7ET. 
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ATOMIC POLARISABILITY VALUES IN THE SI SYSTEM 

Received 23 September 1976; manuscript received in final form 11 January 1977 

The object of this note is to present a tabulation of values of the SI quantity 
“free-space atomic polarisability”’, for selected chemical species of particular interest 
to field-ion theory [1-4]. This quantity is of general interest to discussions of 
atomic and molecular phenomena occurring in high electric fields, but values are 
not tabulated in the more readily accessible data handbooks now published in SI 
units. A subsidiary aim is to clarify and simplify the procedure by which polarisa- 
tion energies are calculated in current field-ion literature. 

Principles. In the cgs esu and Gaussian unit systems the property of polarisability 
is represented by a quantity a, now called Gaussian polarisability [S—7], defined 
by: 

Ps= OES, CD) 
where p, is Gaussian electric dipole moment and £!°* js local Gaussian electric field 
strength. From ref. [6], p; and £°° are related to the corresponding SI quantities 
p and El by: p= (4n€)'/? p; El°* = (4me9)!/? E!°°: hence the defining relation- 
ship for polarisability in the SI system can be written: 

P=a! El? = ceo E'% = 4naseg EI, ‘@ 
where €9 is the electric constant, and a’ and a, are quantities defined by this equa- 
tion. 

By international convention [7]. in the SI system the quantity a’ (= 47¢9a,) is 
called “polarisability” (strictly — electric polarisability of a molecule). The quantity 
@ (which could be called the relative, or Lorentzian, polarisability) is not interna- 
tionally recognised, although it has been used in some widely-distributed current 
textbooks [8]. 

All three of the quantities a’, a,, a are normally denoted by the simple symbol 
@, and are normally called simply “polarisability”, in the contexts in which they are 
used. To obviate possible confusion, it is suggested that in future publications the 
prime might be retained on the SI quantity, at least for the time being, and that 
when a distinctive name is needed a’ should be called “‘SI (absolute) polarisability”’. 

Units of SI polarisability. The official SI unit for a’ is J V~? m?, as may be seen 
from the expression for the polarisation energy Uo) (unit: J) for an atom in an 
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electric field £'°¢ (unit: V m~!): 

Ugo =—1/2 a! (E'°*)?. (3) 
However, as can be seen from the tables below, the SI unit is inconveniently large. 
A much more convenient unit is the meV V~? nm? (1 meV V~? nm? = 1.602 189 

x 10-79 J v~? m?). With a’ in this unit it is particularly simple to calculate Uo, 
in eV when £'°° is expressed in V/nm: in field-ion theory this calculation is the 
commonest use of atomic polarisability. Conversion of a, expressed in A} toa’ 
expressed in meV V~? nm?, via eq. (7), is also simple, and the numerical values so 
obtained are of a convenient size. In the tables a’ is thus given in both forms of 
unit. 

It is suggested that a’ might normally be cited in meV V~? nm?, but that the 

conversion factor should be recorded once in each publication. 
Data. Values of Gaussian and SI free-space atomic/molecular polarisabilities are 

shown in the tables. Table 1 gives values for some particularly relevant gas species. 
With the exception of Xe, the data are in fact derived from experimental measure- 
ments [9-11], at room temperature, of the First Dielectric Virial Coefficient A. 
a; and a’ are related to this by: 

A= (41/3) Na a = (Na/3€0) &, : (4) 
where V4 is the Avogrado constant (6.022 045 X 107? mol~'). The value of a, 
for Xe is taken from ref. [13]. 

With the exception of O2 and Xe, the values are based on what Sutter, in his 
teview article [12], believes are the most accurate values of the dielectric virial 
coefficients to date: cited errors are all much less than 1%. Errors for 02 and Xe 
are not cited in the sources used. In some cases the a, values in table 1 differ 
slightly (by at most a few percent) from the values cited in earlier tabulations 
[13-16]. 

Note that the cited values in effect refer to gas at the limit of infinite dilution, 
at room temperature. If temperature affects the distribution characteristics as 

between different internal electronic or vibrational states, then temperature depen- 
dence in the average polarisability is to be expected. Also, effective values when 

the atom or molecule is close to the surface may be slightly or somewhat different 

[12]. It is beyond the scope of this note to go into details of such variations. How- 

ever, the author believes that the tabulated values yield a fair indication of the 

relative magnitudes of polarisation energies in the operating conditions of a field- 

ion microscope. 

Table 2 gives polarisabilities for some relevant metal species. The values of a, 

are extracted from a longer table given by Thorhallson et al. [17], obtained from 
calculations with SCF functions built up from minimal basis sets, and with 

optimised orbital exponents. In the few cases where experimental data is available 

for comparison, there is agreement to within a factor of two or better [17]. 
With metal species particular care must be exercised in using free-space polarisa-
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Table 1 
Free-space polarisabilities for selected gas species, with origin of data shown; ag is Gaussian po- 
larisability; @’ is SI (absolute) polarisability (1 A2= 10-39 m3; 1 meV V~? nm? = 
1.602189 x 10-49 J v~? m2) 
  

  

Species as/(A3) a'/(J V~? m?) a'/(meV V~? nm?) 

He [10] 0.206 2.29 x 10-41 0.143 
Ne [10] 0.396 4.40 x 10-41 0.275 
Ar [10] 1.64 1.83 x 10749 1.14 
Kr [10] 2.48 2.76 x 10-40 1.73 
Xe [13] 4.01 4.46 x 10-40 2.78 

Hy [10] 0.806 8.97 x 10-4! 0.560 
Nz [10] 1.74 1.94 x 10740 1.21 
02 [9] 1.57 1.75 x 10-*° 1.09 
C02 [11] 2.91 3.24 x 10-40 2.02 
CHg [9] 2.59 2.89 x 10-40 1.80 
  

bilities to calculate the binding-energy changes experienced by atoms very close to 

a highly-charged surface. As has been shown by Tsong and co-workers [18], charge- 
transfer effects may play a significant role; second-order field-dependences in the 

binding energy might be associated with variations in the amount of charge trans- 
fer rather than with polarisation of atomic orbitals in the adatom. 

The numerical expressions used in preparing the tables are: 

a/(A*) = 0.396431 A/(cm? mol), (3) 

a’ /(I V~? m?) = 1.11265 X 1074 a,/(A%), (6) 

a’ /(meV V~? nm?) = 0.694456 a,/(A%). @ 

The numerical factor in eq. (7) is closely equal to 1/1.44; this form is sometimes 
more convenient, and is more easily memorised. 

Comments on current practice. In current field-ion literature the symbol a 

almost always signifies Gaussian polarisability (though it may be expressed in nm°); 

the symbol F,, however, denotes a quantity with the dimensions of SI electric field. 

Thus in present nomenclature the polarisation expression often used would be 

written: 

1/2 agF?. (8) 

Comparison with eqs. (2) and (3) shows that eq. (8) is dimensionally inconsistent. 
The missing factor is 47é9. This factor can be expressed in the form: (14.4)~! 

eV A-! V~*. This is the origin of the “divide by 14.4” rule used in practice to get 

Upor in eV when F is in V/A and a, in A. 
Moreover, the quantity F is frequently used as if it were a parameter associated 

  

Upo1 = 
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Table 2 
Theoretical free-space polarisabilities for selected metal atom species (nomenclature as in table 

1d) 
  

  

Species a/(A3) a'/(J V-? m?) a'/(meV V~? nm?) 

Mo 18.3 2.04 x 10-39 12.7 
Ru 13.9 1.55 x 10-39 9.65 
Rh 12.4 738 x40- 37 8.61 
Ag 9.22 1.03 x 10739 6.40 
Cs 46.2 5.14 x 10-39 32.1 
Ba 49.7 S500? 34.5 
HE 22.7 2:53.%:10-2? 15.8 
Ta 19.4 2.16 x 10-39 5 
Ww 16.8 1.86 x 10-39 117 
Re 15.0 1.67 x 10-39 10.4 

Os 13.8 1.54 x 107-39 9.58 
Ir 12.5 U9950105 9? 8.68 

Pt 1LS 1.47 x 1073? 7.99 
Au 10.7 1.19 x 10-39 7.43 
He 9.78 1.09 x 10739 6.79 
  

with a binding site as a whole. Position-dependent variations in £'°° (and hence 
Uyo1) are then represented as a variation with position in an “effective polarisa- 
bility” (a! here, but usually just a). The name “effective polarisability” and the 
symbol @ are also sometimes applied to the difference between af" for a neutral 
atom and af" for the appropriate corresponding ion, even when the atom and ion 
are at slightly different positions. 

The author’s impression is that these procedures have sometimes been respon- 

sible for confusion concerning polarisability and polarisation energies. I emphasize 
that E'°¢, as used here, denotes the local or effective field as normally used in text- 
book discussions of electricity and magnetism [19]. 

Richard G. FORBES 

Department of Physics, University of Aston, 

Gosta Green, Birmingham B4 7ET, England 
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The total binding energy of a metal atom to a charged surface contains a con- 
tribution resulting from polarisation of the metal atom orbitals, The magnitude of 
this contribution is of interest in field-ion theory, particularly in the context of field 
evaporation appearance energies and surface diffusion in high electric fields. This 
note points out that, for a given external field, if one considers how the magnitude 
\UP°! | of the contribution depends on the proper polarisability of the surface metal 
atoms, then there may be a theoretical maximum value for |U?°|, The maximum 
value is independent of the proper polarisability of the surface atom, but will be a 
function of its crystallographic environment. 

This effect is a consequence of the self-depolarising behaviour of a planar (or 
nearly planar) array of polarisable atoms. For a given local field acting on a particu- 
lar atom, the polarisation energy is directly proportional to atomic polarisability. 
However, the greater the polarisability of the other atoms in the array, the greater 
will be the depolarising field acting on the original atom, and hence the lower will 
be the (total) local field acting on it. Atomic polarisability thus affects polarisation 
energy both directly and indirectly. In consequence, a theoretical polarisation- 
energy maximum may exist. 

This effect can be illustrated by analysing the behaviour of a simplified surface 
model. This represents a charged surface by an infinite square array of superim- 
posed monopoles and dipoles in the plane of the surface, together with a corre- 
sponding distant array of monopoles of the Opposite sign. This model is a devel- 
opment of models previously used in the context of field-ion theory [1-3], and will 
be discussed in more detail elsewhere. 

Because considerable linguistic confusion exists [4] in the literature, some defi- 
nitions will be helpful. If F! is the local SI electric field at the nucleus of a surface 
atom, then the polarisation energy (U°°!) of the atom is given by: 

Pla lb (Pes) a) 
b’ is the quantity called “electric polarisability” in the current International Stan- 
dard [5]; for clarity here I call 6’ the proper SI polarisability of the surface atom. 

1620 
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The local field F!°° js the total field that would exist at the atomic nucleus, in the 

absence of the charge distribution associated with the polarised atom in question, 
but in the presence of any charge rearrangements induced in neighbouring atoms 
when the original atom is present. 

Two alternative expressions for polarisation energy are: 

UP! = _Lo'(F*t)? = 1 (4neg)e,(F*)?. (2) 

In the context of an array model, F*** represents the SI electric field at a point well 
away from the array. F°** can also be identified with the “applied field” as used in 
field-ion literature. In field-ion literature the coefficient c, has often been called 

“surface-atom polarisability”, or similar names, although it is not a polarisability 
(or a Gaussian polarisability) in the textbook sense. Perhaps a better name would be 
“Gaussian polarisation-energy coefficient”. 

Since cited applied-field values are in effect values of F°**, the basic problem is 
to determine an expression for c’ (or c,). An attempt was made by Miiller [6], but 
the validity of his approach is highly questionable. The present approach assumes 

merely that the quantity b’ is fairly well defined, and evaluates the coefficient 6 
defined by: 

Fe = BRet, : @) 

The polarisation-energy contribution can then be determined from the equation: 

Pol = _1'g2 Fenty? (4) 

I shall work with the international (SI) system of electrical quantities and equations 
[5], rather than the mixed, dimensionally-inconsistent system often used in field- 
ion literature in this context. 

Consider the infinite square array model. If the field acting on each atom is F!°°, 
then the total dipole moment p’ of each atom is given by: 

pau! +B'F**, (3) 
where yu’ is the zero-field SI dipole moment of the atom, the convention being that 

u' and p’ are positive if the positive end of the dipole is directed outwards from the 
surface (i.e. towards the distant array). When the electrostatic contribution [7] to 
the work-function is positive, it is necessary to regard y’ as negative for the surface 
atoms. 

The field F'°* contains two main contributions, due to the monopoles (F™) and 
to the dipoles (F4), thus: 

Fee = pm 4 pe (6) 

It is well-established from classical electrostatics [8] that at an atom in the array: 

ELE 7) 
At some atom, considered to be at the centre of the array, the field F4 is obtained 
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by summing over the fields due to all the other dipoles, thus: 

]     Fo=D)'L-p') {4nep (ia? + j2a2)*?}] = -Kyp'/4te 00°, (8) 
i 

where a is the lattice spacing in the array; i and j are integers labelling the dipole 

positions; and the prime indicates that the summation is over all pairs of values 

except (0,0). K; isa “structure factor” [3] defined by: 

Ky = LG +72). (9) 
a 

Combining eqs. (3) to (8) leads, after some rearrangement, to the formula: 

B=4(1 —2u'K,/4nega? F™)/(1 + K,b'/4n€9a°). (10) 

This result can be regarded as the correct form of an erroneous result given in ref. 
[3]. Note, in particular, the additional factor of } present here. 

Eq. (10) has the form: 

B=n/(1 + mb’), (11) 

where n and m represent the relevant expressions in eq. (10). It follows from eq. (4) 

that |U°! is given by an expression of the form: 

JUPl| = dn? {'/(1 + mb'P FY. (12) 

Considered as a function of b’, the expression in curly brackets clearly passes 

through a maximum. It is easily shown that the condition for the maximum is: 

b' = 1/m = 4neoa*/K,. (13) 

Whence it follows that: 

JU?" ax = (4€a? (32K, (F* — 2K, u'/4me€qa*)?. (14) 

The second bracket is this equation can be simplified by writing y’ in terms of 

the corresponding electrostatic work-function contribution y. For a square array: 

W=—eu"/a? eo, as) 

where e is the elementary (proton) charge. Hence we obtain: 

|U?"| ax = (4€9a?/32K, (F% +K, w/2nae)?. (16) 

Typically, ly lis of order a few tenths of an eV. Taking | |as 0.5 eV, and a as 0.5 

nm, and using Topping’s [9] value for K,, namely 9.034, leads to an estimate for 

the size of the zero-external-field term: 

|K,W/2nael ~ 1.5 V/am. a7) 

At the field strengths relevant to field-ion theory this term can be disregarded, 

certainly in the context of the present planar-array model. 

Tid:
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To form an estimate of the likely magnitude of IUP°'|,ax, let us set @ equal to 
the interatom spacing on the tungsten (111) plane (namely 0.4476 nm), and F°*t 
equal to the conventional evaporation-field value for tungsten (57 V/nm). This 
leads to the estimate: 

[UP nox ~ 0.7 eV (for F*** = $7 V/nm). (18) 

This would be increased to 1.2 eV if one assumed for F°*t the value 74.5 V/nm 
cited by Miiller and Tsong [10] for field evaporation from the (111) plane. 

For comparison, Miiller’s theoretical method [6] leads to a polarisation energy 
of 2.7 eV for atoms in the (111) plane at 74.5 V/nm [10]; a field-dependent energy 
contribution of over 10 eV would be deduced at this field if one assumed the c, 
value derived by Tsong and Kellogg [11], from analysis of the diffusion of tungsten 
atoms on the tungsten (110) plane (at somewhat lower field strengths). 

From eq. (13), the b’ value for which the maximum occurs is 6.9 meV - (V/ 
nm)~?. (1 meV -(V/nm)~? = 1.602 189 X 10-4° J V-? m~?.) For comparison, the 
theoretical estimate of b’ for tungsten is 11.7 meV -(V/nm)~? [12,4]. 

Discussion. The important result from this analysis is not so much the numerical 

values derived above, but the fact that a theoretical maximum does exist — and may 

also exist for models employing more realistic surface geometries. A major problem 
in estimating surface-atom polarisation energies has always been the unreliability of 
both theoretical and experimental estimates of coefficients such as b’ and c,. (The 
unreliability of the experimental estimates comes from conceptual inadequacy in 
the models used to analyse the data, rather than defects in the data.) The result 
here suggests that a limit can perhaps be placed on the polarisation-energy contribu- 
tion without having values for b’ and c,. 

Knowing such a limit would, for example, be very useful in connection with the 
atomic-jug formalism in field evaporation theory [13]. It would enable a limit to be 
put to the size of one of the correction factors (the second bracket in eq. (40) of 
ref. [13]) that could not be satisfactorily estimated. Having a limit for the polarisa- 
tion-energy contribution would also help in resolving the discrepancy between mea- 

sured and predicted values of field-evaporation appearance energies [14,15]. If the 
predicted maximum were genuinely as low as the above figures suggest, then the 

polarisation-energy contribution could be dismissed as of little significance in either 
of the above situations. 

However, in reality, an atom about to field evaporate is in a kink-site, and a dif- 

fusing atom is always above the plane of the array, so the simplified model used 
above is of limited relevance. In reality, for a given value of F***, one might expect 
\F™ | to be greater and IF%l to be less, with the result that 6 and F!°* would be 
greater than in the simple model used here (all these at the position of the atom in 

question), Hence I/?°'| would be greater. 
Because real situations do not have the symmetry and uniformity of the simple 

array model, derivation of analytical expressions for in real situations is far from 

straightforward, Nevertheless, it seems that theoretical maxima for |U°°!| (for a
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given F°**) shoult exist, certainly for some real geometries. Attempts to determine 

maximum values for more realistic model situations would be of considerable 

interest. 

References 

[1] R.G. Forbes, in: 21st Intern. Field Emission Symposium, Marseilles, 1974. 
[2] MK. Wafi, M.Sc. thesis, University of Aston (1977). 
[3] T-T. Tsong, Surface Sci. 70 (1978) 211. 
[4] R.G. Forbes, Surface Sci. 64 (1977) 367. 
[5] International Standard ISO 31/VIII-1973(E), entitled: Quantities and Units of Physical 

Chemistry and Molecular Physics; International Standard ISO/DIS 31/V, entitled: Quanti- 
ties and Units of Electricity and Magnetism. 

[6] E.W. Miller, Surface Sci. 2 (1964) 484. 
[7] R. Smoluchowski, Phys. Rev. 60 (1941) 661. 
[8] For example, R.P. Feynman, R.B. Leighton and M. Sands, Lectures on Physics, Vol. II 

(Addison-Wesley, 1964). 
[9] J. Topping, Proc. Roy. Soc. (London) A114 (1927) 67. 

[10] E.W. Miiller and T.T. Tsong, Field Ion Microscopy: Principles and Applications (Elsevier, 
Amsterdam, 1969). 

[11] TT. Tsong and G. Kellogg, Phys. Rev. B12 (1975) 1343. 
{12] J. Thorhallsson, C. Fisk and S. Fraga, J. Chem. Phys, 49 (1968) 1987). 
[13] R.G. Forbes, Surface Sci. 70 (1978) 239. 
[14] A.R. Waugh and MJ. Southon, J. Phys, D (Appl. Phys.) 9 (1976) 1017. 
[15] R.G. Forbes, Surface Sci. 61 (1976) 221. 

  

Uz,



Derivation of surface-atom polarizability from field-ion energy deficits 
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(Received 4 December 1979; accepted for publication 4 February 1980) 

‘The field dependence of the difference in standarized energy between helium ions produced from 

the field-adsorbed position and from the critical surface has recently been interpreted in terms of 
field penetration into a jellium surface. A model that takes the atomic structure of the real surface 

into account interprets these results in terms of the proper polarizability of emitter surface atoms. 

Values obtained for tungsten are 2.0] and 2.07 meV V~* nm‘. 

PACS numbers: 79.70. + q, 73.3.0 + y, 73.20. —r 

Itis now accepted that, if an auxiliary gas of low ioniza- 
tion potential is present, spectral lines can be detected in an 
atom probe that correspond to the ionization of helium 
atoms field adsorbed directly onto the emitter substrate.“ 
Sakurai and co-workers* have recently investigated the field 
dependence of the difference D (F) in standardized energy 
berween these ions and those that originate in the critical 
surface. For the adsorption of helium on tungsten it is found 
thar this energy difference is a linearly decreasing function of 
the external field F for ail three planes investigated. 

Using 2 model that supposes field ionization to be tak- 
ing piace in a uniform field above a flat jellium surface, into 
which the field penetrates by a distance 4 “', they show that 
D(F) is given by 

D(F)ml, -- 66 — Gy FAP + yy + Ui Exa) 

qQ) 

where J, is the ionization energy of the adsorbed gas; 6‘ is 
the relevant local work function of the emitter; z,, is the 

distance of the bonding site of the field-adsorbed atom from 

the surface of the jellium; eis the elementary charge; A,., isa 
term expressed as a difference in atom and ion polarizabili- 

ties, said to be small*; and U; _ , (z,,) is an ion-surface inter- 

action term treated as independent of field. 

For the (111) face, z,rX! is empirically determined to 
be 180 pm (1 pm = 10"? m). Values are slightly less for the 
(112) and (110) planes, as shown in Table I. Culbertson er 

ai* offer no particular explanation of their numerical values 
or the trend in them. Within the framework of a jellium 

model, however, if the helium atom radius is taken to be 122 

pm (as Tsong and Miiller assume*), and the heijum atom is 
assumed to be in direct contact with the jellium, then one 

would conclude thatz,, = Typ = 122 pm, and“! = 58 pm, 
for the tungsten (111) face, and somewhat less for the (112) 

and (110) faces. Conventional thinking’ is that 4 ~' should be 
of the order of 100 pm, so the empirical values are on the low 

side, but not disturbingly low. 
There are, however, certain conceptual difficulties in 

the application of the jellium surface model to field-ion phe- 
nomena. The central fact of field-ion microscopy is that indi- 
vidual emitter atoms can be observed. In particular, each 

atom in a tungsten (111) facet can be seen, if imaging condi- 
tions are chosen appropriately. Therefore, to apply a concep- 
tual model in which the atomic structure of the surface is 

more or less totally disregarded is to create a mismatch be- 
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tween model and reality. Another problem with a jellium 
model is that there is some uncertainty over precisely where 

to locate the jellium surface, relative to some definable fea- 

ture of a real surface—so it may not really be legitimate to 

take z., equal to7y,. 
An alternative is to apply to the analysis of the above 

results the charged-surface model being developed by the 
present author. This model represents a charged surface 
by an infinite, reguiar, flat array of superimposed charges 

and classical dipoles, together with a distant layer of charge 

of the opposite polarity, necessary for electrostatic seif-con- 
sistency. The relevance of these field-induced emitter — sur- 
face-atom dipoles was first pointed out by Tsong and 
Miiller.’ And it now seems to be established that, in order to 

explain the experimental fact of fieid adsorption, it is neces- 
sarp to postulate that there is a dipole moment (as weil as an 
excess charge) associated with every surface atom. A model 
of this type might be expected to apply adequately to the 

(111) and (112) planes of tungsten, because they are reiative- 
ly close packed, and because measurements can be per~ 
formed in the interiors of these facets. 

‘Associated with a polarized layer of atoms there is 2 
work-function correction (negative if the external field is 

positive) given by 

s6= —ibeF /AeM, Q 

where Fis the externa/ field, some distance above the array; 0 

is the proper SI polarizability”® for the atoms, discussed fur- 
ther below; é, is the electric constant; 4 is the area per atom 
in the layer, and M is 2 parameter with the role of a relative 
permimnvity for the array, given by 

M=1+7b/4rE¢", G) 

where cis the lattice parameter of the space lattice (¢ = 316.5 

TABLE I. Parameters relating to 2 tunsten emmmer (8° = 1 

        

meV V-? am? = 1.602 189 10“ J Vm’, bY 4rey x 1.439 976 A>), 

ze ead 
Facet (pm) (pm) Aly T bie 

ay 180 9 3.9011 2.07 
(112) im 38 7.5009 2.01 
on) 16s 95 - - 

————— 
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pm for tungsten), and Tis a “structure factor” specific to a 
particular lattice structure and crystallographic face, Tis 
defined by 

T=S €/pn). 4) 
where one atom in the layer is chosen as the “central” atom 

and the summation is performed over all the other atoms, p,, 

being the distance of the mth atom from the central atom. 

The value of T is obtained numerically. These equations re- 
present a corrected and generalized version of a formula giv- 
en earlier.” 

It can be shown’ thar this work-function correction 

can alternatively be thought of as 2 shift ourwards in the 
effective electrical surface, from the plane of the superim- 
posed charges and dipoles, by 2 distance d given by 

d= —6d6‘/ef. (s) 

Consequently, if ry denotes the radius of a rungsten atom, 
and the field-adsorbed helium atom is considered to be in 

direct contact with a surface tungsten atom, application of 
this model to the resuits of Cuibertson er al., gives 

dary = lHe — Gag +47!) = 1b /AEoM. (6) 
Values of d derived empirically in this way are shown in 
Table L. 

Although the parameter d enters into the detisiition of 
M. as well as appearing directly, it is the only unknown in 
Eq, (6). Hence, using the structure-factor values tabulated, 
vaiues of 6 may be derived for the (111) and (112) planes, and 
are shown in Table I. 

It is not possible ar present to know whether the differ- 
ence between the values derived for the two pianes is signifi 
cant. Polarizability values for atoms in different crystailo- 

graphic environments are not necessarily expected to be 
equal; but a discrepancy could also be explained by oversim- 
plicity in the model, and/or imprecision in basic assump- 
tions, and/or inaccuracies in the fieid calibration used by 

Culbertson er al. 
However, there is a marked difference between the em- 

pirical values and the vaiue 7 meV V7 nm* recommended by 
Miller and Bederson”* for a tungsten atom in free space, on 
the basis of the theoretical calculations of Thorhallsson er 

al. As there is no compelling reason to suppose that a par- 
tially ionized surface atom would have the same proper SI 
polarizability as a free atom, the existence of this difference 

in not surprising, although the empirical values are some 
what smaller than the present author felt the true value 
would be. 

‘The importance of the present analysis is that it is free 
from the conceptual objections that can be raised against 
previous discussions of parameters called “surface-atom po- 
larizability.” The parameter b used here is defined by 

b=p/F™, o 
where p is the SI dipole moment associated with a surtace 
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atom and F'™ is the Joca/ (SI) electric field acting at the 
nucleus of the atom. (The local field F'* is, by definition, the 

field that would act at the position of the nucleus of the atom. 

in the absence of the atom itself, but in the presence of any 
effects induced by the atom when itself present.) And the 

theory is formulated self-consistency in terms of this param- 
eter. The parameters called “polarizability” in much of fieid- 

ion literature are formulated in terms of the external field F 

(which may differ from F'* by a factor of between 2 and 
about 5) and cannot be identified with the proper polariza- 
bility 6, Further, the derivation of a “polarizability” from 

Tate-constant sensitivities’* is mathematically invalid, '* the 

derivation from field-adsorption experiments’ negiects mu- 
tual depolarization, '7 and the derivation from diffusion ex- 
periments’ leads to a parameter associated with charge 
transfer rather than with the polarization of atomic orbitals. 

Obviousiy, there remain some difficulties over the con- 
cept of surface-atom polarizability, and the differences re- 
ported* between the resuits for tungsten and those for other 

matenals remain to be explained. Nevertheless, I wish to 

suggest that measurements of the type reported by Sakurai 
and co-workers may be of greater theoretical importance 
than they suggest, and that it wouid be of interest to have 

such experiments repeated and refined. For theoretical pur- 
poses it would also be helpful to have a micrograph showing 
the precise area from which measurements were taken and 
the surrounding crystallographic fearures, and in sitw eid 
calibrations. 

The proper SI poiarizability 6 appears in various as- 
pects of the theory of higily charged surfaces. It has been a 
continuing problem to know what value to choose for it. In 
the case of tungsten, the present analysis suggests that 2 

meV V7 nm* might bean adequate choice for a “provision- 
al working value.” 
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This paper aims to clarify the theoretical concepts associated with the field dependence of 
surface-atom binding energy. The various coefficients involved are defined, and orbital-polariza- 
tion and charge-transfer effects are distinguished. It is demonstrated that the latter. as well as the 
former, may have an F* form. A new empirical method of estimating the polarization-energy 
coefficient for a field-evaporating surface atom is described: this is based on the joint measure- 
ments of activation energy and onset appearance energy made by Ernst. His data for rhodium are 
reanalysed to give the value 1.05=0.3 meV V~? nm?. This value is then used to show that 
polarization-type effects will influence the interpretation of field-sensitivity data. Further experi- 
ments are called for. 

1. Introduction 

The binding energy of a surface atom is defined as the work necessary to 
detach it from the surface as a neutral and remove it to a point in remote 
field-free space. Applying a high electric field causes a change A.A in surface- 

atom binding energy, from its zero-field value A° to the value .\. 
These quantities and the derivative dA/dF are used in field-evaporation 

theory [1]. A specific approximation for AA is sometimes needed. and an F*> 
form is normally assumed. Thus we write: 

AA=1c,F?, (1) 
where F denotes the external field (i.e. the electric field somewhat above the 

surface atom in question); c, is a parameter, defined by this equation, that we 
call the polarization-energy coefficient (2] for the surface atom in question. The 
suffix a is used to indicate that we are referring to the atom in its as-bound 

electronic state, that has to be partially ionic in character in order to sustain 
the external electric field [3]. Tsong [4] has suggested the inclusion of a term 

linear in F in eq. (1), to allow for a field-induced reduction in the interaction 
between the electrons of the surface atom and the substrate, but this suggestion 
has subsequently been disregarded. 

0039-6028 /82 /0000-0000 /$02.75 © 1982 North-Holland 
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The main stimulus for this note comes from a perceived need to have a 
numerical estimate for dA/dF at the zero-Q evaporation field F*; that is, if 
eq. (1) is valid, we need to know the value of c,F*. In the new activation 
-energy formulae for field evaporation put forward in ref. [1], we need this in 
order to evaluate the likely influence of “polarization-type” effects on field- 
evaporation flux and rate-constant field-sensitivities. Since the question is one 
of the relative sizes of dA/dF (or c,F*) in comparison with nea, where ne is 
the charge on the escaping ion and a is the distance of the surface-atom 
bonding point from the emitter’s electrical surface, it seems likely that even a 
rough estimate of c,F* would be quite useful. F* can already be estimated 
[5-8], so we now need a value for c,. 

We shall work with the international (four electric dimensions) system of 
measure_ment and the units convention proposed in ref. [9]. 

The structure of the paper is as follows. Section 2 deals with the definitions 
of coefficients used to describe the field-dependence of binding energy, and 
previous attempts to estimate them. Section 3 then describes some basic theory 
associated with a new method of estimating c,, based on the measurement of 
activation energies and appearance energies. Section 4 describes the re-analysis 
of the relevant experimental results. Section 5 contains some theoretical 
considerations, about the form of AA and the value of c,. Finally, section 6 
discusses the paper's achievements and draws some general conclusions. 

Finally, here, we emphasize that in this paper A denotes the total field-de- 
pendent binding energy, i.e. the total energy difference between the ground-state 
vibrational level and the potential reference zero (the situation of a stationary 
neutral in remote field-free space). Recent literature employs the symbol A 
with four slightly different meanings, and care is necessary to avoid misunder- 
standings. 

2. Definitions and historical background 

The coefficient c, mainly relates, we assume, to two physical effects: partial 
electron transfer to the metal interior, to create the fractional surface-atom 
charge; and polarization of the atomic orbitals of the resulting entity. In a first 
approximation we can perhaps separate the effects and write: 

Cq = Cq(ct) +¢,(orb), (2) 

where ct and orb label the charge-transfer and orbital-polarization compo- 
nents. Because c, is defined with respect to the external field (rather than a 
local field acting on the atom in question), all quantities in eq. (2) will depend 
on the surface-atom crystallographic environment; they may also be field 
dependent. 

Because the values of polarization-energy coefficients (and their compo- 
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nents) are environment dependent. it is convenient to use a suffix to label the 

different types of bonding situation. For the present we distinguish only two 

types of situation: (1) an atom participating in normal field evaporation from a 

kink site (the a-situation); (2) an atom diffusing on top of a crystal plane (the 

6-situation). Finer distinctions may be needed elsewhere. 

If the self-consistent local field F,'*° acting on a surface atom can be defined, 
then the orbital-polarization component AA(orb) of the binding-energy in- 
crease for this atom can alternatively be written: 

A.A(orb) = 44,(orb)( Fi)’, (3) 
where b,(orb) is the so-called proper polarizability of the surface atom. Defining 

the field ratio 8, by: 

Bate 2. (4) 
we have the following relationship: 

c, (orb) = 82b,(orb). (5) 

The proper polarizability b,(orb) is expected to be much less dependent on 
crystallographic environment than is the polarization-energy-coefficient com- 
ponent c,(orb). Obviously, similar relationships apply to atoms in other 
bonding situations. 

Within the framework of a charged-surface model such as that adopted by 
Forbes and Wafi [10], 8, is roughly about 0.3, partly because the applied field 
acting on the surface atoms is only half the external field [11], partly because 
the effective field acting is even less, as a result of surface-layer depolarization 

effects. It follows that c,(orb) will be substantially less than b,(orb). 
Past theoretical and experimental investigations of field-dependent effects 

have beenfraught with difficulties and confusions. not the least of which is use 
of the name “polarizability” for many conceptually-different quantities. On the 
theoretical side, the semi-empirical formulae of Brandon for b,(orb) [12] and of 
Miiller for c, [13] are of uncertain status; and more-recent theoretical discus- 
sions [14-16], based on a “broadened level” picture, have not led to numerical 
results. Estimates of free-space atomic polarizability [17] can be used as 

estimates of b,(orb), but their relevance to the situation of a partially-ionized 

surface atom can legitimately be challenged, as could the accuracy of any 
depolarization model used to then get the corresponding value of c,(orb) 
(particularly in the case of kink-site atoms). 

On the experimental side, the two early methods, involving measurements of 
field evaporation rates [4,18], and of field-adsorption binding energy [19], are 
invalid because the formulzeused to interpret the data are mathematically or 
physically invalid {10,20-22]. The same flaw exists in a method of analysis 
recently used [23] to analyse data [24] about the temperature dependence of 
evaporation field [8]. Difficulties over the correct estimation of depolarization 
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effects make it problematical to derive an accurate value of c,(orb) from the 
experiments of Culbertson et al. [25] and the discussion of Forbes [26]. The 
method based on the migration of adatoms in the presence of the field, 
introduced by Tsong and co-workers [14,16,27], would on the face of it seem to 
give a fair estimate of cs for atoms diffusing on the top of a surface plane; but 
we cannot expect this approach to produce a value directly relevant to field- 
evaporating kink-site atoms. 

Against this very problematical background, and not without certain hesita- 
tions, we propose to briefly explore a further experimental method of deriving 
estimates for c,. This is based on the measurement of activation energies and 
onset appearance energies in the actual circumstances of field evaporation, and 
is implicit in the sophisticated experimental work of Ernst [28]. 

  

3. Appearance energy, activation energy and binding energy 

The concept of an appearance energy (4) emerges when the First Law of 
Thermodynamics is formally applied to surface field ionization [29]. A is in the 
nature of the electrical work done, by the emitter + field system, in order to 
produce an ion from the corresponding neutral. A has a quasi-thermodynamic 
nature, and relates only to the surface ionization process, so it is more 
fundamentally useful than the measured voltage deficit 6 for the ion, to which 
it is related by: 

A=re(5+6'), (6) 
where e is the elementary charge and re the charge on the ion when it arrives at 
the retarding electrode of local work-function ¢’. 

The value of A depends on the details of the ion emission process. The 

so-called standard appearance energy [29] relates to an ion that just escapes 

over the topof the relevant activation-energy barrier, with no kinetic energy to 
spare, and which has the electrons resulting from any ionization processes it 
may undergo transferred directly to the emitter Fermi level. For an ion that 
was initially bound in a partially ionic state a, escapes into an n-fold-charged 
state, and arrives at the energy analyser as an r-fold ion, we denote the 
standard appearance energy by 4%*"¢ and the activation energy for escape by 

Qanr (30). 
The experimentally measured onset appearance energy A°"*' for ions of this 

class, however, is less than the standard appearance energy, because many ions 

in effect cross the activation-energy barrier with finite kinetic energy. This has 

been clearly established by Block and co-workers [31-33], who in the case of 
metals now put: 

Ansel = stand — pT, (7) 
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where & is the Boltzmann constant, 7 the thermodynamic temperature and z a 
number of the order of 10. or less. The correction is really due partly to the 
statistical distribution of the bound-state vibrational energy, partly to electron 
transfer (during ionization) into temporarily-unoccupied states below the 
emitter Fermi level [33]. This last effect has long been recognized in the context 
of surface ionization [34]. 

The initial-state binding energy A is related to the activation energy and the 
standard appearance energy by [28,29,35]: 

A=dee + 0... —H,, 3) 
where H, is the energy needed to form the r-fold ion in remote field-free space, 
from the neutral, and is given by the sum of the first 7 free-space ionization 
energies. Hence we obtain: 

A= (Amt + O,,) — H+ 2kT. (9) 

The relationships implicit in eqs. (8) and (9) are illustrated in fig. 1. 
The activation energy that appears in eqs. (8) and (9) is the energy 

difference marked in fig. 1. In a one-dimensional model this quantity can be 
identified with the activation energy obtained from an Arrhenius plot [36]. But, 
it seems to us, in the real situation the “observed” Arrhenius-plot activation- 
energy could differ from Q,,, by a very small amount, perhaps about 1] kT. 
Any discrepancies of this size will get “hidden” in the uncertainty over the 
value of = in eq. (7), so we shall neglect them in what follows. 

   
onset      

  

He    
Position 

Fig. 1. Schematic diagram illustrating the relationships implicit in eqs. (8) and (9). for an ion that 
escapes in an n-fold-charged state and arrives at the analyser in an r-fold-charged state. The 
diagram is constructed by drawing in a level L that is above the energy reference level (at U =0) by 
an amount H,. (The diagram is not a proof of these relationships. is not to scale. and deliberately 
omits detail concerning the energy changes in the ionization processes.) 
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4. Analysis of Ernst’s experiments 

Ernst [28] was the first to realize that these equations could in practice be 
used to derive values of binding energies from independent measurements of 
activation energy and onset appearance energy, but has not carried the 
argument through to the deduction of a value for c,. Our objective here is to 
develop the analysis of his results, as listed in his table 1. = 

The most useful set are those for rhodium ions arriving in a 27 state (i.e. 
r=2). Ernst established, and Haydock and Kingham helped to confirm 
[37,38], that these ions are derived by post-ionization of Rh™ ions (i.e. n= 1). 
The bracketed quantity in our eq. (9) is listed as a function of field strength in 
table] in ref. [28], and is reproduced in column 3 of table] here. There is a 
noticeable field-dependent trend, notwithstanding the instrinsic experimental 
uncertainties in the individual data points. 

Taking the energy H, for rhodium as 25.54 eV [15], and temporarily 
ignoring the zk7T term, we show in fig.2 values of A derived from eq. (9), 
plotted as a function of external field F. Each data point is surrounded by a 
“box of measurement uncertainty” derived from Ernst’s stated error limits. 

The known zero-field binding energy for rhodium, A° = 5.75 eV [15], is also 
marked. 

It is not possible to immediately establish from fig. 2 what the form of the 
field dependence of A is. But it is clear that extrapolating back to zero field, 
assuming either a simple linear or a simple quadratic dependence on F, would 
lead to a zero-field binding energy less than the known value [39]. For 

example, a weighted linear regression gives: A° = 4.42 = 0.12 eV. 
Ernst [39] has tentatively suggested that this may indicate that a linear term 

of the form —@F, as proposed by Tsong [4], should be included in eq. (1). A 
possible field dependence. including both linear and quadratic terms, is shown 

   

Table | 
Data on which fig. 3 is based: the original data are taken from ref. [28], and the values of A are 
derived from eq, (9), using H;=25.54 eV; The column headed 3X7 gives an estimate of the 
additional error in the corrected (z =10.5) values of A due to the correction procedure (this 
additional error is ignored in the regression, as it is much less than the measurement error) 

  

  

  

T F (ASH + On12) A(z =0) A(z =10.5) 3kT 
(K) (V/nm) (eV) (eV) (eV) (eV) 

600 5.16 5.70 0.16 
510 5.76 6.22 0.13 
430 5.56 5.95 0.11 
350 5.66 5.98 0.09 
250 6.26 6.49 0.06 
100 651 6.60 0.03 
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Fig. 2. A plot of “derived binding energy” (from eq. (9), with : =0) against external field. Each 
point is surrounded by a “box of uncertainty” obtained from the error limits given by Ernst [28] 
(see table 1). The dashed line represents a weighted linear regression. The known zero-field binding 
energy for rhodium is marked with a diamond, and the continuous line represents a hypothetical 
field dependence of A involving terms linear and quadratic in F, as discussed in the text. 

  

schematically in fig. 2, but is not convincing. The Tsong proposal, although not 
unreasonable in itself, was an ad-hoc hypothesis that is without any detailed 
theoretical justification. For reasons that will become clear later, we prefer to 
assume a simple F? form. The discrepancy then has to be attributed to the zkT 

correction, term. : 
Ernst [28] estimated the effect of the zkT term to be less than 0.3 eV, and 

thus neglected it. Certainly an uniform upwards shift of this amount could not 
explain the whole of the discrepancy. However, the lower-field data points 
were in fact taken at higher temperature, and thus a “lever” effect operates. 
This is illustrated in fig. 3, which shows two sets of A-values plotted against 

Fe, 

The original data points are shown as circles. The “corrected” set of data 
points, marked with squares, were obtained as follows. For a given value of =, 
we may use the temperature values listed in table | of ref. [28] (and reproduced 

in table | here) to produce a modified set of A-values via eq. (9). We then carry 

out a linear regression (linear in F*) to obtain an “empirical” value of A°, The 
value of z is then changed, and the process repeated, until the derived value of 
A® is adequately close to the known zero-field binding energy. The “corrected” 
data points in fig. 3 correspond to taking z = 10.5; actual values are listed in
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Fig. 3. A plot of binding energy, as derived from eq. (9), against F? where F is the external field. 
The circles and the dashed regression line are obtained by taking : =0. The boxed points and the 
continuous regression line are obtained by taking z = 10.5, which gives an intercept equal to the 
known zero-field binding energy. Note that the zkT correction is greater for the data points at 
lower field (=higher temperature, see table 1). Regression results from these plots are given in 
table 2. 

    

  

table 1 here, for future reference. The continuous and dashed lines in fig. 3 are 
the regression fits for z= 10.5 and z =0, respectively, and are described by the 
parameters listed in table 2. 

An estimate of the error in = can be obtained as follows. From table2 we 
note that the standard deviation of the z = 10.5 intercept is +0.17 eV. We now 
repeat the process of varying z and carrying out regressions until a value of = is 

found for which the intercept is (A°+ 0.17 eV). This occurs for z= 13.7, as 
shown in table 2. The difference between this and the previous z-value is taken 

as an estimate of the error in z; so we obtain: 

2=105=3. (10) 

Table 2 
Values of the zero-field binding energy A°(der.) and slope 4c, derived from weighted regression 
analysis of fig. 3; the true value of zero-field binding energy is assumed to be 5.75 eV 
  

  

  

2 A®(der.)— A°(true) A°(der.) 
(eV) (eV) 

0 -0.56 5.19=0.18 
10.5 0.00 $.75=0.17 

  

13.7 0.17 $.92=0.17 0.438=0.14 

  

ne)



R.G. Forbes, K. Chibane / Electric-field dependence 

This value of = seems reasonable. In their work on the appearance energies 

of gas-phase ions. Block and co-workers (33] found a z-value of approximately 
10, for a typical signal-to-noise ratio of 10%, Thermal effects on appearance-en- 

ergy measurements were also observed in their work on silver [32]. Thus result 
(10) seems in general accord with the earlier work. We note, however. that the 

value of zkT we have deduced empirically for 600K, namely 0.54 eV. is 
somewhat larger than the maximum likely value estimated by Ernst, namely 

0.3 eV. The discrepancy is not large enough for us to be disturbed by it; we are 
not in a position to establish why Ernst’s estimate is apparently slightly low. 

For interest, we repeated the procedures described above on the data given 
by Ernst [28] for singly-charged ions, obtaining z = 14 = 3. However, the Rh 
data comprise only four points, over a limited field range, and are statistically 
rather a poor data set forour purpose. So we regard this result as of limited 
significance. (Possibly, it would be interesting to have experiments performed 
for a material that produces adequate fluxes of differently-charged ions over a 
good range in field strength.) ars at ae 

Returning to the estimation of c,, we note that in fig.3 there must be an 
uncertainty in the slope $c, associated with the uncertainty in z. We estimate 
the total uncertainty in $c, as follows. The difference in the value of the 
== 10.5 and z= 13.7 regressions is 0.087 meV V~?. nm*, Combining this in 

quadrature with the standard deviation on the z= 10.5 slope. we obtain: 
a($c,)~ 0.16 meV V~? nm’. The final estimate of c, thus becomes: 

  

  

¢,~ 1.05=0.3 meV V-? nm (experimental estimate); (11) 

the value expressed in SI base units is: (1.68+0.5) x 10-* J V~? mr; the 
corresponding Gaussian coefficient, c,/47¢9, has the value: 1.5=0.5 A’. 

5. Some theoretical considerations 

5.1. The form of AS 

That an F? form is chosen for AA, as in eq. (1), is largely a matter of 
historical precedent, in that the F? form is known to be the correct first 
approximation for a binding-energy change due to orbital polarization, cer- 

tainly for a neutral atom in free space. We may reasonably suppose that this is 

an adequate form for the orbital-polarization contribution in a surface atom, 
even when partially ionized. But, to the best of our knowledge, it has never 
been clearly demonstrated that the F? form is adequate for the binding-energy 

contribution A A(ct) associated with the partial ionization of the surface atoms. 

Thus we shall now present a simple argument that suggests that the F* form 
could be an acceptable first approximation for AA(ct). 

As a simple approximation we may suppose that the work necessary to 

AS:
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remove a surface atom, as a neutral, from a charged surface to remote 

field-free space may be notionally split into three parts: 

(1) The work necessary to depolarize the partially-charged surface entity back 
into a spherically-symmetric state, which is assumed to be $c,(orb)F?. 
(2) The work necessary to transfer charge back, from the rest of the emitter, 

into the atomic orbitals, to make the surface atom neutral; we identify this 

work as AA(ct). 

(3) The work necessary to remove the neutral atom to remote field-free space. 

We assume this to be the same as the zero-field binding energy A° (but 
recognise that there could be a small field-dependent correction). 

A rough estimate of AA(ct) can be obtained as follows. We assume that the 

displaced charge (i.e. that charge g necessary to make the surface atom neutral 
again) has to be moved a distance d, where d is the spacing of the atomic layers 
normal to the surface. And we assume that the mean field in which this charge 
has to move is some fraction B of the external field F, with 8 a parameter that 
is independent of F. It follows that: 

AA(ct) = gBFa. (12) 

The charge q on the surface atom is related to the surface charge density o by: 
q=0S, where S is the surface area per surface atom. And the surface charge 
density is related to the external field by the Gauss relationship: o=¢)F, 
where €, is the electric constant (permittivity of free space). Combining these 
relationships gives: 

AA(ct) = €9BVyF?, (13) 
where V,, is the atomic volume for the lattice in question, being given by Sd. 

It follows that A A(ct) has the desired F? form, and that an estimate of c,(ct) 
may be given (very approximately) by: 

€q(Ct) ~ 2¢oBV,.- : (14) 

Since A A(orb) is already assumed to have an F? form, it follows that eq. (1) 
is satisfactory. 

5.2. A rough estimate of c, 

Eq. (14) enables a rough estimate of c,(ct) to be made. Whilst this is of little 

use for predictive purposes, it may be of some help in deciding whether the 
value of c, deduced from Ernst’s experiments “looks reasonable”. 

The applied field acting at the surface atom nucleus is. from general 
electrostatic consideratons, }F. Surface depolarization effects will decrease 
this. And the mean field inside the outermost layer is bound to be even less. 

Let us thus take # as 0.2. The atomic volume for the rhodium lattice is 0.0138 

nm’. We thus obtain: c,(ct)~0.3 meV V~? nm? [40]. 

   

ag
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Data are not available to make a realistic estimate of c,(orb) for rhodium, 
but the following approach may give some indication. Ref. [26] gives data for 
the (111) face of tungsten derived from the Culbertson et al. experiments [25]. 
Using eq. (3) in ref. [26]. we may derive a value for the parameter M used 
there, namely M = 1.367. For a clean surface, the field ratio B applicable to a 
surface atom is given by +M7!: so for a tungsten atom in the (111) plane we 
obtain 8.= 0.366. From ref. [26], the relevant value of b,(orb) is 2.07 meV V~? 
nm; so from eq. (5) we obtain c,(orb) = 0.277 meV V~? nm®. This is a value 
applicable to tungsten; to obtain a value relevant to rhodium, we ignore the 
difference in lattice structures [41] and scale the tungsten value by the ratio of 
the tabulated free-space Gaussian polarizabilities g. as given by Miller and 
Bederson [17]. These are: g,(Rh) = 7.6 A’; g.(W) = 10 A’. Thus we obtain, as a 
notional value for rhodium, c,(orb) ~ 0.2 meV V~? nm*. 

Combining this with the estimate of c,(ct) made above gives: 

Cq~0.5 meV V-? nm? (rough theoretical estimate). (15) 
This can now be compared with the experimental estimate (11). 

6. Discussion 

6.1. The value of c, 

The experimental and theoretical estimates of c, for field-evaporating 
rhodium atoms agree to within a factor of about 2. Considering the rough and 
ready nature of the theoretical estimate just made, this agreement is as good as 
could be expected and is an adequate (albeit weak) demonstration of overall 
consistency, 

To make a more reliable theoretical estimate of c, would require a rather 
better theoretical understanding of real charged surfaces than we currently 
have (or are likely to have for some time). It thus seems that, for the 
immediately foreseeable future, estimates of c, are best made by experiments. 
It would be helpful to have experiments of the type described in ref. [28] 
extended to a wider range of materials. 

Our experimental estimate of c, for field-evaporating rhodium can also be 
compared with the value of c, for an iridium atom performing a field-induced 
directional walk on a tungsten (110) plane. Tsong and Kellogg {14] have 
measured the latter to be 2.28 = 0.26 meV V~? nm? [40]. (We choose iridium 
for the comparison because, at g, = 7A’, it has free-space Gaussian polariza- 
bility [17] closest to that for rhodium, amongst the species used in ref. 114) 
This iridium estimate is somewhat higher than the rhodium field-evaporation 
estimate. This could be a consequence of the diffusing atom being in a more 
field-exposed situation; or it could be something connected with the chem- 
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isorption characteristics of iridium on tungsten. Further speculation is hardly 
justified, but the comparison does bring out a possible value in performing 
directional self-diffusion experiments for materials other than tungsten. 

6.2. “Polarization-type” effects in the Q-formula 

We now take up the question of whether “polarization-type” effects might 
significantly influence the prediction of field-sensitivities (or the deduction of 
information from them). According to ref. [1], for a Gomer-type escape 
mechanism the activation energy Q,,, is given by: 

Qane= «(a —TI*/ne)(1—1,/neF)*(F*/F-1)°, (16) 
where « is the force-constant for the surface atom in its as-bound state, II‘ a 
parameter with the dimensions of SI dipole moment, discussed below, 7, the 
“purely-chemical” component of the ionic potential energy [42], and 7, its 
derivative with respect to distance (evaluated for F= F® and at the bottom of 
the bonding well); the other symbols have the same meaning as earlier. 

The first bracket contains the correction term due to field-dependent energy 
changes. If an F* form is used both for AA and for the polarization energy of 
the escaping ion, then II* is given by: 

Il =(c, —c,) F*=5cF*, (17) 

where c, is the polarization-energy coefficient for the n-fold ion, and 8c is 
defined here. 

To proceed further we need an estimate of c, (since it is known that n= 1 
for rhodium). An adequate estimate can be obtained from Brandon’s discus- 
sion [12]. Using his tabulated value of the Rh~ ion radius, and his fig. 2 
relationship between univalent ionic radius and Gaussian polarizability, and 
note [40], we obtain an estimate of c, as ~ 0.15 meV V~* nm*. Using value (11) 
for c,, we thus take 6c as ~ 0.9 meV V~? nm*. 

The measured evaporation field for rhodium at 100K is 41=6 V/nm [28]. 
For reasons that will be described elsewhere [8,43], we take the zero-O 
evaporation field F* as somewhat higher than this, arbitrarily estimated as 50 
V/nm. This gives II*/ne as ~ 0.045 nm. 

The value of the electrical bonding distance a for the as-bound rhodium 
atom is expected to be somewhat greater than the neutral-atom radius (0.134 
nm in the rhodium lattice), but less than twice this. Thus in eq. (16) the term 
II*/ne is less than a, but is not negligible in comparison with a. It follows that, 
for rhodium, a significant “polarization correction” is inherent in eq. (1). And, 
presumably, this may also be the case for other materials. 

The implication of this finding is that, if field evaporation experimnts are to 
be used to obtain accurate estimates of surface atomic parameters such as x, 
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then it may be necessary to perform these experiments in such a way that a 
reasonably accurate value of c, can be dedued from them, as a preliminary. 

6.3. Summary and conclusions 

The achievements and conclusions of this paper are as follows: 
(1) We have used Ernst’s results to make an experimental estimate of the 
polarization-energy coefficient c, for a bound, partially-ionized, surface 
rhodium atom in the circumstances of field evaporation. This estimate is: 
¢q = 1.05 =0.3 meV V~? nm’. 
(2) To do this we have assumed an F? form for the field-dependent binding- 
energy increase AA, and have given a theoretical justification for this choice. 
(3) It has also been necessary to make zkT-type corrections to Ernst’s ap- 
pearance energy data. The necessary value for z is 10.53. This value seems 
generally plausible. 

(4) A rough theoretical estimate of c, for rhodium has also been made. This is 
adequately compatible with the experimental estimate, but it is clear that 
experiment is currently the better way of getting at values for cS 
(5) Using the above experimental estimate, it has been demonstrated that 
“polarization-type” corrections will be significant in the interpretation of 
field-sensitivity data using Q-formula (16), certainly for rhodium and presuma- 
bly also for other materials. 

The least secure part of this paper is probably the argument concerning the 
form of AA(ct), and we would not wish this to be seen as anything other than a 
classical first attempt. The essential features of the argument are that, in 
moving electron charge, the work done per unit of charge moved is propor- 
tional to the external field, and the amount of charge moved per surface atom 
is also proportional to the external field; hence an F? form. These propositions 
seem generally plausible. But, clearly, a properly-formulated (electrostatically 
consistent) quantum-mechanical discussion will eventually be necessary, partic- 
ularly if a reliable theoretical expression is required for the coefficient c,. 

Summarizing more generally, we note that past literature contains many 
proposed empirical methods for obtaining the values of coefficients associated 
with the field dependence of surface-atom binding energy. From work by 
ourselves and by Wafi [44], not reported in detail here, we conclude that of 
these proposed methods only three are both valid and useful: 
(A) The method described here, based on the combined measurement of 
activation energies and onset appearance energies, that gives the coefficient c, 
for the atoms involved in the process of field evaporation. 
(B) The method, introduced by Tsong and coworkers, based on the directed 
random walk of adatoms in the presence of a field, which gives the coefficient 
cs for the diffusing adatom. 
(C) The method, based on re-analysis of anomalous appearance energy data
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from the experiments of Sakurai and coworkers [25], introduced by Forbes 

[26]. that gives the coefficient b,(orb) for the atoms in the surface plane from 

which the appearance-energy data are taken (provided surface depolarization 
effects can be modelled correctly [45]). 

These three methods seem to be measuring different parameters. So it would 
be interesting to have all three procedures applied to a selection of materials. 

Finally, we hope that in this paper we have demonstrated that past 
confusions can be put aside, and that ~ at least at an elementary level - a 
fairly straightforward account can now be given of the electric-field depen- 
dence of surface-atom binding energy. 

Acknowledgements 

This work forms part of a research project funded by the UK Science and 
Engineering Research Council. However, the ideas in it were much stimulated 
from visits to the Fritz-Haber-Institut of the Max-Planck-Gesellschaft. in 
Berlin, by one of us (R.G.F.). I wish to thank the Max-Planck-Gesellschaft, the 

German Academic Exchange Service and the British Council for financial 
support, and to thank Professor J.H. Block, Dr. N. Ernst and their co-workers 
for stimulating discussions. One of us (K.C.) wishes to thank the Ministry of 
Higher Education and Scientific Research of the Republic of Algeria for 
personal financial support. 

References 

[1] In particular: R.G. Forbes, Surface Sci. 116 (1982) L195. 
[2] This coefficient is not in any direct sense a textbook polarizability. We urge that the practice 

of calling it a polarizability be discontinued, as this seems to contribute to confusion. 
[3] c, has been denoted elsewhere by cy and by a,. The revised notation is thought to be clearer. 
[4] T-T. Tsong, J. Chem. Phys. 54 (1971) 4205. 
[5] E.W. Maller and T.T. Tsong. Field Ion Microscopy: Principles and Applications (Elsevier. 

New York, 1969). 
[6] R.G. Forbes, Appl. Phys. Letters 40 (1982) 277. 
[7] RG, Forbes, J. Phys. D (Appl. Phys.), 15 (1982) L75, 
[8] K. Chibane and R.G. Forbes, Surface Sci, to be published 
[9] R.G. Forbes. Surface Sci. 64 (1977) 367. 

(10] R.G. Forbes and M.K, Wafi, Surface Sci, 93 (1980) 192. 
[11] For example, R.P. Feynman, R.B. Leighton and M. Sands, The Feynman Lectures, Vol. 2 

(Addison-Wesley, London, 1964). 
[12] D.G. Brandon, Surface Sci. 3 (1964) 1. 
(13) E.W. Miller, Surface Sci. 2 (1964) 484. 
[14] T.T. Tsong and G. Kellogg, Phys. Rev. B12 (1975) 1343. 
[15] T.T. Tsong, Surface Sci. 70 (1978) 211. 
[16} T-T. Tsong, Progr. Surface Sci. 10 (1980) 165. 

   

19



48 

R.G. Forbes, K. Chibane / Electric-field dependence 

[17] For example, T.M. Miller and B. Bederson, in: Advances in Atomic and Molecular Physics. 
Vol. 13 (Academic Press, London, 1977). 

[18] T-T. Tsong and E.W. Miller, Phys. Status Solidi (a) 1 (1970) 513. 
[19] T-T. Tsong and E.W. Miller, J. Chem. Phys. 55 (1971) 2884. 
[20] D. McKinstry, Surface Sci, 39 (1972) 37. 
(21) R.G. Forbes, Surface Sci. 70 (1978) 239. 

. Forbes, R.K. Biswas and K. Chibane, Surface Sci. 114 (1982) 498. 
[23] M. Konishi, M. Wada and O. Nishikawa, Surface Sci. 107 (1981) 63. 
[24] M, Wada, M. Konishi and O. Nishikawa, Surface Sci. 100 (1980) 439. 
(25] R.J. Culbertson, T. Sakurai and G.H. Robertson, Phys. Rev. B19 (1979) 4427. 
[26] R.G. Forbes, Appl. Phys. Letters 36 (1980) 739. 
[27] T-T. Tsong and R.J. Walko, Phys. Status Solidi (a) 12 (1972) 111. 
[28] N. Ernst, Surface Sci. 87 (1979) 469. 
[29] R.G. Forbes, Surface Sci, 61 (1976) 221. 
[30] Previous papers used a different notation. Now that post-ionization is an established experi- 

mental fact, it seems clearest to add all three charge-state suffices to the symbols for 
activation energy and appearance energy. 

[31] T.T. Tsong, W.A. Schmidt and O. Frank, Surface Sci. 65 (1977) 109. 
[32] E. Hummel, M. Domke and J.H. Block, Z. Naturforsch. 34a (1978) 46. 
[33] M. Domke, E. Hummel and J.H. Block, Surface Sci. 78 (1978) 307. 
[34] For example, L.N, Dobretsov and M.V. Gomoyunova, Emission Electronics (Moscow, 1966) 

(English translation: Israel Program for Scientific Translations, Jerusalem, 1971). 
[35] R.G. Forbes, Surface Sci. 102 (1981) 255. 
[36] R. Gomer and L.W. Swanson, J. Chem. Phys. 38 (1963) 1613. 
[37] R. Haydock and D.R. Kingham, Phys. Rev. Letters 44 (1980) 1520. 
[38] R. Haydock and D.R. Kingham, Surface Sci. 104 (1981) L194. 
[39] N. Ernst, private communication. 
[40] 1 meV V~? nm? ~ 1.602189 10~ J V~? m? =4meq X 1.439976 A’. 
[41] Strictly, it would be more appropriate to scale b,(orb). 
[42] R.G. Forbes, J. Phys. D (Appl. Phys.), 1S (1982) 130/, 
[43] R.G. Forbes, J. Phys. D (Appl. Phys.), to be published 
[44] M.K. Wafi, PhD Thesis, University of Aston in Birmingham (1981). 
[45] In principle there is a question as to whether proper polarizability has the same value for a 

kink-site atom as for an atom in the interior of a surface facet. We neglect this here, partly 
because‘the Culbertson et al. data are not sufficiently well-defined to make detailed discussion 
worthwhile, 

    

 



J. Phys. D: Appl. Phys., Vol. 11, 1978. Printed in Great Britain 

LETTER TO THE EDITOR 

Negative work-function correction at a positively-charged 

surface 

Richard G Forbes 
Department of Physics, University of Aston, Gosta Green, Birmingham B4 7ET 

Received 10 July 1978 

Abstract. It is shown that if a very high positive electric field is present at a metal 
surface then the dipole moments electrically induced in the surface atoms must give 
rise to a field-related negative work-function correction. At the high fields encountered 

at a field-ion emitter, approximately 50 V nm-!, the correction may be several electron- 

volts or more. It is also suggested that, in consequence of the Hellman-Feynman 

theorem, a discrete-charge model may in principle be a better classical model for a 

positively charged surface than a representation in terms of a continuous positive charge 

distribution. ‘ 

Following the experimental discovery of field adsorption of noble-gas atoms on to the 
surface of an operating field-ion emitter (Miiller et a/ 1969, Tsong and Miiller 1970), 
and the calculations by Tsong and Miiller (1970), it has been widely believed that the 
basic cause of the adsorption was the field due to a field-induced dipole moment in the 
adjacent substrate atom. Tsong (unpublished work cited in Tsong 1978) has recently 
examined the interaction between an infinite square array of substrate-atom dipoles and 
a corresponding infinite square array of gas-atom dipoles, and claims to have confirmed 
theoretically that field adsorption would exist in this case too. 

Another theoretical possibility also has to be considered, at least in principle. Forbes 

(1970) independently argued that a real charged surface ought to be represented by an 
array of discrete charges, located at the atomic nuclei, and that field variations resulting 
from the localisation of the positive charge might cause field adsorption. However, 
investigation (Forbes 1978a) of the field variations above an infinite square array of super 
imposed monopoles and dipoles strongly suggests that the dominant influence on field 
adsorption is indeed the substrate-dipole field, although the monopole-induced field 
variations should not be neglected in a detailed treatment. 

Thus, since field adsorption is a real effect, and since substrate-atom dipole moments 
are needed in order to cause it, one is forced to conclude that the existence of substrate- 
atom dipole moments at a positively charged surface is a general effect, applicable in 
principle to all positively charged surfaces. 

An important consequence of this seems to have escaped notice: namely that an 
array of electrically-induced surface dipoles will lead to a field-related work-function 
correction, in much the same way that local work-function variations are attributed to 

differences in chemically-induced surface dipole moments (Smoluchowski 1941). 

The possible magnitude of this effect can be explored in the context of an infinite- 

square-array model. By arguments broadly similar to those of Tsong (1978), it may be 
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shown that the field-induced si dipole moment (p’) of each individual substrate-atom 
dipole is given by 

p= 4b'Fe*(] —2K1p'/(4rrepaF**)\/[1 + Kib'/(47€0a)) a 

where Fext is the ‘external’ field in space well above the array, Ki is a ‘structure factor’ 
approximately equal to 9-03, y’ is the zero-field st dipole moment, eo is the electric 
constant, a is the array lattice spacing, and b’ is the proper st polarisability (Forbes 1977) 
of the substrate atom. By ‘proper’ polarisability I mean the quantity called polarisability 
in sI textbooks on electricity and defined by 

papi +b'Five ® 
where F10¢ js the local st electric field as conventionally defined in textbooks on electricity. 

By comparison with formula (12) in Tsong (1978) for the local field acting on a sub- 
strate atom, there are two differences about the treatment here: the present formula is 
written using the si system of electrical quantities and equations; and there is an addi- 
tional factor of + here, because it has been realised that the field acting on a layer of 
charge is half the field above it when dipole-induced effects are ignored (for example, 
Feynman et al 1964). 

In terms of p’ the correction 5¢ to the local work-function is given by 

546 = —ep'/(a?eo) Q) 

where e is the elementary (proton) charge. Fo a positive external field the work-function 
correction is negative. 

To form an estimate of 54 we may: take @ equal to the interatom spacing in the 
tungsten (111) plane, which is 0-4476 nm; regard j’ as negligible; and set 5’ equal to the 
theoretical free-space polarisability of tungsten (Thorhallson et a/ 1968, Forbes 1977), 
namely 11-7 meV V-2 nm? (1 meV V-2 nm?~1-602189 x 10-49 J V-2 m2). Setting Fext 
in turn equal to the helium imaging field and the tungsten evaporation field gives: 

86= —8°8 eV (Fext=45 V nm7: helium field-ion imaging) (3a) 

11-2 eV (Fext=57 V nm7!: tungsten field evaporation). (3b) 

  

The corrections predicted using this 5’ value are in fact much larger than one might 
expect. 

In interpreting these figures it must be clearly understood that the Thorhallson er al 
theoretical value for 6’ is somewhat unreliable, even as an estimate of free-space polaris- 

ability. It is also possible that the value appropriate to a surface atom may be different 
from that appropriate to an isolated atom. Thus it is entirely possible that the corrections 
predicted in this way are too large by a factor of two or more, although they may not be. 

Ideally, one would like to use an empirically-derived estimate of the proper polarisa- 
bility of a surface atom. Unfortunately, the various empirical quantities called ‘polarisa- 
bility’ or ‘surface polarisability’ in field-ion literature are not in fact polarisabilities in the 
textbook sense. This is because the definition of the empirical field-ion quantities is via 
the equation 

Upoi = —4e'(Fext)? = —4es(4rreo)( Fert)? (4) 

where Upoi is the polarisation contribution to the atomic potential energy and Fe*t is 
the external (or ‘applied’) field above the surface. cs is the Gaussian quantity usually 
expressed in A, and c’ is its equivalent in the international (st) system of measurement
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(see Forbes 1977); c’/(meV V-? nm?) =0-694456 c./(A%). The quantity F!e¢ appearing 
in the official definition of polarisability, that is equation (2), may be smaller than Fext 
by a factor of as much as 3 or more (Forbes 1978b). 

Regrettably, our present theoretical knowledge about charged surfaces is not sufficient 
for exact numerical relationships to be derived between the proper polarisability b’ and 
the empirical c’ (or cs) values appearing in the literature. However, it is instructive to 
make an attempt to use an empirical quantity to estimate 54. At a naive level of argu- 
ment we may suppose that the dipole moment of a surface atom is given approximately 
by 

p=c’Fet, (5) 

An estimate of c’ for tungsten can be derived from the work of Tsong and Kellogg (1975), 
and is 4-9 meV V-? nm?. Substitution into equations (5) and (3) gives 

8¢=—20 eV (Fext=45 V nm-}) (6a) 

=—25 eV (Fet=57 V nm), (6b) 

On the face of things the empirically derived estimate is even higher than the a priori 
theoretical estimate. A possible reason, however, is that the Tsong and Kellogg quantity 
represents effects due to charge transfer (which is what they suggest), as well as effects 
due to the polarisation of metal-atom orbitals. Charge-transfer effects do not occur in 
the context of a planar-array model, so the empirical c’ value has no immediate relevance 
to the present discussion. 

Returning to the original estimates, equation (3a,6), it is necessary to express some 
further reservations. An infinite planar square array is, of course, not a particularly 
realistic model of surface geometry. And the predictions would, obviously, be smaller if 
a bigger lattice spacing had been assumed. Nevertheless, taking all doubts into account, 
it seems to the author that at helium imaging fields and higher a field-related work- 
function correction negative in sign and of magnitude at least several electron-volts is 
entirely plausible. 

Corrections as large as this could have significant repercussions in field-ion theory. 
In particular they would cause upwards revision of the critical distance values currently 
accepted, and would affect estimates of field evaporation activation energies obtained 
from arguments based on a thermionic cycle. Fundamental questions could also arise 
about the nature of electron states at a charged surface, and the nature of the potential 
seen by an incoming electron. There thus seems an urgent need to develop better models 
of a charged emitter surface and the field and potential variations near it. 

There also seems to be an important general implication of the arguments here. The 
field-ion situation is in one sense just an extreme case of an ordinary charged surface. 
If we are forced to conclude here that the surface of an operating field-ion emitter must 
be represented by an array of monopoles and dipoles of appropriate strengths, rather 
than by a continuous classical charge distribution, then in principle all charged surfaces 
should be represented in this manner. The necessity of such a representation seems to me 
to be an unnoticed consequence of the Hellman-Feynman theorem, if one thinks in 
terms of localised-orbital models of a charged surface. Perhaps such a representation 
would be an important first step in the development of a proper quantum-mechanical 
theory of charged surfaces, based on LCAO type methods rather than delocalised plane- 
wave electron wave-functions. 
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RPLORATION OF THE CONCEPTS OF WORK FUNCTION AND IONIZATION ENERGY 

Richard G, Forbes 

University of Aston, Dept. of Physics, Gosta Green, Birmingham, U.x. 

Abstract: Work functions and ionization energies may in principle be 
defined by thermionic-type cycles. Some consequences of using this 
form of definition are explored. It is suggested that the concept of 
"absolute" or "total" work-function is unsatisfactory, and some 
replacement concepts are established. Similarly, the concept of an 
"absolute" or "total" binding energy for an electron orbital in an 
atom adsorbed on an emitter substrate is unsatisfactory; it is 
replaced by several types of "work-of-ionization". 

These ideas can be used to resolve a longstanding controversy in 
field evaporation theory over work-functions. Finally, a resemblance 
between field evaporation theory and the theory of the binding ener- 
gies observed in photoelectron spectroscopy provides a new viewpoint 
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on the latter theory. 

INTRODUCTION 

The intentions of this paper are to look 
again at the basic definitions of work 
function and ionization energy, and to 
apply to the question of the referencing 
of photoelectron energies the type of 
thermodynamic argumentation used in field 
ion theory. 
Several streams of thought have combined 
to produce the suggestions here. But 
particularly fruitful has been the realiz- 
ation that there is a theoretical connect- 
ion between a long-standing controversy 
in field evaporation theory over whether 
it is the local or the total work-function 
that should appear in a certain formula 
(see p.92 of Ref./1/), and recent discus~ 
sions /2,3/ in ESCA literature over the 
meaning of the term "absolute binding 
energy" and the referencing of electron 
energy levels. 

DEFINITIONS OF WORK FUNCTION 

Though there are various empirical para- 
meters called "work-function" /4/, basic~ 
ally only two types of theoretical para- 
meter have been generally recognised 
the “absolute” or "total" work-function, 
usually defined as the work needed to 
remove an electron from an emitter fermi 
level to infinity; and the "local" work- 
function, which is the coumonly used 
parameter associated with a surface of 
specific composition and orientation. 

    

The usual definitions of local work funct- 
ion define a parameter associated with a 
surface of large extent. But in che cont- 
ext of a field-ion enitter it is useful 
to have a definition chat relates to a 
point outside the emitter. Using a pro- 

cedure that has some resemblance to 
Herring's /3/, we may,define the generai— 
taed work-fimction 3” associated with a 
point r by: 

P= re - mM 

  

where: Y (r) is the vork needed to 
remove an*electron from the emitter ferni 
level to point 7, in the absence of any 
applied electric field, by means of a ,, 
thermodynamically-slow process; and w 
is the correlation-and-exchange component 
of the electron potential energy, at 
point r. (w 20), 
In a “flat-surface" theoretical model, if 
v is taken to be a point (e) "just outside 
the emitter surface", then the quantity 
$@ is identical with che local uork- 
fumetion as usually defined, as "the 
difference between the electrostatic 
potential energy of an electron just out- 
side the emitter and the electrochemical 
potential inside the emitter". 

  

An elementary "proof" of this can be nade 
as follows. As well as the correlation- 
and-exchange forces, an electron is 
subject to "purely electric" forces chat 
give rise to an "electrostatic" potential 
energy uv. Hence the work done (w) in 
moving an electron from rest at some 
point ¢ to rest at some point r is: 

w= av) + Way (2 
Inside the metal, the total energy (u) of 
an electron at the fermi level is given 
by: i i 
wa, 4 cyitt, y ty (3) 

where ¢, is the fermi energy, and the 
brackets denote an appropriate average, 

1
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Further, Vie) is given by: 

AES oc OCs gray 
ror Vi @)= wv” - <a 

So combining the above equations leads to: 
r 

€ = 2VGy ne Fm (s) 

Setting r =e gives che required result. 
With a crystallographically-flat real 
emitter of large extent, v! will be auch 
the same at all points in a surface two 
or so atom-diameters above the emitter, 
= so ¢°is well-defined. But with an 
emitter on which there are isolated atoms 
adsorbed, or with a field-emicter cip, 
there may be significant point-to-point 
variations in v” in space above the 
emitter surface. It may then be useful 
to define an adsorption-site work-function 
* , by taking p in equation (5) equal 
to some appropriate point a above the 
site in question. 

If r is taken at any position ¢ beyond 
the effective range of correlation-and- 
exchange forces, then w* = 0 , and: 

a = 7) (6) 
In these circumstances, the work-function (9%) actually is equal to the thermodynamic work done in extracting the electron, I 
have previously called 4° an 
electrothermodymanic work-fimction /$/. 
$° is a parameter defined in terms of a 
removal process. In general its value 
depends both on the nature and circumst- 
ances of the body concerned and on the 
location of t. A special case arises if 
a chemically well-defined body is taken to 
be isolated in an otherwise empty universe, and t is taken at a remote position 2 , a very large distance from the body. The 
work-function thus defined is character- 
istic of the body in question, has been denoted by 4* , and has been called the spectfie uork-function of the body /5/. 
4n important point is that there seems no 
good reason to suppose that 9* would be 
the same for a cube (showing faces of one 
orientation and local work-function) as it 
would be for a bipyramid showing only faces of a different orientation and local work- function. Consequently, one must assume 
that in general the specific work-function 
$* is a function of the shape of the 

emitter. a 

4 further point is that a fermi level is a Property of the relevant thermodynamic 
system. Consequently, if an electron is Temoved from an emitter that is connected 
electrically and thermally to a very much 
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larger body, then the work done in remov- 
ing the electron to a point remote from 
the emitter will be approximately equal to 
the specific work-function for the large 
body, not to that for the emitter. In the 
laboratory situation, the walls of a vac- 
uum system could be "large" with respect 
to the emitter, if (say) both were 
earthed, 

One may conclude that the traditional 
concept of “absolute work-function" is 
inadequate to describe the real complexity 
of the situation, and should be replaced 
by a set of work-function concepts. This 
conclusion has no significant effect on 
most experimental work, as experiments 
nearly always concern themselves with 
local work-functions. But the refined 
concepts presented here do enable argux- 
ents involving thermodynamic cycles to be 
formulated in a more rigorous fashion. 
Finally, I derive a relationship that will 
be needed later, For two points r and 
@, it follows from eq.(2) and the defin- 
ition of ¥, that: 

Vi@) -7,(8) =v - v8 uP = oF (7) 
and hence from eq.(5) that: 

ae: 2 eo sv (8) 

  

WORK OF IONIZATION 

Now consider the situation in which an 
electron is extracted, by means of a 
thermodynamically-slow process, from some 
specified orbital 3 in an atom adsorbed 
on an emitter surface, 

The removal process may be considered to 
take place in two stages. First the 
electron is removed from orbital 3 to the 
emitter fermi level; then the electron 
is removed from the fermi level to its 
intended destination. 
The work 3, involved in the first step 
is equal to"the "binding energy of the 
orbital relative to the fermi level". Iz 
photoemission is in fact a thermodynamic— 
ally-slow process, then it is this quant- 
ity that is in effect measured in a 
photoelectron spectrometer. 

  

Assuming that the final destination of the 
electron is outside the range of correl- 
ation~and-exchange forces, the work invol- 
ved in the second step is the relevant 
electrothermodynamic work function 9 , 
Consequently the total work 2% needed 
to remove the electron from orbital 3 
to point ¢ is given by:
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Ey = 3B, +18 (9) 

2% could perhaps be termed an 
Rtectrothermodynamic work-of-tonization. 

From eq.(9) it is clear that 25 must 
depend on the same factors as does 9°. 
Just as there are different categories of 
vork-function, so there are (analogous) 
different categories of work-of-ionization. 
In the same vay that the concept of 
absolute work-function is inadequate, 
the concept of "absolute" vork-of-ioniz— 
ation (i.e. "total" or “absolute” binding 
energy) is inadequate. 

  

The quantity that comes closest to an 
absolute binding energy is, perhaps, the 

spect fie vork-of—iontzation (Ls) for the 
atom-plus-emitter system, given by: 

ine * Bo ey gy 
where 9% is the specific work-function 

for the Suitcer. 

(10) 

But, from previous remarks, it is clear 
that this quantity refers to the atom 
plus-emitter system when situated in an 
otherwise empty universe, not to this 
system when situated in a real vacuum 
system, and in any case the quantity may 
depend on the shape of the emitter, Such 
a parameter is of doubtful experimental 
use. 
The quantity 15 is a genuine therm- 
dynamic work done. However, by analogy 
with the discussion on work-functions and 
with eq.(9) it is possible to define two 
quantities: 

2 a, = 3, +o (11) 

a a 
a3 33 + @ (12) 

neither of which are genuine works done. 
ca may be called a local work-of-ioniza’ 

ién, and 2% an adsorption-site work-o 
ionization,” The latter quantity has some 
relationship with the "ionization limit" 
Zh, discussed by Hagstrum /3/ (albeit in 
the context of a different energy-refer- 
encing system). 

    

  

In their pioneering book on photoelectron 
spectroscopy , Siegbahn et al. stated 
(cf. Appendix 1 in Ref./6/) that: 

"The tabulated binding energies are 
given with zero binding energy at the 
fermi level. The total binding energy 
is therefore greater by an amount 
equal to the work-function.” 

This statement is a potential source of 
confusion. To many people the phrase 
“work-function" automatically implies the 
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local work-funetion 9°, - but Lg is 
not a binding energy (in the normal sense 
‘of the term). a is a genuine binding 
energy, - but the work-function # is 
not an easily measurable quantity, - and 
I is not a quantity of any significant 

  

scientific use. 

What one actually wants to know is the 
relationship between Bg and the free~ 
space binding-energy associated with this 
orbital. I return to this question below. 

  

THE WORK FUNCTION CONTROVERSY 

In field evaporation theory /1/ one needs 
an expression for the work 8, needed to 
convert a bound atom into an 7-fold- 
charged ion at the same position (b), the 
electrons being placed at the emitter 
fermi-level by means of a thernodynamic~ 
ally-slow process. 

This vork can be obtained by considering 
a thermionic cycle /1,7/. In what follows, 
B= denotes the free-space heat of format- 
i8a, for the m-fold ion from the neutral, 
the electrons also being left in remote 
field-free space, distant from the ion. 
The work w needed to move the n-fold 
ion from point z to point 7 can be 
written in the form: 

rei t 7 e. v= Ob - nm) + nor -%F) aD 

where v is the electron potential energy 
defined earlier. (-7) is the "purely 
electric" component of the ion potential 

energy. mm is the sum the components 
of potential energy due to all other 
("purely chemical") effects. (at any 
agsition R in renote field-free space, 

= 0). 
Formally, the ion nay be created by means 
of a sequence of steps. The work done by 
a hypothetical external agent is shown in 
brackets after each step: 1. Remove atom 
from bonding point to remote field-free 
space (tp). 2. Create ion in remote 
field-free space (2m). 3. Return electr- 
ons to emitter ferni level (-n9*), 
4, Return ion to point b (nv® - me + 
2 - nf), Summing gives the total work: 

Re! oa Ue) + Al 
eels a +t -nk} 2) 

A. is the zero-field heat of adsorption 
fOr the neutral atom. 

With the aid of eq.(8), the term in round 
brackets reduces to 9 . The term in 
curly brackets may be written as (-2,) 

 



Proc. 7th Intern. Vac. Congr, & 3rd Intern. Conf. Solid Surfaces (Vienna 1977) 

where , is the "purely chemical" part 
of the binding energy between the n-fold 
ion and the emitter. Thus eq.(12) reduces 
to: 

Bu = Bong? A= 
‘On n 0 nm 

  

(13) 

From this result it is clear that the 
work-Zunction appearing is indeed a form 
of local work-function, as has been main- 
tained by Miller and Tsong /1/. However, 
Brandon /7/ was correct in stating chat 
the work-function that appears in step 3 
above is a form of "total" work-function. 
Whac is shown here, for the first time, 
is that che reason why a local work-funct- 
ion appears in eq.(13) is that in step 4 
above the ion has to be worked against 
patch fields in returning it from a remote 
point to the bonding point b. 

APPLICATION TO ENERGY-LEVEL REFERENCING 

There is a close formal analogy between 
the situation just discussed and photo- 
emission theory. If the suffix 3 is 
used to label quantities applying to an 
ion that has been formed by removing an 
electron from orbital 8 in a neutral 
atom, then: 

5 ee ow = 3 (14) 

  

This is the relationship indicated earlier. 

Note that the quantity 4° that appears is 
a type of local or adsortion-site work- 
function, but it is a work function 
associated with the surface in the absence 
of the atom from which photoemission 
occurs. The point 5 is to be taken at the 
centre-of-charge of the ion that has 
resulted from photoemission, 

If photoemission occurs from an atom 
considered to be adsorbed on top of a 
clean surface or on top of an adsorbed 
layer, then the interpretation of all the 
paramefers in eq. (14) is straightforward, 
with in effect the local work function 
of the surface. 
However, if the photoemitting atom is 
considered as adsorbed within a surface 
layer, chen, although all the parameters 
in eq.(14) remain defined, their inter- 
pretation is less obvious. 
One of the factors that stimulated the 
present work was the discovery by Joyner 
and Roberts /8/ that the fermi-referenced 
binding energy for the 1s orbital of 
Oxygen vas the sane for a number of cases 
where Oxygen adsorbed on different metal 
substrates, even though the clean-surface 
local work-functions for the substrates 
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varied between 4 eV and 5 eV. The theory 

here provides additional confirmation for 
their view that their results are chemic~ 
ally significant, - indicating that in 
all the cases in question the chemical 
environment of the Oxygen atom aust be 
essentially the same. (Perhaps Oxygen is, 
in some sense, "exerting its own work- 
function” .) 

As compared with the treatment given by 
Hagstrum /3/, the present approach lays 
emphasis on atomic and ionic potential 
energies, and on thermodynamic cycles, 
rather than on electron energy levels. 
In our approach it is natural that 
binding energies should be referred to 
che emicter fermi level, because this is 
the obvious reference level for a 
thermodynamically-based argument. The 
concept of "vacuum level", and the compl- 
ications associated with its point-to- 
point variation throughout space in the 
teal world, are thereby avoided. 
Another feature of the present treatment 
is that it assumes that photoemission is 
a thermodynamically slow process, not a 
"sudden" process. Full relaxation is 
thus implicit in the formulation, as 
presented above, If photoemission is 
not, in fact, a "slow" process, chen 
correction terms can be introduced. 
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The existence of imaging-gas atoms locally adsorbed on the surface of an 

operating field-ion emitter was discovered experimentally by Miiller and coworkers 

[1,2], who termed the interaction field adsorption. The gas atoms are within the 

critical surface, field ionization takes place above them, and it is thought that the 

presence of these atoms is essential to the field-ion imaging process {3-5]. 

Following the calculations by Tsong and Miiller [6], it is widely believed that 

locelised field adsorption is basically due to polarisation of the imaging-gas atom by 

the field resulting from the dipole moment of the underlying emitter substrate 

atom, the existence of this dipole moment itself being a field-induced effect. Within 

the subject area, this mechanism is termed “field-induced-dipole—dipole inter- 

action”. 

An alternative mechanism had in fact been conceived by the present author, who 

argued [7] that a real positively-charged surface should be represented by an array 

of discrete positive charges, and suggested that localised field adsorption could 

result from position-dependent variations in the field resulting from these discrete 

charges. This mechanism can be called the “monopole—dipole interaction”. 

With the appearance of ref. [6] it became clear that the total “primary” polaris- 

ing field should contain monopole and dipole contributions [7]. There are also 

“secondary” contributions due to the image of the field-adsorbed atom, the 

presence of other field-adsorbed atoms (and their images), and to the depolarising 

effect of the field-adsorbed atoms on the substrate atoms, but these contributions 

are small and can be neglected in a first approximation. 

Calculations on the dipole—dipole interaction model initially considered an 

isolated substrate-atom/gas-atom pair [6]. This treatment may be suitable for a 

kink-site, but looks inappropriate for a net plane in which every substrate atom is 

imaged. Thus, recently [8], Tsong has reported the main results of a new calcula- 

tion of the polarising field on an individual field-adsorbed atom, that takes into 

account the contributions of an infinite square array of dipoles representing sub- 

strate atoms, and of a like array of dipoles representing field-adsorbed atoms. 

With the monopole—dipole model, the present author’s original calculations [7] 

(which correspond more-or-less to the kink-site situation) gave an estimated 
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localised binding energy of ~0.1 eV, for an assumed local charge of le, but it is 
difficult to justify the approximations used. However, with an infinite square array 

of charge the calculation of the local field above a symmetry position is straightfor- 
ward. This note reports the result of such a calculation. 

Suppose that at every point there is a charge q whose size is determined by the 

Gauss relationship: 

Ft = g/éq = q/a*eo , Qa) 

where a is the lattice spacing, o is the average surface charge density, €9 is the 
electric constant, and F®™* is the external field well above the charged surface. 

At a point P, a distance (va) above the central lattice point, the field-contribu- 
tion F™P°S due to the positive charges in the array is given by: 

FPS = (q/4n€9) Lina? +a? + v7a?)*? , Q) 

where the integers i and j label the lattice points, and the summation is over all 

lattice points. 
In the limit of large v, F™P° tends to 4 F®™*. To get the correct result for the 

whole field-contribution (F™) due to the existence of monopoles, it is necessary to 

add in the contribution F™"*8 (= 4 F**) due to an infinite square array of negative 
charges parallel to the positive charge array and situated a long distance from it: 

ee @) 
This result seems to be not well known, and will be discussed at greater length else- 

where. Combining the above equation, we may define a dimensionless factor 6™ by: 

F/R = B™(v) = 4 + (0/41) x G+prry™®, (4) 

In the context of field adsorption, we must assume that the “applied field” 

acting on the field-adsorbed atoms is the field F™ rather than the external field 

Ft In principle, therefore, the factor 6™ should be inserted into Tsong’s [8] 

equations, in appropriate places: for example, his eq. (12) should read: 

F=6™Fy — Kyp/a? . (5) 

To compare the relative influences of the monopole (F™) and substrate-dipole 

(F*) contributions to the polarising field F'°°, it is useful to define a second dimen- 
sionless factor (* by the ratio F/Fet. If “secondary” field contributions are 

neglected, then the polarising field is given by: 

Fioe = frm 4 Fd = (gm 4 gay ext | (6) 

The localised polarisation-binding energy, AU,o1, with respect to an atom in the 

external field, is thus given by: 

AU pot = 4 «' [6 + 6%)? — 1]? , 7) 
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where a’ is the SI (absolute) polarisability [9] for the imaging-gas atom. 
At the level of approximation inherent in the present discussion, (1 +4)? may 

be identified with the parameter f, used in refs. [6] and [8]. For the case of a 
tungsten substrate, values of f, are tabulated in ref. [8]. On the basis of these 
figures it would be deduced that f* varies between 0.26 (for xenon imaging gas), 
and 0.55 (for helium imaging gas). 

To estimate comparable values for 6, I take the lattice spacing a as equal to the 

interatomic spacing on the (111) plane of tungsten, namely 0.4476 nm, and use 
Tsong’s values [8] for the separation between the nuclei of the substrate atom and 
imaging-gas atom. These are 0.355 nm for xenon, 0.259 nm for helium. The corre- 

sponding values of the distance-fraction (v) are: 0.793 for xenon; 0.579 for helium. 
The evaluation of the summation in eq. (4) can be achieved by a combination of 

numerical and analytical methods, and will be described elsewhere. The results for 

B™ are: 1.016 for xenon; 1.067 for helium. F 
Tsong’s calculations represent an approximation in which B™ in eqs. (6) and (7) 

here is taken as unity. On the basis of the figures presented here, we may deduce 
that this approximation has led to underestimates of the polarisation-energy contri- 
bution to binding energy, by roughly 7% in the case of neon, roughly 13% in the 
case of helium. 

These figures should be treated with some circumspection, for several reasons. 
Firstly, # is in some circumstances a function of 6™, albeit a weak one. Second, it 

is by no means clear to me that the f-values cited in ref. [8] are reliable. Third, the 
procedure of representing a charged metal surface by a superimposed array of point 
charges and dipoles, although an advance on previous treatments, is still only an 
approximation to the real situation [10]. Fourth, the surface lattice on the 
Tungsten (111) plane is hexagonal rather than square, and calculations are clearly 

needed that represent the arrangement of substrate atoms more realistically. 

Nevertheless, the results of more detailed investigations [11] tend to support the 
basic point established by the simplified treatment here. Namely that localised field 

adsorption results chiefly from the dipole field of the substrate atoms, but that the 
discrete nature of positive charge produces significant effects that should not be 

neglected in detailed treatments. 
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Serious conceptual errors are shown to exist in a new theoretical treatment of field adsorp- 

tion proposed by Tsong in a recent review. A conceptual error also exists in the standard 

approach, in that the influence of the adsorbate on the internal energy of the source of the elec- 
tric field has been neglected. A numerical estimate of the size of the correction to the short- 

range field-adsorption binding energy, made by means of the isolated-dipole-pair approxima- 
tion, shows that the correction is small but should not be neglected in detailed treatments. 

There is, at the surface of an operating field-ion emitter, a firmly-bound mono- 

layer of imaging gas field-adsorbed onto the emitter surface [1]. If, somewhat 
above this layer the electric field is nearly uniform, and has the value F®**, then the 
binding energy B of an individual field-adsorbed gas atom can usefully be split into 

two parts: a long-range part, equal to the electric-field-induced binding energy in the 
field F***, and a “localised binding energy” AB. Thus: 

Baap AG “1 + AB, a) 

where ba is the SI polarisability of the gas atom [2,3]. AB is equal to the work 
that needs to be done (by a hypothetical external agent acting on the adsorbate gas 

atom) to move the atom from its binding site to a position in the “external” field 
Bex 

Although there are components in AB resulting from London dispersion forces 

and repulsive “interpenetration” forces [4], it is normally assumed that the domi- 
nant component is the electric-field-induced part AB", 

Most attempts to calculate AB‘! have assumed that it is equal to the quantity 

AB(conv.) given by the difference in adsorbate-atom polarisation energy between 

the binding site and a position in the field F°**: 

AB(conv.) = 1b, (Fi°*)? — bb, (Ft)? = 1b 4 (84 — 1) (FY, (2) 
where ere denotes the local field acting on the gas atom when it is at the binding 

site, and 8. denotes the ratio: 

Bas ERE (3) 
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As will be shown later, AB" is strictly equal to AB(conv.) only if there are no 

mutual induction effects between the adsorbate atom in question and its surround- 

ings (so the local field acting on the gas atom is unaffected by its presence). But in 

all physically-realistic circumstances it is a reasonable first approximation to set 

AB" equal to AB(conv.). 

The problem, therefore, has been seen as one of calculating 8, or the equivalent 

parameter fa(= 63). At an adsorption site 8, is somewhat greater than unity. Partly 

this is a consequence of effects due to the localisation of the excess positive charge 

associated with the surface atoms in a highly-charged surface [5,6]. But, at the time 

of writing, the more significant influence on Bq seems to be the field component 

due to a field-induced dipole moment in the surface emitter atoms [7,8]. 

The first published attempts [7,8] to calculate B, were made in the context of 

the “isolated-dipole-pair” approximation. This method ignores all interactions 

except that between the given adsorbate atom and the dipole moment in the near- 

est substrate atom, and assumes that both atoms are in an applied field equal to 

F®**_ This leads to the result: 

1+ 2b_/4n€0s? ey 

4b abel (4meo)*s° ” 

where by is the proper SI polarisability of the emitter surface atom, as defined in 

ref. [9]; €o is the electric constant (permittivity of free space); and s is the separa- 

tion of the dipoles representing the two atomic charge distributions. 

In his recent review article [10], however, Tsong has peli’ a basically differ- 

ent method for calculating the binding energy component AB". His new (“more 
general”) method identifies AB*! with the sum of electrostatic interaction energies 
between the dipole in the given adsorbate atom and all other dipoles present. In 

the context of an isolated dipole pair type of approximation (and ignoring any 

zero-field dipole moment in the substrate atom), he identifies AB" with the quan- 

tity Ae(T78) given by: 

   

Ae(T78) = 2py (ad) pa(ad)/4reos*, (5) 

where pp(ad) and pa(ad) are the SI dipole moments [2,3] of the emitter atom and 

the adsorbate atom, respectively, when the adsorbate atom is adsorbed at the bond- 

ing site. These proposals are based on a reference to “unpublished work”. 

When eq. (5), and eqs. (2) and (4), are expanded it is found that these expres- 

sions for AB(conv.) and Ae(T78) differ by a term is s [10]. The nature of this 

discrepancy can be seen more clearly as follows. The field component FE, acting 

on the adsorbate atom, due to the dipole in the emitter surface atom, is given by: 

FRE = 2pp(ad)/4n€os°. (6) 

In the context of the isolated-dipole-pair approximation this field component con- 

stitutes the difference between the local field pee at the bonding site and the 

external field; so in this context we may write: 
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Ae(T78) = palad){FRS — F**"}. @) 

Eq. (2), on the other hand, can be rearranged into the form: 

AB(conv.) = $b, (FIRE + F°"} (Fige — FY) 
=3 (pa(ad) + pa(ext)} (FAS - F**}, (8) 

where pa(ext) is the SI dipole moment of the adsorbate atom when in the external 

field. 
Clearly, eqs. (7) and (8) are not equivalent, because it is the full dipole moment 

at the bonding site that appears in eq. (7), but a mean dipole moment that appears 
in eq. (8). Tsong’s new method is not physically equivalent to the conventionally 

accepted method for defining the electric-field-induced component of the short- 
range field-adsorption binding energy. 

The reason is that there are serious conceptual errors in the new method. The 

first results from a failure to apply classical electrostatics correctly. When two classi- 
cal dipoles are in an applied field F**', their total classical electrostatic potential 
energy (relative to a zero of potential where they are well separated and both in 
remote field-free space) is given by: 

H=-pa: F™! — pp: F™* + (py: De — 3(k: pa) (k PED} /4n€0s*, (9) 
where k is a unit vector directed from the E-dipole to the A-dipcle. In such a situa- 

tion the electrostatic energy released (Ae), when the dipoles come together from 

positions in which they are well separated but both in the applied field F°**, is 
given by: 

Ae = H(separated) — H(together). (10) 

In the context of the isolated-dipole-pair approximation, where p 4, pp and F™* are 
parallel, we may use scalar notation and eq. (9) reduces to: 

H=—-paF™* — ppF™* — 2pape/4nens?. (it) 

Substituting into eq. (10), using p 4(ext) and pp(ext) to denote the dipole moments 
when the dipoles are well separated but both in the applied field, we obtain: 

Ae = {pa(ad) — pa (ext) + pe (ad) — pe (ext)} F°** + 2p, (ad) pe(ad)/4neos*. (12) 

As an estimate of Ae, the expression (5) derived from Tsong’s work is in error 
because it represents only the last term in the full expression (12). 

The second major conceptual error in ref. [10] is the implicit identification of 
the field-induced binding energy component AB" with the electrostatic interaction 
energy Ae between classical dipoles. Whilst this would be correct for atoms with 
permanent dipole moments, it is incorrect in the case of polarisable atoms. With 

polarisable atoms, part of the interaction energy Ae is converted into internal elec- 
tronic energy associated with the change in the dipole moments of the atoms. If the 

increase in this “internal” electronic energy, as the adsorbate atom approaches its 
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binding position from a position in the external field, is denoted by AV, then the 
energy available for conversion into kinetic energy of the motion of the dipole as a 
whole (i.e. AB") is given by: 

AB = Ae - AV. (13) 
In the context of the isolated-dipole-pair approximation, AV is given by the sum 

of the increases in the polarisation energies of the adsorbate and emitter atoms, 
AV, and AVg respectively. These are given by the standard elementary exe 
sions, that for AV, being: 

AV = 4A FR*Y — 2b, Ft) (a4) 
Writing FX°° as (FF + F***), and substituting into eq. (14), and then carrying out 
the equivalent process for AVg, leads to the result: 

AV= baFR* + bg FE*)F™ +i bAFRTY + ibe FES), (as) 
where Ff is the field component acting on the emitter atom due to the dipole in 
the adsorbate atom. 

Expression (12) can also be simplified, by setting: 

Pa(ad)=baF™' +byFR™,  py(ad)= pF + pF eA, (16) 
into the bracketed terms in eq. (12). This leads to: 

Ac = (ba FY" + be FEAFe* + 2p, (ad) pp(ad)/4meos°. (17) 

Use of eq. (6), and then eq. (16) again, to remove the dipole moments in eq. (17), 
gives: 

Ae = 2baF REF +b, FRE) + be FEARS. a8) 

Hence, on substituting eq. (18) and (15) into eq. (13), we obtain an expression for 
the field-induced binding energy component AB": 

ABS = bAFREF* + iba EX) — EE). aay) 
In the context of the isolated-dipole-pair approximation, the conventional 

binding-energy expression eq. (2) can be reduced by similar manipulations to the 
form: 

AB(conv.) = ba FYEF* +15, (FRE). (20) 

In practice, when the adsorbate atom is a noble gas atom, the quantity FgA is 

relatively small, and the final term in eq. (18) and (19) can be neglected in a first 
approximation. In these circumstances it is easily seen that: 

AB(conv.) = AB =AV=1Ae (when Ff“ +0). (21) 

Half (or in the more general situation approximately half) the classical electrostatic 

dipole interaction energy Ae goes into the internal electronic energy of the polar- 
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isable adsorbate atom. In the process of desorption this energy is released again; so 

only half (or, more generally, approximately half) the interaction energy Ae needs 

to be provided by the hypothetical external agent. Consequently AB* is half (or 

approximately half) of Ae; so failure to distinguish between AB* and Ae will lead 

to error. 

The conceptual errors described above have been demonstrated in the context of 
the isolated-dipole-pair approximation, but equivalent errors exist in the discussion 

of the interaction of arrays of dipoles given in ref. [10]. In consequence, although 
the analysis there may represent some sort of mathematical approximation, physi- 

cally it is nonsensical. It seems unfortunate that such errors should exist in a review 

article, when the discussion is referenced as based on “unpublished work” by the 

reviewer. 

The present analysis, however, also reveals a conceptual error in the more con- 

ventional approach, based on eq. (2) or eq. (20). Eq. (19) shows that, when the 
presence of the adsorbate atom affects the sources of the electric field acting on 

the atom, then it is not correct to simply substitute the self-consistent local field 

into eq. (2) or eq. (20). One must also take into account the energy changes 
associated with the induced changes in the source of the local field; in the context 

of the isolated-dipole-pair approximation this leads to the correction term 
—4b_(F 4)? that appears in eq. (19) but not in expression (20) for AB(conv.). 

To get some feel for the magnitude of the discrepancy, numerical values can be 
derived for the isolated-pair situation. Taking the helium-on-tungsten situation as a 
paradigm, I shall use the numerical values: s = 0.259 nm [10]; b4 = 0.143 meV V? 
nm? [23,11]; bg =11.7 meV V~ nm? [3,12]; 47€9 = 0.694456 eV V7? nm7}; 

t= 45 Vnm"!. Taking the quantity F1°° as the self-consistent local field given 
by eqs. (3) and (4), we obtain: 

AB(conv.) = 1.230 eV, (22) 

AB" = 1.166 eV. (23) 

On the other hand, if mutual induction is completely ignored, and F ne in the 

above equations is set equal to the local applied field E, given by: 

E,=(1+2b_/4ne9s?)F*** (no mutual induction), (24) 

then formula (2) leads to the result: 

AB (no mutual induction) = 1.106 eV. (25) 

The precision with which these results are stated has little physical meaning, but 
in the context of the isolated-dipole-pair approximation they show that the correct 

result lies roughly midway between the “no mutual induction” and the “conven- 

tional” results, as might be expected intuitively. The size of the discrepancy 
between results (22) and (23) means that it should not be neglected in detailed 

treatments. 
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The binding-energy values given above are somewhat larger than might be 

expected on the basis of such experimental results as do currently exist [8,13,14]. 
Part of the explanation could be that the proper SI polarisability of an emitter sur- 
face atom were lower than the free-space value assumed here. But a major contribu- 
tory factor is the unsatisfactory nature of the isolated-dipole-pair approximation, 

which can lead to overestimation of binding energy by a considerable amount [15]. 

Array-type models, which can take into account the mutual depolarisation of 

emitter surface atoms, should form a better basis for calculations, particularly in 

the case of field adsorption on net crystal planes. To demonstrate the theoretical 

principle behind such models, it is best to recast the equations relating to the 
isolated-dipole-pair approximation into a slightly different form. The first and last 
terms in eq. (9), or in eq. (11), may be taken together to give the electrostatic 
potential energy H, of the adsorbate atom dipole in the field F'l°, thus: 

Hy = —paF KR. (26) 
From this, a change Ae, in the electrostatic interaction energy associated with the 
adsorbate atom dipole, as it goes from a position in the external field to the adsorp- 
tion site, is given by: 

Aeég =pa(ad) FI2°(ad) — pa (ext) Fe**t. (27) 

The change in the internal electronic energy of the adsorbate atom is given by AV, 
as defined in eq. (14). Eq. (13) can thus be rewritten in the form: 

AB* = Ae, -- AV, — AUs, (28) 
where AUs is the change in the internal energy of the source of the (self-consistent) 

field acting on the adsorbate atom. In the context of the isolated-dipole-pair 

approximation the internal energy Ug is given by: 

Ug=—peF™' + tbe Fey, (29) 

where Figs i is the local field acting on the emitter atom; the dipole in the emitter 

atom and the sources of the field F°*t together constitute the source of the field 
acting on the adsorbate atom. 

With an array-type model eq. (28) still holds, but Us is given by an infinite sum 
of terms. These represent the internal electronic energy of polarised atoms, inter- 

action between dipoles, interaction of the dipoles with the monopoles that are the 

source of the field F***, and interaction between the monopoles. A full quantum- 

mechanical treatment, if this were possible, might also bring in terms relating to 

specifically quantum effects, such as exchange energies. 

In general, the calculation of the changes in the internal energy Us induced by 

the movement of adsorbate atoms may become exceedingly complicated. So, in 

practice, it may be easier to obtain values for the force acting on the adsorbate 

atom, as a function of distance, and then obtain AB“ by a numerical integration. 

With a simple array-type model this seems to be feasible, particularly for the calcu- 
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lation of mean binding energies (per atom) associated with the field adsorption of 
a layer of noble gas atoms; so it should be possible to deduce values for AUs 
indirectly. 
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A theory of field adsorption has been developed, using a charged-surface model comprising 
an infinite regular array of superimposed monopoles and dipoles, together with a distant array 
of monopoles of the opposite polarity. Previous theoretical treatments are shown to be oversim- 

plified, and the effects of various corrections to the present treatment are explored. For helium 
on tungsten (111) in an external field of 56 V/nm, the conventionally-defined field-induced 

contribution to the short-range binding energy is estimated to probably lie between 40 and 75 
meV, and the total differential short-range binding energy is estimated to probably lie between 
30 and SO meV. As far as is known, this is the first detailed theoretical discussion of field 

adsorption on a specific crystal face, and a paradigm situation has been chosen for investigation, 

1. Introduction 

It is now well established that there is a layer of imaging gas firmly field- 
adsorbed onto the surface of an operating field-ion emitter, and various attempts 
have been made to calculate the binding energy associated with field adsorption 

[1-6]. It has usually been found convenient to split the total binding energy B 
into two parts: a long-range part, $b4(F°*')?, equal to the electric-field-induced 
binding energy of an imaging-gas atom in the (approximately) uniform field F*** 
assumed to exist in space somewhat above the field-adsorbed layer; and a short- 
range part, AB, that leads to localised binding at specific sites immediately above 

emitter surface atoms.Thus: 

B= tba")? + AB, a) 

where ba is the SI polarisability [7,8] of the adsorbate (imaging-gas) atom. By 
definition, AB is the work that needs to be done (by a hypothetical external agent) 

to move the adsorbate atom from its binding site to a position in the “external” 
field F°*', under specified conditions as to the behaviour of other adsorbate atoms 

present. (The nature of these “specified conditions” will become apparent later.) 

There are components in AB resulting from London dispersion forces and from 
repulsive “interpenetration” forces [9], but it is normally assumed that the dominant 
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component is the electric-field-induced part, AB". 
Most attempts to calculate AB* have equated it with the quantity AB(conv.) 

given by: 

AB(conv.) = 3b a(FA)? — $ba(F™)? = 2b aGA — IF), 2) 
where F'2° is the self-consistent local field [10] acting on the adsorbate atom when 
at the bonding site; and 6, is the dimensionless parameter: 

Pai RE GQ) 
Calculations of 84, or of the equivalent parameter f, (=4), can be performed 
within the context of various models and approximations. The best known 

approach [1,3] has been to treat field adsorption as equivalent to the interaction 
between a neutral emitter atom and an adsorbate gas atom in an applied field equal 
to F***, ignoring all other factors. This leads to the formula [8]: 

Ba = [1+ 2bg/4neos°]/[1 — 4b abe/(4ne0)?5°] 4) 
where s is the separation of the equivalent dipoles, and by is the proper SI polarisa- 

bility of the surface emitter atom. (By “proper SI polarisability” we mean the 
parameter defined in terms of the self-consistent local field, so that in the absence 
of any permanent dipole moment the SI dipole moment p is given by: p = DFS.) 

This result, eq. (4), will be called the “isolated dipole pair” (or “IDP’’) approxima- 
tion. 

Forbes, however, has recently pointed out that the conventional conceptual 

treatment of field adsorption ignores induced changes in the internal energy of the 
source of the electric field [11]. A change AUg is induced by the presence of the 
adsorbate atom(s), and consequently: 

AB* = AB(conv.) — AUs . (3) 

In the context of the isolated-dipole-pair (IDP) approximation it has been possible 

to show that AUg is small relative to AB(conv.). Consequently, although AUs 

must not be neglected in detailed treatments, it should be a reasonable approxima- 

tion to set AB* equal to AB(cony.). The major concern of the present paper is 
with the calculation of AB(conv.). 

As already stated, the first published attempts to calculate AB(conv.) were in the 

context of the IDP approximation [1,3]. Concurrently, one of the present authors 
(R.G.F.) was attempting to develop a model which attributed localised field adsorp- 
tion to the locally-high field resulting from the discrete positive charge nearest to 

the adsorbate atom [2]. With the appearance of ref. [1] it became obvious that 
both the dipole and the monopole effects associated with emitter substrate atoms 
ought in principle to be taken into account. 

With the passage of time it has also become clear that it is unlikely to be a good 

approximation to disregard interaction with distant neighbours, particularly when 

discussing field adsorption on net crystal planes. Consequently one turns to array- 

type models. 
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Some work with finite planar arrays of monopoles has been carried out by the 

present authors and colleagues. The first steps were briefly reported some years 
ago [12], but this approach subsequently encountered difficulties arising from 
finite-size effects, and it became clear that the best procedure was to first explore 
the properties of models involving infinite regular planar arrays. 

Equations relating to the interaction of two square arrays of dipoles in free 

space in an applied field F°*t have been given by Tsong [5]. He seems to conclude, 
though without giving the argument in full, that the accuracy of eqs. (2)—(4) is 

sufficient for comparing with experimental results. For the noble imaging gases, 

values of f, derived by the IDP approximation are tabulated in ref. [5]. 

Tsong’s approach, however, ignores possible monopole effects. Forbes [6,13] 

has thus introduced a charged-surface model in which the surface is represented by 

an infinite regular planar array of superimposed monopoles and dipoles, together 
with a distant array of monopoles of the opposite sign (needed for electrostatic 

self-consistency). With such a model the parameter 8, defined earlier can, in a first 

approximation, be split into two components ff and os resulting from monopole 

and dipole effects respectively. And the parameter BR can be written in the form 

(1 + 6), so that: 

Bu=OR+OL=1+8R +63. : © 
™® represents effects due to the discrete nature, and hence the localisation, of real 

positive charge. 

The existing treatments in the literature [1,3,5] represent approximations in 

which BR = 1 (6% = 0). Hence values for 64 can be deduced from the values given 

for f4. Comparing these derived values of B4 with calculated values of §R, Forbes 

[6] inferred that localised field adsorption would (as widely believed) result chiefly 

from the dipole field of the emitter substrate atoms, — but that the effects of the 

localised nature of real positive charge should not be neglected in detailed treat- 

ments of field adsorption. Reservations were, however, expressed about the existing 

treatments of substrate-dipole effects. 

More recently [11], it has been shown that there are conceptual errors both in 

the derivation of eq. (2) and in Tsong’s new treatment [5] of dipole interactions in 

an applied field. This paper thus presents an independent calculation of Be, and 

a more general calculation of By. 

The structure of the paper is as follows. Section 2 contains the analysis of an 

array model for field adsorption. Using parameters appropriate to the helium-on- 

tungsten situation, section 3 then discusses numerical inadequacies involved in 

approximate calculations of AB(conv.). Sections 4 and 5 then discuss other factors 

affecting the estimations of first AB", and then AB. Section 6 summarises results 

achieved, and discusses other possibilities. 
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2. Analysis of the array model 

The treatment here assumes a model in which the field-adsorbed gas layer is 

represented by a complete planar array of dipoles, one situated above every lattice 

point of Forbes’ [6] model for a charged surface, as described above. The treatment 
forms an exact mathematical analysis for the quantity AB(conv.) in this model. 

Questions as to whether the model charge distribution is a good representation of 

the actual charge distribution at a crystallographically flat metal surface, covered 

with a field-adsorbed layer, are beyond the scope of the present paper, but we 

certainly believe the model to be satisfactory as a “first generation” treatment. 

Consider a layer of atoms, of proper SI polarisability b, forming a simple regular 
planar lattice; and let the interatom spacing be a. If an electric field F'"?, normal to 
the plane of the array, is impressed on each atom in the layer by charge distribu- 

tions outside the layer, then the self-consistent local field F° acting on each atom 

in the layer is given by: 

Fee = Fim _ J) p/(Aneap) = P™? — Kp/4neoa? . ® i 
The summation term represents the depolarising field, at any atom, due to all the 

other atomic dipoles in the layer, each of dipole moment p; and p,, is the distance 

of the nth such dipole from the given atom. K, is a structure factor defined by eq. 

(7) and obtained by carrying out the summation. For a square lattice K, > 9.034; 

for a hexagonal lattice Ky ~ 11.034 [14]. 
We shall initially assume that neither the emitter nor the adsorbate atoms have 

any dipole moment at zero local field. Hence, on setting p = bF'°* in eq. (7), and 
re-arranging slightly, we have: 

Peay tpine | (8) 

M=) +bK,/4ne€0q° . (9) 

The parameter M defined by eq. (9) plays the role of a relative permittivity for the 

layer, as has been pointed out by MacDonald and Barlow [15]. 
To obtain some typical values for M, we shall consider three lattice structures: 

first, a square lattice with @ equal to the interatom spacing in the (111) face of 
tungsten, namely 0.4476 nm; second, a hexagonal lattice with the same value ofa; 

thirdly, a square lattice having the same area per lattice point as the hexagonal 

lattice. This last has the interatom spacing equal to (3!/4/2!/) x 0.4476 nm, that 
is, 0.4165 nm. 

The SI polarisability of helium, b(He), is taken as 0.143 meV V7? nm? [7,16]. 
For the SI polarisability of a tungsten surface atom three values will be used. 

(1) b(Wy) = 3.19 meV V? nm?, which is the value used by Tsong and Miller; this 
will enable comparisons to be made between the present results and previous work. 

(2) b(Wyp)=7 meV V~? nm?, which is the value recommended by Miller and 

24



196 RG, Forbes, M.K, Wafi / Array model for field adsorption of He on W(111) 

Bederson in their recent review of atomic and molecular polarisabilities [17]. The 
Miller-Bederson value is obtained by “scaling” the value calculated by Thorhallsson 

et al. [18]; although the estimated accuracy of the result is stated as 50%, we feel 
the “scaled” value to be a better estimate of the polarisability of a neutral tungsten 

atom in free space than is the theoretical value 11.7 meV V~? nm? [18] used in 
previous work. 

(3) b(Ws;r)= 2 meV V~ nm?, which is the value deduced by Forbes [19] from 
helium-ion energy measurements recently carried out by Sakurai and co-workers 

[20]. The Gaussian polarisabilities corresponding to the above SI quantities are, 
respectively: 0.206 A®, 4.6 A®, 10 A®, and 2.9 A®. 

Values of M are shown in table 1. The IDP approximation has also been 
formally included in the theory, by setting M equal to unity. For reference 
purposes in calculations, parameters are shown in this and in the other tables to 
more places of decimals than are physically significant. 

Next consider a model representing the field adsorption situation, with two such 

layers aligned with the atoms in one exactly over the atoms in the other, the two 

layers being separated by a distance s. Parameters relating to the emitter-atom layer 

will be subscripted “E”, parameters relating to the adsorbed imaging-gas layer “A”. 

The impressed field FS"? acting on the adsorbed gas atoms has two components. 
The first (F&) results from the monopole distribution, and can be written in the 

form: 

FReAF™, (10) 

where F°*t and BT have the same meanings as earlier. The value of BQ is readily 

calculated, for a given value of the ratio v=s/a. For helium on tungsten we shall 

assume that s = 0.259 nm [5]. The corresponding values of v and 6X are shown in 

table 2. 

The second component (F%®) results from the dipoles in the emitter-atom 

Table 1 

Values of the parameter M, which plays the role of a relative permittivity for a layer of atoms, 
for specified lattice structures and polarisability values 

  

  

Type of lattice a b(He) bWsyr) (Wy) (Wm) 
(am) 0.143 b® 2.00 b® 3.19 B® 7.00 6° 

Square 0.4476 1.021 1.290 1.463 2.015 
Hexagonal 0.4476 1.025 1.354 1.565 2.240 

Square 0.4165 1.026 1.360 1.574 2.260 
IDP aprx. 1.000 1.000 1.000 1.000 
  

b® = | meV V-? nm? [16]. 
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Table 2 
Values of the distance fraction v, the monopole-induced field ratio @, and the structure factor 
S, for specified lattice structures 
  

  

Type of lattice a v Bx Ss 
(nm) 

Square 0.4476 0.5786 1.067 5.934 

Hexagonal 0.4476 0.5786 1.048 5.297 

Square 0.4165 0.6218 1.050 4,322 
IDP aprx. 0.4476 0.5786 1.000 10.323 
  

layer (the “E-layer”), and can be written in the form: 

FX = S*pg/4neoa? , qa) 
where S¥ is a “structure factor” (corresponding to K in ref. [5]), relating to the 
relative positions of the dipoles in the two layers, defined as follows. If p, denotes 
the distance of the nth dipole in the E-layer from a specified atom in the adsorbate 

layer (the “‘A-layer”), then we may define dimensionless parameters r,, and v by: 

Tn = Prla, v=s/a. (12) 

In terms of these, S® is given by: 

S™ = 2 (3v/r5 — 1/F3). (13) n 

The nth term in this summation is a geometrical factor that determines the strength 
of the field component (normal to the array plane), acting on the specified A-layer 
atom, due to the nth dipole in the E-layer. The summation is over all dipoles in the 

E-layer. For reasons of symmetry there can be no lateral component in the total 

field acting on an A-layer atom, so summation over lateral field components need 

not be considered. 
For a given lattice structure and given value of v, S is readily evaluated by a 

combination of numerical and analytical means [21]. The case where all interac- 
tions are neglected except that with the nearest dipole in the E-layer is equivalent 

to the IDP approximation, and can be formally included in the theory by setting: 

S®x=2/lvP  (IDP approximation) . (14) 

Values of S® are shown in table 2. 
We shall also need the structure factor S“, which determines the field at a speci- 

fied atom in the E-layer resulting from all the dipoles in the A-layer. Since the two 

layers have the same lattice structure, and eqs. (13) and (14) are even functions of 

», it follows that SA = S®. Hence the suffix is omitted in table 2. 
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In eq. (11), if we express pg in the form bgF 12°, we can then define a dimension- 

less parameter ya by: 

7k = Sb g/4ne qa? , (15) 

and hence write eq. (11) in the abbreviated form: 

E = yE ploc 
AW YATE « (16) 

The notational principle used here is that the lower suffix position represents the 

layer where the “effect” is, and the upper suffix position indicates the type or 

source of effect. ve is readily calculated for given values of the structure factor se 

and of the proper SI polarisability (bg) of the emitter atom. Values of this and of 

the analogous parameter yf are shown in table 3, for the helium-on-tungsten situa- 

tion. 

Collecting eqs. (8), (10) and (16) together, we finally obtain an equation for the 

local field acting on an A-layer atom: 

FSC = MFI? = MalBRF* + Maly RPS a7) 
By direct analogy, we may obtain an expression for pice by interchanging “E” and 

“A”, wherever they occur, to give: 

Fig’ = Mg Fi? = Mg'BEF™ + MglyBF A" - (18) 
Substituting eq. (18) into eq. (17) and solving for F'g® then leads to an expression 

for Ba: 

Fie _MRLOR + Mg yaMe'BE 
pet 1 MR yaMe ve 

From this the enhancement factor f, can be calculated. 

A rough physical interpretation of eq. (19) can be made as follows. (1) The term 

MGR represents a contribution to B, resulting from the monopole charge distri- 

  Ba= a9) 

Table 3 
Values of the coefficient, 7X defined by eq. (16), and of the analogous coefficient yp, for speci- 
fied lattice structures and polarisability values 
  

  

Type of lattice a (He) yKWs/F) yer) 7K OW) 
(nm) 

Square 0.4476 0.01363 0.1906 0.3040 0.6671 
Hexagonal 0.4476 0.01219 0.1701 0.2713 0.5954 
Square 0.4165 0.01232 0.1722 0.2747 0.6029 
IDP aprx. 0.4476 0.02370 0.3315 0.5288 1.160 
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bution, reduced as a result of the mutual depolarising influence of the adsorbate- 
layer atoms. (2) The second term in the numerator represents a contribution from 

the emitter-atom dipoles, similarly reduced. (3) The denominator represents an 

enhancement effect due to the influence of the adsorbate-layer dipoles on the 

emitter-layer dipoles, 

Owing to the symmetry of the derivation, a formula for Bg can be derived from 

eq. (19) by replacing “A” by “E”, and vice-versa, wherever these occur. 

3. The calculation of AB(cony.) 

For an initial discussion of formula (19) it is convenient to use an approximation 
in which M,! is set equal to unity and yf is set equal to zero. Physically, this corre- 

sponds to ignoring the effects of the adsorbate-layer dipoles upon themselves and 
upon the emitter-layer dipoles; this is a reasonable approximation, as will be shown 

later. 

In this case eq. (19) reduces to: 

Ba = Ba(aprx.) = BR + YAME'OE =8R + Ba(aprx.)., ; (20) 
where Ba(aprx.) and B4(aprx.) are approximate values of 84 and f4, respectively, 
defined by eq. (20). : 

Eq. (20) is the approximation employed (though not explicitly stated) in ref. 

[6] and in the first section of the present paper. With the help of eq. (15), 
64(aprx.) can be written in the form: 

B4(aprx.) = beBES"ME! /4e oa? , (21) 

which shows more clearly the parameters on which it depends. 

Discussion of previous treatments. Various choices for the parameters in eq. (21) 
are given in table 4, together with the corresponding calculated values of 64(aprx.) 

and (f, — 1), assuming a square lattice with a= 0.4476 nm. Also shown are the 

corresponding values of the binding-energy component AB(conv.), evaluated for the 

field value F** = 56 V/nm. 
The various choices correspond to different approximations and assumptions. 

Set 1 is equivalent to eq. (4), but with the denominator set equal to unity rather 

than its calculated value of 0.987. For practical purposes, therefore, set 1 is equi- 

valent to the IDP approximation. Physically, this choice disregards the fact that the 

emitter substrate atoms are the most exposed part of a highly-charged metal 

surface, and ignores all interactions except that between an adsorbate atom and the 

dipole associated with the nearest substrate atom. 

In set 2 the parameters Mp! and S® are given the values appropriate to a simple 

square dipole array, the other parameters remaining unchanged. Physically, this 

choice describes the interaction between a layer of neutral emitter atoms and a 

layer of adsorbate atoms, isolated in free space in an applied field Fe*t [22]. The 
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Table 4 

Values of specified field ratios and of the conventional short-range field-adsorption binding 

energy AB(conv.), for a square lattice with a = 0.4476 nm, for specified choices of the param- 
eters appearing in eq. (21) and of 3 
  

  

  

Choice 

1 2 3 4 5 6 

by/b? 9 3.19 3.19 3.19 3.19 7.00 7.00 
ap 1.0 1.0 0.5 0.5 0.5 0.5 
st 10.32 5.934 5.934 $.934 5.934 5.934 
My 1.000 0.6836 0.6836 0.6836 0.4962 0.4962 

4 (aprx.) 0529 0.208 0.104 0.104 0.165 0.165 
et 1.000 1.000 1.000 1.067 1.000 1,067 
Ba (aprx.) 1.529 1.208 1.104 L171 1.165 1,232 
tart 1.337 0.460 0.219 0.372 0.358 0.519 

AB(conv.) 0.299 0.103 0.049 0.083 0.080 0.116 
  

4b? =1 meV V-? nm? [16]. 
b AB(conv.) is evaluated for an external field of 56 V/nm, using the approximate value of the 

field-ratio shown, and is expressed in eV. 

unapproximated array equations given by Tsong [5] correspond to this choice. 
With set 3 the monopole-caused field acting on a substrate atom is set equal to 

3F°*" (BF = 0,5), rather than to F**', This is because, in reality, the emitter atoms 
form the surface of a charged conductor. Consequently they are in part the source 
of the external field. The only monopole-induced field acting on them is that due 
to the distant charge needed for electrostatic self-consistency [23,24]. This argu- 
ment is valid whether or not the positive charge distribution is regarded as localised 

laterally. 
Set 4 then takes into account the additional effects resulting from the localisa- 

tion of positive charge and the consequent enhancement of field values at the 

adsorption positions above lattice sites; this is done by setting 8% equal to 1.067 

rather than unity. 
Within the overall framework of the more general approximations involved in 

eqs. (20) and (21), this sequence of choices represents a trend towards increasing 

realism in general mathematical and physical assumptions. 

The numerical results in table 4 show clearly that the Tsong and Miiller dipole— 

dipole theory (our IDP approximation) is not an adequate substitute for a full array 

calculation. With the data choice used here, the neglect of mutual depolarisation 

amongst substrate-atom dipoles causes overestimation of the binding energy by a 
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factor of nearly three, by itself. The degree of overestimation will, obviously, 

depend somewhat on the values assumed for the lattice spacing and for the surface- 

atom polarisability. But in many situations we would disagree with Tsong’s state- 

ment, based on unpublished work cited in his review article [5], that the IDP 

approximation leads to numerical results sufficiently accurate for comparing with 

experimental results. 

Monopole effects. A second point concerns the role of the field variations due 

to the discreteness of positive charge. The original comments on this by Forbes [6] 

compared the monopole contribution to field variations with the dipole contribu- 

tion as calculated by the IDP approximation. However, by reference to the full- 

array calculation of the substrate-dipole contribution (choice 3), the monopole con- 

tribution is of relatively more significance. Including this (choice 4) increases the 

predicted short-range binding energy by approximately 70%, for the SI polarisabil- 

ity value 3.19 meV V7? nm?. 
Obviously, the relative importance of monopole effects depends on the value of 

the surface-atom polarisability. For the somewhat higher value of 7 meV V7? nm? 

used in choices 5 and 6 in table 4, the inclusion of the monopole contribution 

increases the predicted short-range binding energy by around 45%. (Numerical 

values are sensitive to the assumed lattice structure and interatom spacing, but the 

qualitative trends exhibited in table 4 will always be present.) 

Lattice structure. The analyses in table 4 are based on a square lattice with a = 

0.4476 nm, because this structure was assumed in previous work [6]. Table 5 shows 

how the results for this structure compare with those for the two other structure 

choices specified earlier, assuming the polarisability value by = 7 meV V7 nm?. 

(The binding-energy estimate derived here is based on the full formula for 

AB(conv.), namely eq. (19).) 

The first three columns show that for a given value of a the use of a hexagonal 

rather than a square lattice leads to smaller predictions for Ba(aprx.) and Ba. 

Physically, this is because the lattice points are closer together: the monopole con- 

tribution to field variations is reduced, and mutual depolarisation effects are 

enhanced. Comparison of columns 2 and 3, however, shows that results for square 

and hexagonal lattices are much closer if the areas per lattice site (rather than the 

interatom spacings) are set equal. 

We may conclude that, in modelling field adsorption on a crystal net plane, it is 

best to use a model with the real lattice structure of the plane, but that little error 

is introduced by using a square lattice with the correct area per lattice site. In other 

adsorption contexts this result has been known for a long time (15]. 

Adsorbate-layer induction effects. For clarity in the discussion of previous cal- 

culations, the analysis in table 4 used the approximate formulae, eq. (20). Table S 

shows that the true model-predicted field-ratio Ba, obtained using the full formula 

eq. (19), is slightly less than the approximate quantity B,(aprx.). Physically this is 

the result of induction effects resulting from the presence of the adsorbate layer. 

The correction to the field ratio is small, about 2% in the case of each lattice struc- 
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Table 5 

Values of the parameters appearing in eq. (23), and of the conventional short-range field-absorp- 
tion binding-energy AB(conv.), evaluated for specified lattice structures, without approxima- 
tions 

  

  

Lattice type Square Square Hexagonal Hexagonal 
a (nm) 0.4476 0.4165 0.4476 0.4476 
b (meV V2 nm?) 7.00 7.00 7.00 2.00 

Ba (aprx.) 1.233 1.183 1.181 Lu 
MR 0.9800 0.9749 0.9753 0.9753 
MA Gs (aprx.) 1.208 1.153 1.151 1.083 
D> 1.0044 1.0032 1.0032 1.0015 
Ba 1.213 1.157 1.135 1.085 

AB(conv.) # (eV) 0.106 0.076 0.075 0.040 
  

4 AB(conv.) is evaluated for an external field of S6 V/nm. 

ture when b is taken as 7 meV V~ nm’. The correction to AB(conv.), however, is 
much greater. For the hexagonal lattice structure, for example, the full-formula 

result is approximately 15% lower than the approximate result. 

It is easier to distinguish the two effects operating to produce this result if the 

symbol D is used to denote the denominator of eq. (19). Thus: 

  D=1-MR AMEE - (22) 
The relationship between 6.4 and 8.4(aprx.) can then be written in the form: 

Ba = DMR Ba(aprx.) . (23) 

The factor Mj! results from interaction within the adsorbed layer, and acts to 
reduce the local field acting on an adsorbed atom; the factor D™' results from 
mutual induction between the adsorbed atoms and the emitter substrate atoms, and 
acts to increase the local field acting 6n an adsorbed atom. As shown in table 5, the 

factor Ma! has a somewhat greater influence than the factor D“'. 
In practice, the use of eq. (19) rather than eq. (20) involves negligible additional 

mathematical work. So we may conclude that, although eq. (20) provides a more-or- 

less reasonable first approximation, eq. (19) should normally be used for the cal- 

culation of AB(conv.) in the present model. 

Choice of polarisability value. Comparison of the last two columns in table 5 

shows that, after the easily avoidable approximations in the full array calculation of 

AB(conv.) have been removed, there is still an uncertainty left that is associated 

with the choice of proper SI polarisability for the surface atoms. Unfortunately, 

uncertainty over the correct value of bg is one of the most pressing difficulties of 

field adsorption theory. Values mentioned in field-ion literature for the “polarisa- 
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bility” of a tungsten surface atom range from 0.38 meV V~? nm? (for an atom in 
the (011) plane [25]) to the Thorhallsson et al. value of 11.7 meV V~ nm?, which 
is a computed value for an atom in free space. None of the older experimental 
determinations of surface-atom “polarisability” by field-ion microscope experi- 

ments constitute measurements of our parameter by [19]. And on the theoretical 
side there is, as yet, no reliable guide as to how much the proper SI polarisability of 

a (partially ionized?) surface atom may differ from the SI polarisability of the same 

atom (neutral) in free space. 

As things currently stand, there seem to be two working values that have some 

sort of objective status. The first is the Miller—Bederson theoretical value, 7 meV 

V~? nm?; but there is substantial uncertainty associated with this value, and its 
relevance to the surface-atom situation could also be challenged. The second is the 

empirical working value, 2 meV V~? nm?, derived in a slightly indirect fashion by 
Forbes [19] from the experimental work of Culbertson et al. [20]. Although we 
have relatively more confidence in the latter value than the former, it is not yet 

clear that all the necessary corrections in the derivation of this empirical value have 

been properly taken into account; so there is uncertainty associated with this value 
too. It is lower than we intuitively expected the value of bg to be. 

For definiteness in investigating further corrections, we shall work with these 

two values, hoping that the true value lies somewhere between them. There seems a 
need for a more thorough investigation of the whole question of surface-atom 

polarisability, but this is beyond the scope of the present paper. 

Summary. This section has largely been concerned with possible mathematical 

approximations in the calculation of the conventional field-induced binding-energy 

contribution AB(conv.). It has been shown that: (1) The isolated-dipole-pair 
approximation is not an adequate substitute for a full array calculation. (2) Mutual 
depolarisation, and also the field variations due to the discreteness of positive 

charge, must be taken into account. (3) Mutual induction effects due to the 
adsorbate layer can be neglected in a first approximation, but that there is no pro- 

blem in including them. (4) The correct lattice structure for the crystallographic 

plane under discussion should be used. (5) There is a residual uncertainty by a 
factor of about two, due to uncertainty over the correct value of surface atom 
polarisability. 

4. The calculation of AB* 

We now move on the consider some further corrections that must be considered 
when calculating the full field-induced short-range binding-energy contribution 
AB", The first two corrections concern the size of the atomic dipole moments 
when the field-adsorbed layer is present. 

Zero-external-field dipole moment. The analyses earlier have assumed that the 

atomic dipole moments were directly proportional to the local field F'°° acting on 
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the atom. In principle the relationship ought to include other terms, and in partic- 

ular it ought to include the SI dipole moment y that would exist under conditions 
of zero local field. Ignoring second-order and higher terms, we may write: 

pt =u + BF, (24) 

For clarity, pt is here used to represent the total SI dipole moment when the 
external field is present; p'** replaces p in earlier equations. 

For a noble-gas adsorbate 44 = 0, but it cannot be assumed that for an emitter 

substrate atom pg is zero. Within the framework of the model on which section 2 is 

based, this may be taken into account by substituting for bp an “effective” value 

by(eff) given by: 

PIE* = bp(eff) FAS’ = be (1 + up/dEF SD FAS’ . (25) 

To obtain an estimate of the size of the correction factor, we shall assume that the 

electrostatic component y® of the local work function for a given face [26] is 
caused by the zero-external-field dipole moment of the atoms in the array [27]. 
This leads to the following relationship [28]: 

y® =—eutp/MgLaeo , (26) 

where e is the elementary charge and La? is the area per lattice point (L = 1 fora 

square lattice; L = 3'/?/2 for a hexagonal lattice). 
An exact value of y® for the (111) face of tungsten is difficult to find. For the 

sake of argument we shall here take it to be of order —0.5 eV. Using this value, and 

parameters appropriate to the hexagonal lattice considered earlier, with bp = 7 

meV V~? nm?, gives: 

Me ~0.0lenm. (27) 

To obtain an estimate of the local field Reed it is sufficient to ignore the 

influence of the adsorbate atoms and put: 

eo = MeleEFe* . (28) 

Further, it is sufficient in a first approximation to evaluate Mf! using the “un- 

corrected” value of by. For the hexagonal lattice structure and polarisability value 

under discussion, using Bf =0.5, and setting F°*t equal to the “low” value 30 

V/nm, we obtain bpF 19° equal to ~0.05 e nm. Hence we obtain a correction factor: 

1 + pp/bpFiS © 1.2. (29) 

With b; =2 meV V~? nm? the equivalent correction factor is approximately 1.3. 
The size of the correction factor will, obviously, depend on the value assumed for 

the electrostatic component of the local work-function, and would vary with 

crystallographic orientation. 

The calculations made here perhaps tend to overestimate the effect of the zero- 

external-field dipole moment. Since the error involved in using bg rather than 
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by(eff) in the analysis earlier is less than the uncertainty over the value of bg 

itself, it seems satisfactory to neglect the effects of any zero-field dipole moment 

for the present. However, the correction is not really negligible, and the figures here 

suggest that a more thorough treatment will eventually be required. 

Higher moments and field inhomogeneity. The influence of higher moments and 

field inhomogeneity on the dipole moment induced in the emitter atom could, in 

principle, be handled in a manner similar to that used above. That is, bg in the 

earlier analysis could be replaced by an effective value that, for a given external 

field, takes such things into account. However, at the present time there seems no 

obvious way of making realistic estimations. It is felt that any error arising from 
this cause will probably be swamped by the general uncertainty over the value of 

bg, and can thus be ignored. 

Higher moments and field inhomogeneity associated with the adsorbate atom 

should also, in principle, be taken into account. With respect to field inhomo- 
geneity, a similar problem arises in the adsorption of noble gases on ionic solids, 
and was dealt with many years ago; the early treatments are reviewed by Crowell 

[9] and Brunauer [29]. In the case of field adsorption the effect of field inhomo- 
geneity has not been investigated in detail, but we have formed the impression that 
any binding-energy correction due to this will be relatively small. 

It has sometimes been suggested, for example by Holscher [30], that a “hyper- 
polarisability” term, in (F'°°)*, should be included in the expression for the polari- 
sation energy of a noble-gas atom. But we have never seen any evidence that this 

term would produce a significant correction. 
Internal energy of the field source. According to eq. (5), the conventional esti- 

mate of the field adsorption binding energy must be reduced by an amount equal to 

the induced change in the internal energy of the source of the electric field. Two 
possibilities exist in the context of layer adsorption, depending on precisely what 

the mechanism of adsorption is assumed to be, and consequently some care must be 

exercised in defining the source of the field. 

Theoretically, the simpler procedure is to regard the adsorption process as the 

adsorption of an already ordered planar /ayer of adsorbate atoms, this layer having 
been brought together in a region of space that is distant from the surface but 

throughout which there is a uniform field F°**. These two stages, taken together, 

would define a mean (or integral) short-range binding energy AA(int.), in which an 
electric-field-induced component AB*!(int.) could be identified. 

However, the quantity of more interest in the field-ion situation is the so-called 

differential short-range binding energy, AB(diff.), which is the work needed to 
remove a single atom from the field-adsorbed layer to a position in the external 

field somewhat above the layer. This quantity can also be viewed as the work 

needed to create a “vacancy” in the field-adsorbed layer. 

This short-range binding energy can be expressed as a sum of components: 

AB(diff.) = AB*(diff.) + ABSSP + ABTeP + ABindir | (30) 
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These represent work done against, respectively, electric-field-induced forces, dis- 
persive forces, repulsive forces, and any forces that may exist as a result of indirect 
quantum-mechanical interactions between the adsorbate atoms mediated via the 

substrate (if these in fact exist) [31]. We are concerned here with the first of these 

terms; the others are discussed in section 5. 
If the dipole moments in all the other atoms remained fixed whilst an adsorbate- 

layer vacancy was created by removing an atom, then AB*'(diff.) would be identical 

with AB(conv.). However, the sizes of the dipole moments in the other atoms (and 

consequently the strengths of the field and force acting on the vacancy-site atom) 

are dependent on the instantaneous position of the vacancy-site atom and on the 

strength of the dipole induced in this atom. Consequently AB*\(diff.) differs from 

AB(convy.), and formally we may write: 

AB" (diff.) = AB(conv.) — AUs(diff.) , G1) 

where —AUs(diff.) is the change in the internal energy of the “source” as the 

vacancy-site atom is removed, the source in this case being constituted by the 

distant charge distribution together with all substrate and adsorbate atoms other 
than the vacancy-site atom. 

The evaluation of AB*'(diff.), by integration of the force acting on the vacancy- 

site atom along a path away from its adsorption site, is possible in principle but 

would certainly involve extensive, tedious, numerical calculations. Therefore one 

looks for an alternative approach. We think that the following argument may 

provide an estimate of AB" (diff), though we put it forward with considerable 

reservations. 
The effect of mutual induction within the adsorbed layer is to reduce the field 

acting on each adsorbate atom. If this mutual induction effect could be “turned 

off”, whilst leaving the mutual induction effect between the substrate atoms and 

the adsorbate-layer atoms “turned on”, then the field F* acting on each substrate 

atom would be: 

F* =D" Ba(aprx.) F°** , (32) 

where the symbols have the same meaning as previously. Taking F*** as 56 V/nm, 

and using the data appropriate to the hexagonal lattice as given in table 5, with 

be =7 meV V~? nm’, we obtain a binding-energy estimate: 

AB"(F*) = 0.090 eV . (33) 

This result should be compared with the value of AB(cony.) given in table 5, 

namely 0.075 eV. 

We now argue that during the removal process all the dipoles in the adsorbate 

layer (except the vacancy-site atom) would, if they remained fixed in position, have 

strengths intermediate between bFi°° and baF* (where F4° is the local field 

acting on each adsorbate atom when the layer is complete). Consequently, the work 

done against electric-field-induced forces in removing the vacancy-site atom should 
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be intermediate between the binding-energy estimates obtained by taking the field 

acting on the other dipoles as F/0° and as F*, respectively. That is, AB*(diff.) 
should be intermediate between 75 and 90 meV. 

For the same lattice structure, but with bp = 2 meV V~? nm?, the conclusion is 

that AB*'(diff.) should be between 40 and 53 meV. 
In reality it is likely that, as the vacancy-site atom is withdrawn, the surrounding 

atomic dipoles will “relax” inwards towards the vacancy centre. The consequences 
are difficult to estimate numerically, but we feel that the effect will be to reduce 

the differential binding energy slightly. , 

We thus think that for the field adsorption of helium on the (111) face of tungsten, 

the differential field-induced binding-energy contribution AB*\(diff.) could be 
greater than AB(conv.) by roughly 10 meV, when F®*t = 56 V/nm. 

5. The calculation of AB 

Finally, we must consider those contributions to the total short-range binding- 

energy AB that result from forces other than field-induced ones. Temporarily 
ignoring any effects due to “indirect” interaction, we may write the total potential 
Uin which an adsorbate atom moves in the form: 

U =U + UsisP + UP , (4) 
where the component potentials are due, respectively, to electric-field-induced, dis- 

persive, and repulsive forces, The repulsive forces are those resulting from the inter- 

penetration of electron charge clouds, and we consider their influence first. 
Repulsive forces. As a simple approximation, we may take the dispersive and 

repulsive potentials to go inversely as the sixth and twelfth powers of the separa- 

tion of the adsorbate and substrate atoms [29], and may ignore the change in the 
“internal energy of the source” when considering U*" In these circumstances eq. 

(34) can be written more explicitly: 

UG) =-BAG) « bbalF™)? — C/z° +G/z"? , (35) 
where C and G are constants. 

At the adsorption equilibrium separation (s) there is no resultant force acting on 
an adsorbate atom, so we must have: 

dU/dz\, = —d(63)/dz\, - $b 4(F***)? + 6C/s? — 12G/s'? =0 . (36) 

By definition, the dispersive and repulsive contributions (BP and BT?) to the 
total binding energy B are given by: 

Boise = _yisP(5) = C/s (37a) 

Bre? = UF) = —G/s!?. (376) 
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Hence it follows from eq. (36) that: 

BEEP = (5/12) - d(BA)/dzl, « 3Da(F**)? — 4B. (38) 
Since dispersion-induced forces are relatively short-range, U8? is equal to zero 

at positions in the external field somewhat above the emitter surface; consequently, 

BS? is equal to ABS? as defined earlier (in connection with eq. (30)). Similarly, 
BF°P is equal to AB'eP, and these substitutions can be made in eq. (38). For 
purposes of discussion it is then possible to write this equation in the form: 

ABTeP = —n AB(conv.) — $ ABMS? (39) 

where AB(cony.) is the conventional binding-energy expression given by eq. (2), 

and 7 is a parameter given by: 

n= —(s/12) - d@@A)/az|,/(64— 1) « (40) 

Eq. (30) provides an expression for the total short-range binding energy AB. The 

term ABi"4iT is ignored here. If we also continue to neglect the change in the 
internal energy of the source, then AB* in eq. (30) can be replaced by AB(conv.), 
and substitution of eq. (39) into eq. (30) gives: 

AB =(1 —7) AB(cony.) + } ABMS? . (41) 

Hence it may be seen that the effect of repulsive forces, in the approximation 
represented by eq. (35), is to reduce the dispersion-induced component of the 

short-range binding energy by one-half, and to reduce the electric-field-induced 

component by the fraction 7. 

The derivative in eq. (40) is readily computed [21]. With the hexagonal lattice 
structure assumed earlier, and s = 0.259 nm, we obtain n= 0.51 if b is taken as 

2 meV V7? nm?, n= 0.48 if b is taken as 7 meV V~ nm?. The factor (1 — 7) in 

eq. (41) is thus approximately equal to one half. The effect of repulsive forces 

cannot be neglected. 

To obtain a numerical estimate we shall assume that the factor (1 — 7) derived 

above may be applied to the quantity AB*\(diff.) discussed in section 4, For an 

external field of 56 V/nm, the interplay of field-induced and repulsive forces is 

thus predicted to give a binding-energy contribution lying in the range 25 to 45 

meV, the lower value corresponding to our lower choice of polarisability value. 

It should be noted, though, that the 7-values predicted above are a direct conse- 

quence of our earlier assumption of an inverse twelfth-power law for U"*?. This 

assumption is a convenient first approximation; but a more careful treatment of the 

repulsive potential at a charged surface will eventually be required. 

Dispersive forces. The second term in eq. (41) is the binding-energy component 

resulting from the interplay of dispersive and repulsive forces. This interplay also 

exists in the absence of the external field, and has been extensively discussed in past 

literature [9,29,32]. Clearly, if there were no change in the position of the adsorption 

site upon creation of surface charge and dipole distributions, then the fapese in 
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eq. (41) would represent the zero-external-field binding energy, at least approxi- 

mately. Since the field-adsorption sites are directly above the substrate atoms, 

whereas the normal physisorption sites are in the positions that maximise the num- 

ber of nearest neighbours, differences will exist in the details of the dispersive and 

repulsive interactions in the two cases. Nevertheless, it seems a reasonable first 

approximation to think of the second term in eq. (41) as equal to the zero-external- 

field binding energy. 

The value of this binding energy, for helium on a metal, has normally been taken 

as approximately 10 meV (see ref. [9], for example). However, a recent review 

[32] cites a value of approximately 4 meV for helium on tungsten, derived from 
scattering experiments [33]. These binding-energy contributions are small, but are 

not negligible in comparison with the lower of the estimates made for the first term 

in eq. (41). 
Lateral interactions. In principle there exist contributions to the total short- 

range binding energy that result from lateral interactions between adsorbate atoms. 

The effect of electrostatic dipole—dipole interactions has already been taken into 
account in the estimation of AB*(diff.). But in principle there also exist dispersive 

and repulsive interactions. 
For two helium atoms in free space, recent calculations suggest that at a separa- 

tion of 0.4476 nm there is an attractive interaction energy of around 0.1 meV [34]. 
As each adsorbed helium atom in a monolayer on a (111) face has six nearest 
neighbours, this result would predict a contribution of around 0.5 meV to the total 

(differential) short-range binding energy. A contribution of this order can be neg- 

lected. 
Indirect lateral interaction. When noble-gas atoms are adsorbed, the presence of 

the surface modifies the interaction between them, even when the surface is 
neutral, In effect, there is an additional contribution to the binding energy, that 

gives rise to the term AB'"4!" included in eq. (30). For the heavier inert gases 
adsorbed on graphite this contribution is known to be repulsive at large separations, 
and tends to reduce the magnitude of the lateral interaction energy by around 

5—10% [35]. This effect will presumably exist in the adsorption of helium on a 
metal, but the present authors know of no relevant data. However, if its size is com- 

parable with the percentage figure just quoted, then asindir would be of order —0.1 
meV and thus completely negligible. 

Summary. We may conclude that numerical estimations of the short-range 

field-adsorption binding energy should include the effects of both dispersive and 
repulsive interactions with the substrate. Combining the estimates made earlier 

suggests that, for an external field of 56 V/nm, the “differential” binding energy 

AB(diff.) most probably lies in the range 30 to 50 meV. The limits of this range 

correspond to assumed surface-atom polarisability values of 2 and 7 meV V~? nm’, 
respectively, and are subject to some uncertainty. Fuller treatments will eventually 

be required. 
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6. General summary and discussion 

The aim of this paper has been to discuss the field adsorption of helium on the 

(111) face of tungsten, using a particular charged-surface model involving infinite 

planar arrays of monopoles and dipoles, and to explore possible corrections to 
existing theory. Judgement is reserved on how well this model represents a real, 

crystallographically flat, charged metal surface (and other models should be investi- 

gated), but within this framework the following results have been demonstrated. 

(1) The effects of both monopole and dipole moments in the substrate atoms, 

and the influence of distant neighbours, must be taken into account. (2) It is 

important to use the correct lattice structure for the face in question (or, failing 

this, a model lattice with the same area per lattice point as the real structure). (3) 

All forms of mutual depolarisation and mutual induction effect should be taken 
into account. (4) The effects of higher moments and field inhomogeneities can be 
neglected, but a more careful treatment of the zero-external-field dipole moment is 

necessary. (5) A distinction must be made between the conventional quantity 

AB(cony.), defined by eq. (2), and the field-induced component AB" (diff.) of the 
differential short-range field-adsorption binding energy AB(diff.). (6) The effects of 
dispersive and repulsive interactions with the substrate must be taken into account 
when calculating AB(diff.), and more careful treatments of these will eventually 

be required. (7) The biggest single cause of uncertainty in the estiraation of binding 

energy is lack of accurate knowledge of the proper SI polarisability of the tungsten 

surface atoms. 
Numerically, our estimated value for AB(diff.) (“most probably between 30 and 

50 meV”) is much lower than the binding-energy estimates that would be given by 

the isolated-dipole-pair approximation. (The polarisability values used here would 

give predictions of around 180 meV and 900 meV, for F**t = 56 V/nm.) The main 

causes for this are the inclusion in our discussion of effects due to mutual depolari- 

sation and to-repulsive interactions. 

For field values smaller than the 56 V/nm assumed here our estimates of 
AB(diff.) would be even lower. If such low values be physically correct for the 
(111) face, then there could be consequences for the theory of field-ion imaging. 
Current thinking tends to assume that an almost complete field-adsorbed layer is 

present during imaging. But if the differential short-range binding energy is very 

low, then the coverage could be very significantly lower than unity at temperatures 

near 80 K. Nonetheless the interior of the (111) plane can be resolved at these 

temperatures, under suitable circumstances. 

For planes that are more closely packed than the (111) plane the mutual 

depolarisation effects would be even stronger, and the binding-energy estimates 

even lower. It is easy to understand that no significant degree of localised field 

adsorption might occur on.these faces, except at extremely low temperatures. Con- 

sequently, the reported absence of field adsorption on the (110) plane of tungsten 

[36,37] could perhaps be rationalised. 
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Conversely, AB(diff.) would be expected to be higher for sites above planes that 

are more open than (111). This may be part of the reason why our numerical 

estimates for the (111) face are significantly lower than the experimental result of 

250 meV reported for the field adsorption of helium on the tungsten (114) plane 

[3,5]. 
All these topics require rather more careful consideration than space permits 

here. Further, with the present model there is difficulty in discussing higher-index 

planes, because our model assumes that all surface charges and dipoles lie in a 

single plane. This is plausible for relatively-close-packed facets: but on more open 

faces the surface charge may be carried in part by the most exposed atoms, in part 

by less-exposed planes of atoms. The theory necessary to decide the relative charges 

carried by each layer simply does not exist. Development of a good quantum- 
mechanical theory of real, structured, charged surfaces seems to be required before 

much hard progress can be made. Regrettably, this does not appear to be imminent, 

so it would be helpful if field adsorption experiments could be carried out on rela- 
tively close-packed net crystal planes. 

Another difficulty is that crystallographic facets on field-ion emitters are usually 

relatively small in size. The mutual depolarisation effects characteristic of array 
models will certainly be present in the real situation, but there will also be other 

effects operating, and infinite-array models will not be applicable unmodified. It 
remains to be shown how modification can best be achieved. 

We conclude by stressing one fundamental point. Experimentally it is clear that 

localised field adsorption exists. This fact is incompatible with the use of jellium- 
type models: any viable model for field adsorption must therefore take the atomic 

nature of a real charged surface into account. However, it is clear from the present 

work that the isolated-dipole-pair approximation is numerically unacceptable as a 

substitute for an array model. A field-adsorption model must take the crystallo- 

graphic structure of the surface into account if it is to be realistic: there can be no 

universally applicable calculation of field-adsorption binding energy (except as an 

order-of-magnitude guide). As in other areas of surface science, each crystal face 
and each substrate/adsorbate combination needs to be considered separately. 

We believe that the present paper- represents the first detailed theoretical dis- 

cussion of field adsorption on a specific crystal face. 
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The effects of imaging-gas hyperpolarisability and field-gradient polarisability terms on field- 

adsorption binding energies have been explored. At best image fields for the noble imaging gases 

and molecular hydrogen, the correction to long-range binding energy is at most a few percent 

and may be neglected. At the tungsten evaporation field the correction is significant in the cases 

of Ar, Kr, Hz, and especially Xe. The system He on W(111) has been used as a paradigm in the 

investigation of short-range binding energy. The largest correction here is due to one of the 

field-gradient polarisability terms. In the field range of most relevance to the field-ion tech- 

niques the total correction is about 15-20%, and should not be neglected in detailed treat- 

ments. 

1, Introduction 

For some years now, following the early atom-probe experiments 1], it has 

been known that at the very high electric fields (~50 V/nm) necessary for the 

operation of a field-ion microscope there are imaging-gas atoms firmly field- 

adsorbed onto the surface of an operating field-ion emitter. And it has been 

believed that these field-adsorbed atoms have an important role in the formation of 

field-ion image contrast [2-5], and are present not only at kink sites but on every 

emitter facet from which resolved field-ion images are obtained. 

The most convincing evidence of the presence of field-adsorbed atoms has 

perhaps been the observed existence, in field-ion energy spectra, of helium ions that 

must have been desorbed from a field-adsorbed position as a result of electron- 

stimulated excitation and/or ionization [6-8]. 

Although the presence of field-adsorbed imaging gas at resolved crystal facets 

seems adequately established, it is now less clear whether there is near complete 

coverage in the closely field-adsorbed layer under normal imaging conditions and 

at normal imaging temperatures (i.e. near 80 K and below). The early theoretical 

treatments of noble-gas field adsorption [2,3,9] predicted short-range binding ener- 

gies of around 200 meV, or more, at normal imaging fields — which are large 

0.039-6028/8 1 /0000—0000/$02.50 © North-Holland 
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enough to account for the presence of a nearly-complete field-adsorbed layer. And 

consequently it has been believed for some years that such a layer exists under 

normal imaging conditions. But it has also been clear, both from atom-probe 

experiments [9] and from observations of “hopping bright spots” [10-12], that at 
higher temperatures and/or lower pressure the coverage would certainly become 

partial. And, theoretically, coverage on specific crystal facets would be expected to 

be partial under normal imaging conditions if actual short-range binding energies 

were substantially lower than the 200 meV cited above. 

Because of difficulties in estimating the effective gas pressure above the closely 
field-adsorbed layer (which is not identical with the pressure as measured in the 

microscope chamber), it is difficult to make reliable calculations concerning cover- 

age. But the nature of the problem can be illustrated using rough calculations of the 
characteristic residence time 7, of an atom in the closely adsorbed layer. I assume 

here that this layer can be regarded as “firmly” field adsorbed, for the purposes of 

discussing image contrast, if this residence time is substantially greater then the 

mean time interval between ionization events at a single ionization site. This latter 

time interval is assumed to be of the order of 10™* to 10° s. 
In the absence of electron-stimulated or other ‘‘non-thermodynamic” effects, 

7, is related to the activation energy Q necessary for escape from that site by: 

tT, =A exp(Q/kT) (1) 

where T is the thermodynamic temperature of the emitter, k is the Boltzmann con- 

stant, and 4 is the desorption pre-exponential. For argument, let us require the 

residence time in the closely adsorbed layer to be 1 s or more. If A is taken as 10'? 

s”1, then the minimum activation energies needed to achieve this residence time are 

as follows: 12 meV at 5 K; 47 meV at 20K; 190 meV at 80K. For an assumed 

residence time of 10~*s the requisite activation energies would be: 8 meV at 5 K; 
32 meV at 20 K; 130 meV at 80 K. 

As already stated, early theoretical treatments predict short-range binding 

energies of around 200 meV, which are large enough to make the layer “firmly 

adsorbed” at normal imaging temperatures. However, a more recent theoretical 

treatment of field adsorption at relatively close-packed flat crystallographic surfaces 

[13] suggests that the earlier treatments, by neglecting mutual depolarisation 
effects, may have seriously overestimated short-range binding energies. Thus, 

Forbes and Wafi [13] estimate that, for the field adsorption of Helium on the (111) 
face of Tungsten, at an external field strength of 56 V/nm, the conventionally- 

defined field-induced contribution AB(conv.) to the total short-range binding 

energy AB most probably lies between 40 and 75 meV, and that AB itself most 

probably lies between 30 and 50 meV. 

These estimates would be somewhat lower for fields in the imaging range (for 

helium the best image field is about 45 V/nm). In consequence, if it is legitimate 
to equate Q in eq. (1) to the short-range binding energy AB [14] then there must 
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be some doubt about the theoretical self-consistency of the assumption that a 

complete firmly-field-adsorbed layer of helium exists on the (111) face of tungsten 

during imaging. 

Two main alternatives now present themselves. Either in fact no such complete 

field-adsorbed layer is present. (In which case one presumes that coverage is partial, 
and that the detailed mechanism of field-ion imaging is even more complicated than 
hitherto assumed.) Or some factor has been neglected, or wrongly discounted, in 

the Forbes and Wafi calculations, with the result that these calculations underesti- 
mate the true short-range binding energy. 

The aim of this paper is to explore the possible influence of imaging-gas hyper- 

polarisability and field-gradient polarisability terms on the estimation of binding 

energies. The influence of the hyperpolarisability term on the long-range binding 

energy was explored by Southon, who adjudged it to be negligible for helium [15]. 
Its inclusion was again suggested by Holscher [16]. But, as far as the author 
knows, no evaluation of the size of such terms in the field adsorption situation has 
yet been published. Discussion of field-gradient polarisability terms in connection 

with field adsorption, or with field-ion theory generally, would seem to be acom- 
plete novelty. 

For these reasons it has seemed useful, not only to present numerical results, but 

to set out the background theory in some detail. 

As in previous discussion [13] it will be convenient to refer to the metal sub- 
strate on which field adsorption is occurring as the “emitter”, and to label param- 

eters appropriate to emitter surface atoms with the subscript “E”, parameters 
appropriate to adsorbate-layer atoms with the subscript “A”. This does not, how- 

ever, necessarily imply that any emission process is taking place. 

2. Hyperpolarisability terms 

2.1. Basic theory and data 

Following the approach of Buckingham [17,18] and of the more recent review 
by Bogaard and Orr [19], but changing their notation slightly to avoid clashes with 
previous usage in field-ion literature, we may write an expression for the dipole 

moment p of an electrically polarised atom or molecule as follows [20]: 

pt bF + thFF +1yFFF , (2) Pp 2 6 

where F is the self-consistent /ocal field acting on the atom or molecule; p is the 
dipole moment at zero local field; 6 is the polarisability (@ in refs. [17—19]); A is 
the first hyperpolarisability (Bin refs. [17—19]); and y is the second hyperpolaris- 
ability. 

In general the symbols b, A and y represent tensor quantities of the appropriate 

rank. However, for a spherical atom or axially-symmetric molecules the first and 
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third terms in eq. (2) vanish, and in the case of static polarisation the expression 

above simplifies to give: 

pabF+iF?, (3) 
where is SI polarisability as normally defined [21], and 7° is a scalar called the 

second static hyperpolarisability. 

Strictly, eq. (2) and (3) apply only in the case of a uniform field. In a more 

general expression for dipole moment there are terms involving the field gradient 

and field-gradient polarisabilities (17,18]. These terms, and the corresponding 

terms in the expression for potential energy, will be disregarded here; we shall 

return to them in section 3. 
Thus, in the approximation under discussion, the potential energy U of the 

polarised atom or molecule in the field F results from the field-induced dipole- 

moment of the atom, and is given by: 

=—lop? YF. (4) 

As made clear in the appendix, U represents the “total” potential energy (in this 

approximation) of the atom/field or molecule/field system, relative to a zero of 

energy when the neutral atom or molecule is in remote field-free space and in its 

electronic ground state, with U being the sum of: (a) the electrostatic potential of 

the induced dipole of moment p, in the field F; and (b) the polarisation-induced 

change in the internal electronic energy of the atom or molecule. 

Experimental values for the static hyperpolarisability y° are not available. How- 

ever, values of the hyperpolarisability y* as relevant to the electro-optical Kerr 

effect have been deduced from experiment, by Buckingham and Dunmur [22] in 

the case of the noble gases, and by Buckingham and Orr [23] in the case of molec- 

ular hydrogen. These values are listed in table 1, but with the SI unit of hyper- 

polarisability written as J V~ m* instead of the more conventional (equivalent) 

form C* m* J~>. Values are also shown in the units eV V~* nm* (1 eV V* nm* = 

Table 1 

Values of the hyperpolarisability ¥ for sélected gas species, together with values of the hyper- 
polarisability and polarisability terms in B(ext.) evaluated at an external-tield value of 57 V/nm 

  

  

Species 7K 7k yk ba Ratio 
Gv4 m4) (eV V4 nm4) term term (%) 

(meV) (meV) 

He go.K 1089 2.06 x 1078 9.06 232 3.9 
Ne 6.3 x 10°63 3.93 x 10°8 17.3 447 3.9 

Ar 73% 10%? 4.56 x 1077 200 1850 i 
Kr 17x07" 1.06 x i076 467 2810 16 
Xe 4.8 x 107! 3.00 x 1076 1320 4520 29 
Ha 35x 107°" 2.18 x 1077 96.0 910 ul 
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1.602 1892 X 105 J V~* m‘); this atomic-level unit is analogous to the unit used 
elsewhere for SI polarisability [21], and is particularly convenient in field-ion 
theory, 

The quantity 7* is not identical with the static hyperpolarisability 7°. First, the 

definition of y* involves a different combination of the components of the hyper- 

polarisability tensor than does y°. Second, hyperpolarisability components are in 

principal frequency-dependent, so the experimental result for 7k depends on the 

wavelength of light used in the Kerr effect experiments. 

In the case of atomic helium, Sitz and Yaris [24] have investigated theoretically 
what the difference between y° and 7* should be in the circumstances of Bucking- 

ham’s experiments. They find that y* should be greater than 7° by approximately 

3%. The best theoretical values for y° and y* are 2.67 X 1073 J V~* m* and 
2.75 X 10°63 J V4 m*, respectively [19]. This latter value may be compared with 
the tabulated experimental value for y¥, namely 3.3 X 107°? J V~ m*: a small 
discrepancy exists, but the difference is almost within the limits of experimental 

error. 
We may conclude that, for our purposes, sufficient accuracy is obtained by using 

in eqs. (3) and (4) the tabulated values of 7, certainly in the case of helium, and 

probably in the cases of the other gases. Predicted binding-energy contributions 

should be slight overestimates. 

2.2. Influence on long-range binding energy 

The total binding-energy B(tot.) of a field-adsorbed atom is usually split into 

two parts, a long-range part here written B(ext.) that corresponds to the binding 

energy of an isolated atom in the approximately uniform field F,,, that exists in 

space somewhat above the emitter surface, and a short-range part AB that repre- 

sents the work needed to remove a field-adsorbed atom from its bonding position 

to a point in the field Fx, [13]. Thus: 

B(tot.) = Blext.) + AB . (3) 

In the present approximation B(ext.) is given from eq. (4), with the signs reversed 

and F set equal to Fex- : 

Taking Fex_ equal to the conventionally assumed evaporation field for tungsten 
(57 V/nm), and using the polarisability values tabulated in ref. [21], I show in table 

1 the values of the polarisability and hyperpolarisability terms in eq. (4), for the 

noble gases and for molecular hydrogen. The last column shows the hyperpolaris- 

ability as a percentage of the polarisability term. These figures show that the hyper- 

polarisability term has almost negligible effect on B(ext.) in the cases of helium and 

neon; in the cases of the other gases, at the high field value chosen, the correction is 

significant, especially in the case of xenon. 

At lower fields the hyperpolarisability term is relatively less important. At best 

imaging fields for the various gases, as estimated by Miiller and Tsong [25], the 
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hyperpolarisability contribution to binding energy is relatively the most significant 

for helium, for which it contributes approximately 2.5% of B(ext.). 

2.3. Influence on short-range binding energy 

Imaging-gas hyperpolarisability also produces a correction to the short-range 

binding energy AB. Discussion here is restricted to the “paradigm” case of helium 

on the (111) face of tungsten, which is the adsorption system investigated in pre- 

vious work [13]. 
In the light of previously published discussion [13,26], it is convenient to divide 

AB into two parts: 

AB = AB(main) + AB(other) . (6) 

The “main” contribution to short-range field-adsorption binding energy is obtained 

by using the expression for the binding energy of an atom or molecule when in an 

applied field F but distant from a surface, and calculating the change in this expres- 
sion when the self-consistent local field Fg* (as defined below) is substituted for 
the external field F,,,. AB(other) represents the sum of various correcion terms, 

resulting from the presence of the surface and mostly not easy to evaluate in detail; 

the effect of AB(other), for the adsorption system chosen and for the field range of 
interest, is to reduce AB(main) by an estimated 25% to 40%. This splitting of AB 

into two parts is an extension of the method used previously, with AB(main) being 

the generalised equivalent to the AB(conv.) used earlier [13,26]. The broad physi- 

cal origins of the “other” terms are discussed in ref. [13], and the introduction of 
hyperpolarisability and field-gradient polarisability terms into AB(other) is con- 

sidered in the appendix. 

In the approximation of this section, as inherent in eq. (4), AB(main) is given 

by: 

AB(main) * 3b.a(Ba — 1) Féxt + 257° Ga — 1) Fext » @) 

where B, is defined in terms of the ‘self-consistent local field Fige acting at the 

position of the imaging-gas-atom nucleus, when the gas atom is at its bonding site, 

by: 

Ba = FR Fext - (8) 

The suffix “tA” has also been added to the polarisability symbol, to make it clear 

that it is the adsorbate polarisability that appears in eq. (7). 
Forbes and Wafi [13] calculated AB(main) using the first term in eq. (7) alone. 

Their result is denoted here by AB(conv.), and is shown in column | of table 2, for 

the exemplary case when the external field is taken as 57 V/nm and the proper 

polarisability by of the surface atoms of the tungsten emitter is taken as 2 meV V~* 
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Table 2 
Values of various parameters and terms involved in the calculation of AB(main) for helium 
field-adsorbed on tungsten (111), for the case when s = 0.259 nm, bp = 2meV V~ nm?, and 
Fext = 57 V/nm; the various columns give values at different stages of approximation, the final 
values being in column 5 
  

  

Approximation 1 2 3 4 5 6 

ba (eff.)/b> 0.143 0.143 0.1561 0.1561 0.1590 0.1576 

Ba 1.0849 1.0849 1.0826 1.0826 1.0821 1.0823 
bE 0.37890 0.37890 0.37977 0.37977 0.37996 0.37987 

ga (nm) 0 0 0 -1.9558  -1.9564  -1.9561 

baterm(meV) 41.109 41.109 39.950 39.692 39.692 39.813 
7 term (meV) = 3.490 3.384 3,384 3.360 3.371 
Bterm(meV)  — - - 5.583 5.579 5.581 
Cterm(meV) — - = 0.867 0.867 0.867 
AB(main) (meV) 41.109 44.599 43.334 49.784 49.499 49.632 
% increase = 8.5 34 211 20.4 20.7 
  

b?= 1 meV V~? nm? [31]. 

nm? [27]. For the inter-nuclear separation s of an emitter surface atom and its 
adjacent adsorbate atom the Tsong and Miiller [9] value has been used, namely 
0.259 nm. 

As an improved approximation we may evaluate both terms in eq. (7), using the 

column 1 value of 8,4. The result is shown in column 2 of the table. The penulti- 

mate line of the table shows the sum of the binding-energy contributions, and the 

last line gives the percentage difference between the new value of AB(main), at a 
given stage of approximation, and the original estimate as shown in column 1. 

This result for AB(main) is still only an approximation, however, because the 

hyperpolarisability term in eq. (3) in fact leads to a small reduction in 8, (resulting 
physically from enhanced mutual depolarisation within the helium adsorbate layer). 

A more consistent calculation can be obtained, using iteration, by replacing the 

adsorbate-atom polarisability b4 as used in section 2 of ref. [13] by an “effective 

polarisability” b 4(eff.) given by: 3 

baleff.) = ba + 37°BAF ext (9) 

Ba is initially set equal to the column 2 value. Use of ba(eff.) in the analysis as set 

out in ref, [13] then leads via their eq. (19) toa revised estimate of 84, and hence 
to a new value of ba(eff.). Three iterative steps are sufficient to give a value of Ba 
consistent to 1 part in 10°; the corresponding binding energy contributions as 

evaluated from eq. (7) above are then consistent to 1 yeV. 

The final results, as obtained in the approximation used in this section, are 

shown in column 3 of table 2. The inclusion of hyperpolarisability effects has led 

to a 53% increase in the predicted value of AB(main). 
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For reference purposes in connection with later discussion, I also show in table 

2 (on line 2) the values of the field ratio B; defined by: By = FI9°/F ex, where FIS° 
denotes the self-consistent field acting at the nuclei of the emitter surface atoms. 

By is calculated from a formula indicated in ref. [13] — using the adsorbate polaris- 

ability value b, to get the By values shown in column | and 2, and the finally- 

corrected value of ba(eff.) to get the 6g value shown in column 3. 

All numerical values in table 2 are, for reference purposes, shown to more signi- 

ficant figures then can be justified physically. 

3. Terms involving the field gradient 

3.1. Basic theory 

In addition to the terms already discussed, the full expression for the potential 

energy U of an atom or molecule in an electric field contains terms involving the 

field gradient F’ at the centre of mass of the atom or molecule [17,18]. In the case 
of an atom or axially-symmetric molecule, where also there is no permanent dipole 

or quadrupole moment, the full expression for-U reduces to one involving scalar 

(rather than tensor) coefficients: 

U=—1bF? — sy7F* —4BF?F'-43C(F') . (10) 

is the second static hyperpolarisability, as before, but for notational convenience 
the superscript has been omitted; B and C are coefficients sometimes known as 

“field-gradient polarisabilities”. 

The corresponding expressions for the induced dipole momentp and the 

induced quadrupole moment @ are given by Buckingham [18] as: 

Pp=bF +iy7F?+4BFF', (11) 

© =1BF?+CF". (12) 

Strictly, if z denotes the direction normal to the emitter surface, in the geometrical 

circumstances of field adsorption, then: F=F,; F’ =0F,/0z; and © is identical 

with the zz component of the quadrupole-moment tensor. Further, in the circum- 
stances of complete-layer adsorption, the local field axe lies along this z-direction, 

so we can identify F with Ree 

The additional terms involving F’ have no effect on the long-range binding 
energy B(ext.), because the field F,,,; somewhat above the emitter surface is nearly 
uniform. There are, however, three effects on the calculation of AB(main). 

(1) The additional term in the expression for p will, because of the mutual depolari- 
sation in the helium layer, lead to a small change in the estimate of F'2°, and hence 

to small changes in the energy terms previously calculated. 
(2) There will also be additional terms in the expression for AB(main), which now 
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becomes: 

AB(main) = 3644 — 1) Foxe + 31K — 1) Foxe + $BOAA Feet 

HACE Feet « (13) 

The field gradient F', at the position of the nucleus of a helium atom, when at its 

bonding site, has been written in the form: 

Fa =8sFext (14) 

and is discussed further in section 3.3. 

(3) The short-range field due to the induced quadrupole moment will modify the 
local field acting on tne emitter surface atoms, and this in turn will modify the 

values of 84 and ga. 

The numerical consequences of these effects are discussed in section 3.4. 

3.2. Conversion of data 

No experimental data about the values of B and C have been published, as far as 
the author is aware. However, in the case of helium, values of the equivalent 

Gaussian coefficients B, and C, have been calculated [28]. These are: B,= 
—2.271 X 107° esu, C, = 4.018 X 1074? em’. 

The conversion relationships between equivalent coefficients in the Gaussian 
system and the international (four electric dimensions) system are: 

B=B,:(4n€0)"?, C=C, :4m€9, (is) 

where €, is the electric constant (permittivity of free space). These lead to the fol- 

lowing numerical conversion factors: 

B/J ~V~ +> m4 = 3.711 401 X 1077? X B/esu , (16a) 

BjeV -V> - nm* = 6.241 460 X 105* XB/J-V>-m*, 

= 2.316 456 X 10°? X B,/esu , (16b) 

Cl} -V > m* = 1.112 650 X 10°?° X C,/emS , (17a) 

C/eV -V~* -nm* = 6.241 460 X 105* XC/J -V?-m*, 

= 6.944 561 X 10°* X C,/em® . (17b) 

Thus the values for B and C for helium become: B = —5.261 X 1078 eV V~* nm‘; 
C=2.790 X 10°? eV V™? nm‘. As already indicated, it is convenient in field-ion 
theory to work with the international system of equations but to use units based 

on the electronvolt, volt and nanometre. 

3.3. The calculation of gy 

Using an analytic approach of the type developed previously [13], we may 
express the local field F!°° acting in the vicinity of the nucleus of a field-adsorbed 
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helium atom in terms of a field-ratio 8 and the external field, and then split F'°° 
and hence into three components, thus: 

Floc = Foxe = (G™E + BE + pad) Foe (18) 

The components arise, respectively, from monpoles and dipoles at the positions of 
the nuclei of the emitter surface atoms, and dipoles in the adsorbate atoms other 
than the atom in question. 

Since F' = aF!°*/az, we may identify ga with the derivative 86/82 taken at the 
position (A) of the nucleus of the field-adsorbed helium atom. The nature of the 

field due to the other helium atoms in the layer is such that (889"“/8z)| 4 is equal 
to zero. Hence ga is given by: 

Ba = (28™*/d2)|4 + (8% */02)|4 (9) 
Programs were previously developed for the calculation of 6™® and p*= (29], 

so it is straightforward to evaluate the lattice sums necessary for the calculation of 
the derivatives. This leads to the result (for He on W(111), assuming an emitter— 

adsorbate separation of 0.259 nm): 

86™*/dz|4 = —0.81540 nm, (20a) 

a6 /z|4 = Bebe X -1.5015 eV"! V? nm>. (20b) 

3.4, Calculation of contributions to AB(main) 

We now consider the numerical consequences of the effects listed earlier. As an 

initial approximation, g4 may be evaluated using the column 3 value of Bg in eq. 

(20b); and this and the column 3 value of 6, may then be used to evaluate the 
terms in eq. (13). The results are shown in column 4. 

This approximation, however, neglects the effect of the third term in eq. (11) on 

the induced dipole moment. As in section 2.3, a more consistent calculation is ob- 
tained by defining a new “effective polarisability” by: 

baleff.) = ba + SWBaF ext +3BBagaFext (21) 

Evaluating this leads, via eq. (19) in ref. [13], to new estimates of 8a, Bp and ga. 
A second iterative step gives estimates that are then consistent to 1 part in 10°; the 

resulting binding-energy contributions, consistent to 1 yeV, are shown in column 5 

of thestable. Physically, the field-gradient terms together make a significant binding- 

energy contribution, but this iterative correction has not been worthwhile. 
It remains to explore the possible effect of the field due to the induced qua- 

drupole moments in the adsorbed helium layer. The nature of the quadrupole field 
is such that, in a complete layer, there is no resultant field component acting on 
any other adsorbate atom, but the emitter surface atoms will in principle be 

influenced. Since quadrupole fields are very short range, I shall consider for each 

emitter surface atom only the quadrupole field due to the helium atom adsorbed 
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directly above it. Thus, at the emitter atom nucleus, the adsorbate helium qua- 

drupole moment ©, gives rise to a field F$* given by [17]: 

FRA =-30,4/4ne9s* , 22) 

where s is the emitter—adsorbate nuclear separation. The field is normal to the 

array plane. As in ref. [13], the positive z-direction is taken ‘from the emitter to 
the adsorbate”, and there is a convention about suffixes that the upper position 

labels the source and/or type of the field, etc., and the lower position labels where 

it acts. 

©, is given by eq. (12), with F equal to F!2°, Remembering that FS°=6.4F ext. 
we may obtain a coefficient 7$ given by: 

eA = FEAF ISS = GBB uF ext + 30g 8.4')/4r€ 05° . (23) 
(This y is not a hyperpolarisability but a field ratio.) 

In the analysis that appears in ref. [13] there is a coefficient yf that, strictly, 
should be defined not by analogy with eq. (15) in ref. [13] but by: 

E =FEIERS (24) 
where F denotes the field component acting on the emitter atom due to multi- 
pole moments of all orders associated with the adsorbed atom layer. And, strictly, 

the coefficient y# that appears in eq. (19) of ref. [13] (and in the analogous expres- 
sion for Bg) is being approximated there by the coefficient y¢“ that relates only 
to the dipole field of the adsorbate atoms. In the approximation under discussion 
here the “total” coefficient yf must be given by: 

‘eye foe (25) 
So the additional terms represented by eq. (23) above must be inserted into the 

analysis as described in ref. [13]. 
Using the column S values of Ba and ga, we may derive via eq. (23) and (25) 

a “corrected” value of y#, and then proceed to derive new values of Ba, Bg and 
8a, as before, and thence revised estimates of the contributions to AB(main). At 

the level of significance used in the, table, there is no resulting change in any 

parameter. We conclude that, for He on W(111), the effects of quadrupole fields 
due to the adsorbate atoms are numerically and physically negligible. 

3.5. Alternative numerical procedure 

This has been the first numerical investigation of the influence of hyperpolaris- 

ability and field-gradient polarisability terms in field adsorption, and it has been 

thought useful to develop approximations sequentially. It is straightforward to 
write a program that will calculate the approximations in sequence, as described 

above, but a quicker numerical procedure (more suitable for hand calculations) 

is as follows: 
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(1) Assume 6 = 0.5 and calculate g, from eqs. (19) and (20); 

(2) Assume 8. = 1.0 and calculate b(eff.) from eq. (21); 

(3) Using ba(eff.), but ignoring the correction to yf, calculate values of Ba and 

By from the formulae indicated in ref. [13]. 
(4) Recalculate g,, and then calculate binding-energy contributions from eq. (13). 

This leads to the values shown in column 6 of table 2. The resulting value for 

AB(main) is within 0.2 meV of the iterated value, and is more than adequate physi- 

cally. (The column $5 values are recovered after iterating steps (3) and (4) above, at 

most twice more.) 

3.6. Precision of calculations — summary 

Because of the uncertainties over the values of some of the atomic parameters 
(in particular bg), and for other reasons discussed in ref. [13], it is difficult to 
estimate binding energies accurately: at best, ranges can be stated within which 

AB(main) and AB probably lie. However, for given values of the input parameters 

the calculation of AB(main) can be made as precise as required. If we take it as a 
working requirement that the calculation of AB(main) should be precise to within 

1 meV, then the following conclusions can be drawn from the preceding analysis: 
(1) All of the terms in eq. (13) should be evaluated, although the term involving C 
is of marginal significance, 
(2) Effects due to the induced quadrupole moment im the helium adsorbate atoms 

can be completely disregarded; 
(3) In the calculation of ba(eff.), and the induced dipole moment p, the y-term 

in eq. (21) needs to be included but the term in B is of marginal significance: 

(4) For nearly all purposes the numerical procedure described in section 3.5 will 
give results of satisfactory precision, without iterating. 

4. Results and discussion 

For the He on W(111) system under discussion, calculations of AB(main) have 
been carried out for a range of external-field values and for the two values of 

emitter surface-atom polarisability used and discussed in ref. [13]. Results are 
shown graphically in fig. 1, and in more detail for three field values in table 3. 

Also shown in both cases are the corresponding values of the “uncorrected” 

quantity AB(conv.) given by the treatment of ref. [13]. 
In broad terms, the effect on the “main” component of short-range binding 

energy has been to increase this component by roughly 20%, for the field range 

of interest to the field-ion techniques — by somewhat less at lower field strengths. 
In all cases the larger part of the increase comes, somewhat surprisingly, from the 
field-gradient term in B, rather than from the hyperpolarisability term, although 

the latter also contributes significantly. 
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Fig. 1. The main contribution AB(main) to short-range binding energy, for He on W(111) 
assuming s = 0,259 nm, compared with the “uncorrected” quantity AB(conv.) appearing in ref. 
{13], as a function of external field strength, The curves represent: (1) AB(conv.), for be = 
2b*; (2) AB(main), for bg = 2b*; (3) AB(conv.), for bg = 7b*; AB(main), for bg = 7b. (b> = 
1 meV V~? nm2 [31].) 

It is not clearly known how accurate are the existing calculations of B. However, 

even an error of 20% would (in the worst case) lead only to an error of 2 meV in 
AB(main); so neither uncertainty concerning the value of B, nor the small uncer- 

tainty over the value of 7°, is likely to have appreciably distorted the preceding 
results. 

Table 3 
Values of various terms and quantities involved in the calculation of short-range binding energy 
for He on W(111), as described in the text, for various choices of emitter-surface-atom polaris- 
ability bp and external field Fext 
  

  

be 2b 26> 2b? 16° aby DS 
Fext (V/nm) 30 45 57 30 45 $7 

ba term (meV) 113 25.0 39.7 214 47.7 15.9 
y term (meV) 03 13 34 0.5 2.7 69 
B term (meV) 0.8 2.8 5.6 15 it 10.5 
C term (meV) 0.2 0.5 0.9 0.7 ies) 24 
AB(main) (meV) 12.6 29.7 49.5 24.1 $7.0 95.6 

AB(conv,) (meV) 4 25.6 411 215 48.4 117 
% correction 10% 16% 20% 12% 18% 23% 

Gradient (nm7!) =24.09 -24.25  -24.43  -22.97  -23.18  -23.38 
2 0.520 0.523 0.526 0.496 0.500 0.505 
(1 — n)4B(main) (meV) 6.0 14.1 23.4 12.1 28.5 474 
  

b° = 1 meV V~ nm? [31]; gradient = 9[ AB(main)]/4z + AB(main). 
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4.1. The estimation of AB 

When deriving an estimate of AB from the calculated value of AB(main), Forbes 

and Wafi suggested that it was important to correct for the effect of repulsive 

forces. The question of how to calculate reliably the repulsive (negative) contribu- 

tion to binding energy, in the circumstances of field adsorption, deserves more care- 
ful exploration, but this is beyond the scope of the present paper. In what follows 
I use a procedure equivalent to that used in ref. [13]. 

The repulsive energy component corresponding to AB(main) can be written in 

the form: 

AB‘?(main) = —n AB(main) , (26) 

where 7 is a positive coefficient. Together with AB(main), there is then a contribu- 

tion of (1 — 7)AB(main) to AB. 
Elementary analysis, based on the requirement of zero resultant force on a field- 

adsorbed atom, shows that 7 is given by the equation: 

| Babinsteh 1 | 

n dz AB(main)_} ” 

where s is the assumed emitter—adsorbate internuclear distance, as before, and 7 is 

the index of the assumed repulsive power law. The bracketed term has to be calcu- 
lated at the bonding-point position; numerical values are shown in line 8 of table 3, 
and are roughly equivalent to an attractive sixth-power potential. 

As in ref, [13], # is taken as 12 here, on the grounds that the emitter surface 

atoms are more likely to be acting in an “individual” way than in a “collective” 
way, which should make this choice the most appropriate of the common elemen- 

tary approximations. Lines 9 and 10 in table 3 show the corresponding values of 7 
and (1 — n)AB(main). 

To obtain AB, further corrections now need to be made. The most significant 

are the addition of a contribution resulting from dispersive forces, estimated as 

probably lying in the range S to 10 meV, and a correction that takes into account 

the change in the internal energy of the source of the field Pe as an individual 

helium atom is moved in (from a position in the external field F,x;,) to fill a 
vacancy in the field-adsorbed layer. An estimate of this second correction was 

made, with considerable reservations, in ref. [13]; however it now seems to the 
author that this correction needs investigating in greater detail. It seems unlikely 

to be greater than 5 meV at Fex¢ =57 V/nm, and would be smaller at lower field 

strengths. A full investigation is beyond the scope of this paper, and this correction 
is disregarded in what immediately follows. 

To give a rough indication of plausible ranges for the value of AB, the following 

procedure is adopted. For the bg =2meVV~? nm? case, 5 meV is added to 
(1 — n)AB(main); this gives an estimated lower limit at a given field strength. For 

the bp = 7 meV V™ nm? case, 10 meV is added, and gives an estimated upper limit. 

  (27) 
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Fig. 2. Interim estimates for probable upper and lower limits for the short-range field-adsorp- 
tion binding energy 8, for the system He on W(111) assuming s = 0.259 nm, as a function of 
external field strength. Based on assumptions stated in text. 

The calculations illustrated in table 3 are carried out for the whole range of field 

strengths used earlier, the additions just described are made, and the resulting 

ranges are shown as the shaded area on fig. 2. 

4.2. General implications 

In broad terms, the effect of the additional terms discussed in this paper has 
been to raise the previous estimates [13] of the short-range field-adsorption binding 
energy, for the He on W(111) system, by around 20% (in the field range of most 
interest to the field-ion techniques). 

Even in the most favourable case, the predicted values are not high enough to 
make it plausibe (using considerations based on eq. (1)) that a complete field- 
adsorbed layer would be present on a large (111) face at imaging temperatures near 

80K. 
It must be concluded, either that no complete layer is present at such tempera- 

tures, or that — if a complete or nearly complete layer is in fact present, on which 

point the experimental evidence is unclear — then some other factor (such as finite- 
plane-size effects or bonding-point shifts) must be taken into account in the calcula- 

tion of binding energies. 

In passing, it may be noted that recent experiments by Ernst et al. [30] give a 
preliminary indication, for the system neon on tungsten, of a AB value of around 
30 meV at Fx, = 44 V/nm. This is substantially lower than the estimate that would 

be derived from the Tsong and Miiller treatment of field adsorption, at this field 
strength, namely ~240 meV — but is much closer to the values derived from a 

treatment similar to that of the present paper. (For the system Ne on W(111), using 

a treatment that includes hyperpolarisability but disregards field-gradient polaris- 

ability — because no data can be found — AB(main) is estimated to probably lie in 

the range 6 to 28 meV, when F.x; = 44 V/nm; higher estimates would be expected 
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for more open crystal faces.) This perhaps provides an additional reason for taking 

seriously the possibility that the firmly field-adsorbed layer may be incomplete, at 

least in some imaging circumstances and particularly at higher imaging tempera- 

tures. 

Finally, a note of caution. The theory of field adsorption is still in its early 

stages, and it may be many years before definitive binding-energy estimates can be 

made theoretically, even for well-defined adsorption situations. This paper has 
investigated one form of correction to the basic Forbes and Wafi treatment of com- 

plete-layer field adsorption on a planar surface. There are other possible corrections 

that need to be explored. Thus the binding-energy values given here, although 

hopefully a useful indication, must be regarded only as interim estimates. 

Appendix: The definition of polarisation energy 

The objective of this appendix is to clarify the distinction between the “inter- 

nal” and “external” components of the polarisation energy of a polarisable atom 
situated in an electric field in space, and to give expressions for these components. 

Relative to a zero of energy that corresponds to the situation of a neutral atom 
or molecule in remote field-free space, the total potential energy U of the polaris- 
able atom or molecule when in a field F is given by: 

U=H+V, (28) 

where, as in ref. [26], H denotes the energy of interaction between the polarised 

atomic or molecular charge distribution and the field F, and V is the change in the 
internal electronic energy of the atom or molecule. (V results from the field- 

induced change in the electronic wave-function of the ground electronic state of the 
atom or molecule, and is commonly called the “internal polarisation energy’’.) 

The quantity BE, defined by: 

BE=—U=-H-V, (29) 

is commonly called the “polarisation binding energy”. 

First consider the case where the field is uniform, and hence field-gradient terms 
and induced quadrupole moments can be neglected. I shall consider only the situa- 
tion where the electric dipole is aligned with the field, so the discussion can be in 

terms of scalars rather than vectors. 
The interaction energy H is given by the usual classical expression, so on sub- 

stituting from eq. (3) for the dipole moment p (and dropping the suffix on the 

symbol for hyperpolarisability), we obtain: 

= —pF=-bF? —1yF*. (30) 

The quantity V could be obtained by combining this expression with eq. (4), 
but it may be more instructive to derive an expression for V from a classical argu- 
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ment. Think of the polarised atom or molecule as a finite dipole consisting of posi- 

tive and negative charges of magnitude q, a distance 2z apart when the applied field 

is F. These charges do not interact with each other classically, but in such a fashion 

that the dipole moment p is given by 

p=2qz=bF +37F*. (31) 

However, they each interact classically with the applied field, and the “internally- 

produced” force on each charge balances the force +qF on it due to the field F. 
The work done on the “internal forces” when the dipole length is increased by 

2dz is thus given by: 

dW = 2qF dz = F dp = (bF + $yF*) dF. (32) 

And hence the total work done in creating a dipole of moment appropriate to final 

field F is: 

V=W=}bF? +hyF* . (33) 

On combining eq. (29), (30) and (33) we obtain: 

BES} +k, (G4) 

which is the result that would be obtained directly from eq. (4). 
It should be noted that the quantities V and BE are not equal. However, in the 

lowest approximation (which considers only the polarisability term) they do seem 

to be equal. In consequence, in some existing literature the name “polarisation 

energy” is applied indiscriminately to both V and BE. In higher approximations 
greater care needs to be taken with nomenclature. 

In the case of a non-uniform field it is more convenient to work directly with 

the formulae given by Buckingham [17,18]. In a situation with the symmetry 
appropriate to the field-adsorption situation, the interaction energy H is given in 
terms of p and the quadrupole moment O by: 

H=-pF -30F' =—bF? —1yF* —3BF?F' —1CF? . (35) 

The binding energy BE is given from.eq. (10) by: 

BE=1bF? + oF* +1 BF?F' +1CF?. (36) 

Hence, from eq. (29), the internal polarisation energy is deduced to be: 

VaibF? +hyF* +iBF IF +iCF? , (37) 

In this paper we have been concerned with the higher polarisabilities of the 
adsorbate atoms. However, there will also be contributions to the internal polarisa- 

tion energy Vx of the emitter surface atoms that result from the higher polarisabili- 

ties of these atoms. In principle, this will result in an additional component in the 
quantities AV; and AUg that appear in the discussion of ref. [26], and hence an 
additional component in the quantity AB(other) used in eq. (6) here. Calculation 
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of the size of this component is not possible at present, but intuition suggests that 
it is unlikely that the estimates of AB presented earlier will be substantially 

affected. 
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Progress with the theory of noble-gas field 

adsorption 

Richard G Forbes, University of Aston, Department of Physics. Gosta Green, Birmingham 84 7ET, UK 

Field adsorption may provide information about the nature of highly-charged surfaces, and is thought to be 
essential to the formation of field-ion images. This paper briefly reviews the state of the theory. 
Recent calculations, for He on W(117) at a field of 45 V nm~', suggest a short-range binding energy of order 

415-30 MeV. But such binding energies would not allow the existence at 80 K of the firmly field-adsorbed layer 
that is currently thought to be essential to image formation; hence a discrepancy exists. 
The following possibilities are considered: (1) Partial coverage in the surface-adsorbed /ayer; (2) Use of a more 
sophisticated surface model in the calculations; (3) Introducing terms related to the higher polarizabilities of the 
noble-gas atoms; (4) The existence of bonding-ooints shifts. The last of these is difficult to calculate because 

there seems the possibility that a ‘repulsive depolarization’ effect may be operating. 
It is concluded that the discrepancy has not yet been resolved, and that experimental evidence as to the 
adsorbate-atom coverage in the interior of resolved net planes would be useful, particular for W(111) when this 

is resolved. 

1, Introduction 

The aim of this paper is to brietly describe current progress in 
dealing, first. with the theory of noble-gas field adsorption. second, 
with a consequent problem in the theory of field-ion imaging. 

LLL. Field adsorption. Field adsorption is a form of physical 
adsorption that occurs at highly-charged surfaces (or, more 
generally, when the tield-dependent terms in a binding-energy 
expression are dominant). In the context of noble-gas field 
adsorption, binding arises because there are electric-tield-induced 
changes in the electronic wave-(unction of the gas atom or 
molecule, and the interaction between the resultant dipole and the 
electric field leads to a lowering of the potential energy of the 
atomy/fieid (or molecule/field) system. Field adsorption is of 
interest, both because it may indirectly provide basic information 
about the nature of charged surfaces, and because of the presumed 
importance of field-adsorbed noble-gas atoms in the field-ion 
imaging process. 

Experimentally, field adsorption was first detected by 
Miiller+*, when (W He}?* and other complex metal-gas ions were 
discovered in mass spectra obtained with an atom-probe field-ion 
microscope: it was inferred that noble-gas atoms must have been 
locally adsorbed on the surface prior to desorption of the complex 
ion. But probably the most convincing evidence for the presence of 
fieid-adsorbed atoms has been the existence, in helium-ion energy 
spectra, of ions that must (by virtue of their observed energy) have 

been created at a field-adsorption site, as a result of electron- 
stimulated excitation and/or ionization. due to anelectron shower 

from other gas atoms field-ionized some distance above the 
surface’~®. The existence of field adsorption can also be inferred 

+ for MeV read meV, in all cases 

from tieid-ion microscope observations of ‘hopping bright spots’ 
that are clearly due to the presence of a second (more-polanzable) 
gas species in an imaging-gas mixture’~*, certainly as far as 
adsorption of the ‘second’ species in concerned. 

  

1.2. Field-ion imaging. Normal field-ion images are formed by the 
ionization of imaging-gas atoms at (or slightly beyond) the so- 
called ‘critical surface’, which under imaging conditions is about 
0.6 nm away from the emitter surface-atom nuclei. The Pauli 
exclusion principle forbids ordinary (non-stimulated) ionization 
inside the critical surface, as there are no vacant emitter electron 
levels for the imaging gas electrons to tunnel into. The field- 
adsorbed atoms sit between the emitter surface atoms and the 
ctitical surface, as shown in Figure I. and are presumed to 
influence the generation of field-ion current in the region beyond 
the critical surface. 

In field-ion images of, say, tungsten there are some crystal facets 
where every surface atom is resolved. In particular, this can be true 
of the (111) piane when imaged with helium, under some imaging 
circumstances. Adjacent atoms in a facet will be resolved if the 
ionization density (d//dV)p at a point D in the critical surface 
directly above an emitter surface-atom nucleus is sufficiently 
greater than the ionization density (dJ/dV)y at @ point M in the 
critical surface directly above a point midway between the nuclei 
of adjacent surface atoms. In the spirit of the Raleigh criterion, | 
assume that the ratio of ionization densities has to be greater than 
about 1.3 for adjacent atoms to be resolved. 

The ionization density (4//dV)p at point D is given by: 

(dJ/4V)p=CoP 0 a) 
567



R G Forbes: Progress with the theory of noble-gas fieid adsorption 

o M 
| me _e_|_ e__ee CRITICAL 

© @ ® ® SURFACE 

EMITTER INTERIOR 

Figure 1. Schematic diagram showing the emitter surface atoms, a field- 
adsorbed layer of helium, the critical surface. and points D and M, The 
small shaded areas just outside the critical surface are the “ionization 
zones’ in which the ionization density is greatest, 

where Cp is the concentration of imaging-gas at point D, and P.g 
is the electron transition rate-constant for the field ionization of a 
gas atom at point D.C, in this formula is, of course, being used in 
the sense of statistical-mechanical (time-average) probability- 
density for finding the nucleus of an imaging-gas atom in a 
small volume dV at D. Thus the ratio & of the ionization densities 
is given by: 

R=(dJ/dV) 9 (d/dV) yy =(Co/C y) « (Peo/ Pose) (2) 

Although ‘reliable calculation of the ratios on the «hs. of 
equation (2) is difficult, there has been a feeling in the subject area 
for some years that, if the emitter surface is bare, then neither the 
gas-concentration ratio nor the rate-constant ratio would be high 
enough to explain the existence of atomic resolution. For example. 
Iwasaki and Nakamura!? were unable to prove that the rate- 
constant would be higher at D than M. and calculations by 
Forbes! suggest sd that—at imaging temperatures of 80 K—the 
ratio Cy/ Cy, would be significantly jess than 1.3, Consequently it 
hhas been felt that the presence of a complete (or nearly complete) 
layer of field-adsorbed atoms was essential to the formation of 
field-ion images, and this also has been regarded as evidence for 
the existence of field adsorption, 

2. The calculation of field adsorption binding energies 
Shortly after the experimental discovery of field adsorption, 
Tsong and Miiller!**, put forward a theory that attributed tield 
adsorption to a field-induced dipole-dipole interaction between 
the adsorbed nobie-gas acom and the nearest emitter metal atom, 
and estimated binding energies of around 200 MeV. Parallel with 
this. the present author'* was attempting to caiculate binding 
energies in a model that attributed adsorption to the locally high 
fields above the excess positive charges in the highly-charged 
surface, With the appearance of ref. 12 it became clear that both 
the local charge and the local dipole on the emitter atom ought to 
be taken into account. 

With the passing of time it became clear that, although the 
above models might be suitable for kink-site atoms. they were not 
suitable for adsorption on crystallographic facets, because the 
interactions between neighbouring surface atoms needed to be 
taken into account. There are difficulties with calculations using 
finite arrays'*, and hence one turns to the use of infinite-array 
models. Tsong'* presented an analysis involving arrays of dipoles. 
but Forbes!” argued that the effects of surface charges (or 
monopoles) ought also to be included. It was also suggested'*!® 
that there were conceptual errors in existing theory. In con- 
sequence, Forbes and Wati'® developed a treatment of field 
adsorption based on the surface model shown in Figure 2, and 
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Figure 2 Charged-surlace model employed by Forbes and Wali, Each 
Surface atom in a planae emitter is replaced by a superimposed charge and 
dipole, and the noble-gas adsorbate atoms are represented as a layer of 
dipoles. A layer of negative charge ‘at infinity’ is necessary for electrostatic 
selfeconsistency. 

    

applied it to the field adsorption of helium on tungsten (111). A 
slightly generalized summary of their analysis is now presented. 

Because of the spatial structure of the electric field above the cap 
ofa field-ion emitter, the total binding energy B ofa field adsorbed 
atom can be split into long-range Blext) and short-range 1B 
parts: 

B= Blext)+AB. (3) 

Contributions to the short-range binding energy 48 come from 
field-induced forces. dispersion. repulsive forces, and indirect 
lateral interactions via the substrate, thus: 

AB= AB" + ABS? + a Brer = Bindi (4) 

{n field adsorption the first term is the dominant one.and the effect 
of the other terms. at fields of interest in the field-ion techniques, is 
between them to reduce the estimated vaiue of AB‘ by around 
30-40", 

The field-induced term is itseif split into two parts. thus: 
AB* = AB(main)— AU, (5) 

Some care is needed in understanding this equation, and its origin 
is discussed in some detail in rei. 18. Briefly. the quantity needed in 
the field-ion microscope situation (or so it was believed) is the 
work needed to remove a single atom from the tield-adsorbed 
layer and place it in the external field F,,, slightly above the surface 
(ina region of space where the field ripple due to the proximity of 
the charged surface and the adsorbed layer has become negligible, 
and the field has the uniform (laterally) value F,,). This quantity is 
denoted by A, in a sense it is the work needed to create a 

vacancy in the field-adsorbed layer. This. however, is difficult to 
calculate because creating the vacancy reduces the symmetry of 
the situation, and causes changes in all the induced dipole 
moments in the vicinity of the vacancy. It is much easier to treat 
the situation in which the dipole moments of ail the emitter and 
adsorbed-layer atoms (other than that of the vacancy-site atom) 
are taken as frozen’ at their complete-layer values. during the 
removal process: the work relevant to this removal process is 
denoted by 4B(main). If the frozen moments are then allowed to 
relax, there is a change AU, in the potential energy of the system. 
To obtain AB", this quantity AU, must be subtracted from the 
work done to remove the vacancy-site atom whilst the other 
moments are frozen, and hence equation (3) results. 
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‘4B(main) is easily obtained from the formula for the potential 
energy Uiyee of an isolated atom in a field F, as: 
AB(main) = Vigne ex) — Vrone( Fa) (6) 

where F¥#* denotes the self-consistent local field acting on a field- 
adsorbed atom in the layer; this is normally expressed in terms of 
the ratio B,, as: 

PC =B Foxe () 
Thus, given an expression for Uj.,¢, AB(main) can be obtained, 
AU, is estimated to constitute a small correction, perhaps of order 
10°, or so. 

Up till now it has been conventional to consider in Ugg just the 
well-known F? (‘polarizability’) term, and hence equation (10) 
becomes: 

AB(main)= AB(conv) = $b (8 .? — 1)F? an 

  

(8) 

where 6, is the SI polarizability*? of the imaging-gas atom. 
AB(cony) denotes the expression on the r.hs. of equation (8), and 
is the ‘conventional’ expression for short-range field-adsorption 
binding energy. 

Previous calculations of binding energy can thus be seen as 
attempts to calculate the field ratio 2 , (or the equivalent quantity 
f,=8B,2 known as the enhancement factor'*!*), using some 
surface model, and assumptions about gas-atom/emitter-atom 
“pond-length’ and the apparent polarizability of the emitter 
surface atoms. For tungsten this apparent polarizability is not well 
established, but is estimated to lie between 2 and 7 MeV 
V~* nm?.* With the surface model shown in Figure 2, precise 
formulae can be obtained for By, and these can readily be 
evaluated by computer!? 7! 

For helium on tungsten (111), for an external-field value of 
45 V nm! (which is the best-image-tield for helium), the resuiting 
value of AB(cony) is estimated to lie between 25 and $0 MeV. and 
the corresponding value of AB is estimated to lie between 15 and 
30 MeV. (The limits here correspond to the two polarizability 
values stated above.) 

3. The problem 

Although these results are not unreasonable in themselves. they 
constitute a problem for the theory of field-ion imaging, because 
the predicted binding-energy values are not large enough to hold 
field-adsorbed atoms onto the surface for times that are long 
compared with the mean interval between ionization events in a 
given ionization zone. 

‘This mean interval can be taken as 10~* s, though in practice it 
might be up to about 1000 times greater (depending on 
instrumental considerations). Assume that the time taken for an 
adsorbed atom to escape from a site, where Q is the necessary 
activation energy, is given by the Arrhenius-type equation: 

1,=47! exp(Q/kT) (9) 

where kT is the Boltzmann factor, with T the emitter temperature, 
and 4 is a pre-exponential, whose value [ take as 10‘? s-' A 
residence time t, of 107* s corresponds to an activation energy of 
130 MeV, when T=80 K. 

  

1 MeV V~? am? ~ 1.602189 x 10-4 J V-? m?=4nzg x 1.439976 A, 
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Assuming that Q can be identified with AB, we see that, with 
the AB values predicted above, the fieid-adsorbed atoms will 

remain adsorbed (at 80 K) only for relatively short periods of time 
compared with the ionization interval 107* s. But, under suitable 
conditions, helium-ion images of tungsten (111) are resolved at 
emitter temperatures near 80K. Hence a conceptual problem 
exists. 

Presumably, either there is something wrong with our current 
ideas on the process of field ion imaging, or some factor has been 
neglected. or wrongly discounted, in the Forbes and Wati 

calculations, with the result that these calculations underestimate 
the true short-range binding energy. 

4, Responses 
4.1. Partial coverage in the adsorbed layer. A very short residence 
time in the surface-adsorbed layer would tend to imply either a 
very fluid situation, or partial coverage in the adsorbed layer (or 
both). Thus an initial response is to consider the effect on image 
contrast of a single isolated atom in a surface-adsorbed position. 

As regards the rate-constant ratio, calculations by Nolan and 
Herman??? and by Iwasaki and Nakamura*** actually suggest 
that the rate-constant P,, for helium would be reduced (as 
compared with the bare-surface case) by the adsorption of 
another helium atom between D and the emitter surface atom. So 
it seems unlikely that the ratio P,»/P,4 would be enhanced, 

To estimate the (maximum possible) effect on gas- 
concentration ratio, the field ratio FF y has been caiculated?® 
for the case of a single adsorbed atom. [f thermodynamic 
equilibrium at temperature T were to exist, then this ratio would 
give rise to a gas-concentration ratio given by: 

Coy Cu =expl(db F2/kT) . (2 5F/F)] (10) 
where F=4(F)+ Fy) and 6F =F, — Fy. In reality, complete local 
equilibrium wiil not exist, but the calculated ratio does represent 
an upper limit. 

Results for the three situations of relevance are* 

Fo Fy= 10019 CoC (80 K)= 1.08 
Foy Fy 210024 Cy Cyi80 K)= 1.1 
FoFysll3 —— CoCy (80 K)=1.7 

    

Bare surtace: 
Single adatom: 
Adatom layer: 

These figures would suggest that only the adatom layer could give 
rise to an atomically resoived image. Thus we look for possible 
defects in the binding-energy calculations. 

4.2, An alternative surface model. A possible feature neglected in 
the surface model of Figure 2 are local dipole moments of the 
charge distribution, parallel to the emitter surface. Crudely, one 
might think of these as resulting from wave-function overlap 

between atoms. A simple method of representing effects of this sort 
is to insert negative charges at the midpoints of the lines joining 
nearest-neighbours; constancy of the mean surface charge density 
is ensured by also increasing the positive charges by a factor 
(1 +2). 2 is termed the ‘charge-transfer parameter’ 

Calculations on such a surface model show*” that AB{conv) 
and AB increase steadily as x is increased. Thus for 2=1 the 
estimated limits for AB(cony) are that it probably lies between 40 
and 70MeV, for F=45Vnm7', as compared with the 
25-50 MeV estimated previously for x=0. Local lateral charge- 
transfer effects thus might in principle lead to a signilicant increase 
in the short-range binding energy, and clearly this would be of 
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some help in resolving the discrepancy described earlier. But even 
with a lateral charge transfer corresponding to x= |. the increase 
is not sufficient in itself, There is considerable difficulty in deciding 
what value to choose for x, especially for a highly charged surface, 
but intuitively would expect an z-value of | to be far too high. 
and might look for values of 0.2 or less. Consequently this 
fesponse of choosing this particular surface model is not the 
answer to the discrepancy. 

43. The effect of higher polarizabilities. In the expression for Uae. 
the F? term is only the first of a series of terms. If the next three 
terms relevant to the field adsorption situation are included (see 

ref 28 for detailed discussion and original references), then the 
expression for the potential energy of an isolated atom in a non- 
uniform field F becomes: 
tone = —404F? — sey F*- 4B F2F-4C (FP uy 
74 is the ‘second hyperpolarizability’, and B, and C, are field- 
gradient polarizabilities, F’ denoting éF/éz where = is the direction 
Atormal to the emitter surface. A fuller expression for AB(main) is 
thus obtained by combining equations (6) and (11). 

In the case of He on W/(111), a revised calculation of field- 
adsorption binding energies** shows that, at the field strengths of 
interest (around 45 Vnm~'), the most significant of the ad- 
ditional terms is the one involving the tield-gradient polarizability 
8,. The effect of the correction is to increase the values of 
AB(main) and AB estimated by Forbes and Wati', by about 
15-20%. This increase helps. but is not by itself sufficient to 
resolve the problems stated earlier. 

  

   

44. Bonding-point shifts. The existing caiculations all use the 
tungsten-helium layer separation given by Tsong and Miller‘? 
namely 0.259 am, This was obtained by adding together tabulated 
values of the neutral-atom radii of tungsten and helium. However, 
it seems possible that, under the influence of the high surface tield. 
the helium atoms might move closer to the tungsten surface-atom 
nuclei. Ifthe internuciear spacing has been overestimated by using 
the value 0.259 nm.then 4B(main) will have been underestimated. 

However. in attempting (o estimate the magnitude of any 
Possible bonding-point shift, an unforeseen problem arises. in that 
the mechanism of repulsion seems to be different from that 
between two neutral entities. 

When two neutral atoms come into contact, the Pauli exclusion 
Principle comes into play and the electrons tend to repel each 
other. However. in the field-adsorption situation it seems possible 
that, for the polarized helium atom, the effect of any such electron 
interaction might be to cause a partial depolarization of the 
atom—so that what keep the atoms apart is. to some extent, a 
reduction in the attractive forces. To give this effect a name, we 
might call it repulsive depolarization. 

Currently, it is not clear (at least to the present author) how any 
such effects can be reliably incorporated into a calculation of 
bonding-point position: I would commend this problem to any 
theoretician interested, 
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{t perhaps deserves note that Tsong and Miiller?? do carry outa 
calculation of the ‘effective polarizability’ of a helium atom close 
to a metal (‘jellium’) surface. and do find a reduction in the 
parameter they have calculated, as the helium moves closer to the 
surface. However their calculation is certainly not one of this 
‘epulsive depolarization’ effect. because their perturbation ex- 
Pression contains no terms relating to interaction between the 
helium electrons and the metal electrons. In fact. their calculation 
seems to be non-physical, because it uses the assumption that the 
electric field decays inside the jellium surface, At a ceal surface the 
helium atoms are situated directly above partially-ionic surface 
‘metal atoms, and the electric field must increase as the surface 
atom nucleus is approached, 

Conclusions 

The responses made so far to the problem stated earlier have not 
solved the problem, although they have slightly increased our 
understanding of the theory of field adsorption. Some further 
possibilities remain to be explored, for example the consequences 
of the finite size of net crystallographic planes on a real emitter. 
However, one thing that emerges from a re-examination of the 
relevant experimental evidence is that we do not seem to clearly 
know whether field-adsorbed helium atoms are present in the 
interior of resolved net planes, under imaging conditions, nor— 
even if they are present—what the coverage is, Experiments 
designed to elucidate information about this would be useful. 
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By means of arguments based on a thermodynamic cycle, general formulae are derived 
which express standard field ion appearance energies in terms of atomic parameters and molec- 
ular term values, and in terms of thermodynamic parameters. These formulae may be applied to 
field ionization, field evaporation, or to the field desorption of well-behaved molecules, and ap- 
ply to a very wide range of desorption mechanisms. Previous theories of energy deficits are re- 
viewed in the light of the general result. The extent of agreement between theory and experi- 
ment is assessed, and the need for continued theoretical development is noted. Formulae are 
provided for converting the variety of energy-deficit parameters encountered in the literature 
into appearance energies; and the various terminologies are correlated. 

1. Introduction 

Recent developments in several field-ion emission techniques have revived interest 
in the measurement of field-ion energy deficits and appearance energies. On the 

mass spectrometry side it has been realised that the appearance energy provides use- 

ful information about the energies involved in the formation of a parent ion [1—5]. 

On the atom-probe side, energy deficits are now being measured for the field evap- 

oration process, and the hope is that these might lead to information about the 
mechanism of field evaporation [6]. 

The present work was stimulated by Waugh’s work on field evaporation pre- 
sented at the 1974 International Field Emission Symposium [7]. At the time it was 

thought that the necessary theory for the interpretation of his measured energy de- 
ficits had not been articulated. The original work of Tsong and Miiller [8] on the 
energy deficits of the noble gases was found to contain an anomaly, in that they ob- 
tained good agreement between their results and a formula whose derivation seems 
invalid. And the present author gave, at the 1975 International Field Emission Sym- 

posium, a corrected general formula that could be applied both to field ionization 

and to field evaporation [9]. 
At that time it was pointed out by Block (private communication) that, in the 

context of field-ion mass spectrometry, the meaning of a field-ion appearance ener- 

gy had been considered by Goldenfeld and co-workers. A formula partly resembling 
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mine has indeed been stated by Goldenfeld et al. [2], but the two formulae do not 

coincide in all circumstances. 

Other formulae for energy deficits and appearance energies have been given by 

Jason [10], by Anway [1], by Waugh [6], and by Réllgen and Heinen [5], for a 

variety of experimental circumstances. 

The objective of the present work is to bring all these strands together. It will be 

shown that a common terminology and approach can be applied to field ionization, 

field evaporation, and field desorption; and that general formulae can be obtained 

for standard field-ion appearance energies, by means of a thermodynamic argument 

based on analysis of a retarding-potential energy analyser. Previous theoretical ex- 

pressions, and discrepancies amongst them, are then re-examined in the light of the 

general result. 
The theory presented here is not completely general, because discussion is con- 

fined to formulae for standard field-ion appearance energies as defined in section 2. 

(All the formulae in the literature are, in effect, expressions for some standard ap- 

pearance energy.) It is hoped to deal with extensions and generalisations of the 

arguments given here, at a later stage. 

2. Field ion appearance energy 

In a retarding-potential analyser, in order to bring an ion created at a field-ion 

emitter (subscript e) to a halt “just outside” the collector (subscript c), a voltage 

difference A¢(= f_ — $e) is necessary. Normally, no r-fold-charged ions reach the 

collector unless this voltage is more negative than some fairly well defined value 

Age", here termed the onset voltage. 
From this, a new empirical quantity A?” is defined by: 

re ASP" = AP" — robe, (1) 

where e is the proton charge, re is the charge on the ion, and ¢¢ is a local work 

function associated with the collector. A?" is termed the field-ion onset appearance 

energy for the r-fold ion in question. 

The concept of an appearance energy, in the present sense, was introduced into 

field-ion work by Goldenfield et al. [2], and a related concept has been much used 

by Beckey, Réllgen, and Heinen [3-5]. The merit of using A,” rather than Aris 

that the value of the former is determined only by the process of desorption, and 

not by the processes involved in collection or energy analysis. 

For theoretical discussion, it is better to deal with standard field-ion appearance 

energies. These are the appearance energies appropiate to an ion that has been 

formed (in its internal ground state) by the slow transfér of electrons from a bound 

atom or molecule direct to the emitter Fermi level, that in a quasi-classical ap- 

proach had just sufficient energy to escape from the emitter surface, and that then 
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moved slowly away from the surface without suffering any anomalous deactivation 

effects. Standard appearance energies are denoted by the symbol AQ,,: the first sub- 

script denotes the charge state immediately prior to escape; the second subscript de- 

notes the charge state on arrival at the collecter; and the superscript “0” indicates 
that the conditions stated above apply. If the surface desorption process is straight- 

forward and well behaved, and if there are no resistive-drop effects associated with 

current flow along the emitter, then observed onset or peak appearance energies 

should correspond fairly well with the appropriate standard appearance energy. 

3. Theory of standard appearance energies 

This section derives formulae for 49, in terms of atomic parameters and molec- 

ular term values near the emitter surface. The method of proof has not previously 
appeared in field-ion literature. Although a single general formula can be obtained, 
its interpretation depends on the nature of the potential structure at the emitter 
surface, and it is convenient to derive proofs in stages. We begin by considering the 
initial bonding state to be neutral, and by examining the potential structures for the 
more commonly discussed mechanisms of field desorption. 

3.1. The location of desorption 

In the image-hump model for field evaporation as originated by Miiller [11], the 
neutral and standard ionic terms are arranged as in fig. la. The term Up represents 

the potential energy of the neutral atom, and the term U, represents the potential 
energy of the r-fold-charged ion all of whose missing electrons have been transferred 
directly to the Fermi level. The pre-evaporating atom, initially neutral, makes a 

transition into the ionic state, but then has to surmount the Schottky hump in the 
ionic term before it can leave the emitter surface. In fig. 1a, and in the other poten- 
tial configurations drawn in this paper, the solid line denotes the standard term of 
lowest value at a given point, and only the salient features of higher standard terms 
are shown. 

In the present context it may be assumed that along any line normal to the emit- 

ter surface there is a maximum in the standard ionic term for the departing ion. The 

surface joining the positions of all such maxima is roughly parallel to the emitter 

surface and will be called the Schottky surface for this term. Term values taken at 
points in this Schottky surface are denoted by Us. 

Because of the three-dimensional nature of the potential configuration above a 

real, structured field-ion emitter, the value of Us" will vary with position in the 
Schottky surface. If the desorbing entity is in thermodynamic equilibrium with the 

emitter prior to desorption (which is assumed here to be so), then desorption will 

tend to occur near the point at which [se has a local minimum. I call this point the 

“Jocal pass”, call the term value there the “pass energy”, and denote the latter by 
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Fig. 1. Potential Configurations hypothesised in the traditional models for field evaporation. 
The vertical scale represents energy, and the horizontal scale distance from the emitter surface. 

Other annotations as defined in the text. (a) Image-hump model; (b) Simple charge-exchange 
model; (c) Charge-exchange model including curve repulsion; (d) lonic bonding model. 

UP*. (The name comes from the helpful analogy between this local minimum and 
the crest of a mountain pass.) By definition, the standard appearance energy is that 

exhibited by an ion which had zero kinetic energy at the crest of the pass over 

which it classically escaped. 
Since the pass energy may vary from desorption site to desorption site across the 

surface, there will be a corresponding variation in the value of the standard appear- 

ance energy. The consequences of this will be considered elsewhere. 

In the simple intersection model of field evaporation originated by Gomer [12], 
transition and escape occur simultaneously, in the crossing surface in which the 
neutral and ionic Terms have common values. The relevant potential configuration 

is shown in fig. 1b; the crossing surface between the neutral term and the standard 

ionic term is called the critical surface for the r-fold ionization process in question. 

The portion of the neutral term to the left of the critical surface and the portion 

of the standard ionic term to the right of the critical surface, taken together, form a 
kind of potential hump which (classically) the nucleus must surmount in order to 

escape. Thus the critical surface plays the same role in this model as does the 
Schottky surface in the image-hump model, and exactly analogous considerations 

apply: desorption tends to take place through a local “pass”, at energy level UP*. 
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For purposes of the derivation below, the two models are geometrically equivalent. 

Potential curves for the charge-exchange model are now often drawn as in fig. 1c. 

The derivation below will apply to this configuration, and also to the ionic bonding 

model (fig. 1d), if in both cases UP* is taken as the potential at the crest of the 

hump. 

The derivation will also apply to the imaging-mode field ionization of the noble 

gases, which is a special case of configuration 1b, and where Uf* can be identified 

with the “characteristic energy” U” defined by Forbes [13]. 

3.2. The basic appearance-energy formula 

A standard appearance energy is determined empirically if ions that had just suf- 

ficient energy to escape through the local pass are brought to a halt “just outside” 

the collector of a retarding-potential analyser. The condition for this is: 

Up = UF, Q) 

where US is the potential energy for an r-fold ion “just outside” the collector. 

Consider the cycle shown in fig. 2, which involves the following steps: 

(1) Take electrons into the emitter from a neutral atom situated at the crest of the 

pass, placing the electrons at the Fermi level; 

(2) Move resulting ion to collector; 

(3) Take electrons round circuit to collector; 

(4) Take electrons from collector to ion, neutralising it; 

(5) Return neutral atom to its original position. (3) 

If this cycle is applied in the case where r= 1, then the works done by a hypotheti- 
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Fig. 2. Thermionie cycle used in determining an expression for a standard field ion appearance 
energy: (e) emitter, (c) collector; the steps are numbered as in the text. 
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cal external agent in each step are: 

(1) Uf? (0 > 1) — UR* > 1); 4) oe—h; 

(2) Uj — Uf? © > 1) (0) ; (5) UO > 1)- UB; 

(3) He = He 3 (4) 
where ut, and pe are the local Fermi levels for electrons in the collector and emitter 

respectively ; @, is a local work function associated with the collector; /, is the first 
ionization potential for an atom in remote field-free space; and the symbol 

Uf? (0 = 1) is a special case of the general symbol UP* (m > r), which denotes the 
value of the r'" standard molecular term, taken at the particular pass where an es- 

caping desorbate has changed from an m-fold ion to an r-fold ion in the process of 
escape. The expressions in steps (3) and (4) are straightforward; those in (1), (2) 
and (5) come from the definition of a molecular term (see Appendix C). The total 
work (w) done in the cycle is thus: 

W= He — Me + be— Fy + [UO > 1) - UG] . () 

However, the cycle is closed, and is assumed to be performed slowly, and the system. 
is finally in the same state as it was initially; therefore w must be zero. 

In a well-designed analyser U§ = Up. The measured voltage difference A¢ be- 
tween the emitter and collector is given in terms of the local Fermi levels by eq. (6). 
Substituting into eq. (5) then gives the voltage A¢8, corresponding to condition (2): 

e AS = e(S. — $2) = (oe — He) (6) 

e Aghi=—[1 — b+ Uo - UO 1)) (7) 

The collector work-function appears in this formula because electron-ion recom- 

bination occurs at the collector. 
From definition (1), it follows that the standard 0 > 1 field-ion appearance ener- 

gy Ag, is given by: 

A§i = 1, + Up -— UR (0+ 1). (8) 

The argument in the more general case of the direct 0 ~ r transition is very simi- 

lar, and leads to the result: 

AQy= Hy + Up — Us (Or), @) 

where Hy is the energy needed to produce the r-fold ion from the neutral, in re- 

mote field-free space, with the electrons also being left in remote field-free space. 
H, is given in terms of the free-space ionization potentials /, by: 

He= 2) I,- (10) 
s=l 
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3.3. Generalisation to more complex configurations 

A formula essentially similar to eq. (9) applies in the case where ionization oc- 
curs in two stages, with ionic motion occurring between two separate acts of ioniza- 

tion. When this situation is postulated, the second transition is customarily called 

post-ionization [14]. A potential configuration where this might happen is shown in 

fig. 3. 
The derivation below provides a formula for the standard field-ion appearance 

energy relevant to this configuration. However, it should be realised that ions reach- 

ing point F will almost certainly not be in thermodynamic equilibrium with the 
emitter, and consequently it is far from certain that observed appearance energies 

would correspond to the standard appearance energy. This situation will be treated 

in more detail elsewhere. 
With the potential configuration of fig. 3, steps (1) and (2) in cycle (3) have to 

be replaced by four sub-steps: 

(a) Create an n-fold ion by taking n electrons into the emitter from a neutral atom 

situated at the crest of pass N, placing these electrons at the emitter Fermi level. 

(b) Move the resulting n-fold ion to point F. 

(c) Take an additional (r — n) electrons into the emitter from-the ion, placing 
them at the Fermi level. 

(d) Move the r-fold ion to the collector. 

The works done in these four sub-steps (collectively called subcycle (11)) are: 

(a) U®(O+n)—UB On), ()UF- Up, 

(0) Un- UR O>n), (4) U—UF, (12) 

where the reference (0 > n) indicates that the term value is in this case to be taken 

at the pass associated with the escape of an n-fold ion from the surface. 

  

Fig. 3. A possible potential configuration in which post-ionization could follow desorption. 

27



228 R.G. Forbes / Generalised theory of standard field ion appearance energies 

The works done in the remaining steps of cycle (3) are the same as in expressions 

(4), except that the pass appearing in step (5) has to be designated as the 0 > n 

pass. On summing over the complete cycle, most of the terms appearing in expres- 

sions (12) cancel. Using the onset condition Ur = UR* (0 > n) then leads to the re- 
sult: 

AGr= Hy + Up — Un? (0 >) (13) 

In both eq. (9) and eq. (13) the first term on the right-hand-side is the heat of 
formation (in remote field-free space) of the ion that arives at the collector, where- 

as the last term is the term value at the crest of the pass through which escape oc- 
curs, for the entity that actually escapes. Thus, if one denotes this “pass energy at 

escape” quite generally by U®*, then eqs. (9) and (13) can be combined into the 
common formula: 

A8,= Hy + Ug — UP*. (14) 

This formula will also apply to the potential configuration shown in fig. 4, which 
corresponds to a possibility suggested on experimental grounds by Moore and Spink 

[15], and subsequently Waugh [6], and on general theoretical grounds by Forbes 
[16], that field evaporation may be a multiple-stage process. This would involve: (i) 
escape of a neutral atom over a lateral potential hump (at C); (ii) lateral motion 
across the surface (though maybe only for a short distance); (iii) a field ionizing 
transition (at E); (iv) detachment from the surface. In this, the “neutral-diffusion” 
mechanism for field evaporation, the term U®* is the potential at the crest of a dif- 
fusion activation-energy hump which the neutral atom must surmount in order to 

move across the surface. 
For some purposes it may be useful to put eq. (14) into an alternative form in- 

volving binding energies. The differences in term values in eq. (14) can be expanded 
as in eq. (15), where UB is the term value at the bonding point for the neutral, and 

  

Lateral > Normal —> 

  

Fig. 4. The simplest potential configuration that could give rise to the neutral-diffusion mecha- 

nism. The left-hand-part of the horizontal axis denotes distance parallel to the emitter surface, 
the right hand-part denotes distance normal to the emitter surface. This topography may be 
called the “traverse to a valley” situation. 
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the brackets can then be substituted for as in eq. (16): 

ABr= Hy + (Up ~ UB) + (U8 — UP) , (1s) 

ABr= Hy + Ab — Qon. (16) 
AO is the binding energy of the neutral, in the presence of the field, to whatever sur- 
face layer is present at the emitter; Qo, is the activation energy necessary for the 
bound neutral to escape as an n-fold ion. If field desorption is ocurring at a reson- 
able rate, then Qo, is necessarily small, and may usually be ignored. 

3.4. Generalisation to ionic bonding states 

To derive a proof for the case where the desorate is initially bound as an m-fold 

ion, consider the more general cycle: 

(1) Take (r — m) electrons into the emitter from an m-fold ion situated at the 
crest of the pass through which it is escaping, placing the electrons at the 
Fermi level; 

(2) Move resulting r-fold ion to collector; 

(3) Take r electrons round circuit to collector; 

(4) Take r electrons from collector to ion, neutralising it; (17) 

(5) Return neutral atom to emitter, and position it at the bonding point for the 
neutral; 

(6) Convert neutral to an m-fold ion, placing the electrons at the Fermi level, and 
the resulting ion at the bonding-point for an m-fold ion; 

(7) Move m-fold ion from bonding point to its original position at the pass. 

The works done by a hypothetical external agent in each step are: 

(1) UP* (m > r) — Uf (m =r), (3) B- U, 

(2) Ur — UR* (m =r) (=0) , (6) Um — U8, 

(3) rte Me) , (7) Ufa (rm >) — Un « 

(4) ro. Hr. . (18) 

Here, UP, denotes the value of the standard m-fold ionic term at the bonding point 
for the m-fold ion; the bonding points for the neutral and the m-fold ion are usual- 
ly not at the same position.
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The total work done in the cycle is: 

W=r(He — He) + be — Hy + [UP* (m >r) — UG] , (19) 

and by arguments exactly analogous to those used earlier, we obtain the result for 
the standard m > r field-ion appearance energy A®,,: 

Alm = Hy + Ug — UP* (mr). (20) 

As before, if in fact the m-fold ion escapes as an n-fold ion and then suffers post- 
ionization to an r-fold ion, then the only change necessary is to designate the pass 

in eq. (20) as the m > n pass, and change the subscript to n. 

Comparison of these results with eq. (14) shows that it is legitimate to write a 
general formula for A%,: 

Atnr= Hy + (Ug — UP8) . (21) 

This formula gives the standard field-ion appearance energy, whatever the desorp- 
tion mechanism; Hy is the free space heat of formation for the ion that arrives at 

the collector; U* is the pass energy of the entity that actually escapes, at the pass 
through which it escapes. ‘ 

As before, eq. (21) can be converted to a form involving binding energies: 

Alw= Hp + (Ug — U8) + (U8 — UP) + (UR, — UP) , (22) 

Alw= Hy + Ab + AAG — Orn « (23) 
Qmn is the activation energy necessary for a bound m-fold ion to escape as an n-fold 
ion, and can usually be ignored. AA}, is the energy of formation, at the surface in 
the conditions of the experiment, for the formation of an m-fold ion froma neutral, 

the electrons being placed at the Fermi level. AA}ym is positive if the ion is thermo- 
dynamically more stable than the neutral. The desorbate has a charge me when 

bound, a charge ne immediately after escape, and a charge re on arrival at the col- 

Jector; the formulae hold for r>n >m >0, provided r>1. 

4. Comparison with other theoretical results 

What are in effect formulae for standard appearance energies have been stated by 

various previous authors, usually in the context of specific desorption situations. 

This section compares their results with the general formulae just derived. Where 
the original formula relates to an energy deficit or analogous quantity it has been con- 
verted into a formula for appearance energy using the equations in section 2 or the 

Appendices. Where appropriate, the original notation has been changed to that used 

in the present paper. 
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In most cases, the cited formulae apply to the formation of a singly charged ion 

from a neutral. For this case, my eq. (16) reduces to eq. (24) below, if the activa- 
tion energy term Qo, and higher-order corrections in the term Ab are ignored: 

AQ = 11 + Up — UP*= 1, + bap (FP2)?. (24) 

o is the polarisation constant [17] for the neutral, and F** is the local field at the 
pass. 

4.1. Jason's approximation 

To interpret his measurements on hydrogen [10], Jason used the approxima- 
tion: 

Aah, (eX) 

which is valid because the polarisation energy for hydrogen is relatively small. 
Heinen et al. [3] also used this formula with organic molecules, and obtained good 
agreement between experiment and theory for many different species. Presumably 
this means that the polarisation energy (at the fields necessary for field desorption) 
is also small for the organic species they investigated. 

4.2. The formula of Goldenfeld et al. 

The formula given for 48, by Goldenfeld et al. [2] is: 

Abi = 1; # [Vo(x') — Uel , (26) 

where Uo(x') is the “potential energy of the neutral particle at the ionization 

point’’. Comparison of this with eq. (24) shows two major differences. 
First, in my formula the term values are written with the opposite signs, and the 

modulus of the difference does not occur. In practice, the difference (Ug — U?*) in 
my formula is positive in all normal circumstances, so both formulae agree that the 

appearance energy should be greater than the ionization potential. 

Second, my formula contains the term value at the “point of desorption” (U?*), 
whereas Goldenfeld et al.’s formula contains the term value at the point of ioniza- 

tion (Uo(x!)). This difference is significant. It means that their formula is compati- 
ble with general thermodynamic arguments only for those mechanisms of field de- 
sorption in which ionization and escape occur simultaneously, namely those based 

on fig. 1b (and, arguably, fig. 1c). In other cases their formula is incorrect, although 
for configuration 1a the error is negligible. Eq. (24) is thus to be preferred. 

4.3. The Tsong and Miiller formula 

In the case of noble-gas field ionization, investigated experimentally by Tsong 

and Miiller [8], Goldenfeld et al.’s formula and my formula coincide in producing 
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eq. (24). Tsong and Miiller, however, use the formula: 

Abi = 1; + e7/4(4me9)x™, (27) 

where xP* here is the critical distance of elementary field ionization theory. (Eq. 
(27) is a rationalised version of eq. (2) in ref. [8].) 

In terms of the assumptions made in this paper, eq. (27) has been incorrectly 
derived, and there is no mention in ref. [8] of any special assumption that would 
lead to eq. (27). However, as Forbes has pointed out [18], the fact that Tsong and 
Miiller did obtain agreement between their formula and their experimental results 

remains to be explained. (One possibility is that the field ionization of inert gases is 

not “electronically slow”; the other is systematic experimental error.) 

4.4. Anway’s formula 

In connection with some work on the field ionization of water [1], Anway ex- 

tended Jason’s argument and derived a formula equivalent to eq. (28): 

AQ = Jy +3 a (FP*)? — 3 a (FP*)?. (28) 

where a; is the polarisation constant for the singly-charged ion. Anway’s derivation 

of this formula uses the (unproved) assumption that “when ionization takes place 
within an electric field, the ionization potential is shifted by the difference in polar- 

isation energies between the ion and the neutral”. Since this assumption leads to 

different conclusions from the present discussion, which is firmly based on a ther- 

modynamic argument, one must presume that there is some fault either in the as- 

sumption itself or in another part of Anway’s argument. It is now well known that 

there are difficulties in defining what is meant by an Ionization Potential near an 
emitter surface [19]. 

The question of whether eq. (24) is applicable to the production of H30* ions is 
a separate issue. The author's view is that the field desorption of molecular frag- 

ments requires a more general theory than is presented here. 

4.5. Waugh’s formula 

Appearance energies for the field evaporation of metals have been measured by 

Waugh [6,20]. If it is assumed that the desorbed entity was initially bound in a neu- 
tral state, that no post-ionization occurs, and that Af can be expanded in the form 

Not} apF? (Ao is the zero-field value of A$), then eq. (16) leads to the result: 

AB, = Hy + (Ao +} a0F*) — Qor. (29) 
——~ 

Waugh’s derivation for the image-hump model [6] also reaches this result, but 

his derivation for the charge-exchange model leads to the formula: 

AG,= Hr + Ag+ } apf? —AE-11-Qor, (30) 
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where AF is an energy shift, and } I is a term attributed to broadening [21]. 
The simplicity and general nature of the derivation of eq. (16) strongly suggests 

that formula (29) is the correct result for both models of field evaporation. Waugh 

reaches eq. (30) by a specific integration [20]. The present author feels that the 
discrepancy between eq, (30) and eq. (29) results because Waugh’s argument is 
based on the configuration of fig. 1c, and in this configuration there are certain 
energy-shift effects that Waugh’s integration does not properly take into account. 
This argument will be presented in more detail elsewhere [26]. 

4.6. Réllgen and Heinen’s formula 

In connection with the field desorption of doubly-charged benzene ions from an 

ionic bonding state, Rollgen and Heinen derived a formula that gives the appearance 

parameter p9 (cf. Appendix A) in terms of the second ionization potential and 
some small binding-potential contributions [5]. It may be shown (Forbes, unpub- 
lished work) that their formula can be considered as a special case of a general for- 
mula obtained by transforming eq. (15), but the proof is not straightforward. The 
arguments will be presented elsewhere. 

5. Discussion 

5.1, Assessment 

The analyses in section 4 indicate that for field ionization, field evaporation, and 

the field desorption of simple molecular ions, all the specialised appearance-energy 
(or equivalent) formulae in the literature can be accounted for. Either they are spe- 

cial cases of the generalised formulae derived earlier, or they are approximations to 

a special case, or reasons can be found for supposing the specialised derivation to be 

in error. 

Thus, from a first-principles microscopic approach based on the use of Molecular 

Terms and a thermionic-type cycle, general formulae have been obtained which ap- 

ply to a wide range of desorption mechanisms and equally to field ionization, field 

evaporation and molecular field desorption. 

In the case where the initial bonding state is neutral, eq. (14) can also be given a 
more abstract interpretation, by re-arranging it into the form: 

Hy = —(Ug — U"*) + AB, , (31a) 

or: 

AUM=qtW. (1b) 

The desorbed atom or molecule can be thought of as a thermodynamic system, and 

the process of field desorption can be treated notionally as a device for increasing 
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its internal energy (9) by an amount H,. Eq. (31a) is then seen as a disguised form 
of the Second Law of Thermodynamics: A}, is the (electrical) work done on the 
system; (Ug — U?*) is the heat given out (to the emitter) by the system. 

Although this abstract mode of thinking can sometimes be useful, it should not 
be applied in analysing the behaviour of instruments, because the voltage generator 

can also do work in moving the ion around. 

5.2. Limitations 

The arguments presented here have obvious limitations of two main kinds. First, 
the treatment is confined to standard appearance energies. There are various cir- 

cumstances in which the observed onset appearance energy might not correspond to 
a standard appearance energy; in particular, when most emitted electrons enter the 

metal at levels above the fermi level. 
Difficulties of a different type arise if the desorbing entity is a charged molecule 

rather than a charged atom, because one must then consider whether it is possible 
and likely that the molecular ion will be formed in its internal ground state (as im- 

plied by the definition of a standard molecular term). And problems could also 
arise if the term value for the molecule (or molecular ion) as a whole were a strong 

function of its orientation relative to the emitter and/or the direction of the electric 

field. 
In general, one might expect to classify molecular field desorption into “well-be- 

haved” species and “‘others”. With the “others”, the formulae given earlier should 
apply moderately satisfactorily if the energy involved in any “non-standard” hap- 
pening is small; if the energy is large, then the results may provide a probe into the 
nature of the actual field desorption mechanism. 

The second limitation is that not all the arguments apply to situations where the 
arriving ion is a radical (e.g. H30*) not derived from a parent molecule by straight- 

forward electron removal. 
It is intended to show at a later stage how the arguments here can be extended 

to overcome these limitations. 

5.3. Comparison with experiment 

Though the main objective has been to correlate theoretical expressions, it is in- 

structive to illustrate how experiment and theory currently match up. Some repre- 

sentative data have been collected into table 1 from the fuller lists in the references 
shown, and standard appearance energies have been calculated for the noble gases 

and the metal species using eq. (29) but ignoring Qo,. For He* and Ne*, Af has been 

taken equal to a polarisation binding energy of about 0.14 eV; for the metal ions, it 
is assumed that the species is originally bound in a neutral state, the value of the 

sublimation energy given by ref. [21] has been taken, and between 2 and 3 eV has 
been added to make some allowance for field-induced binding effects. Conceivably, 
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Table 1 
Selected data concerning appearance energies (all energies are in eV) 

Species Hr A$, (est) Ae" (obs) Ref. 

129" 12.60 12.65 (21 
NH} 10.16 10.25 (21 

C3Hs. 5 11.07 11.10 (2] 
CH3CO-OCHCH> 9.19 9.30 (2] 

He 24.46 24.6 25.2-25.5 [8] 
Ne 21.47 21.6 22.2 [8] 

CoHe* 26.0 ~26.1 28.0 [22] 

Rno* 25.5 ~34 23.544 [6] 
Re? 60 ~71 90 +9 [6] 
  

somewhat higher allowance should be made. In converting Waugh’s measured metal- 

ion deficits [20], using eq. (41), work function values as quoted in ref. [21] have 
been employed. For the molecular species, all the data have been taken from ref. 

(2); Ag cannot be reliably estimated for these because data concerning desorption 

fields are not given there. 
Several points stand out. For the molecular species the approximation 

A8, = J; works well for both inorganic and organic molecules, even very compli- 
cated ones. The discrepancy between experiment and theory is small, and further 
progress in this area depends on the development of high-resolution spectrometers 

rather than on the development of theory. 

For the noble gases 48, = /; is still a good approximation, but there is a signifi- 
cant discrepancy between theory and experiment, albeit less than 1 eV. The urgent 

need here is for the re-performance of the basic experiments, using a carefully-cali- 

brated high-resolution instrument [18]. 
For the doubly-charged benzene ion, there is a discrepancy between the ob- 

served value and the theoretical values as calculated on the assumption that the ions 

desorb from a neutral bonding state. Rollgen and Heinen assume that this discrep- 

ancy exists because the ions in fact desorb from a bonding state in which they are 

singly-charged [5,22]. 
For the metal species the simple approximation Ao, = H; does not work, but 

neither does the fuller formula, eq. (29), based on the assumption that the metal at- 

oms bind in a neutral state. Even though A8, cannot be estimated precisely (because 

the field-induced-binding term } aoF? is not known reliably to within 2 or 3 eV), 
there are marked discrepancies between theory and experiment. More surprising 

still, the estimate is too high in one case, too low in another. 

The comparison of metal-species data and theory presented here is broadly 
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equivalent to that presented by Waugh elsewhere [6,20]. I concur with him in 
thinking that in this area the theory needs to be taken further, and that there is the 

possibility of discovering useful things about the mechanism of field evaporation. It 

would also be helpful to have the experimental information confirmed and ex- 
tended. 

In this comparison there is no attempt to present data on associated ions, such as 

has been gathered by Goldenfeld et al. [2], although it seems clear that information 
about the energetics of surface reactions can, in practice, be deduced empirically 

from observed field-ion appearance energies. 
In general, the agreement between experiment and theory is best when the field 

needed for desorption is low, or the ionic charge is low. With the higher ionic 
charges, there is a marked discrepancy between experiment and theory if it is as- 

sumed that the ions have desorbed from a neutral bonding state, and electron 
transitions have been made into states close to the Fermi level. Further theoretical 
work should investigate mechanisms of desorption to which these restrictions do 
not apply. 

Appendix A: Alternative language 

Use of deficits. In eq. (1) a field-ion appearance energy is defined in terms of an 

onset voltage. But in the literature one often finds ion energy distributions plotted 
against an energy deficit (D) or a voltage deficit (d) defined in terms of my A¢ by: 

—re A$ =D=red. : (32) 

The standard field-ion appearance energy. is then defined in terms of a “critical 
energy deficit” (D?") by: 

Ap” = DP" + roe. ; (33) 

Other appearance quantities. There are two quantities closely related to an ap- 

pearance energy that may sometimes be used instead of it. These are defined by: 

A, = "Pr = rea, . (34) 

The names given here to these are: p, is an appearance parameter; a, is an’ appear- 

ance voltage. The same extra suffices (depending on context) can be added to p, 

and a, as have been used in the main text with 4,. 

Appearance potential. In the literature the name “appearance potential” is used 

with a variety of meanings. In terms of the symbols used here, the quantities called 
“appearance potential” by the authors shown are to be interpreted as given in ta- 

ble 2. Note that Anway’s quantity / is a parameter associated with the formation of 
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Table 2 

Source Name and symbol in source Name and symbol used here 

Goldenfeld et al. (2] Appearance potential, (4Pf)n Appearance energy, Ay 
Rollgen et al. [3—5,22] Appearance potential, A4P(M"*)*® Appearance parameter, Py 
Forbes [8,18] Appearance potential An Appearance energy, Ay 
Anway [1] Appearance potential, / No precise equivalent 
  

an H30* ion in zero-field conditions, whereas all the other parameters refer to pro- 
cesses happening in the conditions of experiments. 

To prevent confusion, the present paper avoids use of the name “‘appearance po- 
tential”, although I used it in earlier papers. The subscript notation is also different 
here from in ref. [18]. 

An analogue to ionization potential. A true free-space ionization potential, /,, 

can be defined by the equation: 

1,= Hr — Hy). (35) 

This formula suggests that the closest field-desorption analogue to a genuine ioniza- 
tion potential would be the quantity J? defined by: 

2 =A8,— ABi. (36) 

This quantity has found little use in the literature so far. 

Appendix B: Relationships for dispersive analysers 

Dispersive ion energy analysers can be designed in two basic ways. In the scan- 

ning type, ions of a given charge are transmitted only if they have a kinetic energy 

close to the transmission energy Kg. If the voltage difference (¢, — ¢,) between the 

analyser entry slit (subscript s) and the emitter (subscript e) corresponds to onset 
of the energy distribution, then the field-ion appearance energy is given by: 

Ap = —re(§5— $0)" — Ka +105, (37) 

where , is the work function of the material associated with the entry slit. Ky is a 

known constant of the analyser; (¢, — £~)°" is measurable or experimentally deduc- 
ible. A field-ion energy analyser of this type has been used by Jason, Hanson, and 
Inghram [10,27,28]. 

The alternative method is to fix the value of (¢, — ¢.), and allow ions of the same 
charge but different kinetic energies to be dispersed and focussed to different posi- 
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tions on some detector. The analysers described in refs. {20] and [23] operate in 
this way. The onset ions are characterised by a specific value (K°") of kinetic en- 

ergy when emerging from a defining slit. It is convenient to write this in the form of 

an “equivalent voltage” W°" defined by: 

KO = peHer, (38) 
The onset appearance energy is then given by: 

Ap” = —re(§;— $e)—reW" + rd,. (39) 

If the appearance energies of different ions, say a metal ion and a helium ion, are 
measured with the same value of (¢; — ¢¢), then clearly these will be related by: 

(AP? @t"*)] /r — A3” (He*) = e[W™ (He*) — Wo" (M*)] . (40) 

So if the appearance energy of helium is a known quantity, then the appearance en- 

ergy of the metal ion can be obtained from the “‘voltage difference” between the 

helium and metal lines. 
This neat experimental procedure of performing first field evaporation of the 

metal, then field ionization of helium, and recording both lines on the same film 

frame, was devised by Waugh [6]. The voltage difference is thus directly accessible 
experimentally. 

Waugh’s analysis of his results, however, differs from that given here, because it 

uses the difference (AT) in classical electrostatic potential between points just out- 

side the emitter and the defining slit, rather than the voltage difference between 
their fermi levels. In his approach eq. (39) would be replaced by: 

Ap™= re(AT — W") +rb_, (41) 

where @, is a local work function associated with the emitter ; but eq. (40) holds in 

both approaches. Waugh tabulates his results in the form of values of (AT — W°"), 
whichtte calls the “voltage deficit’. 

Appendix C: Surface molecular terms 

In dealing with surface ionization processes in high electric fields, it is conve- 

nient to use the set of potentials introduced by Gomer and Swanson (24]. Standard 
surface molecular terms represent the potential energy of the emitter-plus-desorbate 

system, as a function of the position of some reference point in the desorbate; for 
an atom or atomic ion the reference point is its nucleus. The terms are formally de- 

fined by the equations: 

UR= Us=0, (42) 
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UB — US= wo(R =P), (43) 

UR- UB= Wn, (44) 

Un — Un=Wn (p>s). (45) 

With these quantities, the subscripts refer to charge states and the superscripts to 
positions. The superscript R labels any point in remote field-free space; eq. (42) de- 
fines the zero of potential. 

The quantities on the r.h.s. of the equations denote the works done by a hypo- 
thetical external agent in the course of slow processes. wo (R > p) is the work done 
in moving a neutral from point R to point p; w,,(p > s) is the work done in moving 
an n-fold ion from point p to point s. WB, is the work needed to create an n-fold 
ion from the neutral, at point p, the electrons being placed at the emitter Fermi 
level by means of slow thermodynamically reversible processes. 

It is implicit in the definition of a standard term that the desorbate shall be in its 
internal ground state. 
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Note added in proof 

The author’s attention has now been drawn to the very interesting work of 
Hanson on the field ionization of Hz and HD [27], and of Hanson and Inghram on 
the field ionization of Helium [28]. 

Ref. [27] contains a thorough treatment of the complications introduced into 
appearance-energy theory by the vibrational and rotational behaviour of a molecu- 
lar ion immediately after ionization, before subsequent dissociation. Ref. [28] re- 
ports experimental results which show that the observed onset appearance energy 
for Helium varies with position on the emitter surface, and discusses some possible 
teaons why this should differ from the standard appearance energy. 

Both papers contain formulae for the critical electrostatic energy deficit NE ee.
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which is related to my A8, by: 

AB, = AE ct be, (46) 
where ¢ is a local work function associated with the emitter. Their formulae and 

my eq, (24) are equivalent. 
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Short communication 
  

ON THE NEED FOR NEW MEASUREMENTS OF THE FIELD-ION 

APPEARANCE POTENTIAL FOR HELIUM 

R. G. FORBES 
University of Aston, Department of Physics, Gosta Green, Birmingham B4 7ET (Gt. Britain) 
(Received 26 November 1975) 

The objective of this note is to report the main results of a generalized theory 

of standard field-ion appearance potentials, and to draw attention to the need for 

some new, absolute, high-resolution measurements of the field-ion appearance 

potential for helium. 
The concept of a field-ion appearance potential has been much used by 

Beckey, Réllgen and co-workers [1], and other researchers in field-ion mass 

spectrometry, in discussions of the energy deficits observed in the field desorption 

of molecular species. In recent papers [2, 3], Forbes has refined the concept and 

applied it to field ionization and field evaporation as well as to field desorption. 

Formulae have been given which enable experimental energy-deficit parameters 

encountered in the literature to be converted to “observed appearance potentials”. 

In ref. 3, the appearance potential theoretically manifested by an ion all of 

whose separated electrons have been transferred slowly and directly to the emitter 

fermi-level, and which in a classical approach just had sufficient energy to escape 

from the field-ion emitter (and then moved slowly away without suffering any 

anomalous thermal deactivation), is called the Standard nth Field-Ion Appearance 

Potential for the species in question and is denoted by A®,. General formulae 

derived for 4°, can be expressed in two ways. In terms of potential-energy values 

(molecular term values) near the emitter surface: 

AQ, = H,+U¢ —U™ (1) 

where H, is the total heat of formation, in remote field-free space (the electrons 

also being left in remote field-free space), of the ion that arrives at the collector; 

U is the potential energy of the neutral in remote field-free space; and U™ is 

the potential energy of the entity that desorbs, at the point of desorption. (H, is 
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given by ZJ,, where J, is the nth ionization potential for the desorbing species, and 

the sum is over the first n ionization potentials.) In terms of thermodynamic param- 

eters, for an entity bound as a neutral before desorption: 

Ags = Hy+A0— Om (2) 
whereas, for an entity bound as a k-fold ion before desorption: 

Ay, = H,+Ap—AUE— Qin (3) 

where Af is the binding energy of the entity in its neutral state, in the presence 

of the field; AU is the energy required to form a k-fold ion, from the neutral, 

in the conditions existing at the surface prior to desorption (AU; is negative if 

ionic bonding is thermodynamically fayoured); Q,, is the activation energy 

necessary for a neutral to field-desorb as an m-fold ion; and Q,,, is the activation 

energy necessary for a k-fold ion to field-desorb as an m-fold ion. These formulae 

will work for n > m > k > 0, provided n > 1. If a significant desorption current 

is being observed, then the activation-energy term is necessarily small (probably 

less than 0.1 eV, at room temperature) and can usually be ignored. 

These general formulae do not coincide in all cases with the formula of 

Goldenfeld et al. [4], nor in all cases with the specialized derivations of other 

workers [5,6]. The presumption is that the formulae here are correct if it is a 

standard appearance potential (or equivalent) that is being calculated. 

Energy deficits for field-ionized helium were measured many years ago by 

Tsong and Miiller [5]. Their results imply an observed onset appearance potential 

of between 25.2 and 25.5 eV. For helium, eqn. (1) reduces to: 

Ao, = 1, +44F? (4) 

where /, is the first ionization potential for helium; z is the polarisability of helium; 

and Fis the electric-field value at the critical distance of elementary field ionization 

theory. Using J, = 24.46 eV, « = 0.0002 nm? and F=45/V nm gives A?, = 24.60 
eY. There is thus a discrepancy between experiment and theory of between 0.6 

and 0.9 eV, in an instrument whose resolution was estimated to be between 0.03 
and 0.04 eV. 

This discrepancy might, of course, be an experimental artifact. For example, 
one could postulate that, as a result of adsorbed contaminants, the collector work 

function altered in value between the time at which it was measured and the 

time at which the helium measurements were taken. Vacuum technique was not as 

good in 1963 as it is today. However the discrepancy could be real; in which case 

there would be significant consequences, both for the theory of field ionization 

and for the calibration procedure used in dispersive energy analysers such as 

Waugh’s [6]. 
In general, there are many possible theoretical explanations for discrepancies 

between observed and standard appearance potentials. But helium field ionization 
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is a relatively simple process, and most can be excluded. The least unlikely explana- 

tion of a real discrepancy seems to be that the electronic transition and/or ion 

removal might be fast, relative to some relevant electronic relaxation time as- 

sociated with the metal [2]. If this were true for helium field ionization, it might 

well be true for metal field evaporation, and this knowledge might aid the inter- 

pretation of field evaporation appearance potentials. To prove the “‘non-adiabati- 

city” of this electron transition would also be of wider interest in surface physics, 

since there are connections with arguments concerning surface plasmons [7] and 

with discussion concerning the validity of “Koopman’s approximation” in the 

theory of the electron spectroscopies [8]. 

Knowledge of the helium appearance potential is also necessary in calibrat- 

ing dispersive analysers used in the manner Waugh describes [6]. It may be shown 

{3] that the onset appearance potential for the metal ion M"* is related to that 

for helium by: 

A2(M"*)/n— A9"(He*) = eAW (5) 

where AW is a quantity (the “voltage separation”) directly ascertainable from 

measurements. An uncertainty of 0.8 eV in the appearance potential for helium 

is an uncertainty of ca. 2.5 eV in that for a triply charged metal ion. In the present 

generation of dispersive analysers the instrumental resolution is several volts [6]; 

if instrumental resolution were improved significantly then uncertainty about 

the helium field-ion appearance potential could become the biggest source of error. 

Intuitively, it seems relatively improbable that the helium field-ionizing 

transition could be fast enough for there to be ca. 0.8 eV associated with its “non- 

adiabaticity”, and thus one tends towards the experimental-artifact explanation 

of the Tsong and Miiller result. But physical conditions at a highly structured, 

highly charged, helium-covered, field-ion emitter are so peculiar that it may be 

unwise to exclude from consideration things that would be improbable at flat field- 

free metal surfaces. 
There is thus an immediate need to be more certain about the experimental 

value of the helium field-ion appearance potential (and it would be interesting 

to see if any small variations with field strength could be detected). New deter- 

minations seem to be required, with an ultra-high-vacuum, high-resolution, 

retarding-potential analyser in which the collector work-function can be measured 

by independent means (probably some variant of Holscher’s technique [9]) before 

and after the experiments with helium. I would commend this project to any 

experimentalist with a suitable instrument. 

NOTE ADDED IN PROOF 

Following a private correspondence with Professor F, W. Réllgen, I now 

think that the quantities 42, and 4%" used in this paper are best called field ion 
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appearance energies. These are related to the quantity AP(M"~) used in ref. 10 by: 

AP(M**) = A&"/n. Neither quantity, it seems to the present author, is the exact 
analogue of a free-space ionization potential. 
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Abstract Some improvements are suggested to the theory underlying the measurement 
of field-evaporation energy deficits, as presented by Waugh and Southon, and their 

experimental results are retabulated in the form of appearance energies. 

I would like to make some comments on the recent paper of Waugh and Southon (1976) 
chiefly about the presentation and interpretation of their interesting results and about 
background theory. My aims are to bring the treatment of field-evaporation energy 
deficits more into line with the treatment of the field-desorption energy deficits measured 
by Heinen ef al (1974) and others and (I hope) to clarify the theory. 

(1) Following the procedure of Jason (1966), Waugh and Southon use in their theoret- 
ical expressions a quantity V which is the difference in classical electrostatic potential 
between points ‘just outside’ the emitter (subscript ‘e’) and ‘just outside’ the analyser 
entry slit (subscript ‘s’). An alternative would be to use the voltage difference AE(=£,—£e) 
between the Fermi levels of the analyser and emitter. This is related to V by 

—eAg=eV—ds+ be 1) 

where $s and ¢e are local work-functions associated with the entry slit and emitter 

respectively. 

In my opinion, it would be better to present formulae in terms of A€, because this is 
the quantity that is observed on the meter of a voltage generator, and because A€ is a 
parameter associated with the emitter as a whole whereas V varies from plane to plane 
on the emitter surface (due to patch fields). I also think it better to use the emitter, 

rather than the analyser entry slit, as the basic potential reference: the energy deficit 
on their p 1022 can then be represented as a sum of a potential energy and a kinetic 
energy U rather than as a difference: that is, the equation would be for —(neA€+U) 
rather than for (neV—U), where ne is the charge on the ion (also the equation would 

contain ¢s rather than ¢e). 
(2) If the ionic charge is known, then in tabulating results it is probably best to use 

neither of the above quantities, but the so-called ‘field-ion appearance energy’ An. 

This is defined by 

An=neV—U+nde= —neAg—U+nds. (2) 

The merit of using A, is that it depends only on the processes involved in desorption, 
not on those involved in collection and energy analysis. (To derive a value of V from 
meter readings, it is necessary to know ¢s.) 
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(3) The kinetic energy U of the ion on entering the analyser can be written in terms 
of an ‘equivalent voltage’ W by means of equation (3) below; and a quantity ap (the 
‘appearance voltage’) can be defined by equation (4): 

U=neW @) 

An=neap. 4 

In Waugh and Southon’s experiments, deficits are recorded for two species, the metal 
ion and a helium ion, with the same emitter and the same value of Aé (and hence of V/). 
In this case the appearance quantities for the two ions are related by 

[4a(M">)]/ne— [41 (He*)]/e=an(M"*) —a,(Het) = W(He*)— W(M"*). (5) 

With their procedure of recording both the metal line and the He line on the same film 
frame, the difference in equivalent voltage is directly obtainable (since the voltage-to- 
distance scale has been determined separately); hence the appearance voltage of the 
metal ion is easily obtained if the appearance voltage for He is known. Clearly, appear- 
ance voltage is a useful parameter when comparing theory and experiment. 

(4) This procedure of using the He line for calibration purposes is neat and convenient, 
particularly in a dispersive analyser. However, as I have pointed out elsewhere (Forbes 
1976), there exists at present a significant discrepancy between the calculated value of 

A;(He*) and its value as measured absolutely by Tsong and Miiller (1964). Uncertainty 
about the value of 41(He*) would be a factor limiting the precision of the results in an 
analyser with higher resolution than Waugh and Southon’s. 

(5) In a private communication to Waugh, I have expressed reservations about the 
presence in his energy-deficit equation of the terms relating to a configuration-interaction 
energy-shift (AE) and broadening (41). These reservations arise because the terms do 
not appear in an appearance-energy formula I have derived on the basis of more general, 
thermodynamic, arguments (Forbes, submitted for publication), and I would like to 

comment further. 
The immediate reason why the terms appear in Waugh and Southon’s energy-deficit 

equation is as they state, but there is (I think) a more basic reason that is related to 
confusion in the literature over the charge-exchange models for field evaporation. This 
model comes in two versions: in one the potential-energy curves are drawn as crossed, 
and the electron transition is envisaged as a ‘hopping’ process; in the other the potential 
curves are drawn as repelled, and the electron transfer is envisaged as a continuous 
‘draining’ process. These are two physically different possible mechanisms for field 
evaporation. In the literature there is a widespread tendency to confuse them. For 
example, the mathematics of the charge-hopping mechanism is often presented in con- 
junction with the potential diagram for the charge-draining mechanism; in some cases, 
the theory presented is a mixture of the mathematics for the two mechanisms. 

If either of these two mechanisms is analysed self-consistently by means of detailed 
integrations, after the fashion of Waugh and Southon, then the result would be a formula 
for neV—U that omits AE and $1’. Consider the charge-hopping mechanism. In this 
the ionic charge is a constant once electron transfer has occurred, so Waugh and Southon’s 
second equation on their p 1021 in fact applies to the charge-hopping mechanism. Their 
third equation (for Q,) contains AE and 41°: this equation applies to the charge-draining 
mechanism: the equation for Qn in the charge-hopping model is their equation but with 
AE and 41 omitted: if this modified equation is combined with their second equation, 
then the result is a formula for neV—U without AE and 41. 

For the charge-draining model, the correct form of the kinetic-energy equation is 
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obtained by introducing into their first equation on p 1021 additional terms that can be 

represented as a variation in ionic charge with position (but may actually be rather more 
complicated). For consistency with the results of a general approach in terms of potential 
energies, these additional terms must give rise to AE and 31 in a modified version of 
their second equation. These then cancel the terms in their third equation as stated, 
leading again to a formula for neV—U without the AZ and 41. 

Waugh and Southon’s equation on p 1022 contains the additional terms because they 
have derived it by combining two equations, both reasonable in themselves, but relating 
to two different mechanisms for field evaporation. 

(6) Two final points. First, the phrase ‘intrinsic energy loss’ is something of a mis- 
nomer, because the ion never had the energy in the first place: ‘intrinsic energy deficit’ 
is a better description. Second, although the intrinsic deficits will not significantly affect 
the resolution of the atom-probe, the differences in intrinsic deficit between ions of 
different species (and charge states) might just be detectable as very small apparent 
shifts in the mass-to-charge ratio, and this possibility should be remembered when very 
precise calibration of the atom-probe is being attempted. 

Table. Empirical field-evaporation appearance voltages and energies recalculated from 

data in Waugh and Southon (1976). 

  

  

Specimen Assumed Empirical “Assumed — Corresponding 
material work-function appearance voltage species appearance energy 

(ev) ) (ev) 

Ww 45 1743 wet S1t9 

Rh 48 1242 Rh?* 2444 

Re 5-1 3043 Re3+ 9049 
Mo 4:3 1042 Mo?+ 2144 

2742 Mo** 8246 

  

In summary, I agree with Waugh and Southon that their results provide interesting 
and useful information about the theory of field evaporation, but I suggest that it is 
most useful if expressed in the form of appearance voltages or appearance energies. 
For future reference, I retabulate their numerical results in this form, in the table above. 

The work-function values used are those quoted by Waugh (1975). 
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Abstract. General formulae are derived for the standard field-ion appearance energies 

associated with desorption from ionic bonding states. Values for tungsten are obtained, 

using the image-potential approximation, and are compared with the measured ap- 
pearance energy for W2* ions. The measured value is compatible with field evaporation 
from a primarily ionic bonding state, but a better understanding of correlation-type 
interactions at charged surfaces is necessary if useful information about initial bonding 

state is to be derived from appearance-energy measurements alone. 

1, Introduction 

In constructing a theory of field evaporation, one of the possibilities that needs to be 
considered (Forbes 1974, Miiller and Tsong 1974) is that evaporation takes place out 
of an initial bonding state that is ionic or primarily ionic in character, rather than out 
of a neutral bonding state as has conventionally been assumed (for example, Miiller 
and Tsong 1969). With the (111) face of tungsten, for example, at a field strength of 
57 V nm-1, Gauss’ theorem indicates that the excess charge per surface atom in a 
crystallographically flat face would be 0-55 e, where e is the elementary (proton) charge. 
In an emitter facet of this orientation the kink-site atoms (which are those at the highest 
risk of evaporation) will necessarily have a somewhat higher excess charge than this, 
for elementary reasons of electrostatics and geometry. It is thus difficult to avoid the 
conclusion that at field strengths characteristic of field evaporation the kink-site atoms 
will be primarily ionic in character, certainly on this tungsten (111) facet. 

In the present state of surface theory it is not possible to obtain any reliable estimate 
of the degree of ionicity of a kink-site atom. The objective of this note is to explore, 
using tungsten as an example, whether it is likely that any useful information about 
initial bonding state could be deduced from measurements of field-ion onset appearance 
energies. (See Cocke and Block 1978, for a general review of the use of this technique.) 

The standard field-ion appearance energy, defined by Forbes (1976a), is the appear- 
ance energy appropriate to an ion that has in a quasiclassical theory ‘just managed’ 
to escape from the emitter surface, with zero kinetic energy, and that then moved slowly 
away from the surface without suffering any anomalous changes in energy. This standard 
appearance energy is denoted by the symbol Amr, where me is the charge on the de- 

sorbing entity in its original bonding state, re is the charge on the ion on arrival at the 
energy analyser. Standard appearance energies are useful theoretically because they 

are defined relative to features of the potential-energy structure at the emitter surface; 

0022-3727/80/071357+07 $01.50 © 1980 The Institute of Physics 1357 
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hence questions concerning kinetic-energy distribution and extrapolation from observed 
ion-energy distribution curyes do not enter into their definition. The raised suffix 0 
is used to distinguish this theoretical quantity from experimentally measured appearance 
energies, whose values are in principle influenced by such effects (though normally only 
to a relatively small extent). 

I have shown elsewhere (Forbes 1976a) that, provided no subsidiary chemical 
reactions are associated with the desorption process, the standard appearance energy 
Amr® is given by the generalised formula: 

Amr = Hy +(Uo”— UPa) (60) 

where: H, is the energy of formation of an r-fold ion, from the neutral, in remote field-free 
space, and is given by the sum of the first r ionisation energies; Up® is the potential 
energy of the neutral desorbate in remote field-free space; and U?* is the standard 
potential energy (Forbes 1976a) of the desorbate at the top of the potential hump (or 
‘pass’) over which it escapes from the emitter. 

Formula (1) is useful when the initial bonding state is neutral, because in this case 
it is usually straightforward to write down a specific approximation for UP ; but it is 
less helpful when the initial bonding state is ionic. The first objective of this note is 
to derive an alternative formula. We begin by developing some notation. 

2. Theoretical analysis 

2.1. Components of potential energy 

As in previous theory, let the symbol Un* denote the standard potential energy of the 
desorbate particle when it is in an n-fold-charged state and at position s. The work 
W,(p>s) done in moving an n-fold-charged ion from position Pp to position s can 
be split into two components, done respectively against ‘electric’ and ‘chemical’ forces. 
Thus we may write: 

Unt — Un? = Walp->5)=n(ut =u?) +n —?. @ 
u represents the electrostatic component of the potential energy of a proton, and is 
related to the classical electrostatic potential Y by: 

uS—uP=e(YS—Y?). (3) 

7n represents the ‘purely chemical’ component of the potential energy of an external 
atom or ion; for an external ion, 7» is often approximated by the image-potential 
formula. The reference zero for this potential-energy component is taken at infinity, 
or at some point R in remote field-free space, for all values of n. Thus we obtain: 

an® =n =0 (4) 
This completes the definition of yn. 

For convenience of manipulation, consider a position x just outside the emitter 
surface, and let the symbol S;° be defined by 

Sat =n(ut—1e) +98 () 
For two positions s and p it is easily verified from equation (2) that: 

Un$ — Un? = Sn? —Sp?. 
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The quantity S, thus represents a form of potential energy for an n-fold ion, in which the 
chemical component is taken as zero at infinity but the electric component as zero at 

the position x. 

To determine an expression for the standard potential energy Un’, consider an 
electrothermodynamic cycle that starts with a neutral desorbate particle in remote 
field-free space, and contains the following steps. 

(i) Remove 7 electrons from the neutral particle, one by one, leaving them well 
separated in remote field-free space. Each electron is then returned to the 
emitter fermi level as follows: 

(ii) move electron from remote field-free space to position s; 
(iii) move electron from position s to the position x ‘just outside’ the emitter surface; 
(iv) place electron at emitter fermi level; 
(v) finally, move the ion from remote field-free space to position s. All the above 

steps are considered to be done slowly, i.e. thermodynamically reversibly. 
The works done in each step are as follows: 

* 
W()=Hn= D Iv 

Nel 

W(2)=—n(us—u®) + n(ws—w®) 

W(3)= —n(u? — us) +n(w?—ws) (6) 

W(4)= —n®?—nw? 

W(5)=n(u—u®)+n?—HnF. 

In the above: w* denotes the correlation-and-exchange component of the potential 
energy of an electron at position s; R labels a position in remote field-free space; Iv 

denotes the Nth ionisation energy of the desorbate; and Hy denotes the energy necessary 
to form an n-fold ion in remote field-free space. The work-function-like quantity 7 
is given by the sum of the zero-field local work-function ¢® and any small correction 
that may arise as the result of field penetration (Tsong and Miiller 1969) and/or analogous 
effects; 7 is not well defined numerically. 

Taking the sum of the above works, and remembering that w* and 7® are zero by 
definition, we obtain: 

Un§ — Up? = Hy —nO7 +-n(us—ut) +n. (D) 

  

Hence using equation (5) we obtain: 

Un§ — Up? = Hn —n 7 + Sné. (8) 

The standard potential energy Un has thus been expressed in terms of the sum of a 
‘configurational component’ and the quantity S,°. 

2.2. Derivation of ionic bonding-state formulae 

At the crossing-point between potential energy curves corresponding to m-fold and 
r-fold charge states of the desorbate the standard potential energies for these states 
are equal. So we may write: 

0=(Hr— Hm) —(r—m) 07 + Sr°—Sm° (9) 

where the superscript c denotes values taken at the crossing point. 
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Equation (1) may be formally expanded as follows (remembering Up? = Up): 

Amr? = Hy + (Uo® — Um°) + (Um? — UP). (10) 

Hence, applying equation (8) to an m-fold-charged ion, with s=c, substitution into 
equation (10) gives: 

Amr? =(Hr— Hm) +mO*— Simo + (Um? — UPA). qd) 

Now, ©? is not a well-defined quantity; we can eliminate it from equation (11) by making 
use of equation (9). After some algebraic manipulation we obtain: 

Amr? = [1(Hr— Hm) + (mS1° —1Sm°)]/(r—m) + (Um? — UP), (12) 

We now expand the bracket containing the S-potentials, using definition (5). This 
gives: 

mS,° —rSm° =mr(us — ut) + mr? — mr(us —u*) — rpm. (13) 

It can be seen that the electrical terms in equation (13) cancel. Hence we obtain the 
result: 

Amr = [1 Hr— Him) + mr? — rp m°)|(r—m) + (Um? — UP*) (14) 
(This formula was first presented at the 24th International Field Emission Symposium, 
Oxford 1977.) It can be regarded as a greatly generalised form of a result given by 
Réllgen and Heinen (1975) some years ago. 

The merit of equation (14) is, first, that in principle it can be applied to a number 
of different desorption models, and second, that terms involving the electric field and 
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Figure 1. Some of the potential configurations to which equation (14) applies. Each 

plot shows distance along the horizontal axis, and standardised energy on the vertical 

axis. The Terms are labelled with the relevant charge numbers, as follows: m= initial 

(bonding) state; n=intermediate charge state (if any); r=final charge state. The 

standard potential energies Um* and U>* are defined in the text. These diagrams are 

schematic, being drawn to show possible relative configurations, rather than the exact 

shapes of potential curves. 
The initial Term is drawn for the case where m is nonzero; if the initial bonding 

state were neutral then the potential curve would tend to flatten out as distance from 

the emitter increased. 
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work-function-like quantities have largely been eliminated. It is applicable both to 
neutral and to ionic bonding states, provided that mr. Some of the various potential 
configurations to which the formula is applicable are shown in figure 1. The potential 
energy curves (‘standard Terms’) corresponding to different charge states are labelled 
with the corresponding charge numbers. 

In the case of ionic bonding, a special approximation to equation (14) exists if it 
is legitimate to take the dominant contribution in the ‘chemical’ potential-energy com- 

ponent to be that resulting from correlation, and to use the image-potential approxima- 
tion. In such a case we have: 

mr? — rpm? = — mr(r—m)e®/16a7 eod® (15) 

where d° is the distance of the crossing point from the effective imaging surface. Substi- 
tution into equation (14) gives: 

Amr°=r[(Hr— Hm)|(r—m) —me®/167e0d°] + (Um? — UPA), (16) 

This equation is valid for m40, m#r. 

Equations (14) and (16) are particularly appropriate to the simple charge-hopping 
mechanism of field desorption (figure 1(a)), in which escape takes place at the crossing- 
point level and there is no post-ionisation process. In these circumstances Um® is 
identically equal to UPS, and the last term in equation (16) vanishes. 

3. Application to tungsten 

Table 1 shows how the calculated standard appearance energies for a tungsten ion 
would depend on the values of m and r if field evaporation were assumed to take place 
by means of a single-stage charge-hopping process. (This is an assumption conven- 
tionally made, although the present author has considerable reservations concerning 
the plausibility of multiple-electron hopping processes.) All estimates have been rounded 
to the nearest eV. For ionic bonding states the estimates are based on equation (16). 
The figures shown in brackets have been obtained by ignoring the image-potential 
term; the figures shown to the immediate left of each bracketed value include an image- 
potential contribution evaluated by arbitrarily setting d° equal to 200 pm, which leads 

Table 1. Standard field-ion appearance energies for tungsten as calculated from 
equations (16) and (18), shown as a function of the bonding-state charge number m 

and the charge number r on arrival at the analyser. (All appearance energies are rounded 
to the nearest eV.) 

r Standard appearance energies (eV) 

m=0 0 m=1 m=2 m=3 

1 7 
2 34 32. (35) 
3 58 57 (63) 61 (72) 
4 93 95 (102) 104(118) 108 (140) 
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to the approximation: 

me®/16meod°xm x 1-8 eV. (17) 

There is considerable uncertainty both about the validity of the image-potential ap- 

proximation, and about the proper value for d°, and it is difficult to justify a more 
careful treatment within the framework of this approximation. 

For appearance energies corresponding to neutral bonding states I have neglected 

polarisation effects and the activation-energy term (Forbes 1976a), and have used the 

formula: 

Aor = Hr-+Ao (18) 

where Ao is the tungsten sublimation energy, taken equal to 8-7eV. The following 
values of ionisation energy have been used: 41=8-0 eV; J2=17-7 eV; J3=24 eV; [4=35 

eV. These values are those used by Waugh (1975), and are attributed by him to Moore 
(1958); the values for 73 and Jy are subject to considerable uncertainty, and this has a 
corresponding effect on the estimates in Table 1. 

Waugh and Southon (1976) measured an appearance energy of 51 +9 eV (see Forbes 
1976b) for what they assumed to be W%* ions. This result is compatible with estimates 
in Table 1. However, it is also clear from the table that nothing useful about the initial 

bonding state can be deduced: the appearance-energy estimates for the various initial 
charge states are so close that the uncertainties associated with the image-potential 
approximation render decisive discriminations impossible. 

The tungsten estimates are fairly typical of those obtained for the refractory metals. 
It thus seems that for these metals a much more careful treatment of correlation and 
other ‘chemical’ bonding interactions at charged surfaces is a prerequisite, if any firm 
information about initial bonding state is to be drawn from measurements of appearance 
energies alone. 

A more fruitful line of approach, at least in principle, might be to combine measure- 
ments of appearance energy and activation energy, as Ernst (1979) has done in the 
case of rhodium. This provides empirical information about the initial bonding energy 
and its dependence on the external field. The field-dependent part of the bonding 
energy consists in principle of two components: one associated with the polarisation 
of orbitals in the desorbate, the other with charge transfer from the desorbate to the 
emitter. If the first of these could be estimated independently, in a reliable manner, 

then the residual component could be identified as a charge-transfer induced effect and 
subjected to theoretical analysis. 

4, Summary 

The main theoretical result of the analysis here has been the derivation of an alternative 
general formula for the standard appearance energies of desorbates field-evaporated 
from ionic bonding states. An initial hope was that appearance-energy measurements 
could lead to hard information about the initial bonding state of the refractory metals 
prior to field evaporation. This hope cannot be realised at the present time, but it 
has been possible to establish that the measured appearance energy for tungsten is 
compatible with the assumption of a primarily ionic initial bonding state. This seems a 
necessary requirement for a self-consistent theory of tungsten field evaporation. 
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Abstract 

Although field-ion energy distributions have been measured for many 
years, no theoretical treatment has ever been published that is strict- 
ly compatible with the axioms of quantum mechanics. This article shows 
how a fully wave-mechanical theory of field ionization and field-ion 

energy distributions can be constructed, based on the idea that surface 
field ionization is the fermion analogy for Dirac's treatment of photon 
emission. The theory is formal and suggests, as expected, that existing 
quasiclassical treatments are essentially satisfactory in normal circum- 
stances. 

The discussion comprises of three main steps. The first is to clarify 
the various definitions of energy and potential energy used in field-ion 
theory, and to codify the corresponding energy diagrams. The second is 
to derive an expression for the rate-constant for transfer from one 
vibrational state to another. The third is to sum over initial states 
to derive a formal expression for the ion energy distribution. The 
article concludes by discussing the possible development of this theory. 
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1. Introduction 
  

The process of surface field ionization’ involves an atom or molecule (the 
"desorbate") at, or slightly, above a positively-charged emitter surface. An 
electron or electrons are transferred from the desorbate to the emitter, and the 
resulting ion is then emitted from the surface, in a process generally akin to 
pre-dissociation. 

The theory of field-ionizing transitions can be formulated at two conceptually 
distinct levels. Most discussions of inert-gas field ionization and of field- 
ion image contrast use some form of quasi-classical formulation: in such treat- 
ments, no attempt is made to construct vibrational wave-functions, or to apply 

wave-mechanics to the motion of the desorbate as a whole. The alternative is a 
fully-wave-mechanical formulation. A particular approach of this sort, based on 
the Born-Oppenheimer and Zener-type approximations,” was developed by Gomer and 
Swanson and applied to the calculation of field-desorption rate-constants. It 
is now customary to use this form of approach in the discussion of metal-atom 
field evaporation. 

It has also become customary to employ very different types of diagrammatic 
representation in connection with quasi-classical and wave-mechanical descriptions 
of surface field ionization. In the former, emphasis is placed on the behaviour 
of the transferring desorbate electrons. An electron barrier diagram, such as 
Fig. 1, shows the barrier experienced by an electron tunnelling from an atomic 
desorbate to the emitter; an electron-level alignment diagram, such as Fig. 2,
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Fig. 1. Electron Barrier Diagram. Variation of the potential energy of a point 
electron with position as it tunnels through the barrier between an 
imaging-gas atom and a field-ion emitter. 
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Fig. 2. Electron-level Alignment Diagram. Variation of the energy level €® 
of the topmost filled orbital in an imaging-gas atom as a function of 
the position s of the gas-atom nucleus, normal to the emitter surface. 
€° is defined by (15), and is zero for the nuclear position such that 
the electron can make a direct, energy conserving, transition to the 
emitter Fermi level. In the literature, confusion occurs between 
alignment and barrier diagrams. 

shows how the energy-level of the electron orbital, from which transition occurs, 

varies as a function of the position of the atomic nucleus. 
With a wave-mechanical description, emphasis is placed on the potential energies 

of the emitter-plus-desorbate system, and how these vary as a function of the 
emitter-to-desorbate separation, for electronic configurations corresponding to 
neutral and ionic states of. the desorbate. A diagram of this general type is 
shown in Fig. 3. Such diagrams are similar, in many respects, to those used in
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the theory of Molecular Spectrasconys’ although a different zero potential is 

used. 

These various approaches are complementary, and are each appropriate for dis- 

cussing some aspects of field-desorption theory. (In this article the term 

"£ield desorption" is used in a general sense, to cover field ionization, field 

evaporation and field desorption of adsorbates.) 

In recent years, however, there has been an increasing interest in the measure- 

ment of field-ion appearance energies and field-ion energy distributions.° In 

these contexts, it is not helpful to make a sharp distinction between the field 

ionization of noble-gas atoms and the field desorption of metal substrate atoms 

or adsorbed species. Rather, the requirement is for a unified approach encom- 

passing all three variants of field desorption. It has been shown elsewhere 

that this is possible in the theory of field-ion appearance energies.” 

Many theoretical treatments of field-ion energy distributions have already 

appeared.’ 29 However, all these are quasiclassical, in the sense stated 

earlier. The primary objective of the present paper is to develop, formally, a 

wave-mechanical theory of field-ion energy distribution. This will involve the 

use of potential diagrams of a type formally different from those used by Gomer 

and Swanson. Thus, a secondary objective is to codify the various types of 

potential diagram used in field-ion theory, and indicate the relationships be- 

tween them. 

The structure of the paper is as follows. Section 2 deals with basic con- 

cepts - energies and energy diagrams. Section 3 then derives a fundamental ex- 

pression for the current transferred from a single vibrational state of the 

desorbate when neutral to a single vibrational state when ionic. Section 4 shows 

formally how a summation can be carried out over initial vibrational levels, to 

give the total current per unit energy range entering states at a particular 

measured ion energy. From the resulting expression, the shape of the energy 

distribution is deduced, in §5, and the present treatment is contrasted with other 

treatments of field ionization that involve the use of vibrational wave-functions. 

Conclusions are briefly summarised in §6. 

Two appendices deal with detailed points concerning electronic transition rate- 

constants, and the evaluation of the wave-function amplitudes in a "sloping one- 

dimensional box".
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Basic Concepts 

In a very general sense, the behaviour of the emitter and desorbate can be com- 

pared with the behaviour of the two components of a dissociating molecule. Since 

the theory of molecular dissociation is relatively well understood, ”?* it can 

serve, in a general way, as a model for a wave-mechanical theory of the field- 

ionization transitions. 

A. Standard desorbate potential energies ("Terms") 

We begin by defining the potential energies associated with a desorbate parti- 
cle. Thermodynamic arguments lead to the following wathematical definittons:° 

: ub =u =0 (ay 

ub - Ub = Wo(R > P) (2) 
t= oe = ¥,@) @) 

u, - uh = Wp > 8) (4) 

In these equations, the subscripts refer to charge states of the desorbate, "0! 

denoting a neutral desorbate atom or molecule, and "n" denoting a desorbate ion 

or molecular ion carrying a charge of ne, where e is the elementary (proton) 

charge. The superscripts refer to the position in space of some reference point 

fixed in the desorbate particle. For atomic desorbates, it is convenient to take 

this reference point as coincident with the atomic nucleus. 

  

and "p" are any 

arbitrary positions, and "R" labels a position in remote field-free space. 

Equation (1) defines the zero of potential. The quantities "W" in the remaining 

equations denote the works done by a hypothetical external agent in the course of 

processes that are, in a certain sense, "slow" and thermodynamically reversible. 

W,(R + p) is the work done in moving the desorbate, in a neutral state, from R 

to Ps Wo,(p) is the work done in creating an n-fold ion from the neutral desor- 

bate, at position p, by removing n electrons one-by-one from the desorbate and 

placing them at the emitter Fermi level; and W (p +s) is the work done in moving 

the desorbate, in an n-fold-charged ionic state, from position p to position s. 

The quantities U, and U,, defined in this way, are sometimes called "atomic" 

and "ionic" potential energies. However, these names can also be applied to 

other, differently-defined, quantities. To single out the quantities defined by 

(1) to (4), we shall call them "standard desorbate potential energies", or 

standard Terms. (The name "Term". comes from the Landau and Lifshitz discussion?® 

of diatomic molecules, and is discussed further in §2F.)



31 

254 Richard G. Forbes 

In the present paper, it is implicit in the definitions of Uy and U, that the 
desorbate be in the ground electronic state for the charge configuration in 
question. 

B. Vibrational states and standardised energy diagram 

Within the framework of a Born-Oppenheimer approach, as normally employed in 
molecular quantum mechanics,” vibrational states may be postulated to exist in 

the potential wells shown. These are vibrational states of the desorbate-as-a- 

whole, with respect to the emitter. Figure 3 shows one such state for the neutral 
Term U3 this is marked with a blacked circle at the point where the energy level 

intersects the neutral Term (i.e. at the outer classical turning point). Several 
such states are shown for the ionic Term us these are marked with open circles, 

where the energy levels intersect the ionic Term at the inner classical turning 
point. In fact, the ionic-Term states shown belong to a semi-infinite, con- 

tinuous, range of vibrational states. 
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Fig. 3. Standardised Energy Diagram. Variation of the standard potential 
energies ("standard Terms") U,, U_, etc., defined by (1) to (4), with 
the position (normal to the emitter surface) of a reference point fixed 
in the desorbate. It also illustrates the changes in standardised 
energy E that are associated with transfers from a given initial vib- 
rational state to various possible final vibrational states. This 
diagram, like the others in this paper, is schematic (see §2B) and is 
not drawn to scale. 

If the desorbate is n-fold charged, and at position s has a total kinetic 

energy K®, then we can associate with its motion a parameter E given by: 

ae Eeu +k. (5)
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For, so long as the desorbate remains in its n-fold-charged condition and suffers 

no collisions, the parameter E will be constant for its motion. We call E the 

standardised energy of the system. A definite value of standardised energy is 
associated with each vibrational state of the desorbate-as-a-whole. 

As far as the desorbate particle is concerned, the standardised energy E plays 
the role of a total energy, provided that no change in charge state occurs. 

However, it is necessary to emphasise that E does not represent the total energy 

of the emitter-plus-desorbate system. 

A diagram, such as Fig. 3, in which the standard Terms Up and/or Ue are shown 

as a function of the position of the reference point fixed in the desorbate 

particle, and in which the standardised energies of the various vibrational states 

are indicated by means of the vertical-axis coordinate, may be called a 

standardised energy diagram. 

It should be realised that the diagrams in this article are schematic, being 

drawn to illustrate clearly the theoretical principles under discussion, rather 
than to depict accurately the shapes of the potential energy curves. The details 

of the shapes depend on the chemical natures of the particular emitter and de- 

sorbate under discussion, and on the strength of the external electric field and, 

in general, are not well known. We have deliberately omitted to show any detail 
in the ionic potential-energy curve close to the surface, as such details do not, 
in a first approximation, affect the theoretical discussion below, and have 

simply represented this potential energy by a straight line. In reality, there 

are short-range attractive and repulsive contributions to the ion potential 

energy, that cause increasing deviation from the straight-line potential as the 
emitter surface is approached: very close to the emitter, the short-range 

repulsion must dominate, but between the crossing-point. and the emitter there 

might (depending on the external field strength) be a local potential-energy 

minimum. In the vicinity of the crossing-point, the ionic Term may in fact be 
curved, rather than straight, and this would have to be taken into account in 

treatments more advanced than that presented below. 

It should also be noted that, in the context of noble-gas field ionization, the 

neutral Term is much shallower, and its gradient near the crossing-point much 
less, relative to the slope of the ionic Term, than is depicted in the diagrams 

drawn here. 

C. Surface vibronic transitions 
  

The neutral desorbate particle vibrating in its potential well can exchange 

energy with the phonon distribution in the emitter. Thus, the processes of ac-
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conmedation and activation can be represented as sequences of transitions from 
one vibrational state to another. 

The act of field ionization can also be regarded as a surface vibronic transi- 
tion, but from an initial vibrational state (of standardised energy £*) in the 
neutral Term to a final vibrational state (of standardised energy E*) in an 
ionic Term. Some of the infinitely-many transitions possible in principle are 
marked with arrows in Fig. 3. The convention has been used that a blacked circle 
marks an initial state, an open circle a final state. 

Except in special cases, the standardised energies of the initial and final 
states will be different. For a particular transition, a quantity A‘? can be 
defined by: 

  

(6) 

Provided that no energy is transferred to the emitter phonon distribution during 

the transition, the quantity A+ has a straightforward physical interpretation. 
In the case of a one-electron transition, it represents the amount by which the 

energy level of the transferred electron exceeds the Fermi level "immediately 
after" this electron has entered the emitter. In a many-electron transition, 

Ate! represented ie. tum! oprtte excesevensesi esi CRithe’ teu iomore. ceaderer ad 
electrons. 

Since the relaxation time of the emitter electron distribution will be very 

short, the transferred electron(s) will very rapidly be de-excited to near the 
Fermi level, and the excess energy will be degraded into heat. 

In a certain sense, surface field ionization can be regarded as a process 

whereby an electron is emitted from an atom into a "sea" of electrons; this 

process is thus a fermion equivalent to the emission of a photon. In the case 
of radiative emission, the difference between the initial-state and final-state 

energy levels gives the energy carried away by the photon; in the present case, 
the difference between the initial-state and final-state standardised energies 

gives the energy "carried away" by the electron(s) "emitted" from the desorbate. 
This analogy is quite useful, and is taken further below. 

In principle, there also exists a more complicated type of field-ionizing 
transition, in which the transfer of the electron excites vibrations of the 

emitter nuclei. This type of transition can be represented on a standardised 

energy diagram in the same way as is the straightforward type of field-ionizing 
transition. However, A‘f may now be split into two parts: 
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on represents the change in energy of the emitter photon distribution 'immedi- 

ately after" the transition, and € the change in energy of the emitter electron 

distribution. 

There also exists, at least in principle, a type of transition in which electron 
transfer and plasmon creation in the emitter take place simultaneously. This can 

only happen for final-state energies where A** is greater than the plasmon energy. 
Lucas and co-workers have suggested that transitions of this type are responsible 
for the structure observed in field-ion energy distributions.° 2 ut this 
proposal has been criticised on both experimental and theoretical grounds.!/-!? 
Notwithstanding the reply.” to one of these criticisms, the present author does 

not accept the surface-plasmon explanation of the observed energy spectra. 

  Gomer-Swanson (total~energy) diagram 

When a field-ionizing transition has a non-zero A** value, it is convenient, 
when discussing energy distributions, to depict the transition on a standardised 
energy diagram. However, for certain specialised purposes, it can be convenient 

to use an alternative representation. 
For a particular final vibrational state in the ionic Term U,, we may define a 

new desorbate potential energy U,, by: 

Ui, = 0, + att (8) 

We may also define energy-like parameters T and T* by: 

T = (9a) 

of =e 4 aif (9b) 
Equation (6) can then be rewritten in the form: 

  

(10) 

These quantities T represent total energy for the emitter-plus-desorbate sys- 
tem, referred to the zero of energy defined by (1), and (10) states the constan- 

cy of total system energy in a field-ionizing transition. 
In the type of potential diagram used by Gomer and Swanson (for example, Fig. 

10 in Ref.[3]), the desorbate-ion potential energy is set equal to Ux? and the 
vertical-axis coordinate represents the total energy T. A field-ionizing 
transition can then be shown as a "horizontal" transition, conserving total 

energy. This form of diagram is illustrated in Fig. 4, where the transition 
marked with an asterisk in Fig. 3 is Tepresented in this alternative manner.
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Fig. 4, Gomer-Swanson Diagram. Alternative method of depicting the vibronic 
transition marked with an asterisk in Fig. 3. The vertical axis here 
represents total energy, as defined by (9) and (10). 

A total-energy diagram is useful when, as in Ref. [3], one wishes to evaluate 

a barrier penetration coefficient. Its disadvantage, in the context of ion- 

energy distributions, is that it obscures information about the relative kinetic 

energies of desorbate ions emitted from a single initial vibrational state into 

different final vibrational states. The quantity actually measured in an ion- 

energy analyser is the standardised energy E, not the total energy T. 

Surprisingly, although the above distinctions are, of course, implicit in 

earlier work, there has been no previous attempt to define them explicity. In 

part, this may be because previous workers have often had in mind the case when 

the transferred electron(s) go direct to the emitter Fermi level: in this 

special case, the total-energy diagram coincides with the corresponding stan- 

dardised-energy diagram. A simple argument showing that an energy analyser 

measures E rather than T is as follows. 

Assume a quasiclassical viewpoint, and take a neutral desorbate particle to 

be initially stationary with total energy Ti. Let the particle now move, and 

suppose that it field ionizes, in such a fashion, that the electron(s) go to the 

emitter Fermi level. The resulting ion is brought to a halt in an energy 

analyser by applying some measured retarding voltage, V, pp? 88° ro retarding 

voltage has a well-defined relationship with the tetar energy tt » because it 

is hypothesised that the electrons go directly to the Fermi level. 

Now take the particle, with the same initial energy, but let it field ionize 

in such a fashion, that the electron(s) go into emitter electron states above the 

Fermi level, the sum of their energies (relative to the Fermi level) being A‘*
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This energy is rapidly converted into heat in the emitter. Owing to the constancy 

of the system total energy, this heat must have been extracted from the kinetic 

energy of the departing ion. (What happens is that the ionization event takes 

place further away from the emitter than in the previous case.) Consequently, a 

different retarding voltage is needed to bring the ion to a halt. The difference 

in voltage is equivalent to the energy A‘. 

In the first case considered above, the measured ion energy must be equivalent 

to the initial system total energy qt, In the second case, the measured ion 

energy is equivalent to an energy given by: 

aa (a1) 

  

"Energy" = 

Comparison of (11) with (9b) and (10) shows that this "energy" is, in fact, the 
quantity E* defined earlier. ‘Thus, an energy analyser measures the standardised 
energy of the final-ion vibrational state. 

E. Standardised vibrational-level diagrams 

One further type of diagram should be mentioned. If the simplifying assumption 

is made that the emitter is planar, then the kinetic energy K® of the desorbate 

at position s may be split into components 6 and K, associated with motion 

normal and parallel to the emitter surface, respectively. Thus, 

  

s ek tk. (12) 

With a planar emitter, there are no lateral forces acting on the desorbate, so 

the kinetic-energy component parallel to the surface is conserved, so the posi- 

tion suffix s may be omitted from the symbol K,. 

For a particular vibrational state, the parameter V defined by: 

v= ue + K® (13) ay 

may be called the standardised vibrational level of the vibrational state in 

question. Clearly, from (5) and (12), the standardised energy E of the state is 
related to V by: 

E=V+kK, (4) 

Since E and K are constants of the desorbate motion when in this state, it 

follows that so too is V. With a planar-emitter model, every vibrational state 

has associated with it definite values of E, V and Kee 

A diagram, such as Fig. 6, in which standard Terms are shown as a function of 

position, but in which the standardised vibrational levels are indicated by means
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of the vertical-axis coordinate, is called a standardised vibrational-level 

diagram. This type of diagram is necessary in the development of detailed 

theories of field-ion energy distributions. 

F. Quasiclassical use of standardised diagrams 

The types of diagram just discussed arise naturally in the course of formulating 
a wave-mechanical treatment of field ionization or field desorption. However, it 
is also possible to use a standardised energy diagram in conjunction with a 
quasiclassical formulation of ionization theory; this use is illustrated in Fig 
5. The position and kinetic energy of the desorbate particle, as a neutral or as 
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Fig. 5. Quasiclassical Transitions, shown on a standardised energy diagram 
The filled and open circles denote both the position and standardised 
energy of the desorbate particle, before and after electron transfer 
In a quasiclassical transition, there can be no change in the position 
nor in the kinetic energy K of the desorbate particle. 

an ion, may be shown by representative points. In a quasiclassical formulation, 

the position and velocity of the desorbate are unchanged immediately after 

electron transfer: hence, the transition must be represented by a vertical arrow 

of length e°, where s is the position at which ionization occurs and 

ae 6 < 
€ Uy, uh (15) 

e° being the amount of energy “carried away" by the electron(s) "emitted" into 

the metal during field ionization.
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The existence of (15) is the basic reason why the name "Term" has been applied 
to the quantities U, and U,. The behaviour of these quantities, as regards 
electron emission into the metal, is formally analogous to the behaviour of or- 
dinary spectroscopic Terms as regards photon emission from atoms, except that 
we have applied the name to a quantity measured in energy units rather than in 
wave-numbers.. 

The quantity e* given by (15) is, by definition, the quantity plotted on the q -¥   

vertical axis of an electron-level alignment diagram, such as Fig. 2, so Figs. 2 

and 5 are alternative methods of representing the energetics of electron transfer 

in field ionization. Equation (15) shows clearly, for example, that the con- 

dition ¢€ = 0 and the condition on ” UG are two equivalent methods of defining 

the "critical surface" of elementary field-ionization theory. In the present 

author's view, standardised energy diagrams are far more flexible in use than 

electron-level alignment diagrams. We also believe that the essential unity of 

field-evaporation theory and noble-gas field-ionization theory would be under- 

stood more widely, if it became normal practice to use standardised energy 

diagrams for both types of discussion, at least in research contexts. 

  

tate Transfer Process 

A. Quantities and units for field-desorption theory 

The next step in the formal treatment is to derive an expression for the 

transfer current between given initial and final vibrational states. However, 

before doing so, it is necessary to discuss some technicalities concerning quan- 

tities and units. These points are perhaps best understood in the context of 

overall emitter evaporation. 

As has been pointed out elsewhere, 71°22 it is necessary to make a clear distinc- 

tion between a field-evaporation rate-constant and the quantity (here, J) that 

represents the amount of field evaporation per unit time. The rate-constant is 

always expressed in the units So; J is usually expressed in "layers/s" or 

“ions/s". 

In 1971, changes were made to the international system of measurement. In 

particular, a seventh independent dimension "amount of substance” was in- 

troduced, 73774 and there seems to be a continuing attempt to tighten up on the 
rules regarding the interpretation of symbols. In the spirit of these changes, 
it is expedient to ask: "What are the dimensions of J?" 

The present author's conclusion is that normal practice and theoretical 
clarity both commend the convention that J have the dimensions
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(amount-of-substance-time +), A quantity J with these dimensions we shall call 

an "amount-of-substance current", or (normally) just a "current". This conven- 

tion obviously requires us to regard the "layer" as a (non-SI) unit of amount of 

substance. 

The convention also requires us to regard the "atom", "molecule", or "ion", in 

J-values, such as "100 ion/s", as equivalent to units of amount of substance. 

Formally, it would probably be better to define an atomic-level unit of amount- 

of-substance, the "ordinary substance unit"* (symbol: osu), and to express J in 

the units "osu/s", and we shall sometimes do this. This proposal has been dis- 

cussed more fully elsewhere.7772> 

The relationship between a field-desorption current and the appropriate field- 

‘desorption rate-constant has the general form: 

J =v + (rate-constant) (16) 

In the convention used here, v represents the amount of substance at risk of 

ionization (or desorption), and is expressed in "layers", "atoms" (etc.), or 

"osu". 

For general consistency, it seems best to carry this "seven-dimensional" ap- 

proach over into the discussion of state-to-state transfer processes. Thus, in- 

stead of talking about the "occupation number (sty for state i", one talks in 

terms of the "population (ot) of state i", with oe = wt osu. And, instead of 

talking about the "probable number of transfers per unit time ctf) from state 

¥ tolerate £"\rone/ talks in terus of the “trancrer current (j-') trom ataterd to 
if if => osu, state £", with j 

Although this new terminology will initially be unfamiliar, we feel strongly 

that the adoption of a seven-dimensional approach will eventually make for 

greater clarity in field-desorption theory. 

B. State-to-state transfer current 

There is no experimental evidence that excitation of emitter nuclei vibrations 
in the course of field ionization is a frequent event. Thus, all further dis- 
cussion is restricted to the normal situation, where no energy is transferred to 
the emitter phonon distribution during the field-ionizing transition. In this 
case, we may write: 
  

*The “ordinary substance unit" may be defined as "the amount of substance in a 
system containing one elementary entity". Just as the mole has replaced the 

collection of terms "gram-molecule", "gram-atom", "gram-ion", etc., the osu can 
replace the terms "molecule", "atom", "ion", etc., where these indicate a single 
unit of amount of substance, rather than the nature of the entity involved.
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et - gf =e (17) 
where cf denotes energy transferred to the emitter electron distribution during 
the transfer from state i to state f, er being measured relative to the Fermi 
level. 

We shall also assume that the possibility of plasmon creation during field 
ionization may be disregarded. Plasmon-creation terms could, in principle, be 
included within the present treatment, but would add significantly to its con- 
plexity without producing results of any great value here 

The general expression for the transfer current j** (i.e., the probable amount 
of substance transferred from state i to state f per unit time) is: 

if £ Af: Ai if. j7 =o QF =o ele pit ) (18) 

where 0” is the population of state i (i.e., the probable amount of substance in 
state i), and gif is the transfer rate-constant (i.e., the effective rate-constant 
for transfers from state i to state f). 

The rate-constant oe is given by the product of the state-to-state transition 
rate-constant P'* and the acceptance coefficient t(e!"), the rate-constant pif 
is the one that would be applicable if all the emitter electron states of energy 
appropriate to receive the transferred electron were empty. The acceptance co- 
efficient t represents the effect of the Pauli exclusion principle on the electron 
transfer when these electron states are fully or partially occupied. In effect, 
t "inhibits" or "accepts" transitions, depending on whether transferred electrons 
would go into states below or above the Fermi level. 

In the case of single electron transfer, if the emitter electron distribution 
is in thermodynamic equilibrium, t(€) is related to a centralised Fermi-Dirac dis- 
tribution function F(e) by: 

t(e) = 1 - F(e) 
(19) 

t(e) thus has the properties: 

t(e) %O when e << 0 

-F whene= 0 (20) 
v1 when € >> 0 

In the case of multiple-electron transfer, t(€) is a rather more complicated ob- 
ject, but fulfills the same general purpose 

The form of (18) brings out another analogy between the present theory and the 
theory of photon emission from atoms. In the theory of radiative emission, as 
developed by Einstein and Dirac,”© the emission probability contains a factor 
(1 +n"), where n' is the number of photons in the state into which the photon is
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to be emitted; the quantity n' is responsible for the phenomenon of stimulated 

photon emission. The corresponding factor for a fermion has the form (1 - n), 

where n is the number of fermions in the state into which a fermion is to be 

emitted;”° the quantity n is responsible for the inhibition of fermion emission. 

In our case, the quantity n varies with the energy of the final electron state 

"immediately after transfer", and has the form F(e). 

C. State-to-state transfer rate-constant 

To derive a useful expression for the transition rate-constant P**, it is 
necessary to make two assumptions. First, that it is legitimate to work in the 
spirit of the Born-Oppenheimer approximation and write the system wave-function 
¥ in the form: 

a (21) 

where the wave-function components refer, respectively, to the vibrations of 

the emitter nuclei (oon)? to the complete electron system (O))> and to the 

motion of the desorbate relative to the emitter (#4). Secondly, that it is 

permissible to use the golden rule of perturbation theory and write: 

pit = (2n/#) 9, (ef) |<vf [ays]? (22) 

where ¥* and ¥* are the system wave-fimctions for the initial and final states in 
question, B is the perturbation energy, and a7 is a factor having the role of a 

density of final electronic states. Assumptions equivalent to these were made by 

Gomer and Swanson.° 
Substitution of (21) into (22) leads to an expression of the form: 

if if feat L LS} ph = (n/t) pe") |<9gl<@,, 180%, 184 >183>1 (23) 

where we have used Dirac's notation for overlap integrals, and 8(X, A) denotes 

the integral with respect to electron coordinates: 

£ i 8(X, A) = <@,,|B/05)> (24) 

which is evaluated for a given position X of the reference point fixed in a de- 
sorbate, and given positions of the atomic nuclei in the emitter. The symbol A 
formally represents an assembly of these nuclear coordinates. 

The actual derivation of detailed expressions for 9. (64) and 8(X, A) would 
be far less straightforward than the above formula might suggest, even for a 
one-electron transition, because there are many possible final electron states
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at the correct final electron energy, each with a wave-function that may extend 

differently into the vacuum, and these have to be summed over. However, the 
16,27,28 principles involved in such a summation are fairly well understood, 

it is known that the result can be written in the form used here, although there 

exists uncertainty over the correct form for the perturbation B. 

In a standard approximation, as used in photon emission theory,“ the overlap 

integral in (23) may be rewritten in the form: 

Lier a L siak ie. Sy oetlcat lak slat <Oq1<@,18(X, adl@ >] = BR, A) <05] <0) |05>] 80> (Qs: 

where X and A denote appropriately chosen "average positions" for the desorbate 
and for the emitter nuclei. Further, since discussion here is restricted to the 

situation where there is no change in the emitter nuclei vibrations during field 

ionization, it follows that we must set: 

  

<r lSon > (26) 

The integral on the right-hand side of (25) thus reduces to an overlap integral 
between the initial and final vibrational wave-functions for the desorbate 
particle. The position of X is in the region of space where the contribution to 
this integral is large. 

In these circumstances, we may also assume that "on average" the electron wave- 

functions are probabilistically independent of the positions of the emitter-atom 
nuclei. Consequently, 8 does not "on average" depend on A. Thus, we may define 

a quantity K(X, e*), dependent on ¥ but not on A, by: 

if. xR, eff) = con/ny 0, ¢e*) |]? . (27) 

«(%, eff) has the significance of an electronic transition rate-constant, although 
it cannot be identified exactly with the quasiclassical electron transition 
rate-constant P_ (see Appendix A). So, combining (23) to (27), we obtain: 

if pit = «(x, ctf Links 2 ) |<o31¢3>1 (28) 

If we now make the further assumption that the total vibrational wave-function 

for the desorbate can be separated into independent components relating to motion 

parallel (¥) and normal (x) to the emitter surface, then the following formula is 
i. obtained for the transfer rate-constant Qt! 

tt = cet) «eck, eff) JevFlyy]? - foFiyb/? (29)
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Formula (29) displays the four physical effects that influence the rate-constant 
for transfers from state i to state f. The first two terms, representing the 

Pauli exclusion principle and electronic factors, are relatively familiar, because 
these effects are also considered in quasi-classical treatments of field ioniza~ 
tion. The remaining two terms appear only in a fully wave-mechanical treatment. 

The third term has not explicitly appeared in any previous discussion. It 
represents a selection rule on changes in the lateral momentum of the desorbate 
particle during field ionization. In the context of a planar-enitter model, y+ 
andy havelto beschogen from the sane basic orthonormal seu of tunctions, ao 
<W'|y*> equals unity, 1¢ vé andy! are the same function, and zero otherwise 
In such a model, only those vibronic transitions that conserve lateral momentum 
of the desorbate particle are allowed. 

The fourth term involves an overlap integral between the normal components of 
the vibrational wave-functions for the initial and final states. Factors of this 
type have been discussed in the context of radiative transitions by Condon@9?2° 
and many others (for example, Herzberg), and give rise to the Franck-Condon 
principle. The treatment here has shown formally, for the first time, that the 

Franck-Condon principle applies to field-ionizing transitions. As Inghram and 
co-workers havelpointed\duts-” Enis wesult 44 expected. 

The application of the principle, in the context of the "charge-hopping" model 
of field desorption, is illustrated in the standardised vibrational-level diagram 
(Fig. 6). As before, a black circle denotes the outer classical turning-point for 
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Fig. 6. Standardised Vibrational-level Diagram. This type of diagram displays 

on the vertical axis the quantity V defined by (13). Shown here are 
four possible transitions from a given initial level that have charac- 
teristically different transfer rate-constants.
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an initial state, an open circle the inner classical turning-point for a possible 

final state. A transfer can be represented by drawing an arrow from the appropri- 

ate black circle to the appropriate open circle. The Franck-Condon factor tends 

to favour transfers that are "exactly vertical", such as T3 in Fig. 6. For 

transfers such as T4, that would be classically forbidden, the factor involves the 

overlap of decaying vibrational wave-function tails, and falls off rapidly as the 

separation of the classical turning-points increases. For transfers such as T2 

that are classically allowed, the factor falls off more slowly with turning-point 

separation. 

The Franck-Condon factor alone would not, of course, inhibit transfers that are 

"upwards", such as Tl. Such transfers are inhibited, however, because the ac~ 

‘ceptance coefficient t(e**) has a low value for negative values of e**. 

4. Derivation of Energy Distribution 

A. Basic considerations 

An ion emitted from a field-ion emitter initially travels, to a good approxima- 
tion, in a central field. Consequently, a field-ion energy analyser measures 
standardised energy rather than the normal component of standardised energy. This 
principle is extremely well understood in the context of field-electron emis- 
sion.?! The objective, therefore, is to obtain a theoretical formula for dJ/dE* 
where J denotes the amount-of-substance ionized per unit time and E* is the final- 
state standardised energy. 

The details of the summation procedures needed to obtain a general result for 
as/az* are somewhat complex, so two simplifying assumptions will be made here. 
First, we shall consider a planar-surface emitter model: in this case, the stan- 
dardised energies E' and £’ associated with initial and final states may each be 
separated as in (14). Second, we shall restrict discussion to the one-dimensional 

population approximation. In this, it is assumed that the only initial states 
occupied are those for which the lateral kinetic energy K, has some definite con- 
stant value, Kf say. In this case, the derivative dJ/d8' is equal to the deriva~ 
tive dJ/dv", and the problem reduces to one of finding dJ/dV° for the final vib- 
rational states for which the lateral kinetic energy is K¥. Without significant 
loss of generality, we may also take K# to be zero; the effect of assuming a non- 
zero value would merely be to produce a shift in the whole distribution by K¢ 

Gomer and Swanson's treatment? also uses these approximations. They are the 
equivalent of the approximation in a quasiclassical treatment of "ignoring the 
kinetic energy of the desorbate at the instant of ionization". In the quasi-
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classical treatment, it is clear, from the relative magnitudes of the likely 

lateral kinetic energy (a small fraction of an eV) and the scale of the structure 

to be discussed in field-ion energy distributions (several eV, or more), that 

neglecting lateral kinetic energy must physically be a reasonable approximation. 

This also appears to be true for a wave-mechanical treatment. 

B. Total current entering final state 

The total current j* entering a particular final state f is obtained by summing 

(18) over all relevant initial states, thus: 

=k ae ats ot or (30) 

i i 

  

To proceed further, we shall assume that the initial vibrational levels are 
closely spaced, or can be treated as such. In the one-dimensional-population 
approximation, this summation may then be converted into a one-dimensional in- 
tegration with reapect to initial vibrational level V': 

jf i ao thy avi . : an 
dv 

The amount of desorbate, do, with initial vibrational level between V* and 
visavi is given by: 

ag = 6 O wy) oxcvsy avi (32) 

where o°°" is the total amount of desorbate in risk of ionization, in the domain 
over which the summation in (30) is taking place; py is the density of vibrational 
levels for the initial, neutral, Term (i.e. the number of levels per unit range 
of v*); and w(v*) is the relative probability that a state of level V will be 
occupied, w being normalised such that: 

eco’ ps (v4) ave = 2 (3) 

Thus, substituting from (29) and (32) into (31), bearing in mind that the 

"lateral" overlap factor is necessarily equal to unity, we obtain: 

jf = oft { wepte eens fetid? avt (34) 

where all the terms inside the integral are functions of ve 

We now assume that, over the range of final-state vibrational levels of in- 

terest, the ionic Term UL can be treated as a linear function of distance. Thus, 

initially, the desorbate ion moves in a uniform electric field and, in the region
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of the classical turning point for state f, the vibrational wave-function y* may 
be written in the form: 

£ f: £ 
XM Savoy ci: (35) 

where N° is the distance measured from the classical turning point for final vib- 
rational level vi, zin’y is the solution of the Schrldinger equation in a uniform 

field (Appendix B) and atv‘) is a normalisation coefficient whose value depends 

onv. 

Equation (34) may thus be written in the form: 
£2 fiat’? laq@iyis. 105) (36) 

where I(v‘) denotes the following integral over initial vibrational levels: 

vf) = j we a seeks Kcinfy[x|? avi (37) 

If the initial vibrational levels are not closely spaced, which may be the case 

in some circumstances, *~ then (36) still holds, but I(V‘) is replaced by a sum- 
mation over initial vibrational levels. 

C. Conversion to differential form 
  

The next step is to convert (36) into a differential form, i.e., to obtain an 
expression for the total current dJ entering final states, whose vibrational 

levels lie between v' and v'4dv'. However, if the final states are assumed to 
be unbounded, then the coefficients a(v*) are infinitesimal, and the density of 
final vibrational levels is infinite, so the normal procedure for converting a 
summation does not work. 

To overcome this, we introduce a procedure that has analogies in other areas 
of physics, but seems to be a novelty in connection with field ionization. The 
desorbate ion will be taken as confined within a one-dimensional box with a 
sloping side, as shown in Fig. 7. The vibrational levels then become discrete 
and ennumerable, and dJ can be written as: 

ot aa = pe(v') ave x of jacv'y |? revFy (38) 

where of is the density of final vibrational levels (i.e. the number of levels 
per unit range of v‘). 

It is shown, in Appendix B, that for a box of length L, whose base is at the 

standardised level v8, the coefficient a(V‘) is given by: 

i 
a(t) = 2? 1b 

i i 

SI
H we 

2 (2n/ner)® n 4 cE - y8y4 (39)
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Fig. 7. The one-dimensional potential box used in calculating final-state vib- 
rational wave-functions. 

where F is the field in which the desorbate ion of mass m moves. The density of 

vibrational levels for the box is: 

of = (Lina) (w/2)? cvE - v8) (40) Ni
e 

Substitution into (38) thus gives the result: 

ag/avé = of* pcr r¢vF) (41) 
where D(F) is a field-dependent coefficient given by: 

Saat 1 
4 2) (am/n’)4 a ? (er) (42) D(F) = 1 

The coefficient D(F) is not a function of v‘, so the structure in the ion 
energy distribution is directly related to the Was dependence of the integral 

1(vF), as given by (37). 

D. Evaluation of uv‘) 

It is not possible, at present, to carry out a mathematical evaluation of the 
integral 1(v‘), because the necessary information is not available. In par- 
ticular, details of the potential Up are not known, so the construction of wave- 

functions for the initial vibrational states is impeded. Nevertheless, the 

general form of the result can be obtained from qualitative arguments. 

For simplicity, let I' denote the integrand in (37) and $ the overlap factor in 
that equation, so we have: 

rv‘) = | riwtyvFy avt (43) 

Twvivéy ws pieeenss (44)
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s = |<c¢nfy|x4>|? (45) 
Consider a particular final vibrational level, and let X' be the position of 

the corresponding inner classical turning point, as illustrated in Fig. 8. Then 
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Fig. 8. Illustration of how, for a given final level v‘, the "more frequent" 
transfers to it may come from a band of initial levels (near V) that 

are displaced in energy from the initial level V' corresponding to an 
“exactly vertical" transition. 

let V' be the vibrational level of the initial state whose outer classical turning 

point is at the position X'. From our knowledge of the general behaviour of 

Franck-Condon-type overlap factors, we know that $ must be an asymmetric bell- 

shaped function of a with its maximum at, or close to, the value vi =v', as 

shown in Fig. 9. 

T 
v 

1 

« 
° Fe 
Y 

é 
a < =) = o S 
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vi — INITIAL VIBRATIONAL LEVEL —> 

Fig. 9. Schematic illustration of how, for a given final vibrational level, the 
overlap factor S varies with initial vibrational level.
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We now consider how the other factors in (44) affect the integrand. Under 

normal circumstances, we can treat the density of initial vibrational levels as 
a slowly varying function of V', so multiplication by 0) would have little effect 
on the function shown in Fig. 9. 

As regards the occupation probability w, two situations can be envisaged. The 
first is when thermodynamic equilibrium (or approximate thermodynamic equilibrium) 
exists. In this case, w will be an exponentially-decaying function of V'. The 
effect of multiplying S$ by w will be to skew the function shown in Fig. 9 to the 
left, shifting the peak to a lower value of initial vibrational level. The lower 
the temperature, the greater the shift of this type that will occur. 

In the case of field ionization, however, where gas is supplied to the emitter 
from space, and ionization occurs during the process of gas accommodation to the 

emitter temperature, depletion of the population in the lower-lying levels could 

lead to a situation where, over some range of V', the occupation probability in- 
creases as V! increases. The effect of multiplying S by w, in this case, would 
be to skew the function in Fig. 9 to the right, shifting the peak to a higher 
value of initial vibrational energy. 

The electronic factor K can also produce "skew" and "shift" effects of either 
sense, depending on the value of V'. This is because the behaviour of k as a 
function of the energy € transferred to the emitter electron distribution is 

closely similar to that of the quasiclassical electron transition rate-constant 

ee (see Appendix A). r. is known to go through a series of peaks as this energy 

increases, gto the peaks resulting from resonance effects in the electron 
transfer to the emitter. Thus, there are some ranges of energy where K is a 

decreasing function, others where it increases. 
The acceptance coefficient t has little effect on the shape of the integrand, 

except when the final level v‘ is close to the level of the crossing point of 
the potential curves U5 and Uy For discussion, let us denote this crossing- 

point level’ by V". When V' is close to V°", the coeffictent ¢ will tend to 
“cut off" the left-hand side of the integrand, for values of V* lower than the 
value of v' under consideration. For V‘ less than v°", the effect will be to 
reduce the width of the integrand; for v' greater than v°™ the effect will be to 

skew and shift the shape of the integrand to the right 
Taking all these possibilities into consideration, we conclude that the 

integrand I' will have an asymmetric-bell shape. The shape may vary with v‘, 
particularly for values of V‘ close to V°".° However, the result of integration 

can be written formally in the form 

I=yl'=y-:@- a -t+es (46)
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where I' denotes the peak value of the integrand, and y is a quantity that relates 
to the width of the peak. The initial vibrational level at which this peak value 
occurs is denoted by V, and values of the factors in the integrand, taken at this 

level, are indicated by the circumflex sign. 
The physical interpretation of this is as follows. For final states at a given 

vibrational level, most of the current into these states comes from a narrow band 

of initial levels, of width y, centred at initial level 7, which is illustrated 
schematically in Fig. 8. Because of the other factors in the integrand (44), the 
"most frequent" transfer does not necessarily coincide with transfer from the 
level for which the Franck-Condon-type factor $ is a maximum. The product 
yeh can be interpreted as the number of initial levels contributing significantly 
to the current entering final states at level ie 

E. Special circumstances 

There are some special circumstances in which the formal arguments outlined in 

the preceding section would not be straightforward to apply. 

The above arguments assume that the width in energy-vt of the overlap factor S 

is less than the width in energy-V' of peaks in the electronic factor Kk. The 
present author believes this to be the case in normal circumstances. However, 

even if the reverse were true, a result of form (46) would be obtained, but the 

parameter y might basically be determined by the width of the factor « rather than 
the width of S. 

It was required earlier that the initial vibrational levels should be closely 

spaced in energy-V-. More strictly, the requirement is that the level spacing 

should be comparable with or less than the quantity kT. In this case, it is 

legitimate to think of the levels as "smoothed out in energy” to form a continuum, 
and to think of S and k as defined for all values of vi by a process of inter- 

polation between their values for the original discrete levels. Discussion in 

terms of a mathematically-continuous integrand, as above, can then take place. 

This procedure, however, will tend to become unsatisfactory when the occupation 

probabilities of adjacent levels differ from each other by large factors. 

In the limiting case of thermodynamic equilibrium at extremely low temperature, 
when the probability of finding the desorbate particle in any state other than 
its vibrational ground state is very small, most of the current into any final 

state must come from the lowest initial vibrational level. In this case, the 

product be in (46) is replaced by unity, and the other factors take the values 
appropriate to the lowest initial vibrational level.



on 

274 Richard G. Forbes 

In a less extreme case, where significant currents into a particular final 

state come from several vibrational levels, the quantity 1(v‘) would have to be 

determined, in practice, by a summation over these levels. However, by setting 

Y equal to the level spacing (or in some other appropriate, but arbitrary manner), 

one could formally write the result of the summation in a form similar to (46). 

Consequently, the discussion in the following section has a qualitative validity, 

even in this case. 

  

General Discussion 

Shape of energy distribution 

The results achieved so far may be summarised as follows. In the present ap- 
proximation, the shape of the measured energy distribution is determined by the 

quantity uv‘). For each value of final vibrational level vi, there is a cor- 

responding initial level V', from which a-transition to final level ve would be 

"exactly vertical", and also an initial level ? from which transfers to final 

level vi are most frequent". For a given final level v‘, the factors in (46 
are to be evaluated at the corresponding initial level ¥. 

However, provided that y is approximately constant, and that the difference 
between and V' is either small or approximately constant (both of which con- 

ditions should hold, except for values of V' close to V°"), the general shape of 

1(v') can be deduced from a knowledge of how the relevant factors in (46) vary 
as a function of V'. 

For values of Vv‘ less than V°", the following features are thus predicted: 
(1) The ion-energy distribution, plotted as function of decreasing V' (i.e. 

as a function of increasing "relative energy deficit"), has the same general form 
as has the quasiclassical electron transition rate-constant P,, plotted as a 
function of position X'. This is because « has a behaviour similar to P, (see 
Appendix A). P, goes through a series of resonance peaks as the distance from 
the emitter increases.2?13719 

(2) I£ the most frequent transition to a given final level is exactly vertical, 

then & may be identified with P,(x') (see appendix A). In other cases, the peaks 
in k are displaced slightly in energy from where they would be if the most fre- 
quent transition were exactly vertical. The extent of this displacement is not 
known, but is expected to be small. 

(3) The exact positions and relative magnitudes of the peaks will also be af- 
fected by the dependence of occupation probability on initial vibrational level. 
Under conditions of thermodynamic equilibrium, the "high-deficit" peaks will be
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diminished relative to peaks at lower deficits. Under conditions that produce an 
"inverted population", the high-deficit peaks will be enhanced relative to peaks 
at lower deficits. If # varies rapidly with level 7, then "skewing" and "shift- 
ing" of the peaks predicted from & will also occur. 

(4) The product 6% + $ is expected to vary little with 9; it will have an ef- 
fect on the total rate-constant for ionization, but will have little effect on 

the shape of the energy distribution. Similarly, for high values of the deficit 
«wot 

thus has no effect on the shape of the distribution. 

yi), ene acceptance coefficient ¢ is approximately equal to unity, and 

For walues of V' (greater than Vor, the acceptance contficient ¢ tends tolep- 
proach very small values, and the effect on the ion-energy distribution is to 

produce a "main peak" with a relatively sharp edge on the low-energy-deficit 

side. Details of the shape of the peak cannot be satisfactorily derived from 

qualitative arguments, but should be derivable from numerical analyses within the 

next few years. It should then become possible to predict values for the onset 

Appearence Energy,” 2s méacured in a retarding-potential analyser. Interesting 

experimental results concerning this quantity, and its variation with temperature, 
33,34 

have recently become available, and detailed comparisons between experiment 

and theory should prove instructive. 

B. "Exactly vertical" form for 1(v*) 

Although most of the current entering a final state at level ve comes from a 

relatively narrow band of initial levels, the "most frequent" transfer is not 

necessarily exactly vertical. Nevertheless, it may sometimes be convenient to 

wtite t(V') ino mathematical form that evolves paramaters uppropriste to en 
exactly-vertical transition. Using a prime to denote factors appropriate to an 

exactly-vertical transition to a state of final level v‘, we may set: 

fe 1 1), 1 ' ' Lejos 8° vied ww’ 2 (pe)itent! aR le 8 (47) 

where 8 is a correction factor defined by equating expressions (46) and (47). In 

writing (47), we have also used the fact that for an exactly vertical transition 

the electronic factor k' can be identified with the quasiclassical quantity 

P(X") discussed earlier (here written P}). 

Combining (41) with (47), and rearranging slightly, leads to an alternative 

formal expression for dJ/dE: 

tot 
{o as/4E = 0 y (A)! wi} + (OCR) st} + et (48)
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This form displays clearly four main influences that determine the shape of field- 
ion energy distributions. From left to right the terms represent: deviation of 
the "most frequent" transfer from exact verticality; the desorbate distribution 
prior to ionization; the wave-like nature of the motion of the desorbate as a 
whole; and electronic effects. 

Treatments of energy-distribution theory that deal only with the last term in 
(48) are certainly concentrating on the factor that is most influential in normal 
circumstances, but formally they are incomplete 

C. Comparison h other treatments 

“The present approach can usefully be compared with other treatments of field 
ionization that, although not dealing with energy distributions, are wave- 
mechanical in the sense that vibrational wave-functions are taken into con- 
sideration. 

By comparison with the Gomer and Swanson treatment, the present approach has 
three distinctive features: 

(a) The definition and use of standardised energies and the corresponding 
diagrams. This seems an important step forward, because it facilitates the pic- 
torial representation of the energy transfers involved in field ionization. 

(b) It conducts the summation over initial states first. Formally, the 
argument here could be continued by summing over final states (i.e. integrating 
dJ/4E with respect to E) to obtain an expression for a desorption rate-constant. 
Gomer and Swanson's evaluation of this rate-constant carried out the summation 
over final states first, subsequently over initial states. 

(c) It avoids the use of Zener's approach and the WKB approximation. At 
Present, this means giving up the chance of a numerical result; but in the longer 
term, when numerical evaluations of the overlap factor $ have been carried out, 
the present approach should prove superior, because it circumvents problems as- 
sociated with the validity of the WKB approximation in the circumstances of field 
ionization. In the present author's view, these problems have not been analysed 
with sufficient care. 

Discussions of field ionization that involve the use of vibrational wave- 
functions have been formulated by Schrenk and coworkers, “®»?5 but these papers 
fail to come to grips with the problems associated with the existence of initial 
and final vibrational states and the need to sum over them. 

In the case of helium, the effect’ of the gas distribution on the half-width of 
the main peak of the energy distribution has recently been discussed by 
Rendulic. 3? He has calculated energy levels and wave-functions for the vibra-
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tional levels in the initial potential well Uo» and has then obtained a "dwelling 

probability" by taking an appropriately weighted summation of |x|? over the 

lowest three levels. The variation of dwelling probability with position is 

shown for temperatures of 20 K and 80 K, and it is noted that there is a 

temperature-dependent variation in the half-width of the dwelling probability. 

This, it is argued, is responsible for an observed temperature dependence in 

the half-width of the measured distribution main peak. 

The present author has considerable reservations about the self-consistency of 

Rendulic's work, since it implies an approach to the calculation of transfer 

rate-constants that does not involve the vibrational wave-functions for the final 

(ionic) states. We conclude that it does not constitute a fully wave-mechanical 

treatment. 

Development 

The method presented here should be seen as just the first step in the devel- 

opment of wave-mechanical theories of field ionization and field-ion energy dis- 

tributions. Essentially, it deals with the physical situation where the act of 

field ionization is a one-stage process involving the "hop" of one or more 

electrons from the desorbate to the emitter, with no complications. It thus 

covers noble-gas field ionization and the "charge-hopping" model of field 

desorption. 

There are various conceivable mechanisms of field ionization that are not dealt 

with within the present formulation. The most relevant of these are as follows. 

(1) "Hump" type models of field desorption. With these mechanisms there is no 

electronic transition involved in the escape step, and the theory assumes a 

Ruch scan lect tDea al howepconbi ciel pre senitau tiec |e ieieal thecetta: consiaaracte 

doubt as to the relevance of this mechanism to the real situation of field de- 

sorption or field evaporation, certainly in most situations. 

(2) Simultaneous field ionization from a single initial charge state into two 

or more final charge states. In this case, the resultant distribution will be the 

sum of two distributions of the type discussed earlier. 

(3) Two-stage mechanisms involving the post-ionization of an already desorbed 

ion. In principle, the second stage can be treated by methods analogous to those 

developed earlier, using the quantity I(V) to determine occupation probabilities 

for the initial levels prior to the second stage. The resultant distribution will 

be the sum of the "post-ionized" distribution and a modified original ion dis- 

tribution.
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(4) Simultaneous electron transfer and. phonon excitation. As stated earlier, 

I know of no evidence that this occurs in practice. 

(5) Simultaneous electron transfer and plasmon creation 

(6) Coupled processes of plasmon creation in the emitter and vibrational de~ 

excitation of a departing ion. 

As stated earlier, we find the theoretical and empirical arguments?” against 

the likelihood of surface-plasmon creation convincing. However, it would still 

be of interest to formulate wave-mechanical treatments of these and other sub- 

sidiary mechanisms of field ionization, so that their a priori theoretical likeli- 

hood could be meaningfully assessed. 

The most immediate task, however, is the numerical evaluation of the overlap 

integral S, and hence the determination of y, for various model situations. 

6. Conclusions 

This article has been concerned with definitions and concepts, and to a lesser 

extent with formalism. By working from analogy with the long-established theory 

of radiative transitions in molecular spectroscopy, we have shown, in principle, 

how a fully wave-mechanical theory of field-ion energy distributions may be 

constructed. We believe this to be a significant step in the assimilation of the 

theory of field ionization into the main stream of physical and chemical thinking. 

The way now appears open for discussion of more detailed problems, taking as a 

guide the large body of existing theory concerning radiationless Ganattiona 22 

and for the performance of well-grounded numerical calculations. 

The main result of the present work has been to show that, in normal circum- 

stances, quasiclassical treatments should give predictions that are essentially 

correct. In view of the good agreement between experiment and quasiclassical 

theories, this result was only to be expected. However, from a general point of 

view, it seems useful to have demonstrated that the electronic effects treated 

in quasiclassical formulations can be imbedded in a more complete formulation. 

In a minor kind of way, there is perhaps an analogy here with the work of Condon, 

in as much as a classical explanation of what is now known as the Franck-Condon 

principle existed before a justification was given for it in terms of quantum 

mechanics.
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Appendices 

A. Rate-constants for electron transition 

The objective of this appendix is to clarify the distinction between the quasi- 
classical electron transition rate-constant P, and the quantity K, defined by 
(27), that appears in a wave-mechanical treatment of the field-ionizing 
transition. 

In a quasiclassical formulation, the ion current (dJ) generated in a small 
volume of space dV well outside the critical surface is given by: 

dj = CP, av (49) 

where C is the gas concentration in the volume dV. This formula is a restatement, 
using the terminology of the post-1971 SI system,* of a formula discussed 
earlier, >? and constitutes the definition of the rate-constant Pe 

The motion of the ionizing particle being ignored, application of quantum 

mechanics to the motion of the electron alone results in the use of one or other 

of the available formalisms: the "wave-packet" approach; the "barrier penetra- 

tion" approach; or the "overlap integral" approach. In the last of these, the 

rate-constant P(X) for ionization when the desorbate particle is at position X 

is given by: 

= x. e dee? 
PA(X) = (2m/#) 94, (E°) 1<2, |w142)> (50) 

where oe) is a factor having the role of a density of final electronic states, and 

e* is defined by: 

x 
€° = U9 (X) - U(X) (51) 

W being the appropriate perturbation-energy term. 

This formula, of course, ignores emitter nuclear vibrations. The definition of 

the quantity x(X,e!*) under equivalent conditions is obteined from (24), (25) and 
(27), ignoring quantities relating to emitter nuclear vibrations: 

2 if if, £ i K(Ke7) = (2n/) 0,6") |<@,,1B12,,> (52) 

  

where the quantities in (52) have the meanings defined in §3C. 
The possible differences between (51) and (52) lie in the perturbations, the 

functional dependences of the two densities-of-states on energy, the values of the 
‘ if ee ; energies e* and © and the initial electron-state wave-functions.
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In principle, the perturbation terms W and B may be different functions of 

position coordinates. No satisfactory consensus has ever been reached on the form 

of either perturbation. In practice, the same approximation eFx (where x denotes 

electron position) might be used for both and, in this case, the functions os 

and p,, would be identical (i.e. both symbols would represent the same function 

of energy). If different approximations are used for W and B, then p*, and 9,, 

might represent slightly different functions of energy. 

The complications in the preceding paragraph arise because (51) and (52), in 

fact, represent the results of averaging over many different final electron state 
14,27,28 te 

the perturbations are different, then the averaging process will throw up slightly 

wave-functions (albeit the same set of wave-functions in both cases). 

different functions p#, and 9,, in the two cases. 

Apart from these differences, which are probably small in practice, there may 
exist a difference in the quantities © and e.. This de illustrated in Fig. 10, 
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Fig. 10, Illustration of the difference between e* and c/*, for a given position 
X at which the initial-state electron-orbital is centred. © ig,the 
energy difference involved in the quasiclassical formulation; ©~ the 
energy difference involved in the wave-mechanical formulation. 

which is drawn so as to emphasise (and probably exaggerate) the distinction. At 

position X, the quantity e* represents the vertical energy-difference between the 
standard potential-energy curves. However, ¢/* represents the difference between 
the two vibrational levels with classical turning points on opposite sides of the 
position X. For a given final level, the initial level has to be so chosen that 

the position X is the "appropriately chosen average point" when the approximation 

(25) is made. (Strictly, when the equivalent approximation is made in a treatment 

that ignores emitter nuclei vibrations). It is clear from Fig. 10 that, if the 

appropriate initial and final levels were related as shown there, then ©. would 
not be equal to e%. Consequently, even if the densities-of-states in (51) and 

(52) were the same function, they would be evaluated at different energies.
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This has two consequences. The first is that the densities-of-states terms 

will have different numerical values in the two expressions (51) and (52); this 

will not be of major significance if p*, and p,, are slowly-varying functions of 

energy, which we expect to be the case, since both are "averaged" quantities. 

The second effect is more subtle. The final-state wave-function to be substituted 

into the overlap integral in (51) or (52) has to be the wave-function appropriate 

tovantelectron of enecgy €* ore above the Fermi devel.) However, there may be 

marked differences in the extent to which final-electron-state wave-functions 

extend into the vacuum at different energies, and/or marked energy-dependent dif- 

ferences in the amplitude of extended wave-functions distant from the emitter, 

and these differences may produce appreciable energy-dependent differences in the 

values of the overlap integrals in (51) and (52), notwithstanding that the 

initial-electron-state wave-function is centred at the same position X in both 

cases. : 

As a reeult’of ali the above effects, it follows that «(xje"") ana PO are 
not identical, and will normally have different values. It should also be clear, 

in principle, that « is a function of the initial and final vibrational levels 

involved, not simply a function of position. 

For an "exactly vertical" transition, however, €** is equal to e%. Thus, 

leaving aside any differences between the assumed perturbations, and any resulting 

(probably small) differences between the functions p*, and 0,,, we can identify 

K(x,eh) with P,(X) in this case. This assumption is used in writing down (48). 

It remains to justify the statement, made in §5A, that & has behaviour similar 

to P,. Clearly, this is true if the most frequent transfer to a state of given 

final level is exactly vertical. In other cases, it is convenient to think of & 

and P, as primarily functions of energy. For any given final vibrational level, 
ail 

there is a corresponding energy difference E associated with the most frequent 

transfer to level V'. ‘The corresponding rate-constant « is approximately equal 
elf, to the rate-constant P_(€"") taken at position x°*, such that: 

aif _ eq. eq 
She Ug (x ). = Ui ) (53) 

As we move to vibrational levels of higher energy deficit (i.e. v' decreases), the 
corresponding energy difference é*f increases, and consequently x4 increases. 

It follows that &, plotted as a function of final vibrational level v‘, tends to 

replicate the behaviour of P, plotted as a function of distance. 
Obviously, it would be of interest to have a more detailed understanding of the 

above relationships, but a necessary preliminary is a better understanding of how 
the overlap factor S behaves numerically for transitions that are "nearly
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vertical": it is precisely in this Tange that the standard approximations in- 

troduced by Landau and Zener”?+® breakdown 
One further basic point deserves discussion. Implicit in this treatment is the 

assumption that the different formalisms for the calculation of Po will give 

basically similar results, if carried out consistently. Thus, in this discussion 

the cause for a peak in P is that extended final-electron states exist for 

certain values of €, and consequently the amplitude of the final-electron-state 
wave-function a, in the vicinity of the desorbate particle is relatively large. 
However, the calculations of Po performed in the literature/?13+15 have involved 
a slightly different formalism in which back-reflection of outgoing electron 
waves (outgoing from the desorbate) give rise to "resonances" at certain values 
of electron energy. These formalisms appear to be equivalent, and hence the 
discussion here takes over the results calculated for Ee by other workers. 

Wave-functions for sloping box 

Consider a particle moving in a "sloping one-dimensional box" of the shape 
shown in Fig. 7. The bottom of the box is taken at a standardised vibrational 
leve1 v8 = neV, 5p? where V,., is the applied voltage difference between the 
emitter and its surrounding electrode, and is a negative quantity in the circum- 
stances of field ionization. The slope of the inner end of the box is set equal 
to (-neF), where F is the field value near the emitter. The length L of the flat 
Portion of the box is assumed to be much greater than the length L, (= - Vaopl® 
of the sloping portion. 

Consider a state f of ee) level v' with an inner classical turning point 
shown in Fig. 7. Let nf denote distance measured from the turning point ae 

x* be the vibrational wave-function for this state. A dimensionless variable ¢* 
may be defined by: 

IH
 

ef = (2mer)? #7} nf (54) 
where m is the mass of the particle (desorbate ion). 

Tt is a standard result’® that the solution E(n‘) of the Schrodinger equation in 
a uniform field has the form ao(-&), where a is a normalisation coefficient and 

$(E) is the Airy function defined by: 

$(6).= 0 cos(fu? + us) du (55) 
0 

ni
e 

Hence, in the sloping part of the box we may write:
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    xf = atv'y cinfy - acy 4¢ (56) 

For large positive values of n* and E*, the asymtotic expression for $(-£) is: 

  

(57) 

Consequently, within the sloping part of the box, at large positive distances n* 
from the classical turning point for the particular level in question, the vib- 
rational wave-function has the form of a rapidly oscillating sine-type wave, with 
a position-dependent amplitude cv’ nf) given by: 

ol
e ok 

4 cv’ nf) = acv’) (mer) ® a4 (nf) (58) 

At the breakpoint (b), where the box changes from sloping to flat, n* has the 
f\b value (n*)” given by: 

b (nfy> = qv - v8)/neF (59) 

Hence, at this point, the sine-type wave has amplitude c?(v*) given by: 

co
ls
 

Sl
e im 

chcv£y = acy camer) 8 a4 cvE - v8) 4 (nery® (60) 

Within the flat portion of the box, the wave-function at level v' is a sine 
wave with constant amplitude and wavelength. In principle, the wave-functions in 
the flat and sloping parts of the box ought to be matched properly at the break- 
point. However, for present purposes the details of the matching can be dis- 

regarded. Thus, we may identify the constant amplitude of sine wave in the flat 
section with a coefficient c°(v) given by (60). 

To normalise the complete wave-function one should, in principle, integrate 
Ix'|? over the whole of (one-dimensional) space. However, since the length L of 
the flat section is, by definition, much greater than the length of the sloping 

section, most of the contribution to the integral comes from the flat section of 

the box, and it is sufficient to apply the condition: 

L 

| jePcv®y |? sin2(c2) dz = 1 (61) 

0 

where k is the circular wave-number appropriate to level vi, This condition leads 

to the well-known result, independent of v':
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L 
2 = (2/1)~ . (Cr) 

By comparison with (60), it follows that the coefficient a(V') is given by 

a 

a(v®) = (2/1)? (am/nzer)® a * ve - v8y4, (63) co
le

 

' 
SI
H Le
 

In this treatment, it is legitimate to ignore the fine details of the matching 
process, because such detail would be very sensitive to the exact shape assumed 
for the box near the breakpoint (for example, one could round the corner off). 
Since details of shape have no physical meaning, it makes no physical sense to 
perform a detailed matching. 

i Weteled cequiceachandensity=ct = -ctew tonite boxtat lave! V meGincell\ simuch 
greater than Ly it is sufficient to identify this density-of-states of with 

that for a particle in a one-dimensional steep-sided box of length L. This 
leads to (40) in §4c. 
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COMMENT ON “SURFACE PLASMON EXCITATION IN FIELD ION 
EMISSION” BY R. BRAKO AND M. SUNJIC 

Received 8 March 1976 

The periodic structure in field-ion energy distributions, sometimes referred to as 

the “Jason effect”, continues to arouse interest. Jason [1] ascribed the structure to 
periodic variations in the electron transition rate for field ionization, with distance 

from the emitter surface, with the peak heights also affected by the spatial distribu- 
tion of the imaging gas. But an alternative explanation was suggested by Lucas 

[2,3] in terms of multiple plasmon excitation by the departing ion. And in a recent 

note [4] Brako and Sunji¢ have refined this explanation 
Although Brako and Sunjié point out various deficiencies in their treatment, and 

stress the need for a full quantum-mechanical treatment, it seems to me that there 

is a major inconsistency in their argument and that this would not necessarily dis- 

appear in a fuller treatment. The inconsistency arises as follows. 

From the statements on p. 435 of ref. [4], it is clear that Brako and Sunji¢ are 
assuming that “all ions have the same potential energy when created’’, and that 

they “describe the ion as a classical particle which is suddenly created at a distance 

d from the metal surface”. Further, it is obvious from the context that this distance 
dis the “critical distance” of elementary field ionization theory. 

Now, the experiments [1,5] show that on arrival at the collector some ions have 
a total energy somewhat less than that possessed by the ions making up the main 

peak (or “no loss line”). 

The ions in the main peak start from distance d with near-zero kinetic energy 

(6]. Therefore, if Brako and Sunjic’s assumptions are correct, then either: (1) some 
ions are created with negative kinetic energy (whatever that may mean); or (2) 

some ions, created with near-zero kinetic energy, and picking up kinetic energy 

from the applied electric field as they move away from the emitter, then lose part 

of it to the surface plasmons. 

Now, assumption (1) is incompatible with the authors’ assertion that they are 

treating the ion as a classical particle. Therefore it may be rejected as inapplicable. 

Assumption (2), on the other hand, implies that energy loss occurs meaning- 

fully subsequent to ion creation, because the ion needs time to pick up energy from 
the field. But Brako and Sunji¢ state on p. 437 of ref. [4] that “it is not necessary 
to know the full trajectory, because the dominant contribution to the excitation 
strength arises from the discontinuity at time ¢ = 0”. In other words, their mathe- 

matics is interpreted to mean that most of the energy loss is due to the act of ioniza- 
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tion (at time ¢ = 0) rather than to subsequent ion motion. But this interpretation 

directly contradicts assumption (2) above. 

It therefore seems that, whichever way one looks at it, ref. [4] contains gross 

physical inconsistency. 

There seem two possible reactions to this suggestion. First, to suppose that ina 

full quantum-mechanical treatment of field-ion emission the inconsistency would 
go away. This could be true. But it could be wishful thinking of a type peculiarly 

difficult to falsify. 

The alternative is to suppose that the physical interpretation of the mathematics 

is in error, and that the experimental results have a different explanation. 

The point I wish to stress is that, whether or not Jason’s explanation of the ex- 
perimental results is actually true, it is certainly a possible and logically consistent 

hypothesis. However, the surface-plasmon explanation as refined in ref. [4] seems 
internally inconsistent. 

Richard G. FORBES 

Department of Physics, University of Aston, 

Costa Green, Birmingham B4 7ET, England 
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INTRODUCTION 

The process of surface field ionization is, 
for historical reasons, normally represented 
as a quasiclassical electron transition. It 
is, however, difficult to give a satisfactory 
a-priori theoretical justification for this 
procedure. Alternative approaches, dased on 
molecular potencial-energy curves (Molecular 
Terms), are more directly analogous to che 
conventional quantum-mechanical theory of 
radiationless molecular transitions. An appr- 
oach of the latter type was used by Gomer and 
Swanson /1/, but has subsequently deen neglect- 
ad. This paper formally develops a second 
approach of this type, and uses it as a basis 
for continuing discussion of the surface~plas~ 
mon explanation of the periodic structure in 
field-ion energy distributions. 

  

THE STANDARD-TERM - DIAGRAM APPROACH 

The Standard Surface Molecular Term, J, , gives 
the potential energy of the emicter-plis- 
desorbate system waen the desorbate is in an 
a-fold charged state, it being assumed that 

ion has been created dy means of a 
dynamically reversible process in which the 
electrons for che originally-neucral desorbate 
have been placed at the emitter fermi-level. 
In the present context the desorbate is co be 
taken as an inert-gas atom or a Hydrogen 2ol~ 
ecule. 

    

  

be 

  

Field ionization of a neutral can the: 
represented as a non-radiative vibronic 
transition from a vibrational state (of che 
desorbate relative to the emitter) in the 
neutral Term J to a vibrational state in 
the ionic Term,°as illustrated in Fig. 1 - 
The "diagonal" nature of the transition as 
shown on this diagram indicates that energy 
has been transferred to the electron gas in 
the metal,over and above that necessary to 
place the emitted electron(s) at the emitter 
fermi level. A diagram of this type is known 
as a Standard Term Diagram. The probable 

number of transitions per unit time from the, 

ingelal’ecate < tovche final atace £4 d7*) 
is given by: 

   

ifm tote 

  

a) 

  

where o* is the probability ae iptate i 
is occupied in the first plac: is an 
(infinitesimal) state-to-state transition rate~ 
constant; etf is the amount by which the 
electronic energy-component in the final state 
exceeds that appropriate to the situation where 
all the electrons have been placed at the 
emitter fermi-level; and t(e'*) is a function 
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here called the acceptance function that 
represents the effect of the Pauli exclusion 
principle on the probability of electron 
transfer. ci! is given in terms of the 
standardised energies £1 and s* associated 
with the initial and final states by: 

if i E 
€ - +m) (2) = 

Basically, ic is the distribution of emitted 
ions vith respect to the energy z that is 
measured with a field-ion energy analyser. 
The zero of "energy deficit" can usefully be 
identified with the characteristic energy 2” 
shown on Fig.(1). 

(Schematic)     
St
an
da
rd
is
ed
 

En
er
gy
 

Emitter -Desorbate distance 
Standard Term Diagram showing 
a radiationless vibronic transition. 
The blacked circle labels the initial 
state; the open circle labels the 
final state. 

Fig. 1. 

ALTERNATIVE EXPLANATIONS OF THE JASON EFFECT 

Some years ago /2/, Jason discovered that at 
certain gf-values there were marked peaks in 
the ion energy distribution. The first subsid~ 
iary peak is typically some few electronvolts 
in energy below the main peak near u" . 
Jason attributed this subsidiary peak struct- 
ure to the occurrence of transitions that may 
be represented as in Fig.(2a), assuming that 
the relevant ionization rate-constant had 
local maxima at certain emitter-desorbate 
distances, due to electron resonance effects. 
This explanation seems to provide a satisfact~ 
ory explanation of the experimental observ- 
ations. 

Alternative explanations have been advanced by 
Lucas and co-workers, in terms of the creation 

of surface plasmons by the departing ion. Such



explanations involve one or other of the two 
mechanisms shown in Figs.(2b) and (2c). That 
shown in Fig.(2b) assumes a two-stage process: 
first field-ionization, and then de~energiz~ 
ation of the emitted ion by 
surface plasmon, Quasiclassically, one thinks 
of the ion as travelling away from the surface 
picking up energy from the electric field; 
it then loses some of this energy by inter~ 
action with the surface~plasmon fields. 

  

The mechanism of Fig.(2c) assumes simultaneous 
field ionization and plasmon creation, 
and appears to be the mechanism envisaged in 
a recent paper by Brako and Sunjic /3/. In 
their (quasiclassical) treatment Brako and 
Sunjic seem to describe the ion as a classical 
particle which is suddenly created at the 
"critical distance" of elementary field-ioniz~ 
ation theory, that is ac the crossing-point of 
the neutral and ionic Terms in Fig.(2c). 
Forbes /4/ has criticised the assumptions 
behind their treatment, on the grounds chat 
implies that a classical particle travels vith 
negative kinetic energy through the region 
between the crossing-point and the classical 
turning-poinc for the final vibrational state 
(£). Brako, Sunjic and Lucas /S/, however, 
seem to feel that non-conservation of energy 
is noc an important defect, provided that the 
ion travels across the region sufficiently 
quickly, because such a process is compatible 
with the Second Uncertainty Principle. 

  

A corollorary to such an appeal to the Uncert- 
ainty Principle, though, is thac a full wave- 
mechanical formulation should in principle be 
established. The full wave-function for che 
system would include vibrational vave-funct- 
ions for the desorbate in the initial and 
final vibrational states. Clearly, in the 
situation of Fig.(2c) an expression for the 
rate-constant for simultaneous field ioniz- 
ation and plasmon creation should include 
a factor involving the overlap of decaying 
exponential tails in the negative-kinetic- 
energy regich. By analogy with Gomer and 
Swanson's treatment /1/, this factor can 
probably be represented as an ion-tunnelling 
coefficient that is a sharp function of the 
final-vibrational-state energy Ff . 

The quasi-classical treatment in Ref./3/ 
does not throw up this factor. Numerical 
estimates of the factor are extremely diffic- 
ult, not least because of lack of knowledge 
of the potential structure close to a field- 
ion emitter. However, it is clear in prin- 
ciple that neglect of this factor throws a 
shadow of doubc over the a~priori theoretical 
plausibility of surface-plasmon explanations 
of the Jason effect. 

REFERENCES 

/1/ Gomer, 2. and Swanson, L.W., J.Chem.Phys. 
38 (1963) 1613, 

/2/ Jason, A.J., Phys.Rev. 146 (1967) 266. 
/3/ Brako, R. and Sunjic, M., Surface Sci, 54 

(1976) 434, ir 

33 

    

  n kinetic energy 

Pig. 2. Alternative mechanisms for the 
creation of an ion in final state 
(£), as observed in the Jason 
effect. 

2a: A mechanism not involving surface- 
plasmon creation. 
Two-stage mechanism involving 
plasmon creation as second stage 

: One-stage mechanism involving sim 
ultaneous field ionization and 
plasmon creation. 

2b: 

  

/4/ Forbes, R.G., Surface Sci, 60 (1976) 260, 
/S/ Brako, R., Sunjic, M. and Lucas, A.A., 
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Abstract A field electron emission spectrometer based on a 
hemispherical analysing element has been designed, built 
and tested. The instrument is versatile and convenient to 
operate, has a high sensitivity and a resolution of better 
than 30 mV. The performance of the instrument has been 
demonstrated in terms of the energy spectra of a tungsten 
emitter at 300 and 80 K, for which comparative theoretical 
data exist. 

1 Introduction 
The performance limitations of the integrating type of 
retarding potential electron energy analyser are well known 
(Plummer and Young 1970) and have been directly experi- 

enced in this laboratory during a programme concerned with 
the tield-emitting properties of semiconducting materials. 
In particular, a Young-Miller spherical analyser was used 
for a study of cadmium sulphide (Salmon and Braun 1973) 
and a Van Oostrom type for a study of lead telluride (Sykes 
and Braun 1975). 

To provide the level of experimental sophistication neces- 
sary to complement modern theoretical studies of field 
emission from semiconducting materials (e.g. Modinos 
1974, Nicolaou and Modinos 1975), it is necessary to use a 
differential type of spherical deflection analyser, where it 
is possible to use electron multiplier techniques for greatly 
increasing the sensitivity of collector current detection. 
The output from such analysers gives the emission energy 
distribution directly with a nearly constant signal-to-noise 
ratio over the complete energy spectrum. 

This approach was first used by Kuyatt and Plummer 
(1972), who designed an instrument based on a 135” deflection 
analysing element formed from concentric spheres of 25 mm 
mean radius. The present instrument, whilst following the 
general principles of the system developed by these authors, 
exploits both the theoretical and operational advantages 
of using an analysing element consisting of spheres of $0 mm 
radii with 180° deflection. It also uses a less complicated 

+ Present address: Department of Electronic and Electrical 
Engineering, University of Birmingham. 

© 1978 The Institute of Physics 
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electron optical design for its input and output lenses, with 
a much simplified, though more versatile, electronic drive 
system. The analyser was designed by Professor D W O 
Heddle of The Royal Holloway College, University of 
London and manufactured by AEI Ltd. 

To determine the resolution of the instrument and generally 
demonstrate its versatility, energy spectra were recorded 
for a clean tungsten emitter at 300 and 80 K. The halfwidths 
and high-energy slopes of these distributions were then 
compared with established theoretical results. 

2 The spectrometer 
2.1 Layout of the facility 
The mechanical layout of the facility in its stainless steel 
vacuum vessel is shown in figure 1, The hemispherical 

  

  

aw 
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Figure 1 Layout of analyser in vacuum chamber. A, 
analyser; T, input lenses; O, output lenses; P, phosphor 
coated anode; M, electron multiplier; E, field-emitting ti 
D, deflector plates; C, cold finger: S. specimen manipulator; 
V, viewport; B, baffle plate: X, sublimation pump filaments, 

    

analysing element with its associated input and output 
electron lens assemblies and electron multiplier is mounted 
horizontally on a 250mm demountable flange, whilst the 
specimen stage and its electrical feedthroughs are mounted 
vertically from the top flange. A large viewing port assists 
in the specimen alignment procedure, and a smaller window 
at 45° to the analyser input = axis enables the field emission 
pattern to be viewed on the anode screen, The chamber 
is pumped by a standard Vacuum Generators ultrahigh- 
vacuum pumping system, using an oil diffusion pump, a 
24h cold trap and a titanium sublimation pump, where 
the ultimate pressure of the system is in the 10-® Pa range.



An advanced field electron emission spectrometer 
2.2 Specimen stage and deflector plate assembly 
The specimen mount and deflector plates assembly (figure 1) 
is supported from a bellows-mounted manipulator stage, 
illustrated in figure 2. This enables the tip to move in the 
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Figure 2 Specimen manipulator giving vertical (y) screw 
adjustment and horizontal (-) shift by tilting bellows, 

  

x-y plane, i.e, parallel to the phosphor-coated screen anode, 
so that it can be axially aligned with the | mm diameter 
probe hole, which acts as the entrance aperture to the spectro- 
meter. Subsequently, the deflector plates are used to shift 
the electron beam in the horizontal and vertical directions 
to bring selected areas of the field emission pattern over the 
probe hole. 

Referring to figure 2, the specimen is mounted on a stainless 
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steel tube which projects downwards from the manipulator 
Stage into the vacuum chamber, and is vacuum-brazed to 

a clamping yoke machined from oF} copper. For operation 
at elevated tip temperatures, or when biasing the emitter 
potential, a cylindrical ceramic block, carrying insulated 
leads appropriate to the specimen involved, is clamped into 

the yoke, which also supports the deflector plate assembly 
(figure 3(a)). The deflector plates are located rigidly relative 
to each other in V-slots accurately machined in split ceramic 
bushes which are clamped between stainless steel rings 
(figure ¥(c)). The entire plate holder can be centred up 
about the position of any emitter tip, avoiding the need to 
control the emitter shank dimensions precisely when preparing 
different specimens, The use of a polar (r, 9) adjustment for 
this purpose keeps the overall size of the plate assembly 
small so that it can be removed for adjustment via the top 
port, along with the tip and ail associated electrical connec- 
tions. For operation at low temperatures, the cylindrical 
ceramic block is replaced by a copper mounting block, and 
the component parts of the deflector plate assembly are 
reassembled differently, so that this block can be positioned 
within the clamping yoke (figure 3(6)). The stainless steel 
tube is then filled with refrigerant (e.g. liquid nitrogen) to 
provide a ‘cold finger’ stage. 

2.3 Electron optical design of the spectrometer 
The choice of Kuyatt and Plummer (1972) to use a spherical 
deflector of mean radius 25mm was dictated by the need 
for a small and compact ultrahigh-vacuum chamber: in 
consequence, however, it was necessary to use a 135° deflector 
(Gadzuk and Plummer 1973), Our choice of a deflector of 
mean radius 50 mm, which is based on previous experience 
with such hemispheres (Heddle er a/ 1973) offers several 
other important advantages apart irom its higher theoretical 
resolution (Heddle 1971). The analysing energy is larger, 
so reducing the effects of stray magnetic fields: the apertures 
are larger, so reducing the effects of space charge: the voltage 
difference between the hemispheres is larger, so reducing 
the effects of patch fields (Parker and Warren 1962): machining 
errors are relatively less important; finally, the 80° deflector 
has slightly superior focusing properties. 

The analysing properties of such a hemispherical detlection 
element have been analysed by Kuyatt and Simpson (1967), 
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who showed that, provided that the semi-angle x of the 
incident electron beam is such that x*> w/4r, the resolution 
(as measured by the width \£1,2 of the transmission function 
at half-height) is given by 

AE y2= Ea wi2r 

where Ex is the analysing energy (that is the kinetic energy 
of the electrons that pass through the hemispheres along 
the midpath), w is the width of the input and exit apertures 
in the diametral plane of the hemispheres and r is the mean 
radius of the hemispheres. £, is then related to the voltage 
difference \Va applied between the hemispheres by 

e AV = Eal(ra/ri)—(riiee)) 

where r: is the radius of the inner hemisphere, and ra is that 
of the outer hemisphere. 

The input lens system must now be designed to prepare 
a suitable beam to match the analyser requirements, i.e. to 
decelerate the electrons and form a real magnified image 
of the source at the entrance aperture of the hemispheres. 
Since the effective input aperture to the hemispheres was 
here taken as 1-2mm diameter, the requirement is to 
decelerate the electrons from 2 keV to 2 eV with a magnifica- 
tion of 2-4. For experimental reasons, it should also be 
capable of operating over a range of input energies (-4 keV) 
and a range of analysing energies (1-20 eV). 

‘As the deceleration ratio is approximately 1000, a four- 
element design was chosen. This incorporates a three-element 
lens designed in accordance with the method described by 
Heddle (1971), followed by a fixed-ratio lens. The component 
lenses have different diameters so that lens elements shail 
be a reasonable length, varying between 9 and 20mm, 
where the total length is 70mm. The operational mode is 
shown by the electron trajectories of figure 4, where the 
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Figure 4 Essential features of the electron optical system. 
Lengths and internal diameters are shown to the nearest 
0-5 mm. Deflector plates are contained in elements 2, 5 
and 6, Also shown is a set of experimental operating 
voltages appropriate to an analysing energy of 2 eV; the 
voltages are given relative to a hypothetical stainless steel 
electrode outside whose surface the transmitted electrons 
would just come to rest. ¥s and Vo are the voltages on the 
first and last dynodes of the electron multiplier and Vc is 
the voltage on its collector C. 
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focusing characteristics are adjusted by varying the potential 
of element 2. This element also contains a set of x-y deflector 
plates for fine beam-steering. 

The function of the output lens system is to reaccelerate 
the electron beam leaving the hemispheres and at the same 

time to collimate it into the electron multiplier. Lens Lj/Le 

accelerates the electrons on to a rectangular aperture, where 
the image magnification is 0:6. (Heddle (1971) has shown 
that the use of a rectangular aperture markedly improves 
transmissions without significantly affecting resolution.) A 
set of deflector plates in Ls is used for steering the team 
through this aperture. The emergent beam is then accelerated 
to approximately 200eV by lens Ls/L; so as to impinge 
diffusely on to the first dynode of the electron multiplier, 
which is a Twentieth Century ED25 model with a gain of 
about 108. 

The operating conditions for our deflecting element were 
decided according to the criterion (D W O Heddle, private 
communication) that it should have a designed resolution 
of 20 meV for electrons entering the input lens assembly 
with an energy of 2 keV, Thus. assuming an entrance aperture 
of 0-5 mm diameter and that the emitter is effectively a point 
situated 50 mm away from it, the half-angle of the emergent 

beam will certainly not be greater than $ mrad. Using these 
data in conjunction with the law of Helmholtz and Lagrange 
and the well established design equations for spherical 
deflectors of Kuyatt and Simpson (1967) summarised above 
leads to the following requirements: an analysing energy 
of 2eV, an effective input aperture to the hemispheres of 
{-2 mm diameter, and an input beam half-angie of 66 mrad, 
Hemispheres of cadii 40 and 60 mm sutfice to accommodate 
the beam and require a theoretical voitage difference of 
1-73 V for the required resolution. 

The lens elements of this electron optical system were 
constructed from non-magnetic stainless steel and accurately 
positioned by the use of sapphire spheres, A Mumetal can 
surrounds the low-electron-energy region of the system, 
and the magnetic field can be further reduced by the use 
of external Helmholtz coils. 

3 The electrical and electronic systems 

In contrast to the arrangement of Kuyatt and Plummer 
(1972), which used a number of separate voltage generators 
to supply the lens elements, our system employs a single 
power supply from which all the lens voltages (except V2) 
are derived by means of a 2MQ dropping resistor chain 
(figure 5). This has the advantage that the lens voltage ratios 
are independent of the magnitude of the anode voltage Vi, 
so that the focusing properties of the lenses are largely 
unatfected by change in V1 over the operating range of the 
instrument from 1-4 kV. A good range of individual voltage 
adjustments is available for all lens elements and for the 
internal deflector plates. In-line jack plugs are also provided 
on the resistor chain for measurement of lens voltages and 
currents by Dvm and electrometer. 

The voltage applied between the hemispheres may be 
varied to accommodate a range of analysing energies from 
2 to 18 eV. The former is required for high-resolution opera 

tion, whereas the latter offers a greater output signal at low 
resolution for the initial beam alignment procedure. Separate 
adjustments are provided for setting each hemisphere voltage 
relative to the hemisphere ‘mid-potential’ Vs. 

The method adopted for energy scanning is to sweep the 
voltage Vs, applied to the input and output lens elements 
at each end of the hemispherical deflector. The output from 
a versatile, purpose-built ramp generator is applied to the 
lower end of the input lens supply resistor chain. This sweeps
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Figure 5 Voltage supply arrangements. Supplies for the 
beam deflector plates (not shown) are taken irom a separate 
resistor chain, 

the hemisphere mid-potential whilst leaving the voitage 
difference between the hemispheres (and hence the resolution) 
constant throughout the scan, The main anode voltage V1 
is also unaffected so that there is no interference with the 
emission process or beam optics in the emitter-anode space. 
Although the other lens voltages vary slightly, this has 
negligible effect on the lens focusing properties, especially 
so when the scan width is reduced for high-resolution work. 

In terms of electron energy, this scanning method amounts 
to a simultaneous adjustment of the potential energy of 
every electron entering the hemispheres. At different points 
in the scan, electrons from each part of the initial kinetic 
energy distribution will have kinetic energies adjusted by 
this process, which are equal to the fixed ‘analysing energy’ 
of the spectrometer (determined solely by the dimensions 
and voltages of the hemispheres). A representative number 
of electrons from ail parts of the distribution will thus pass 
round the hemispherical deflector, and be collected in the 
output signal, at the appropriate values of Vs. 

The floating output signal from the electron multiplier 
is brought to ground potential by an isolation amplifier 
(Analog Devices type 273K), and fed, via a purpose-built 
amplifier and variable low-pass filter, to an x-y plotter or 
storage oscilloscope. The x input is derived directly from 
the ramp generator and is adjustable over a continuous 
range of sweep periods from 10 ms to 100s, the faster scans 
permitting the observation of rapidly changing spectra. 

The emission-extraction field is applied to the tip by 
means of the adjacent deflector plates; the emission current 

can therefore be controlled independently of Vi. A separate 
voltage generator supplies a resistor chain which incorporates 
parallel potentiometers and reversing switches, providing 
separate adjustments for x and y plate pairs. Each plate 
pair is controlled by ganged potentiometers, so that the plate 
voltages can be adjusted symmetrically about a mean value 
which is controlled from the power supply. The output 
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leads to the plates contain 10 MQ safety resistors. If the 
lower end of the plate supply resistor chain is isolated from 
earth, a common negative voltage can be applied to all 
four plates (up to — 10 kV) for tip cleaning by field desorption. 

4 Instrument performance 
4.1 Resolution 

The performance of the analyser has been evaluated using 
tungsten emitters, for which comparative theoretical and 
experimental data already exist. The procedure adopted 
was basically an attempt to follow the method of resolution 
determination described theoretically by Young and Kuyatt 
(1968), but hitherto not experimentally reported. (In describing 
their deflection analyser, Kuyatt and Plummer (1972) make 
only general reference to the method.) This proved less 
straightforward than expected. The method presupposes 
that a tungsten emitter can be regarded as a reliable electron 
source having a well calibrated and readily reproducible 
energy distribution, In the light of our difficulties we question 
here the extent to which this basic assumption is valid and 
describe some of the pitfalls of the method encountered in 
practice. 

Although tungsten is the most studied field emitter, there 
is a measure of disagreement in the literature, even as regards 
the haifwidth to be expected for the electron energy distribu- 
tion at 300K. For directions other than the anomalous 
<100> and “110) (Swanson and Crouser 1967) experimental 
results reported fail broadly into two groups, having values 
of approximately 0-22-0:24eV (Swanson and Crouser 
1967) and approximately 0-(5-0-19eV (Young and Miller 

1959, Czyzewski 1973). A division is apparent also in 
published theoretical curves (Young 1959, Young and Miller 
1959, Young and Kuyatt 1968). For this reason, tungsten 

is less than ideal for instrument-testing purposes: however, 
owing to the general dearth of reliable energy data, no 
better alternative is available at present. Whilst a great 
deal of work has been done on the preparation and condi- 

tioning of tungsten tield-emitting tips, workers who have 
mostly been concerned with tip lifetime and emission stability 
generaily have not studied the associated energy distributions. 

Conversely, authors giving energy distribution data have 
not described the preparation and cleaning of their emitters. 

In our experience, this incomplete experimental picture is 
unsatisfactory because we have found that those parameters. 
which are customarily taken as measures of analyser perform- 
ance, namely, the energy distribution haifwidth and especially 
the slope of the high-energy edge, can both be very susceptible 

to the presence of tip contaminants. In particular, we have 
noted that the presence, under uv conditions, of a highly 
stable and symmetrical emission pattern on the fluorescent 
sereen anode of our instrument is not a reliable indication 
of an emitting surface which is sufficiently clean for our 
purpose. 

Our tungsten emitters were prepared from 0:15 mm 
diameter wire by electronically switched pc electrolytic 
etching in 2N NaOH solution. After washing in water the 
tips were transferred directly to the vacuum chamber. Follow- 
ing bake-out and pump-down to pressures below 10-4 Pa, 
they emitted at first unstably, giving diffuse emission patterns 
and very broad energy distributions of irregular and varied 
shape. For room-temperature measurements, the emitter 
shanks were spot-welded to a lateral tungsten supporting 
wire that could be electrically heated to provide an in site 

cleaning facility. Heating in this way for a few minutes at 
about 1170 K (measured by an optical pyrometer) invariably 

stabilised the emission and also changed the emission pattern, 
usually producing the well known display of four spots 
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corresponding to individual crystallographic directions. 
Although the energy distribution was then typically much 
more stable, it remained broad (approximately 0-4 eV haif- 
width) and nearly symmetrical, ie. without a sharp high- 
energy cut-off, The distribution also frequently exhibited a 
plateau on the low-energy side, visually similar to the well 
known ‘Swanson hump’: however, this was evidently an 
unstable state since random switching occurred between this 
asymmetric and the more usual symmetrical distribution 
shapes. In all cases the plateau eventually disappeared 
during the subsequent procedure, so it was attributed to 
contamination. 

Repeated heating at temperatures up to 1470 K reduced 
the halfwidth systematically to the region of 0:28-0:30 eV. 
However further heating, including flashing to temperatures 
in excess of 2200 K, failed to reduce the halfwidths signifi- 
cantly below this vaiue. The emission remained generally 
unchanged apart from some reduction of emission current 
attributed to tip blunting, which led to the subsequent 
avoidance of very high temperatures. [t is emphasised that 
the emission patterns were now symmetrical with a high 
degree of stability, and that the ceproducibility between 
emitters of the energy spectra was thought to be a good 
indication that the emitters were clean. However the half- 
widths were still typically more than 20° greater than the 
value expected. Figure 6 shows experimental curves from 
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Figure 6 Electron energy distribution at 300 K from the 
tungsten emitter A. Full curves, experimental; broken 
curve, theoretical (Young 1959). 

an emitter A at three consecutive stages of the cleaning 
process described above, with distribution halfwidths of 
0-30, 0-28 and 0-26eV respectively, the latter being the 
narrowest curve obtained in this way. The theoretical curve 
of Young (1959) is shown for comparison. The low-energy 
tails of the distributions, below about 70% peak height, 
are of identical shape and agree well with theory. Clearly, 
there is some distortion of the peak shape, and the curves 
are broadened at the high-energy side of the distribution. 
Reference to table 1 shows that values of halfwidth and 
of the width of the high-energy edge slope (between the 90°, 
and the 10% peak height points) both fall appreciably short 
of theoretical expectations. The repeated appearance of this 
result, from several emitters, at first cast serious doubt on 
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Table 1 Energy distribution data. 

  

    

    

Emitter Haifwidth Edge slope width + Temperature 

(eV) (eV)t (K) 

Theory 18, 0-04 80 
es) 0-10 300 

A +30 Old 300 
O12 300 
Oil 300 

B Om 300 
c O14 300 

0-08 80 
  

+ Defined as the energy interval between the 90% and 10%, 
peak height points on the high-energy (Fermi) edge (after 
Young and Kuyatt 1968). 

  

the performance of our analyser, and led to thorough checks 
on the requirements for lens voltage stability and the reduction 
of stray magnetic fields, which might have been responsible, 
but no such explanation was found. 

The difficuity was resolved when an emitter B, which 

initially had followed this same behaviour pattern, was 
subjected to field desorption at 5 kV whilst held at 1270 K. 
The resulting energy distribution at 300 K is shown in figure 
7, again with the theoretical curve for comparison. Table | 

shows that the agreement is now very good. If it can be 
assumed that there is now no contamination broadening, 

the edge slope width of 0-11 eV. compared to the theoretical 
value of 0-10eV, would set an upper limit of about 50 meV 
for the analyser bandwidth (halfwidth). The result compares 
favourably with the experimental curve of Young and Miler 

(1959), whose value of 0-13 eV would correspond theoretically 
to a bandwidth of around 100 meV, but who from other 
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nergy (eV) (arbitrary) 

Figure 7 Electron energy distribution at 300 K from the 

tungsten emitter B, Full curve, experimental; broken curve, 

theoretical (Young 1959).
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considerations claimed a resolution of 30 meV, We conclude 
from this that the resolution of our instrument is satisfactory 
for the purpose for which it was designed, despite earlier 
misleading evidence to the contrary, which we now attribute 

to the effects of a stable, long-lived contaminant. 
Encouraged by the apparent superiority of tield desorption 

as opposed to tip heating, we also attempted to clean some 
tungsten emitters by field desorption alone, These were 
positioned in our cold stage holder. The edge slope width 
of the low-temperature tungsten distribution should provide 
a more sensitive test of analyser resolution, The results 
obtained revealed further interesting features. Typical 
curves, at 300 and at $0 K, for an emitter C are shown in 
figure 8, again with the 300K theoretical curve, Table 1 

  

Energy (eV) {erbitrary) 

Figure 8 Electron energy distribution at $0 K and 300 K 
from the tungsten emitter C. Full curve. experimental at 
80 K; chain curve, experimental at 300 K; broken curve, 

theoretical at 300 K (Young 1959). 

shows that the halfwidth at 300 K was easily reduced to0-24 
eV by field desorption alone, without the difficulty previously 

experienced. At 30K the halfwidth was reduced further. 
Although there is a marked reduction in the edge slope 

width upon cooling, the final value is 0-08 eV where that 
expected theoretically (Young and Kuyatt 1968) would 
be only about 0-04 eV for an analyser bandwidth of 30 meV. 

This last result can be understood, however, if the distri- 
bution from this emitter at 300 K is compared with the 
theoretical curve. Although the halfwidth is substantially 
what would be expected for a clean emitter, the edge slope 
width is seen to be far too great (table 1). The behaviour 
of earlier emitters (table 1) has shown that this feature can 
be caused by contamination. We therefore believe that our 
failure here to obtain the slope width expected theoretically 
is attributable, not to instrumental broadening, as might 
at first be supposed from the 80 K curve alone, but to the 
fact that the energy distribution is still modified by con- 
tamination. [t is important to appreciate that, at 300 K, 
changes in the energy distribution of this emitter C, due to 
contaminants, are not so readily apparent as they were in 
the case of thz heat-treated emitter A. This is because they 
are now mainly confined to the region around the peak of 
the curve, and have very little effect on the halfwidth. Only 
the edge slope width is now sensitive to the presence of these 
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contaminants. The experimental procedure must therefore 

include a preliminary measurement of edge slope width at 
300 K, whose results should agree with theory, before measure- 
ments made on a cooled emitter can reliably be used to 
determine analyser resolution. 

4.2 Calibration 

This is the important procedure whereby the work function 
of the analysing hemispheres dir is determined from the 
energy distribution of a standard emitter, in this case tungsten. 
With this information, it is then possible to use the instru- 
ment to identify the position of the Fermi level (Ft) on the 
energy distribution obtained from all other emitters. Such 
a facility will be particularly valuable for the fundamental 
studies of semiconductor tips for which the instrument was 
originally developed. 

For an earthed emitting tip, the zero of potential will 
be at the FL of the emitter. It then follows from the earlier 
discussion in §2.3 that if Es is the preset and accurately 
known analysing energy of the hemispheres, the condition 
for an electron emitted at the FL to be transmitted by the 
analysing element will be 

eVa= Ext ou 

where V4 is the scan voltage and also the mid-potential of 
the hemispheres. Thus, if the position of the Ft. can be identi- 
fied on an energy distribution, the corresponding value of 
¥ may be used in the above equation to find dx, For a 
room-temperature tungsten distribution, Young (1959) has 
calculated that the FL occurs at a point 73°% up the high-energy 
slope. Accordingly, di has been measured to be 423 20:03 
ev. 

For any other earthed emitter (ive. with its eL at earth) 
the position of the FL on its resulting energy distribution, 
obtained with identical analysing conditions, will occur 
at the same value of V; used to calculate dx. This is because 
¥, is a function only of the analyser parameters and not of 
the emitter. 

    

$ Conclusion 
The paper has described the design and operation of a 
high-resolution field electron emission spectrometer based 

on a hemispherical deflection energy analyser: it supersedes 
the previous generation of retarding field analysers used 
in our studies of field emission from semiconductors. The 
main advantages of the instrument arise from its being a 
deflection analyser. These advantages are listed below. 
(i) The output provides the energy spectrum directly, rather 

than requiring ancillary differentiation. This adds considerably 

to the versatility of the instrument. 
(ii) Resolution is uniformly high across the spectrum, which 
is particularly valuable for resolving spectral detail at low 
energies. 
(iii) Electron multiplier detection is readily used, which 
increases the sensitivity and permits the use of rapid electronic 
display techniques and the future introduction of counting 
techniques. 
(iv) [ts performance is not critically dependent upon the 
electron optical positioning of the tip. 

The versatility and overall performance of the instrument 
have been evaluated using tungsten emitters. These measure- 

ments have brought to light several practical difficulties 
associated with the cleaning of tungsten field-emitting tips 
by heating and field desorption. Results which at first sight 
cast doubts upon our instrument’s performance, have been 
found to result in fact from insufficiently clean emitters. We 
therefore emphasise the great care which must be taken to 

227



E Braun, R G Forbes, J Pearson, J M Pelmore and R V Latham 

ensure that a tungsten emitter, used as a test specimen, 
really is clean. We have found that whilst the best estimates 
of analyser resolution must be obtained at low tip tempera- 
tures, detailed measurements of the energy distribution 
shape at 300K are also necessary. We conclude that the 
edge slope width at 300 K is a much more important para- 
meter in this context than has hitherto been supposed. It is 
apparently sensitive to a form of contamination whose 
Presence is not revealed by more usual criteria such as the 

emission pattern symmetry, the stability of the analyser 
signal, or in some cases even by measurements of the half- 
width of the energy distribution. An additional use has been 
made of a ‘clean’ 300 K distribution to determine the work 
function of the analysing hemisphere. 
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‘A new theoretical approach is developed, and used to re-analyse existing field-sensitivity 

data. The approach is based on expansion of the rate-theory exponent as a Taylor series, 

about a field defined by a unity-rate-constant criterion for field-evaporation onset. Two 

forms of expansion are used, one of which is similar to a statistical-mechanical formula 

used in the theory of point-defect migration in strained metals. A procedure suggested by 

point defect migration theory provides a crude theoretical estimate (2.8 eV) for the first 

Taylor coefficient, for the field evaporation of tungsten. This is surprisingly close agreement 

with experimental estimates (mean 2.0 eV) derived from published data. Predictions for 

some other materials are listed. Advantages and implications of this alternative approach 

are considered. There seems a need for greater precision in the discussion of field evapora- 

tion, and for broadening of its experimental basis. 

1. Introduction 

By the application of a high electric field, surface atoms can be induced to 

desorb as positively-charged ions. This process, field evaporation, is basic to 

the use of the field-ion microscope and the atom-probe!), and offers a unique 

tool for investigations into the binding of surface adatoms?). 

Unfortunately, the details of field evaporation are not well understood, 

as is made clear by recent reviews?-). There are two competing models, the 

image-hump model introduced by Miiller®), and the intersection or charge- 

exchange model initially proposed by Gomer *). Both models are capable of 

qualitatively predicting the relative abundances of ions of different charges*); 

neither model satisfactorily explains the effect of adsorbed image-gas atoms 

on rate-sensitivities3), Both models are partially successful in predicting the 

evaporation fields for metals, at low temperatures '). Both models are capa- 

ble of predicting the values of field sensitivities measured in the manner 

introduced by Brandon§), but this is not a decisive test of their competitive 

merit because both models in effect contain an adjustable parameter, the 

effective polarisability®), whose value is not independently known. Further, 
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it is clear that current versions of the models may not properly take into 

account all the currently known theoretical effects 4). 

The sharpest difference between the models is that they predict different 

field dependences for the evaporation rate-constant‘:5), Recent experi- 

ments ®:10) have now produced data on the evaporation of tungsten over a 

reasonable range of fields, and this has been subjected to systematic statistical 

tests by Vesely and Ehrlich®). They conclude that the best representation of 

the results is by means of the image-hump model, taking the charge on the 

evaporating ion as 2+. 

However, it is known from atom-probe work! 11) that tungsten ions usual- 

ly evaporate in a triply-charged state, sometimes in a quadruply-charged 

state. Yet it has been shown theoretically both by Taylor’) and by 

Chambers !*) that “post-ionization” of an evaporated ion on its way out is 

highly improbable. So something of an impasse now exists in field evapora- 

tion theory, from which the likeliest exits might seem the accumulation of 

much more experimental data, or the derivation and validation of indepen- 

dent means of estimating the ‘‘adjustable’’ parameters. 

The present paper has nothing new to say about the competing merits of 

the two established models. Rather, I shall aim to supplement the existing 

analyses by exploring a novel approach to the treatment of evaporation 
current and rate-constant sensitivities. The approach, whose possibilities be- 

came apparent, somewhat unexpectedly, through a study '4) of a recent paper 

by Page and Ralph'4), makes use of an analogy between field evaporation 

theory and the theory of point-defect migration in strained metals. The out- 

line of argument is as follows. 

First, rate-sensitivity theory is developed in a way which shows that rate- 

constant field sensitivity may be simply related to the coefficients in a certain 

Taylor expansion. Changing the independent variable then puts this theory 

into a form whose resemblance to point-defect migration theory is clear. A 

standard zero-order approximation can then be used to derive a theoretical 

estimate of the first Taylor coefficient. Discussion ensues from the compari- 

son of this with experimental estimates derived from published work. 

The nomenclature used here is a refinement of those used by previous 

authors. The differences, and reasons for them, are set out in Appendix A4. 

The present system is felt to be clearer. 

This paper is an extension of work first presented at the 20th Field Emis- 

sion Symposium, Pennsylvania State University, 1973. 

2. The Taylor expansion approach 

Suppose that the evaporation rate-constant k, for the atom at site n may 
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be written in the standard Arrhenius form: 

k, = A, exp(— Q,/kT), () 

where A, is a pre-exponential and Q, an activation energy that depend on 

(amongst other things) the local electric field value F, at site n. This equation 

can also be written in the “inclusive’’ form: 

k, = exp(—W,/kT), (2) 
where 

Vn = Q,— kT In A,. (3) 

Though eq. (2) seems dimensionally inconsistent, this is not a real difficulty: 

there is an implicit convention (see Appendix A.1) governing the interpre- 

tation and transformation of such equations. It would be possible to carry 
out the complete analysis using dimensionally consistent equations, but only 

at the cost of unnecessary complications in notation and algebra. For con- 

venience, we shall here drop the suffix n from the independent variables and 
from 4,, Q,, and W,, leaving it to be remembered that our equations apply 

to field evaporation from a specific site, that there will be variations in F, 

from site to site at given applied voltage, and that there may be slight varia- 

tions®) from site to site in the functional dependence of y, on F, and in the 

numerical value F% of the local evaporation field as defined below. 

w can be expanded as a Taylor series about some field F*, to give (in first 

order): 

W(F)=[Q(F*)—kT Ind (F*)] + (F— F*) Cp/oF   Fe: (4) 

An evaporation field is sometimes defined by the requirement that Q=0. 

However I shall require y(F*)=0, i.e. that the whole of the expression in 
square brackets be zero. From eq. (2), this is equivalent to taking the local 

evaporation field F* as the field at which the local evaporation rate-constant 

k, has the numerical value unity in the system of units in use [in practice, 

k,(F*) as 1 sec~*]. It will be seem later that, when applied to appropriate 

sites, this requirement corresponds reasonably with empirical definitions of 

evaporation field. 
Using the above definition gives: 

W(F)=(F- F*) dW /6F |e. (5) 

And thus, by a trivial algebraic manipulation, eq. (2) may be written in the 

ome: y= exp(— Ul KT) = exp(uf/KT), 6) 
vee S=(F- FOF, ” 

yi =— FS op /aF 

  

re=— OWA |seo- (8) 
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J is the fraction by which the actual field at a site exceeds the evaporation 

field (F*) for the site, and is termed the fractional overfield; it will sometimes 

be negative. u' is a positive quantity with the dimensions of energy, and will 

be called the first partial energy of field evaporation. The mathematical trans- 

formation in eq. (8) is justified in Appendix A.2. 

The usefulness of eqs. (6) to (8) is that all have very simple forms, yet the 

definition of u' does not depend on the details of any particular model of 

field evaporation. [The actual numerical values of F*, f, and y! will depend 

slightly on the definition of evaporation field used, but to first order the ex- 

ponent in eq. (6) has the same numerical value whatever definition is used.] 

The experimental relevance of eqs. (6) to (8) is that, in all but the most ac- 
curate experiments, the results may be interpreted as showing that Ink, is a 

linear function of f: consequently, an experimental estimate of y' is easily 

derived from the slope of the relevant rate plot. 

3. Conversion to P-V form 

It is instructive to put the equations of section 2 into a different form. 

This form is suggested by some recent work of Page and Ralph +*) in a slight- 

ly different context, but the analysis here does not depend on the validity of 

their argument. 

A charged surface experiences an outwards force due to the charge. If the 

field on the surface is F, then the “equivalent pressure’’ (outwards) is given 
by: 

P=F?/8n. (9) 

The mathematical development in section 2 can be performed in terms of P 

rather than F. Thus eq. (5) is replaced by: 

W(P)=(P—P*) op/éP 

  

i (10) 
And eq. (6) can be written in the form: 

k, =exp[V°(P—P°)/kT], (11) 

where V’* is a positive quantity with the dimensions of volume, defined by: 

VS =— ow/éP 
  Pes (12) 

and called the volume of field evaporation. As with y', the definition of V* 

does not depend upon the details of any particular model of field evaporation, 
although its numerical value will depend on the particular definition of P° 

chosen. In principle, V* may vary in value from site to site. 
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The simplicity of these equations is appealing and suggestive. They bring 

out the point that there is an analogy between the analysis here and that 

normally used to discuss the diffusion of point defects in strained metals. 

For example, Girifaleo and Welch !5) give an analysis leading to the point- 

defect diffusion equation [their eq. (3.27)]: 

I(P) =I (0) exp(—PV/kT), (13) 

which gives the pressure dependence of a “jump frequency’, in terms of the 

zero-pressure jump frequency and a “partial molar volume of defect migra- 

tion’, 7", If this is put into the form: 

T(P)=I(P*) exp[— V™(P—P*)/kT], (14) 

and P* is chosen such that [(P*)=1, then the resemblance to eq. (11) be- 

comes clearer: ['(P) is analogous to k,; the additional minus sign is because 

eq. (9) defines an outwards pressure to be positive whereas the usual con- 

vention is for an inwards pressure to be positive; V° is analogous to 7™. 

Use of P, P*, and V° is convenient for some formal discussions, but F, f, 

and p! are the better set for analysing experimental results. The relationships 

between the two sets of parameters are easily derived: the Taylor expansion 

leading to eq. (10) is valid when P~P*; in such circumstances: 

8n(P—P*) =F? —(F*)? =(F—F*) (F + F*)   

= (F—F*):2F° =f-2(F*)*, (iS) 

and hence f and y' are given by: 

f=i(P—P*)/P*, (16) 

jo =2P°V° = V*-(F°)/4n. (17) 

The significance of partial volumes deserves comment. In point-defect 

formation theory }5), where one is concerned with the equilibrium concentra- 

tion of defects, there appears a quantity 7‘ defined by: 

V' =0G'/aP, (18) 

where G' (the “free energy of defect formation’’) is the change in the free 
energy of the system when one extra point defect is formed. The status of 

V* as a thermodynamic partial derivative is clear. It is possible 15), but with 

less rigour (because migration is basically a thermodynamically irreversible 

process), to define an analogous quantity G™ (sometimes written AG™), the 
“free energy of defect migration’’. However the derivative most relevant to 

point-defect migration is 15): 

V™=éG"/éP +d InI/AP. (19) 
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This V™ contains information about the pressure dependence of the pre- 
exponential as well as about the dependence of the free energy: thus the /™ 
of eq. (19) is not strictly a thermodynamic partial derivative. Nevertheless, 
it plays the same mathematical and general role in migration theory as does 
V* in point-defect formation theory: both parameters have conceptual exis- 
tences quite independent of the details of theoretical or experimental ways of 
estimating them, and so have definite though perhaps unknown values. Part 
of the usefulness of 7™ lies in this statistical-mechanical, rather than em- 
Pirical, status. The V* of eq. (12) is a parameter of the same kind as Ves 
and, once a convention on the definition of F° is agreed, y' is a parameter 
of the same kind again. The higher-order partial derivatives also have sta- 
tistical-mechanical, rather than empirical, status. 

4. Higher-order terms 

In eq. (4) the exponent was expanded only to first order. A second-order 
version of eq. (6) is: 

ky = exp(—W/kT) = exp[(u'f + 4u2f?)/kT], (20) 
where u?, the second partial energy of field evaporation, is given by: 

1? = —(F*) (y/eF?) 

  

re=— OP W/Of? |o. (21) 

In the P-V form the analogue of eq. (20) is: 

k, = exp[V*(P — P*) + 4(6%/0P?) |pe(P—P*)?], (22) 
and the second-order equivalent to eq. (17) is: 

w? = —4(P*)? (4 /eP2) 
  eg (23) 

Extension to higher orders is straightforward. 
Earlier experimental work on evaporation-current field sensitivity: 8) sug- 

gested that, within the field ranges investigated and to within the limits of 
experimental error, Ink, was a linear function of f, and hence that the first- 
order expansion in eq. (6) is sufficient. However, Tsong’s elegant rate-con- 
stant measurements!) show the influence of higher-order terms. His fig. 9 
is reproduced as fig. 1 here, but with the coordinates transformed into ac- 
cordance with the conventions of the Present paper. The Ink, versus f plot 
is non-linear; but the d(Ink,)/df versus f plot is straight. 

The theoretical prediction from eq. (20) is: 

O(Ink, )/Of = (u'/kT) + (u2/kT)-f. (24) 
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Fig. 1. (a) Evaporation rate-constant for tungsten adatoms on a tungsten (110) plane: 
to show the variation with the fractional overfield, f. (b) Derivative of best fit line to data 
in (a). Data taken from Tsong?®), fig. 9, but plotted against transformed coordinates. 

Inclusion of a third-order term in eq. (20) would lead to anf? termin eq. (24); 

what Tsong’s fig. 9 shows is that, to within the errors of his data accumulation 

and analysis, the second-order expansion of is sufficient to describe his 

experimental results. 

Experimental estimates of x’ and y? are, of course, easily obtained by 

multiplying the intercept and slope of the G(Ink,)/@f versus f plot by kT. 

(Alternatively, by fitting a polynomial to the Ink, versus f plot.) In the case 

illustrated, yp! =1.7 eV, u? = —13.7 eV. 

5. The atomic volume approximation 

A useful feature of the P-V form of evaporation theory is that it enables 

a quick order-of-magnitude estimate of V° and u, Data and formulae given 

by Girifalco and Welch 15) suggest that volumes of formation and migration
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often have numerical values equal in order of magnitude to the atomic vol- 
ume. The terttative hypothesis that the same may be true of the volume of 
field evaporation implies, in the case of tungsten, that: 

V*~Q=0,0158 nm>. (25) 

Hence, using eq. (17), a theoretical estimate of the first partial energy for 
tungsten is obtained: y,,~2.8 eV. In eq. (17), F® has been set equal to the 
experimental evaporation field listed by Miiller and Tsong), namely 57 V/nm 
(5.7 V/A). The estimation method was suggested by the work of Page and 
Ralph), but is not entirely equivalent to theirs. 

In table | this theoretical estimate is compared with experimental esti- 
mates of y' derived from the work of Brandon8), Taylor®) and Tsong), 
Each number given corresponds to one set of data in the originals. The sets 
used are identified in Appendix A.3; hopefully, representative sets have been 
chosen. Tungsten is taken as the material for theoretical and experimental 
intercomparison because more experimental work has been done on it than 
on any other material. : 

The error limits shown are obtained from a simple common formula for 
the standard deviation of the mean. They are to be treated with the usual 
caution due when populations are small. 

TasLe | 

Estimates of x! (in eV) for tungsten 

  

Experimental estimates 

Derived from Brandon$) 
Taylor) 
Tsong!) 

Mean of experimental estimates 

  

Theoretical estimate 2. 
  

Bearing in mind the obvious crudeness of approximation (25), and the 
expectation of only order-of-magnitude agreement, the closeness between 
the experimental estimates and that derived via the atomic volume approxi- 
mation is surprising. 

It is instructive to attempt an a-priori estimate of y' with the standard 
models of field evaporation. For example, according to the image-hump 
model yu’ is given by: 

  

=4(ne3F*)t —a(F*)?. (26) 
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The first problem is whether to take n as equal to 2 [the predicted value1)] 

or to 3 or 4 (the values found from atom-probe work); corresponding values 

of the first term on the r.h.s. in eq. (26) would be 12.8 eV, 23.5 eV, 36 eV. 

The second difficulty is the derivation of an a-priori estimate of the effective 

polarizability x. Attempts, by Brandon and by Miiller, are summarised in 

ref. 1: on p. 70 it is concluded that the polarization contribution 4a(F°)? 

might be 0.59 eV on the (011) plane of tungsten, 2.72 eV on the (111) plane. 

Suppose we take 4 eV as typical of the value of a(F*)?: combining this with 

the above values of the F‘ term gives theoretical estimates for x’ ranging 

between § eV and about 30 eV — way above the experimental values. 

Luckily for the image-hump model, the cited estimates of x do not have 

to be taken too seriously, and the discrepancy is normally resolved by sup- 

posing that the method of estimation is inadequate and that « can in effect 

be treated as an adjustable parameter. However, this exercise does show that, 

in comparison with a-priori reasoning based on the image-hump model (and 

a-priori reasoning based on the charge-exchange model is not appreciably 

more successful), the atomic volume approximation gives a remarkably good 

answer. : ; 

This apparent success with tungsten may, of course, be a numerical coin- 

cidence. A further test would be the prediction of trends in the variation of 

j2 from metal to metal. Table 2 lists theoretical estimates (1,,) for a number 

of metals for which Tsong and Miiller!) give (though “with great reserva- 

tions”) experimental values of evaporation field. Experimental partial-energy 

estimates shown (,j,,) are derived from Brandon’s results in Appendix A.3; 

the first figure refers to work near 63 K, the second to work near 88 K. The 

TaBLe 2 

Estimates of first partial energy 

  

  

, Fe Q won Mexp é 

Material (v/nm) (nm) (ev) (ev) Rago 

Fe 36 0.01177 0.84 

Co 37 0.01113 0.84 

Ni 36 0.01094 0.78 

Cu 30 0.01181 0.59 

Mo 45 0.01558 1.7 1.4, 2.1 0.82, 1.2 

Ru 45 0.01357 1.5 

Ww 57 0.01585 2.8 2.0, 2.0 0.71, 0.71 

Re 48 0.01470, 19 

Ir 50 0.01414 19 

Pt 47.5 0.01510 19 13,13 0.68, 0.69 

Au 35 0.01696 Ld 
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final column gives the ratio of these to the corresponding theoretical estimate. 
Inspection shows that: 

(1) For platinum and molybdenum, as well as for tungsten, Brandon's ex- 
periments give experimental partial-energy values within a factor of 1.5 of 
the theoretical result. This provides some empirical justification for Page and 
Ralph’s numerical approximation in the case of iridium 13.14), 
(2) The general characteristic that yp! does not vary much as between dif- 
ferent materials is true of both experimental and theoretical data. 
(3) The Hep/Hi tatios are very similar for tungsten and platinum, but the 
molybdenum ratios are discrepant. It is well known that the molybdenum 
field-evaporation endform is irregular near 80°K, but tends to be less irreg- 
ular at lower evaporation temperatures; there might be some connection. 

However, the table’s most striking feature is the paucity of experimental 
data: there is not really enough of it to make a test of the atomic-volume 
approximation sensible: judgement needs be reserved pending further ex- 
periments. I believe the numerical relationships noted in this section are 
sufficiently provocative to make additional experiments desirable and po- 
tentially valuable. Careful measurements are required both of evaporation 
fields and of field sensitivites, preferably under standardised conditions (cf. 
Appendix A.5). 

The atomic volume approximation is, of course, no substitute for a de- 
tailed model of field evaporation, but merely a zero-order approximation. 
Yet some explanation of its apparent usefulness would have to emerge from 
the details of the correct atomistic model of field evaporation: hopefully, 
this is another theoretical handle on the field evaporation problem. 

6. Discussion 

The rest of this paper considers consequences of the basic theory now set 
out. The next two sections suggest that my method of data analysis has 
distinctive properties that will make it a useful supplement to existing meth- 
ods. The final sections show that the present approach brings into greater 
Prominence some basic questions, on which further research is needed. 

6.1. THE REPORTING OF DATA 

Earlier sections have shown that, with an appropriate definition of F°, 
plotting results in the Ink, versus f form makes the determination of u' very 
simple and the determination of j? only a little less so. The statistical-me- 
chanical status of these parameters makes them useful to derive. 

There are advantages in using f, rather than F or F/F°, as the coordinate 
for the x-axis. A dimensionless parameter is better if (as is usually the case)
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the field values are not precisely known. And f is to be preferred over F/F*, 

firstly because differentiation with respect to f is effectively equivalent to the 

commonly-cited differentiation with respect to In F (see Appendix A.2), and 

second because our interest is in the field sensitivity near F=F* (f=0) and 

it is convenient to have the origin of coordinates near the data points. 

The particular condition on F* chosen, which may be written in any of the 

various forms: w(F*)=0, Ink,(F*)=0, logk, (F*)=0, k,(F*)=1 sec”, has 

several advantages. It makes the algebraic analysis particularly simple; it 

facilitates the transformation of data plotted in related forms: and it more- 

or-less corresponds with empirical criteria for evaporation onset (cf. Ap- 

pendix A.5). 

The form of this evaporation-onset criterion is itself new, in that it in- 

volves a requirement on rate-constant value, rather than on activation energy 

or average evaporation current (cf. Appendices A.3-A.5). This is particularly 

useful in rate-constant experiments: there is now a sharply-defined criterion 

on evaporation onset, and no uncertainty through lack of knowledge of the 

pre-exponential; and the position of evaporation onset can be determined 

from the measurements without precise knowledge of field values. 

The general value of the rate-constant form of criterion is that it com- 

partmentalises field-evaporation problems: this should help discussion both 

of field sensitivity variations and of field-evaporation endforms. 

Now that field-evaporation experiments seem to be entering an era of 

greater precision, it would be useful to have a convention about the definition 

of evaporation field and the reporting of rate-sensitivity measurements. This 

is illustrated by table 3, which shows numbers that might be claimed to be 

the field sensitivity F ¢(Ink,)/@F at the evaporation field. Two data sets have 

been used, namely those shown in Tsong’s!). Figs 9 and 10, and two dif- 

ferent evaporation onset criteria. The left-hand column employs my “‘inter- 

nal” criterion that the evaporation rate-constant for the adatoms be | sec”; 

the right-hand column employs an empirical criterion, that the average evap- 

oration current for the substrate be 0.01 layer/sec. The data set of fig. 10 

refers to a larger radius specimen than does that of fig. 9. 

   

Taste 3 

Field sensitivities 

a SS 
Data set Rate-constant Empirical 

criterion criterion 

Ref. 10, fig. 9 241 184 

Ref. 10, fig. 10 259 161 

(Ratio) (1.07) (0.87) 

SN ee eee See 
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The different criteria give different results; this demonstrates that they are 

not equivalent, which is not overly surprising. Further (though it is difficult 

to be sure, without analysing further data sets, that the effect is significant), 

the different criteria seem to behave differently as between data sets, in that 

set 9 has the higher field sensitivity on one criterion but set 10 on the other; 

the rate-constant criterion seems to give slightly the more consistent result. 

The table underlines the need to have field evaporation onset criteria 

clearly stated, and their interrelationships clearly understood. Three different 

forms of criterion are examined in Appendix A.5. 

Generally, if different workers use the same defining criterion, and if this 

criterion is an internally consistent one, then their experimental results should 

be strictly intercomparable; failure to use the same, consistent, criterion 

would lead to discrepancies both in u' values and (presumably) in the values 

of derived parameters — particularly since, whatever the onset criterion used, 

further analysis of the data would at present probably have to assume that 
the corresponding evaporation field be 57 V/nm. 

This question of onset criteria aside, there is clearly some similarity be- 

tween my data-plotting method (derived from formal theoretical analysis) 

and one of those devised by Tsong) for handling his experimental data; 

in fact, this part of my approach could be seen as a formalisation and gen- 

eralization of his procedure. Taking this into account, it seems possible that 
the methods outlined in the present paper might form a suitable basis for a 

convention about handling field evaporation data. 

6.2. THE FITTING OF MODELS 

The actual fitting of models to reported data plots would in the Taylor 

expansion approach be a two-stage process. First, regression analysis gives 

x values of several orders. Then these are related to model coefficients [es- 

sentially the same as the B-coefficients used by Vesely and Ehrlich5)] via 

equations derived from definitions such as (8) and (21), and the equations 

are solved for the coefficients. Coefficient values thus derived can be com- 

pared with those predicted from the models. It is intended to describe this 
procedure in more detail in a later paper), 

This fitting procedure is more complex than Vesely and Ehrlich’s straight 

regression fitting of a polynomial in F, and it could be more troublesome to 
assess goodness of match between model and data. However, there do seem 

possible advantages to my procedure, in that it would be possible to statisti- 

cally examine internal characteristics of the data without reference to any 

detailed evaporation model, and without needing to know the numerical 

value of the relevant evaporation field. It might, for example, be possible to 

gain additional information about some of the points raised in Vesely and 
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Ehrlich’s work, by testing how goodness of fit depends on the order of the 

polynomial in f, and by examining whether significant values of x? could 

consistently be obtained from data plots. 

If significant values of > could be obtained, these might help to discrimi- 

nate between the image-hump and charge-exchange models (or, at least, be- 

tween the model expressions usually quoted), because the model predictions 

are significantly different: 

Charge-exchange model: > =0, (27a) 

Image-hump model: we =k (Wer F)*. (27b) 

In general terms, it is felt that the fitting procedure suggested here is likely 

to supplement rather than replace that of ref. 5. 

6.3. THE DETERMINATION OF EVAPORATION FIELD 

To derive experimental estimates of partial energies, the only assumption 

necessary is that the local field F, is proportional to the applied voltage. 

However, comparison with model predictions requires a value for the local 

evaporation field F;, since this will appear in model expressions for partial 

energies (or derived quantiti Ideally, one would like to determine Py 

directly by independent means (for example, by monitoring field emission 

currents through a probe hole); in practice this might often be difficult to 

arrange, and one would need to fall back on values listed by Miiller and 

Tsong for measured evaporation fields). 

Awkward questions now arise: 

(i) What criterion has in practice been used to define evaporation onset in 

the experiments that gave rise to the list values? 

(ii) Even if the criterion is consistent, how reliable is the method of field 

measurement? 

(iii) How do the F; values relate to the quantity that has been measured? 

The problems raised by these questions are highly involved, and will not 

be considered here. The general conclusion is that precise estimates of Fe 

values are not at present available, and are not likely to be for some time. 

Because of this, the earlier part of the paper took the various F* values all 

as equal to the list value. 

Nevertheless, there is an expectation (see Appendix A.5) that the local 

evaporation field (Fj) relevant to Brandon-type measurements should be 

somewhat higher than that (Fs,) relevant to Tsong’s adatom removal ex- 

periments. If the volume of field evaporation is much the same at each site 

(which is necessarily true in the atomic volume approximation), then eq. (17) 

predicts that the first partial energy (i4,) relevant to measurements on end- 
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form evaporation should be higher than that (Jj) relevant to adatom re- 
moval. 

Interestingly, there is some evidence for this in table 1. Reference to Ap- 
pendix A.3 shows that the estimates in the table can be divided into three 
classes: (A) those based on the Brandon and Taylor experiments (5 members, 
mean 2.2+0.1 eV); (B) the estimate (1.6 eV) from Tsong’s endform evapora- 
tion experiment; (C) those based on Tsong’s adatom removal experiments 
(2 members, mean 1.75+0.05 eV). The estimates in class (A) are all higher 
than those in class (C), and the means are significantly different, as predicted. 
Back-applying eq. (17) would give Fy, as higher than Fx, by about 10% - 
which seems not unreasonable. 

However, the single estimate in class (B) does not quite fit in. Expectation 
is that it should be consistent with the class (A) estimates. In fact, statistically 
it is not really significantly different from the class (A) estimates; but on a 
common-sense view it is strange that it should be lower than the class (C) 
estimates when all the class (A) estimates are higher. There is no obvious 
explanation. The seeming inconsistency is clearly not due to error in the 
formal theory: any theory which predicted a difference between uy and yj, 
would have to explain the inconsistency [and any theory which predicted 
no difference would have to explain a larger inconsistency between class (A) 
and classes (B) and (C) taken together]. The seeming inconsistency may just 
be a statistical fluctuation [its inclusion with class (A) would give a revised 
value for is, as 2.1+0.1 eV, which is still significantly higher than the class 
(C) mean]. Or it may be due to some overlooked assumption in my method 
of handling the data of ref. 10, fig. 7. Or it could be due to something in the 
way Tsong performed his endform evaporation experiments; for example, to 
get the necessary range of current values, he used a combination of pulse 
techniques and steady evaporation. Probably further experiments will be 
necessary to resolve the matter. 

Thus, at present it may be unwise to use variations in the partial energy 

estimates to deduce corresponding variations in the local evaporation field. 
Theoretically this should be possible; but to get significant results many data 
sets may need to be acquired. 

The general question, of how the evaporation field used in some numerical 
or algebraic analysis relates to some listed value, of course occurs (though in 
different ways) whatever method is used to handle the data. My setting each 
F* equal to 57 V/nm, Tsong’s setting the Fo in his equations equal to 57 V/nm, 
and Vesely and Ehrlich’s plotting out of data against F (How was the F- 

scale decided?) are merely three different ways of ignoring some nasty prob- 
lems. 

Luckily, in many contexts of current interest these problems may safely 
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be ignored. For example, the general degree of agreement between the ex- 

perimental estimates of x’ and the result from the atomic volume approxima- 

tion would not be significantly altered by an error of 10% in the value of F* 
in eq. (17). Nor would test criteria such as relationships (27) be much affected 

by uncertainty in F*. But the problems will become more urgent in more 

precise work — for instance if discrepancies of the size exhibited in table 3 

would be an embarrassment. 
Clearly, there will be an increasing need for careful attention to be given 

to the definition, interrelation, and realization of evaporation field criteria. 

In particular, it might be helpful to standardise the conditions (temperature, 

gas nature and pressure, tip size and shape, and onset criterion used) under 

which, on the one hand field evaporation experiments, and on the other hand 

experimental measurements of evaporation field, are performed. 

6.4. THE FIELD EVAPORATION PRE-EXPONENTIAL 

A distinguishing feature of our analysis is that it is based on the “‘in- 

clusive’’ form, eq. (2), rather than on the Arrhenius form, eq. (1). The 

Arrhenius form was thought inappropriate because in principle 4, represents 

a temperature-independent quantity obtainable from the intercept in an 

Arrhenius plot, whereas our interest is in field sensitivity and the data anal- 

ysis does not involve Arrhenius plots. 
In deriving expressions for y’, ?, 4°, we have followed the practice of 

much of past field evaporation theory (particularly when dealing with evap- 

oration near 80 K or above), and have concentrated on the field sensitivity 

of Q. However, the pre-exponential 4 may in principle vary significantly 

with F (orf), and this variation could be important when In A is comparable 

with or greater than Q/kT (which is the case near F*). It is easy to forget this 

with a rate-constant equation in form (1). 
Physically, 4 contains a vibration-frequency-like component, an entropy- 

like component, and components which have their origins in density-of- 

states effects, electron-wave-behavioural effects, and nuclear wave-behay- 

ioural effects. The need to take the latter three effects into account when dis- 

cussing the field sensitivity of field evaporation at low temperatures (less 

than about 60 K) is well known}). However, previous work has not pointed 

out that there might also be some field dependence in the vibration-frequency- 

like component of A. 
In a general physical sense, field evaporation is a transition resembling 

phase transitions or mechanical transitions such as the flexed beam transition 

described by Pippard 15): and there is a general physical principle that as a 
transition is approached the relevant vibration frequency of the system tends 

to slow down. In the context of field evaporation the argument is that, as 
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the point of evaporation is approached, the potential well in which the pre- 
evaporating nucleus moves gets progressively flatter and shallower, and con- 
sequently nuclear motion gets ever more sluggish. 

Unfortunately, it is rather difficult to reliably estimate the magnitude of 
this effect, but a simple numerical example can show that the effect is not 
necessarily insignificant. Consider eq. (28), which can be derived from equa- 
tions given elsewhere in this paper: 

6 (Ink, )/éf = 6 (In A)/af — (1/kT) CQ/af. (28) 

Measured values of G(Ink,)/éf are of order 200. Suppose that in the course 
of a one-percent field change (8f=0.01) near field evaporation the value of 

A decreased from 2.3 x 10'? to 1.0.x 10'?: this would make @1n.4)/df equal 
to —100. So ignoring the f-variation of A would lead to an error of 50% in 
the derived estimate of 6Q/éf. 

Further, in principle one expects 6? (In.4)/@f? to be negative, and relatively 
large, near a transition. Such a term would make some contribution to yi, 
and thus could help to explain the incipient turning over the Ink, versus f 

plot, as found experimentally by Tsong?®). ; 

Although the numerical change in 4 chosen above might seem a little on 
the large side, it is not easy to demonstrate it unreasonable; particularly 
since, according to McKinstry‘), estimates of 4 derived from experimental 
data by Brandon’s method‘. 8) vary as between data sets by two or more 
orders of magnitude. It might be wise for field evaporation theory not to 
disregard possible variations of A with f near 80 K and above. 

6.5. A SPECULATIVE HYPOTHESIS CONCERNING FIELD EVAPORATION MECHANISM 

If the atomic volume approximation works, then some explanation will 

have to emerge from the details of the correct atomistic model of field evap- 

oration. Since evaporation theory seems unsettled at present, some specula- 

tion may be justifiable. 

Possibly the agreement between theory and experiment shown in section 5 

is a numerical coincidence, or possibly there is some hidden connection be- 
tween the atomic volume approximation and one or both of the established 
models for field evaporation. 

However, it could alternatively be that the rate-controlling process does 

indeed have a V° value approximated by the atomic volume, but that the 

rate-controlling mechanism is not that assumed by either of the existing 

models. For example, one could hypothesise that field evaporation is usually 

a several-stage process involving the following elementary steps: 

(i) migration of the pre-evaporating atom, in a neutral or fractionally- 

charged state, to a new more field-exposed position; 
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(ii) draining of its electrons into the metal by means of a sequence of elec- 

tronic transitions; 

(iii) detachment of the ion in a multiply-charged state; 

—with the first step being rate-controlling at fields near F*. It is well known 

that the presence of an electric field does influence surface migration pro- 

cessess 17-19), 

Such a hypothesis might go some way towards explaining why an estima- 

tion method for V° essentially similar to that used in point-defect migration 

theory works. And it would, for example, be compatible with the phenom- 

enon2°) that it is sometimes necessary to “‘aim-off”’ in atom-probe work in 

order to catch the atom responsible for a given image spot. 

Clearly, any new hypothesis would need to be compatible with the existing 

achievements of field evaporation theory, in that evaporation fields can be 

estimated fairly well, and the relative abundances of ions in different charge 

states (and the variation with temperature) can be explained, at least quali- 

tatively. Yet, on the face of it, it seems possible that relative abundances 

might be explained in terms of branching processes occurring in the second and 

third stages; and that the question of whether field evaporation occurs at all 

might depend on whether the second stage could occur, the theory of this 

being much the same as the existing models of field evaporation. 

This multiple-stage hypothesis must remain extremely speculative until 

such time as it can be explored in adequate theoretical depth — which is no 

simple matter and beyond the scope of this paper. 

7. Summary 

It has been shown that Taylor expansion of the rate-theory exponent about 

a suitably defined evaporation field, and the introduction of the variable f 

(the fractional overfield), give rise to an empirically convenient way of anal- 

ysing field sensitivity data in terms of parameters whose significance is under- 

written by statistical-mechanical arguments. 

Various submerged problems and possibilities of field evaporation theory 

have been exposed through this Taylor expansion approach; several deserve 

deeper investigation is work on field evaporation is to become generally more 

precise. 

It has also been shown that in addition to the existing models of field 

evaporation there is, at least on the face of it, a substantially different way 

of accounting for the experimental data: detailed exploration of this would 

be an alternative general line of attack on present theoretical difficulties. 

Perhaps ultimately most useful, it has been demonstrated that field evap- 

oration may be regarded as a migration process generally similar to point- 
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defect migration in strained metals. The theory of such migration processes 

is well understood for the interior of metals, and thus should provide a 

fruitful source of analogies for field-ion theory, particularly when the time 

comes to develop a many-body theory of field evaporation. 

Finally, one may concur with Tsong and Miiller 9) in urging that the ex- 

perimental basis of field evaporation be broadened. I hope this paper has 

provided some stimuli. 

Appendices 

A.1, DIMENSIONAL CONSISTENCY IN EQUATIONS INVOLVING LOGARITHMS AND 

EXPONENTS 

In handling equations such as eq. (3) an apparent difficulty arises, in that 

the l.h.s of the equation clearly has the dimension sec~', whereas the r.h.s. 

seems dimensionless. Formally, this difficulty may be overcome as follows: 

The quantity 4, in eq. (1) is written as the product of a pure number |A,|, 

equal in size to 4,, and a dimension-carrying constant 4 of numerical value 

unity in the system of dimensions in use. (For this paper, d=! sec”'.) Thus: 

|A,| "4. (29) 

  

Substituting into eq. (1) gives: 

  k, = 4-|A,| exp(— Q,/kT). (30) 

Revised versions of equations (2) and (3) may then be written: 

k, =@exp(—w,/kT), Gl) 

Uy =O, —kT In\A,l- (32) 

And a logarithmic version of equation (31) may be written: 

In(k,/4) = — Wal KT. (33) 

In all the above equations both sides have the same physical dimensions, 

and the arguments of all exponents and logarithms are dimensionless, as is 

logically necessary. Provided that one works consistently in a single set of 

units as regards time, then the constant @ always has the numerical value 

unity, and there is an unwritten convention that it is omitted in all formulae. 

The only situation giving rise to difficulty is if the size of the unit of time is 

changed in the middle of a numerical calculation: for example, a change from 

seconds to minutes in the middle of a physical or numerical argument would 
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require d in eq. (30) to take the value 60 min™!, and the criterion on evap- 

oration field to be written k,(F§)=60 min~’. 

A.2. SOME MATHEMATICAL RELATIONSHIPS 

Field sensitivities in the literature are written in various mathematical 

forms. The relationships between them are demonstrated below. 

From eq. (7), f is defined by: 

f=(F- FF =(FIF)—1, 
where F° is considered a constant and F a variable. Clearly: 

3f=8(F/F*) = 8F/F* =8V/V", (34) 

where V denotes voltage. Further: 

8(InF) =8F/F=6F/F*, (35) 

the last relationship holding best for values of F near F*. Thus: 

é(Ink,) (Inky) 2 (Inky) 
Tafe 6F  a(InF)’ 
     
  

  (36) 

the last relationship again holding best for F near F°, At F=F® it holds 

exactly: 
é (Ink, 6(Ink 6 (Ink) a n) 7) 
— OF Ir-0 a(inF) [rare 

Future field evaporation experiments will probably explore the variation 

of field sensitivity with field (or fractional overfield, f ). Since the quantities 

@(Ink,)/é InF and é(Ink,)/@f vary in different ways as functions of F, and 

since theoretical analysis has made it clear that the latter is the more useful 

quantity to have, it would perhaps be useful if derivatives of the form 

G(Ink,)/é InF ceased to be cited and experimental results were plotted on 

semi-logarithmic graphs. 

A.3. THE ORIGINS OF EXPERIMENTAL DATA 

The experimental estimates of partial energies appearing in the tables are 

obtained by applying formula (38) below to the measured field sensitivities 

(cf. section 4): 
ph =kT A(Ink,)/éf |p=o- (38) 

The data selected from the literature are identified below. For Brandon's and 

Taylor's results, the columns from left to right give: material: temperature 

of specimen holder; gas pressure and species: field sensitivity; partial energy. 
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(I) Brandon’s results are taken from tables 2, 3, and 4 in ref. 8: 

Tungsten: 62K 2mtorrHe 378+29 2.02+0.15eV, 
88K 3mtorrHe 267426 2.02+0.2eV; 

Molybdenum: 64K 2mtorrHe 260461 1.43 +0.3 eV, 
88K 2mtorrHe 275+75 2.09+0.6eV;: 

Platinum: 63K 2mtorrHe 236416 1.28+0.09 eV, 
89K 4mtorrHe 169425 1.29+0.2eV. 

(II) Taylor’s data are taken from table 3.VI on page 175 of his Doctoral 
thesis). He gives data for four temperatures and five different gas pressures. 
The field sensitivities at 37 K are substantially lower (near 250) than those 
at the higher temperatures, and are disregarded here because field-adsorbed 
helium and/or nuclear-wave-behaviour may affect the evaporation process 
significantly at this temperature. His data also exhibit a slight pressure de- 
pendence, but all sensitivities at a given temperature lie within 10% of the 
figure below, which is that for the lowest gas pressure Taylor used: 

Tungsten: 65K 0.19 mtorr He 350+19 1.96+0.1 eV, 
80K 0.19 mtorrHe 332422 2.27+0.15eV, 
90K 0.19 mtorr He 338417 2.62+0.1 eV. 

(III) Tsong’s data are taken from figs. 7, 9, and 10 in ref. 10. To handle 
fig. 7 it is assumed that the average evaporation current at F=Fy was 
0.01 layer/sec: Tsong’s and my criteria for evaporation onset should then 
nearly coincide (cf. Appendix A.5), and it then follows that: 

8 (Ink,)/f |p 0 = 2.303 [logk. (F)/ke(Fo)/(FiFo—1)] |r=ry- 39) 
The term in square brackets is written in Tsong’s notation, and is plotted by 
him in his fig. 7. The result for yu is 1.6 eV. 

For figs. 9 and 10, Tsong’s and my criteria for evaporation onset do not 
coincide, and the field sensitivity relevant to my theory has to be obtained 
from the transformation equation 13): 

8 (Ink, )/4f |r=o = 2.303 y [@logK/2(F/Fo)] |r=rr5- (40) 
The term in square brackets is written in Tsong’s notation, and is plotted in 
his figs. 9 and 10. y is a number obtained from the requirement that loge =0 
at 7F. Values of y measured from his figures are 0.97 for fig. 9, and 
0.955 for fig. 10. Numerical values of his derivative at F= 7Fo are obtained 
using his quoted slope and intercept values. The results for ut are 1.7 eV and 
1.8 eV. All measurements are performed at liquid nitrogen temperature, and 
with 1.5 mtorr He present. 
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A.4. NOMENCLATURE 

Tsong and Miiller’s discussion of field evaporation theory uses a slightly 

different nomenclature from Brandon's and Taylor’s. Since neither seems 

fully satisfactory, an alternative is set out below and used in this paper. 
In some situation, if at any time there are m atoms at risk of evaporation, 

and the evaporation of each atom is a random process with rate-constant k,, 

then the number (/) of atoms evaporated per unit time is given by: 

  

(41) 

This paper calls k, an evaporation rate-constant, m the population at risk, and 

j the evaporation current. k, is measured in sec~'; m in atoms (or sometimes 

in layers of atoms); and j in atoms/sec (or sometimes in /ayers/sec). Note 

that there is a sense in which k, and j have different physical dimensions. 

Early literature tends to ignore the distinction between k, and j, and to call 

both ‘evaporation rate’’. Thus in Brandon’s work the quantity k, that appears 

in formulae is a rate-constant, but the measured quantity is an évaporation 

current. No theoretical difficulty arises there because the measurements 

are always reported in logarithmic form: from the arguments in Appendix 

A.5 it is clear that the logarithmic derivatives of j and the appropriate 

will be almost equal, numerically. Nonetheless, in more precise work a di 

tinction is mandatory. 

Table 4 shows the names and symbols used by the different workers; the 

upper line gives the quantity measured in sec’, the lower line the quantity 

measured in atoms/sec or in layers/sec. 

    

TaBLe 4 

  

  

Forbes Branden Taylor 
    

Evaporation Evaporation rate Evaporation rate Evaporation rate 
rate constant and absolute 

evaporation rate 

  

  

kn ke Ke 

Evaporation current Evaporation rate Measured Relative 
evaporation rate evaporation rate 

a ke 
  

Several points deserve notice: 
(1) The use of the terms “rate-constant”’ and ‘‘current” for quantities mea- 

sured in sec”! and atoms/sec, respectively, is consistent with usage in field- 
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ion imaging theory, where the analogous distinction needs to be made be- 

between an ionization rate-constant and an ionization current 2!). 

(2) Tsong and Miiller use the symbol & for a current, whereas all the other 

authors (certainly in their theory) use & for a rate-constant. It is a common 

chemical convention to denote a rate-constant by k. 

(3) This paper uses the subscript on k to denote the site (or type of site) to 

which the evaporation rate-constant is relevant; the other authors use a 

subscript e, to denote evaporation, and, perhaps, to distinguish the rate- 

constant from Boltzmann’s constant. 

(4) Tsong and Miiller use the name “Relative Evaporation Rate’’ for the 

quantity measured in layers/second for reasons given in ref. 9. Unfortunately, 

their “‘absolute/relative’’ terminology could be misleading, because a result 

of 0.01 layer/sec could reasonably be called an absolute measurement of an 
evaporation current. 

The advantage claimed for the present author's system is that it is clearer, 
and most in line with other scientific usage. 

A.S. THE SPECIFICATION OF EVAPORATION FIELD 

Experiments on the determination of evaporation fields must include two 

logical elements: some empirical criterion to identify the onset of evaporation, 

and the measurement of some field. A theory of field evaporation must in- 

clude some theoretical definition of evaporation field. Those who seek to 

assimilate measurement and theory face two questions: (a) Does the empir- 

ical criterion for evaporation onset correspond to the theoretical criterion? 

(b) If so, do the experiments in fact reliably measure the field quantity that 

appears in the theory? This appendix deals with the first question. 

We consider three methods for specifying evaporation field. It may be 

defined as: 

(1) The field (F°) at some point when the average evaporation current is 

equal to some specified value; 

(2) The field (F*) at some site when the local rate-constant for that site has 

some specified value; 

(3) The field (F*) at some site when the local activation energy for that site 

is equal to zero. 

Methods (1) and (3) are in common use; method (2) is a new one, introduced 

in this paper. 

The experimental situation in which field evaporation is just beginning 

to occur is here termed evaporation onset. In many circumstances evapora- 

tion onset would be judged qualitatively, but it is possible to use a numerical 

criterion in the form of ‘‘so-many layers per second’’. The empirical criterion 

is thus in terms of an average evaporation current. It can be related to 
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theoretical criteria derived from rate-constant theory by the following, slight- 

ly simplistic argument. For definiteness, we use terms applicable to tungsten 

of the normal orientation. 
With a top (110) plane of average size, only a small proportion of the 

atoms in that plane are at any significant risk of evaporation: such atoms 

are said to be at high-risk sites. Suppose that on average (an average over all 

possible sizes of the top (110) plane) the proportion of high-risk sites is r, and 

the average evaporation rate-constant for these sites is ky,: from eq. (41), 
the evaporation current j (measured in layers/sec) is given by: 

ja rky,. (42) 

  

If, as the specimen evaporates and is blunted, the applied voltage is con- 

tinuously increased in such a manner as to maintain k,, approximately con- 

stant, then eq. (42) gives the average evaporation current. 
Next, one has to guess a suitable value for r: 1% seems reasonable, but so 

perhaps would 5% or 0.2%. (50% would seem unreasonably high, 0.02% 

somewhat low.) Taking r=0.01 would imply equivalence between the rate- 

constant criterion k,,=1 sec ' and the criterion that average evaporation 

current equal 0.01 layer/second. By a convenient coincidence, the latter 

seems a reasonable quantification of the condition that most experiment- 

alists would recognise as evaporation onset; Tsong!) has used a current of 

0.01 layer/second to define the evaporation voltage of his substrate. 
The approximate equivalence of methods (1) and (2), claimed in section 

6.1, is thus established. Evaporation theory has also used method (3) to 

define evaporation field. Applying eq. (1), the pre-exponential lies between 

about 108 and 10! per second); setting Q,, equal to zero gives k,, the same 
value as the pre-exponential, so the corresponding evaporation current crite- 

rion would be between about 10° and 10" layers/sec. This is much higher 

than any commonly-used empirical criterion, even allowing for our estimate 

of r to be too high by a factor of 50. Thus the unity rate-constant requirement 

is a better match to the empirical onset criterion than the Q=0 requirement. 

The following paragraphs deal with some subsidiary matters. 

A.5.1. The effect of tip size on the relationship between criteria 

It seems likely that the proportion (r) of high-risk sites in the top (110) plane 

might depend somewhat on the size and shape of the specimen. A specific 

requirement on rate-constant at such sites would then correspond to a range 

of evaporation-current criteria, the current value depending on tip size and 

shape. Conversely, a specified evaporation-current requirement would corre- 

spond to a range of rate-constant requirements, and hence to a range of 

evaporation-field values. It may be relevant that Miiller and Young**) long 
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ago noted that small tip size led to a reduction in the evaporation field as 
defined by some empirical test of evaporation onset. 

  A.5.2. Brandon's experiments 

Experiments of the type performed by Brandon and by Taylor measure 

the field sensitivity of average evaporation current. The relation of this to the 
field sensitivity of a rate-constant is easily derived. From eq. (42): 

Inj =Inr + Ink,,, 

whence 

é(Inj)/éln F = 6 (Inr)/dinF + 6(Ink,,)/@In F. (43) 

r is mainly determined by geometrical factors, which in a particular mea- 

surement will not depend much on the applied-voltage value, so the first 
term on the r.h.s. will be almost zero, and the logarithmic derivatives of 

k,, and j will be almost equal. Thus the experiments in effect give a rate- 

constant field sensitivity. Note, though, that it is the rate-constant at the 

high-risk sites that appears. All past theory concerned with the evaporation 

of equilibrium endforms must be deemed to have been dealing with the 

parameters at the high-risk sites on the relevant topmost plane. 

A.5.3. The variation of evaporation field with position 

Tsong’s main experiments !°) concern adatoms on the top of the the top- 

most (110) plane. The adatom binding sites are in a different geometrical 

crystallographic environment from the kink sites in the edges of the top 

(110) plane. Since the adatoms will have fewer nearest neighbours, expecta- 

tion is that the adatom binding energy will be less, and hence that the local 

evaporation field F, for the adatoms will be less than the local evaporation 

field Fx, for the high-risk sites. It follows that the partial energy (m4) for 

adatom removal would be less than that (ju1,) for experiments on endform 

evaporation. 

As a first approximation, section 4 has ignored these differences, and has 

taken all the evaporation fields as equal to the listed value, 57 V/nm. Tsong’s 

analysis in fact makes a similar approximation: the Fo in his equations de- 

scribing the rate-constant measurements is my Fs; but the Fo in his figs. 9 

and 10 is my Fy,, or something very like it. 

It is important to realise that we are not here discussing how the field 

varies across the surface at some applied voltage corresponding to evap- 

oration onset, but how the local evaporation field F§ as defined by the unity 

rate-constant criterion varies from site to site. Different sites may reach their 

local evaporation field F; at different applied voltages. 
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Note added in proof 

At the 1973 Field Emission Symposium, and in section 6.5, I have spec- 

ulated on general theoretical grounds that field evaporation might proceed 

via a multiple-stage process involving, first diffusion to a more field-exposed 

position, and then detachment. Experimental evidence available since sub- 

mission of this paper now points to the same conclusion. Moore and Spink?) 

have analysed the relative field evaporation probabilities of atoms in various 
nearly-equivalent net-plane-edge sites, and conclude that in many cases a 

high relative evaporation probability is correlated with the presence of a 

diffusion path away from the site passing through a position of relatively 

pronounced geometrical protrusion. 
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Discrepancies are demonstrated to exist in the conventional mathematical treatment of the 
charge-exchange model for field evaporation, and a new treatment is presented that concen- 
trates on the behaviour of the atomic nucleus prior to evaporation. The new approach seems 
physically more correct, produces markedly better agreement with experimental data concern- 
ing rate-constant field-sensitivity, and resolves several outstanding puzzles in field evaporation 
theory. The main numerical achievement is to predict a value of —6 for the ratio of partial 
energies 2/1. 

1. Introduction 

The object of this paper is to present a new mathematical treatment of the 

charge-exchange model for field evaporation, that enables several existing difficul- 

ties with field evaporation theory to be resolved. 

Traditionally, there have been two main contending models for field evapora- 

tion. Miller, using an image-hump model, was the first to propose that field evapo- 

ration was a thermally activated process [1], and a later variant of this model was 

able to predict evaporation fields with a moderate degree of success [2]. But sub- 
sequent work [3] showed that an equivalent or greater degree of success could be 
achieved with the charge-exchange model originated by Gomer [4]. 

The merit of the image-hump model, in its simplest version, is that the associated 

mathematics is extremely simple. However, as has been pointed out by various 

workers (in particular Tsong [5] and McKinstry [6]), considerable difficulties arise 
if more sophisticated versions of the model are examined in detail. the evaporating 

ion is assumed to be three-fold or four-fold charged, then the predicted distance 

of the hump from the metal’s surface is unrealistically small, and the validity of the 

classical image-force potential would in any case be in doubt. Further, if short-range 

repulsive interactions of the type proposed by Brandon [7] are taken into account, 

then it is far from obvious that any hump actually exists in the ionic potential 

curve. For these and other reasons I shall follow Miiller and Tsong [3] in thinking 
that, although the image-hump model may provide a convenient mathematical for- 

malism, it is unwise to regard it as physically realistic. 

239 
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The charge-exchange model is, prima facie, a much more likely mechanism. But, 
unfortunately, there currently exist certain discrepancies between the experimental 

results and theoretical analyses based on this model, particularly in the prediction 
of rate-constant field sensitivities. It will be shown below that these discrepancies 

are due to a mathematical oversight in the conventional analyses, and disappear 

when this oversight is corrected. 

Much of the argument will be based around the rate-constant measurements 

made by Tsong [5], and the method of analysing rate-constant data developed by 

Forbes [8]; section 2 summarises these. Section 3 displays the difficulties arising 

with the conventional treatments, and the remaining sections then present and dis- 
cuss the new approach. 

Several points of notation deserve comment. In conformity with current trends, 

the equations in this paper are presented in rationalised form. In particular, the 

symbol a’ is used to denote the quantity “S/ (absolute) polarisability” recently 

discussed elsewhere [9]. a’ is related to the Gaussian polarisability a; by: 

a’ = (47€9) a; , qd) 

where € is the electric constant (permittivity of free space). “Gaussian polar- 

isability” is the official international name [10] for the quantity represented by the 
symbol « in most existing field-ion literature — most of which uses dimensionally- 

inconsistent expressions for polarisation energy [9]. A 

I shal] also employ a tighter convention about the arguments of logarithms and 

exponentials than has previously been thought necessary in field-ion literature, by 
making use of the special symbol ‘“)”. By definition, (ky) in this paper stands for 

“the numerical value of the quantity ky when kg is expressed in s~'”; and a similar 
definition holds for (4). Strictly, the entity Inkg is mathematically improper, 

because ky is not a pure number; the entity Ing), however, is not improper. 

The work described here was first presented at the 23rd International Field 
Emission Symposium, at the Pennsylvania State University, in 1976. A more wide- 

ranging account of existing field-evaporation theory can be found in the review by 

Miiller and Tsong [11]. 

2. The description of rate-sensitivity data 

Data concerning the variation of the evaporation rate-constant ky typically 

comes in the form of a plot of Inky) against applied voltage V. This may be con- 
verted into a field-dependent plot by the following procedure. An evaporation field 
F* may be defined by the “unity rate-constant criterion” [8]: 

klF)= 157. Q) 

A quantity f, the fractional overfield, is then defined by: 

(aE SER GQ) 
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The first-order field sensitivity S°(f, T) is defined by: 

S°(f, T) = d Intkg)/df = FS d In{ky)/dF , (4) 

and higher-order field sensitivities by: 

S"(f, T) = d" Inkg)/df" = (FS)" a” Inkkg)/dF" . (5) 

(The derivatives with respect to f and F are here represented as total derivatives, for 

reasons that will become clear later. However, since the relevant experiments are 

conducted at a fixed temperature 7, there is also a sense in which S° can be 

represented as a partial derivative taken with temperature held constant: field sen- 

sitivities are not used in this way here.) 

The convert the V-dependent data plot into an f-dependent plot, the former is 

used to obtain the applied-voltage value V° such that kg(V*)=1s~!. On the 
assumption that F' & V, it follows that: 

LaWVe) le (6) 

Hence the V-axis can be redesignated, and values of field sensitivities obtained. This 

approach has the advantage that the quantity F* is well-defined theoretically, and 

that data corresponding to F = F* can be identified empirically. 

If data are presented in the form of a plot against some field F, then a similar 

redesignation procedure can be applied, using eqs. (2) and (3). - 
Fig. 1, reproduced from fig. 10 in Tsong’s paper [5], but with transformed co- 

ordinates, shows how Inky) varies with f, for a tungsten adatom on a tungsten 

(110) plane, at 80 K. The curve drawn by Tsong has been used in the identification 

OAc: 
Though field-sensitivity values are often used in discussions of field evaporation 
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Fig. 1.The variation of evaporation rate-constant with fractional overfield, for tungsten 

adatoms on a tungsten (11) plane. Data taken from Tsong [5], fig. 10, but shown plotted 

against transformed coordinates. 
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theory, it is sometimes more convenient to represent the data in terms of the coeffi- 
cients y” defined by: 

u"= kT S"(0, T) 7) 

where k is the Boltzmann constant, and S"°(0,7) is the n‘" order field-sensitivity 
value, taken at f= 0 (that is, at the evaporation field F*). The coefficients y” can be 
simply related to the coefficients that appear in a regression polynomial fitted to 

fig. 1 [12,13]. 
These coefficients also have a direct theoretical interpretation. At sufficiently 

high temperatures, field evaporation obeys an equation that may be written in the 

Arrhenius form: 

kg=A exp(—Q/kT) , (8) 

where @ is a classical activation energy, and A is a pre-exponential [3]. Following 
ref. [8], this equation can also be written in the form: 

    ka= ts! exp(M/kT), (9) 

where 

M=kT\n\4)-@Q, (10) 

and f,=1 sec. (The dimensional constant t, must be included to keep eq. (9) 
dimensionally consistent.) From eqs. (7), (5) and (9), it follows that the coeffi- 
cients y.” are given theoretically by: 

wl" = (d"M/df")| peo = FY" (A"M/4F")| p= Fe « ql) 

That is, the y” are the values of the various-order derivatives of M, taken at the 

evaporation field F*. 
The quantity M has the dimensions of energy, but does not correspond exactly 

to any existing thermodynamic quantity. Forbes [14] has proposed that it be given 

a distinctive name, and has tentatively suggested ‘“‘Puissance”. The coefficients u” 

also have the dimensions of energy, and have been termed “‘partial energies” or 

“partial puissances”’. : 

Puissance is a function of the site field F, and may be Taylor-expanded about 

the evaporation field F*, as follows: 

‘= c) cy aM 1 I= 2 eM) 12 
ME)= MED HE FI NE FY eer (12) 

M(F*) is zero by definition, as may be seen by substituting M = 0 into eq. (9) and 
comparing the result with definition (2). Hence, on introducing the variable f 

defined by eq. (3), and using relationships (11), one obtains: 

M(f)=ulft huef? +... . (3) 
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Table 1 
Experimental estimates of partial puissances 
  

Tungsten: ul 2.0 eV 
uw -10eV 

Molybdenum: ul 1.4-2.1eV 
Platinum: al 1.3eV 
  

This equation provides an alternative way of defining the partial puissances ae 

If an expression for Q as a function of F (or /) is available, and if it may be 

assumed that any field dependence in the pre-exponential A is small and hence 

aM"/4F" = —d"Q/dF" , (14) 

then theoretical expressions for the y” in terms of atomic parameters can readily 

be obtained. Consequently, comparisons of experimental and theoretical estimates 
of the various” are a useful way of comparing experiment and theory. 

Experimental estimates of u! can be obtained from the work of Brandon [15], 

Taylor [16] and Tsong [5], and are discussed in ref. [8]. Tungsten is the only 

material that has been studied by more than one worker: the corresponding esti- 

mates of yu! are remarkably consistent, and we can take the “typical” value of uw 

for tungsten as 2 eV. Table 1 above also shows estimates of u' for molybdenum 

and for platinum, derived from Brandon’s work. 

Tsong’s experiments are the only source for a quantitative estimate of u?, and 

this only for tungsten. Unfortunately, there is some uncertainty about the statistical 

treatment of his data [12,13]. The “typical” estimate of u? as —10 eV is based on a 

re-analysis by Patel [12] of Tsong’s data, and is the rounded average of the esti- 

mates derived from the two sets of adatom data published in ref. [5]. 

I shall employ the data in table 1 when discussing the results of the new treat- 

ment presented later. However, for discussion of the conventional treatment, in the 

following section, it seems more appropriate to use data derived directly from the 

curve drawn by Tsong and shown in fig. 1. The data are given in table 2. These are 

derived from the numbers given by Tsong in the caption to fig. 10 in ref. [5], using 

the transformation formula given in ref. [8] and assuming that In(k,) equals zero 

Table 2 
Rate-constant field-sensitivity data derived from fig. 1 

  

f=0 S°(0, 80 K) ~260 

f= 0.08 S*(0.08, 80 K) ~80 

f=0 S?°(0,80K) ~-2250 
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when Tsong’s quantity F/Fo equals 0.955. The qualitative conclusions of section 3 

are the same whether one uses the data in table 1, the data in table 2, or data 
derived from fig. 9 in ref. [5]. 

3. The conventional mathematical treatment 

This section now displays a major difficulty associated with the conventional 
mathematical treatment of rate-sensitivities. Quantitative discussion requires a 

definite activation-energy expression. For present purposes, I shall disregard the 

broadening, energy-shift, and short-range terms sometimes included [11], and sup- 

pose that in the charge-exchange model the evaporation activation-energy Q(F) is 
given by: 

Q(F) = [Ao + Ha — no* + C(x)] — neFx™ + a"F?, (15) 

where e is the elementary (proton) charge; ne is the charge on the ion after field 
evaporation; Ag is the zero-field binding-energy of the neutral atom to the surface; 

Hy, is the energy of formation, in remote field-free space, for the ion from the 
neutral; ¢° is the appropriate local work-function; and x™ is the effective distance 
of the crossing point (“escape point”) from the metal’s electrical surface. (x may 

be identified with the quantity “x, + Xe appearing in Miiller and Tsong’s discus- 

sion [11]). 
C(x) represents the correlation interaction between the ion and the surface, and 

is usually approximated by the image potential: 

C(x)  -n?e?/1 69x , (16) 

where €p is the electric constant, and x is the distance of the ion from the metal’s 

electrical surface. The exact applicability of this approximation is, however, open 

to some doubt [11]. 
a” is the “effective SI polarisability”, and is given by: 

a" =ay— a, (7) 

where a and af are polarisability-like quantities, having the dimensions of SI 

absolute polarisability, associated with the neutral and with the evaporating ion, 

respectively. 

The conventional mathematical treatment supposes that, in evaluating dQ/dF, 

any variation with field in the position of the crossing point may be disregarded. 
This assumption will also be made here. 

If, initially, the polarisation term in eq. (15) is disregarded, then: 

dQ/dF + —neFx™ , (18) 

and hence from earlier equations we obtain: 

S°2neFx/KkT , a9) 
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been (20) 

There are considerable difficulties in making exact a-priori estimates of F* [8], or 
of x [11]. For the evaporation field F* the conventional value for tungsten of 

57 V/nm will be used. As regards x‘", the author's view is that to substitute the 

relevant atomic diameter is a crude but more-or-less sufficient approximation, that 

takes some cognisance of field penetration [11] and is roughly equivalent to sup- 

posing that the metal’s electrical surface is effectively in the vicinity of the sub- 

strate nuclei. For tungsten the value x‘ = 0.27 nm will be assumed: this is the 

nearest-neighbour distance in the tungsten lattice [17]. Taking n = 3 (which is the 

commonest tungsten evaporation charge-state found in atom-probe work [18]), one 

obtains neF°x"" * 46 eV. Since k- 80 K equals 0.0069 eV, the predicted first-order 

field sensitivity S* is approximately 6700. 

Clearly, eqs. (19) and (20) are unable to predict the curvature observed in fig. I, 

but it also deserves note that the discrepancy between the experimental (260) and 

theoretical (6700) estimates of the field sensitivity at the field F* is far too large 

to be attributed to uncertainties in 2, x", or F°. 
If the polarisation term is included, then the following expressions (in terms of 

Pf) can be obtained: 

S(f,T) = [neF x" — a" (FS)? (1+ f)VAT (1) 

S*°(f, T) = —a"(F°P/kT (22) 

Clearly, equations of this form can qualitatively explain the curvature shown in 

fig. 1. 

The observed value of $?°, namely —2250, implies a value for a’(F*)? of approx- 

imately 16 eV. This implies a value for « equivalent to a Gaussian polarisability 

of about 7 A>. Such a value appears to be compatible with the Gaussian-polar- 

isability value 9.2 A? quoted [11] in connection with experiments on surface dif- 

fusion in high electric fields. 

A semi-theoretical estimate of S“(0,7) can now be obtained by setting f= 0 in 

eq. (21) and substituting back the empirical value for al (F°)?. Taking neF°x" as 

46 eV, as before, leads to the prediction S*(0, 80 K) + 4300. 

This estimate is still much larger than the experimental result (260). To get the 

estimate of S*(0, 80K) as low as is found experimentally, the square bracket in 

eq. (21) must be equal to approximately 2 eV, which requires that neF*x*' have a 

value of around 18 eV. But, ifm = 3, then this in turn implies a value for x“ of just 

over 0.1 nm. 

Such a value is not inconceivable, but would tend to suggest that intuitive con- 

siderations concerning the position of the metal’s electrical surface were faulty. The 

author’s opinion, shared with McKinstry [6], is that a value for x of 0.1 nm or so 

is too low to be plausible. Thus, even when the polarisation term is included, the fit 

between theory and experiment is unconvincing. 

There is also a more general difficulty associated with the form of eq. (21). Both 
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the terms in the square bracket are large; but experiment requires that they be 

roughly equal; which will be the case only if: 

nex © q"FS, (23) 

But there is no obvious reason why this near-equality should hold for each of a 

wide range of materials; so one might expect to observe wide variations in field sen- 

sitivity S° (or, equivalently, u) from material to material. But if such an effect 

operated then it should be well known, because field evaporation is basic to 

endform preparation. No such effect exists, and for the three materials for which 

u! has been measured the values of y! lie within a factor of 1.6 (cf. table 1). There 

is an unhappiness of form about eq.(21), and hence about theories that explain 

curvature in the In(kq) versus f plot in terms of the influence of polarisation effects. 

Further evidence of some inadequacy in the existing treatment comes from the 

work of Vesely and Ehrlich [19]. They took the series expansions, for Q in terms 

of F, conventionally associated with the image-hump and charge-exchange mecha- 

nisms and fitted them to the rate-constant data published by Tsong [5], using regres- 

sion techniques. Their conclusion, albeit qualified in various ways, was that statisti- 

cally the best fit to the data was given by the image-hump series expansion, with 

n=2. This creates an anomaly, because the charge-state of tungsten on arrival at 

the detector is normally 3+, and the image-hump mechanism can be discounted on 

general grounds, as explained earlier. 

A further well-known difficulty with both the existing models is that, if one uses 

the criterion of lowest predicted evaporation field to predict the evaporation 

charge state [2,3], then the predicted charge-state is usually lower than that found 

experimentally in atom-probe work. 

4. The atomic-jug formalism 

One path forward from the difficulties just described might be to include 

additional terms in the expansion for Q in terms of F. An alternative is to re-exam- 

ine the mathematical assumptions behind the customary treatment. 

As was pointed out by McKinstry [6], the correct mathematical expression for 

the total derivative dQ/dF is: 

(ee) a lo) ea a0 
The conventional treatment is equivalent to ignoring the second term in eq. (24), 

on the grounds that dx“/dF +0. It would be possible to directly investigate the 

effect of including the second term: instead, it seems better to approach the 

problem from an entirely different angle, that concentrates on the behaviour of the 

vibrating nucleus prior to field evaporation. 
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Fig. 2. Potential configuration associated with the simple charge-exchange mechanism of field 
evaporation. 

As shown in fig.2, the pre-evaporating nucleus moves in a potential well. Let 

V(x, F) denote the binding-well potential, measured relative to a zero of potential 

at the bottom of the well, at x°. In terms of the standard neutral Molecular Term 

Uo(x, F) defined in ref. [20] (ie. in terms of the atomic potential energy), V(x, F) 

is given by: : 

V(x, F) = Uo(x, F)— Uo(x*, F). (25) 
In terms of V(x, F), the evaporation activation-energy Q(F) is given by: 

OF) = Va", F). (26) 

One thus has a picture of the pre-evaporating nucleus as moving in a jug-like poten- 

tial: if the nucleus gets out as far as x, then evaporation takes place. For the 

nucleus, the process of field evaporation is an atomic-level analogy to the pouring 

of water from a jug. As the field in increased, the “lip’”’ of the jug is lowered, and 

the probability of evaporation increases. 

4.1. The parabolic-jug approximation 

As a first approximation, it may be hypothesised that V has the form appropriate 

to a simple harmonic oscillator: 

V= hxc —x?)? (27) 

where « is a force-constant. This is the parabolic-jug approximation, introduced by 

Forbes [21]. It follows that the activation energy Q(F) is given by: 

OUF) = dx (x — x)? = dr? (28) 

where r is a new variable representing the distance between the bonding point and 

the crossing point. 

For notational clarity, it is useful to here introduce a new symbol (R) to denote 
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the distance of the crossing point from the metal’s electrical surface, and a new 

symbol (a) to represent the distance of the bonding point from the electrical sur- 

face. That is: 

(29) 

(30) 

  

From eq. (28), using this new notation, it follows that the total derivative of 0 

with respect to F is given by: 

2... (22) (22) a (G1) 
aF \ax), dF \ ar), oF 

dx (aR da 4 
=i Kr e(4_ SZ). (32) 

If the initial bonding state is assumed to be neutral, as in the conventional treat- 

ment of field evaporation, then it is probably a good approximation to treat the 
derivatives dk/dF and da/dF as negligibly small, and eq. (32) reduces to: 

dQ/aF = xr (AR/dF). (33) 

An expression for dR/dF may be obtained as follows. Expressions (15) and (28) 

for activation energy must be equivalent, so: 

dr? = (No + Hn —ng® + C) —neFR + la"F? (34) 

Taking differentials and rearranging leads to: 

(kr — C’ +neF) dR = —(neR — a"F) dF (35) 

In doing this it has been assumed that dr = dR (because da + 0), and that any varia- 

tion of a’ with position may be ignored; C denotes dC/dR. Substitution into eq. 

(33) now leads to: 

dQ_ Kr 

aF ~ xr—C +neF 

which is the basic result. 

We shall also require, later, explicit expressions for r and Q in terms of F. 

Approximate expressions can be obtained as follows. In eq. (34): the term $xr? is 

ignored, being small; the term C is evaluated at some specific value of R, and is then 

combined with the other terms inside the brackets to give a constant W neFR is 

expanded as neF(a +r); and the result is rearranged, to give: 

w? a'F a 
fo eg tet (37) a 

neF 2ne 

(neR — a"F), (36) 

This approximation holds for r not too large, and is adequate for fields near F*. At 
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an equivalent level of approximation, Q(F) is given by: 

we eS) 
OF kx | -a + —_— 38 

neF 2ne (38) 

This expression should be compared with the conventional expression, eq. (15), in 

which the dependence of x“ on F is not shown explicitly. 

5S. Application to the charge-exchange model 

5.1. Estimation of y? 

If, as before, any field dependence in the Arrhenius-form pre-exponential A is 

ignored, then from earlier equations: 

S°(F, T) = —F(dQ/dF kT . (39) 

Substituting from eq. (36) and re-arranging leads to: 

neF Mo 

Se oe 
In the interests of algebraic simplicity, two inessential approximations are now 

introduced. Consider the final bracket in eq. (40), and compare the quantities neFR 
and w"F*, From earlier estimation, neFR is approximately 46 eV. For an a-priori 
estimate of a’’F?, one might take twice the largest estimate of polarisation energy 
given by Miller and Tsong (ref. [3], p. 70): this would give a’’F? as about 5 eV. In 
this case @’F/neR <1, and the final bracket can be approximated to unity, which 
we shall do here. (If the actual value of «’F? is somewhat larger, as might seem the 
case from Tsong’s experiments on adatom diffusion [22], then a correction factor 
would need to be introduced.) 

In general the second bracket can be set equal to a quantity y that has a value 

somewhat less than one and is a slowly-varying function of field. However, in a first 

approximation this bracket also may be set equal to unity. With these approxima- 

tions one obtains: 

  

SF, T) = (krR/kT) (F°/F) « “Se (41) 

Hence, the first partial puissance 1! is given by: 

pl = KT S(FS, T)=KreRe, i * (42) 

where the suffix “c” on r, and Re indicates that the values are those appropriate 

to the evaporation field F° defined by the unity-rate-constant criterion. ’ 

Expression (42) may be re-written as: o 

ul = 2(Kr2) (Ree) « (43) 

The first bracket may be identified with the activation energy Q(F*), which may be 
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taken as about 0.2 eV. An a-priori estimate of R/rc, made intuitively, might be 

around 10. These values lead to a semi-theoretical estimate for y! of around 4 eV. 

This estimate is about twice the experimental estimates listed in table 1, and is 

much closer than the a-priori estimates that would be derived in the conventional 
treatment. The remaining discrepancy by a factor of two may be due to the approx- 

imations made earlier, or it may be due to inaccuracy in my intuitive estimate of 

R,/r.. For consistency with the experimental estimate, it will be supposed here that 

in the case of tungsten the value of Rg/re is “actually” 5. Since Rp =a+re, the 

value a= 0.27 nm leads to an estimate for r, of about 70 pm (0.07 nm). Although 

perhaps a little higher than one might intuitively expect, such a value is certainly 

not unreasonable. 

5.2. Field-sensitivity formulae 

By combining eq. (37) with eq. (40), expressions may be obtained that explicitly 

exhibit the dependence of S°(F, T) on the site field F. The general result is algebrai- 
cally complicated, and not very informative. It seems better to use different 

approximations to it in different field regimes: three such regimes have been identi- 

fied (21]: 
The low-field regime. At low fields the distance r becomes large, and the approx- 

imation of setting the second bracket in eq. (40) equal to unity fails. Rather, it has 
to be set equal to neF/xr, which leads to: 

SF, T) *neF‘R/KT . (44) 

This result is identical with eq. (19). 
The regime near F°. In eq. (41) the main field dependence not explicitly exhib- 

ited is that of r. Substituting from eq. (37) gives: 

SE, T=   
ae wo a, al :. (45) Se ee 
kT \neF* F 2ne 

This is the approximation given in ref. [21], and neglects the relatively weak field- 

dependence of R. This can be included explicitly by using eq. (37) a second time, 

to give: 

< aS Ee 2\(4 <*) (46 
aE, Bone Neh Dre) ) 

The high-evaporation-field regime. At higher fields, when the distance r becomes 

very small, S°(F, T) becomes a gently-varying function of field F; and at fields very 

close to the field F* at which the activation energy becomes zero it follows from 

eq. (41) that: 

S(F,T)20. (47) 
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5.3. Estimation of yw? 

A general expression for u2 is tedious to derive, so a simplified approach will be 

used here. From earlier definitions: 

pw? = kT FS(dS°/4F)I pc « (48) 

An approximate expression for dS*/dF may be obtained by differentiating eq. (45), 

ignoring the field-dependence of R. Substitution into eq. (48) then yields: 

pw? = KRe[-(2W°/neF®) + a] . (49) 

An analogous expression for uz! may be obtained by substituting eq. (45) into eq. 

(42), to give: 

w= KR,[(W2|neF®) — a + (a"F*/2ne)] . (50) 

By combining these we obtain: 

Qu! +p? =KR,[—a + (a"FS/ne)] . (51) 

Using eqs. (30) and (42), some algebraic rearrangement gives: 

ul +p? = —p!(Rore) [1 — (a F*/neR,)] « (52) 

In consistency with previous assumptions, we may take the term in square brackets 

as unity, and R,/r, as 5. Hence one obtains the semi-theoretical prediction: 

wily! s—6. (53) 

More exact approximations tend to produce values lying within +2 of this figure, 

with some uncertainty arising from our lack of exact values for parameters such as 

Randa”. 
From the data in table 1, a typical experimental estimate of y?/u! is —5. Con- 

sidering the imprecise nature of both experiment and theory at the present time, 

the agreement between them is entirely satisfactory. 

5.4. The force-constant 

An empirical estimate of the force-constant k can be obtained by substituting 

the values Q(F°) = 0.2 eV, re = 0.068 nm, into the formula Q(F*) = dere. This gives 

k as approximately 90 eV/nm?. 
If the assumption of a parabolic well is taken to have some physical reality, then 

a vibration frequency » may be obtained from the formula for a linear harmonic 

oscillator: 

2nv = (x/m) 2 (54) 

where mis the mass of the vibrating atom. Using the mass appropriate to a tungsten 

atom leads to the result: y+ 1 X 10!? Hz.
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This value is well in accord with prior expectation [23]. In fact, the agreement is 
better than we have any right to expect, and may be partly fortuitous. 

6. Discussion 

In the quantitative interrelation of experimental data. the present version of the 

parabolic-jug approximation seems significantly more effective than the conven- 

tional treatment of the chargeexchange mechanism. However, the treatment here 

involves many approximations, and some of these deserve detailed exploration. For 

the time being, the numerical agreements achieved are best regarded as indicating 

future potential rather than hard performance. The real merits of the new approach 

seem to lie in some more-general characteristics. 

(A) The predictions made here concerning the values of wu! and y?/u' do not 
depend significantly on the value assumed for the ionic charge-state after escape. 

The present treatment is a “partial theory”, compatible with the atom-probe 

results. Hopefully, it should be possible to integrate it with some future theory con- 

cerning final charge-state. 

(B) All the predicted parameter values are readily plausible. Further, the quan- 

tities k,r, and Ry should not be sensitively dependent on the nature of the material 

involved, so one might reasonably expect u' to be much the same for different 

materials, as the experimental results tend to suggest. 

(C) Prediction of a high-field regime where rate-sensitivities are relatively small 

appears to be compatible with the experience of atom-probe operators that such a 

regime exists experimentally (Waugh, private communication). 
(D) The explicit series expansion for Q in terms of F derived here, namely eq. 

(38), contains terms in F~? and F~!. No such terms appear in the series expansion 
used in the conventional treatment of the charge-exchange mechanism. In their 

curve-fitting exercise with Tsong’s data, mentioned earlier, Vesely and Ehrlich con- 

cluded that the image-hump series expansion produced a statistically-better fit than 

the conventional charge-exchange series expansion [19]. The present treatment sug- 
gests that at fields near the evaporation field F* the conventional expansion is math- 
ematically faulty. Consequently, no physical significance need be attached to the 

Vesely and Ehrlich result. In particular, it constitutes no valid reason for prefering 

the image-hump mechanism over the charge-exchange mechanism. 

(E) In the new treatment the effective polarisability a” does not have a sensitive 
influence on the theoretical estimates of u! or w?. This characteristic helps resolve 

some past controversy. Tsong [5] has claimed, first, that variations in effective 
polarisability ought on theoretical grounds to exist, dependent on the crystallo- 

graphic environment of the bonding site; second, that such variations have been 

detected in his experiments on rate-constant sensitivity, as analysed using a conven- 

tional charge-exchange series expansion for Q. Vesely and Ehrlich [19], and Patel 
and Forbes [12,13], however, assert that Tsong’s analysis of his data is statistically 
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inadequate, and that regression procedures assuming this conventional series expan- 

sion lead to a” values that the are significantly different from Tsong’s. Vesely and 
Ehrlich further assert that Tsong’s published data, when analysed by regression 

techniques, contain no statistically significant evidence of crystallographic variation 

ina”. 
With the present treatment, the absence of significant differences in y?, as 

between crystallographically different data sets, is entirely compatible with the 

existence of significant variations in a’, as between crystallographically different 
bonding sites. In effect, another potential anomaly has been eliminated. 

(F) In the present treatment there are no assumptions that are highly sensitive to 

the orientation assumed for the axis of the potential barrier. It is possible to con- 

sider r,, R, and @ as measured along a path of escape that is partly parallel to the 

emitter surface. The numerical agreements demonstrated here are thus compatible 

with variants of the charge-exchange mechanism that assume that nuclear motion 

during evaporation is partly parallel to the surface. There seems an increasing 

amount of experimental evidence to suggest that lateral motion may be important 

(for example, refs. [24] and [25]), but up till now theoretical speculations [8,25] 
have been in terms of a mechanism involving activation over a diffusion hump. A 

lateral charge- exchange mechanism now seems a viable alternative. 

The essential difference between the old and the new treatments is as follows. 
The conventional treatment evaluates the evaporation activation energy as the dif- 
ference between the ion energy at a fixed point and the bonding-point energy; the 

atomic-jug formalism evaluates it as the difference between the ion energy at the 

crossing point (wherever that may happen to be) and the bonding-point energy. 

With the conventional treatment the reason why the rate-constant versus field curve 

flattens out is the mathematical fact that a squared (in F) term increases more 

rapidly than a linear (in F) one: with the atomic-jug formalism the reason is the 

physical fact that a binding-potential curve is flattest near to the bonding point. 
Although several approximations made deserve systematic exploration, the pres- 

ent simplified treatment’s main fault is that it appears to assume that the pre-evap- 

orating atom is bound (prior to evaporation) in an essentially neutral condition. 

Tsong and Kellogg’s theoretical interpretation of the polarisabilities derived from 

their experiments on adatom diffusion [22] seem to support the present author's 
intuition [8] that the bonding state may be partly ionic. In fact, the theory here 
can be extended to cover the ionic bonding situation [26], and in the case of 
bonding as a singly-charged ion the numerical results are fairly similar to those for 

neutral bonding. 

Overall, it seems clear that, as compared with the conventional treatment of the 

charge-exchange mechanism, the atomic-jug formalism is more correct physically, is 

more sophisticated mathematically, and leads (even in the basic version of the 

parabolic-jug approximation) to superior scientific performance. We may conclude 

that the conventional treatment is mathematically inadequate, and that the varia- 

tion of the crossing-point position with field is of major physical significance. 
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By a strange chance, the effect of this is to make the charge-exchange model 

closer in spirit to Erwin Miller’s original image-hump model, for in the latter the 
variation with field in the position and energy-level of the top of the hump is the 

factor of significance. Plus ¢a change, plus c’est la méme chose, even in field evap- 

oration theory, 
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It is suggested that the so-called charge-exchange model for field desorption in fact com- 

prises two alternative mechanisms between which we may discriminate theoretically, and pos- 
sibly experimentally. This note also corrects some conceptual errors that have arisen in past 

literature through failure to make this discrimination. 

1, Introduction 

The theoretical discussion of field evaporation is often presented in terms of two 
“models”: the “image-hump” model [1-3] and the “charge-exchange” model 
[4-6]. I suggest in this note that the so-called charge-exchange model in fact com- 
prises two different (albeit related) mechanisms of field desorption. Failure to dis- 

tinguish properly between these mechanisms seems to have led to misunderstand- 
ings in the literature concerning the theory of transition rate-constants, and — in 

connection with the theory of appearance energies — to the statement of formulae 
that are incompatible with the principle of conservation of energy. The objective of 
this note is to clarify the theoretical situation, and to suggest that it might be pos- 

sible to distinguish experimentally between the mechanisms. 

2. Theoretical principles 

Charge exchange is a phenomenon that occurs in the context of the crossing or 

near-crossing of potential-energy curves. The principles involved have been exten- 

sively discussed in connection with the theory of atomic collisions and the theory 

of internal conversions in molecules (see, for example, refs. [7,8]), and are basically 

very well understood. I begin by setting down how these might be expected to 

apply in the circumstances of field desorption. 

The curves shown in figs. 1a and 1b represent the standard potential energy 
(“standard Term”) for a desorbate particle, as defined in ref. [9]. The emitter, with 
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Fig. 1. Potential configurations for the two alternative mechanisms of field desorption involving 
charge exchange, in the special case where the initial bonding state is neutral (m= 0). 
(a) Charge-hopping mechanism, involving curve intersection. (b) Charge-draining mechanism, 
involving curve repulsion. (The potential curves shown are schematic.) 

its reservoir of electrons, is to the left of the crossing region, and vacuum is to the 

tight. As the desorbate particle moves from left to right, one or more electrons are 

transferred from the desorbate particle to the emitter. Away from the crossing 

region the potential-energy curves correspond to well-defined charge stages of the 

desorbate particle [10], and these can be labelled by the corresponding charge- 

numbers, m and n, me being the charge on the desorbate in its initial state (where 

e is the elementary charge), me the charge in its final state. For simplicity, fig. 1 

depicts the situation where the initial bonding state is neutral (mm = 0), but the equa- 

tions below and also fig. 2 are valid for non-zero values of m. 

Depending on the circumstances of the electron transfer, the potential-energy 

curves in the crossing region are drawn in the alternative ways shown in fig. 1, 

either as “intersecting” or as “repelled”. (These configurations are sometimes 
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Fig. 2. General relationships between the energy terms involved in the charge-hopping and 
charge-draining mechanisms, shown schematically. 

referred to as the “non-adiabatic” (fig. 1a) and “adiabatic” (fig. 1b) cases, but the 
present author finds this terminology unilluminating.) 

The choice between the two configurations basically depends on the relative 

speeds associated with the electron behaviour and with the motion of the desorbate 

particle as a whole. If the desorbate passes quickly through the crossing region, and 

transfer of an electron is unlikely on a single passage through the region, then the 
curves are drawn as intersecting. Transfer of an electron (or electrons), if it occurs, 

is best envisaged as a sharp “hop”. Hence I call this the “charge-hopping” mecha- 

nism of field desorption. 

At the opposite extreme, if the desorbate passes very slowly through the crossing 

region, and transfer of an electron (or electrons) is almost inevitable on a single 

passage, then the curves must be drawn as “repelled’’. In this case the electron 

transfer is best envisaged as a slow draining of electron charge out of the desorbate 

into the emitter, and I call this the “charge-draining” mechanism of field desorp- 

tion. 

The intersecting curves are (in principle) obtained by requiring the desorbate 
electrons to be in orbitals centred on the desorbate, with the emitter regarded as 

causing a perturbation. In contrast, the repelled curves are obtained by treating the 

emitter and desorbate as a single potential configuration: when the desorbate is in 

the crossing region the wave-function for the transferring electron has significant 

amplitude both in the emitter and in the desorbate. 

It can be shown (for a simple treatment, see ref. [11]), that the standardised 
energies of the intersection-point in the charge-hopping model, U*(CH), and of the 
top of the potential hump in the charge-draining model, UP*(CD), are related by an 

expression of the form: 

UPS(CD) = UP“(CH) — Aecontig — Vrep/2 Q) 

where [,.,/2 is the half-width associated with the curve repulsion shown in fig. 1b 
(i.e. the minimum separation of the curves is ep). A€contig is an energy shift result- 
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ing from “configuration interaction” and is defined here in such a fashion that a 
downwards shift would be positive. (In practice this Aécontig would be a positive 

quantity.) 
Field-desorption experiments inevitably involve a number of individual desorp- 

tion events, and we may assume that the initial vibrational energy of the desorbate 

particle is statistically distributed. If the number of events is large enough (and also 
assuming that a charge-exchange process is rate-limiting), then there will be some 
events that proceed by a charge-hopping mechanism, and some that proceed by a 

charge-draining mechanism. The question thus arises: What selection of events does 

the experiment in question measure? An onset appearance energy, for example, 

might be determined by the relatively few events proceeding by a charge-draining 

mechanism, even though the vast majority of the events proceeded by the charge- 

hopping mechanism. 

At the present time, the lack of reliable numerical information about the values 

Of A€contig and Tyep (to quote but one difficulty) makes it impossible to give 
decisive answers to all such questions. This note thus adopts a more modest posi- 

tion. For each of the two mechanisms discussed here I shall assume that effectively 

all field desorption proceeds by the mechanism in question; certain clearly-defined 

theoretical consequences follow; these consequences can then be contrasted. 

3. Differences between the two mechanisms 

3.1. Rate-constant theory 

With the charge-hopping mechanism, the transition rate-constant Pf associated 

with transfer of the desorbate particle from a given initial vibrational state / in the 
m-fold-charged Term to a given final vibrational state f in the n-fold-charged Term 

involves both an electronic transition probability and a factor relating to the vibra- 

tional motion of the desorbate particle as a whole. 
With the charge-draining mechanism, the electronic changes are envisaged as 

happening so fast that the rate-constant P'S is determined solely by the factor 

relating to vibrational desorbate motion. 

The existence of these two different cases was first pointed out by Gomer and 
Swanson [4] in their discussion of field desorption (see remarks following their 

eq. (49)). It was also made clear that their theoretical treatment applied to the 
charge-hopping situation. 

However, in a subsequent textbook account (see p. 65 in ref. [12]), Miiller and 
Tsong show in sequence: the diagram associated with the charge-draining mecha- 

nism; an equation that clearly relates to the charge-hopping mechanism (their eq. 

(3.28)); a definition of activation energy that appears to relate to the charge-drain- 
ing mechanism (their eq. (3.29)); and further equations (their eq. (3.31) and follow- 
ing) that clearly relate to the charge-hopping mechanism. This somewhat unsatis- 
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factory summary of Gomer and Swanson’s work has, in my view, greatly contri- 

buted to the confusion that persists around the charge-exchange mechanisms of 

field desorption. 

Although there will exist differences between the detailed expressions for 

desorption rate-constant for the two mechanisms, the general formulation of field- 
desorption theory at the present time is not completely satisfactory, and in practice 

differences in rate-constant expressions could probably not be reliably tested. 

3.2. Appearance energies 

For a desorbate particle initially bound in an m-fold-charged state, that arrives at 

the detector in an r-fold-charged state, the standard appearance energy A}, is given 
by [9]: 

Avmr = Hy + (Ug — UP), Q) 

where H> is the energy needed to form the desorbate ion, from the neutral, in 
remote field-free space; Up is the energy of the neutral desorbate in remote field- 

free space; and U?* js the standard potential energy at the top of the potential 
hump (or “‘pass”) over which the desorbate escapes from the emitter. If the 
desorbate particles are initially in thermodynamic equilibrium with the emitter, 

then measured onset appearance energies should correspond fairly closely with the 

relevant standard appearance energy. 

For the charge-hopping mechanism, U?® represents the intersection-point level, 
as shown in fig. 1a, and hence eq. (2) gives rise to the alternative formulae: 

Abie =H + Mn — Omn(CH) =H, +B , (3) 
where AR represents the total bonding energy of the desorbate (including polarisa- 

tion energy), in its m-fold-charged state, relative to the reference zero defined by 

the neutral desorbate in remote field-free space; Q,.,(CH) is the activation energy 
shown in fig. 1a; and B® is the energy by which the intersection level is below the 
zero-level. 

For the charge-draining mechanism, eq. (2) gives rise to the formula: 

Alm = Hy + Nn — Omn(CD) , (4) 

where Q,,,(CD) is the activation energy shown in fig. 1b. When relationship (1) is 
taken into account, eq. (2) leads to the alternative formula for the charge-draining 

model: 

  

AG = Hy * B® + Atcontig + Trepl2- (5) 

All these formulae are derived directly from eq. (2), which is itself derived by 

means of a reversible electrothermodynamic cycle [9] that involves only basic con- 
siderations of conservation of energy. The energy relationships involved in the 
various formulae are shown diagrammatically in fig. 2. 
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In the literature, however, (most recently in ref. [13]) a formula has been given 
in connection with the “‘charge-exchange model” that has the form: 

Amp = Hr +m — Omn — Ae —T/2, (6) 
where Q,,, is the relevant activation energy (for transition from an m-fold to an 

n-fold desorbate charge state). The interpretation of the symbols Ae and I in this 

formula is discussed further below, Whatever their interpretation, though, this equa- 
tion does not correspond with any of the formulae derived earlier, for either charge- 
hopping or charge-draining. An equation of form (6) is incompatible with conserva- 

tion-of-energy arguments as associated with an electrothermodynamic cycle. 

Eq. (6) was first given by Waugh [14,15]. In this work the symbols Ae and [ 

actually refer to a configuration-interaction energy shift and to curve separation, 

as in the earlier part of this note, but his derivation is faulty because it combines 
two equations one of which relates to the charge-hopping mechanism, the other to 

the charge-draining mechanism (see ref. [16]). 
A partial derivation of a formula of form (6) is also attributed to Tsong et al. 

[17]. Their derivation, however, involves the concept of an effective ionization 
energy (for a metal atom near the emitter surface), which is said to be given by the 

formula (see eq. (18) in ref. [17]): 

Tepe =1 — Deg —T/2 . (7) 

I have added the suffix G to the symbols used here, because they refer to energy- 

shift and “atomic-level broadening” effects discussed by Gadzuk [18]. (These 

effects are physically different from the shift effects discussed earlier.) Jug is the 
effective ionization energy, and J is the corresponding ionization energy in remote 

field-free space. 

Now it is questionable whether eq. (7) is a correct formula for effective ioniza- 
tion energy, since the normal convention of theoretical physics is to represent 
atomic-level broadening in terms of an imaginary energy (and it is also questionable 
whether “effective ionization energy” is a useful and well-defined concept). How- 

ever, these points are unimportant here, because it is clear that Jeep (written /(x,) in 
ref. [17]) should not appear in Tsong et al.’s eq. (17). Eq. (17) is an expression for 
the standard potential energy of an ion, and in the reversible thermionic cycle used 

to define an ionic potential-energy curve the ionization process is carried out for- 
mally in remote field-free space. Hence it is the free-space ionization energy / that 
should appear in their eq. (17). As a consequence the Gadzuk terms would not 
appear in their eq. (19), and the eventual result would be equivalent to eq. (3) and 
(4) here. The statement in ref. [17], that the Gadzuk terms appear in their eq. (19) 

as a result of some ‘quantum effect”’, is based on spurious reasoning. 
It follows from eqs. (3) and (4) that for both of the charge-exchange mecha- 

nisms it is true that: 

Agr +t Omn= Hy + Ans (8) 

o7



R.G. Forbes / Charge hopping and charge draining 261 

where Qj, is the relevant activation energy. In fact this is a thermodynamic rela- 

tionship, determined by the energetics of the situation, and it is also true for the 

Miiller—Schottky (“‘image-hump”) and other mechanisms of field desorption. 
This means that knowledge of H> can be combined with measurements of 

appearance energy and activation energy to give information about the size and 

field dependence of bonding energy, as has been done by Ernst [13], without 

detailed knowledge as to the mechanism of field evaporation. (Other than the fact 
that it is thermodynamically determined, as opposed, say, to electron-impact deter- 

mined.) Ernst, working with eq. (6), was obliged to assume that the Ae and I’ terms 
were negligible. His work is strengthened by the proof. above, that they should not 

be there at all. 
Small difficulties remain, since measured appearance energies and activation 

energies do not exactly correspond with the theoretical quantities appearing in 

eq. (8), but any necessary correction should be small, possibly of the order of a few 
kT. 

Returning to the question of discriminating between the charge-hopping and 

charge-draining desorption mechanisms, it might seem from comparison of eqs. (3) 
and (5) that this might be done on the basis of appearance energy measurements. 
In practice, however, the a-priori calculations of the quantity B™ and of the con- 
figuration-interaction terms are not sufficiently good at present. Discrimination is 

not possible by this means. 

  

3.3. Ion energy distribution half-width 

The most promising approach for discriminating between the charge-hopping 

and charge-draining mechanisms may lie in the measurement of the half-width of 

the ion energy distribution. 
A formal wave-mechanical theory of field-ion energy distributions has recently 

been given by Forbes [19], in the context of the charge-hopping potential-energy 
diagram. This suggests that in normal circumstances a quasi-classical treatment 

would constitute an adequate approximation. There have been many of these (for 
example refs. [20—22]), mainly applied to the field ionization of imaging gas. In 
broad terms they suggest that, at the field strengths characteristic of the field-ion 

techniques and at sufficiently high temperatures (near 80 K, say), the half-width 

of the main peak in the ion energy distribution is basically determined by electronic 

considerations, and is of order 1 eV or somewhat less. For metal field evaporation 
the equivalent calculations do not exist, but I would expect a result similar in order 

of magnitude. 

By contrast, with the charge-draining mechanism the distribution half-width is, 

at sufficiently high temperature, essentially determined by the statistical distribu- 
tion of the desorbate particle initial vibrational energy (to a lesser extent by the 
three-dimensional geometry of the potential-energy surfaces). If the desorbate- 

particle assembly can be considered to be initially in thermodynamical equilibrium, 
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then the distribution half-width would be of order KT, which is less than 0.01 eV 
at 80 K, 

In practice, in connection with field evaporation, the measurement of very 

small half-widths might be impeded both by instrumental limitations and by 

site-to-site variations in the level U*(CD) of the top of the potential hump. The 
latter would make it difficult to sample a sufficient number of desorption events 
from essentially identical initial bonding sites (except, perhaps, for liquid metals, 

if replenishment by diffusion could occur). Nevertheless, because the predicted 

half-widths for the two mechanisms are substantially different, and would have 

different temperature dependences, this type of experiment might give rise to 

useful information. 

3.4. Conclusions 

We may conclude that, from a conceptual standpoint, the “intersecting” and 

“repelled” curve configurations have different desorption characteristics associated 

with them. Experimental discrimination may eventually be possible. There is thus 
good justification for considering the two curve configurations to constitute differ- 

ent mechanisms of field desorption, between which a distinction should be made in 
theoretical discussions. 
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A new formula for predicting low-temperature evaporation field 
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Anelementary formula is derived that enables the approximate prediction of the field strength for 
low-temperature field evaporation, using chemical thermodynamic data. The new formula 
closely resembles the familiar Miiller-Schottky formula, but its derivation relies only ona general 
argument concerning energetics, and does not employ the physically dubious arguments 
concerning potential curves that are implicit in image-hump formalisms. It is suggested that the 
new formula could usefully supplant the Miiller-Schottky formula in elementary discussions of 
field evaporation. 

PACS numbers: 79.70. + q, 68.45.Da, 73.90. +f 

There has for many years been an incompletely resolved Gomer’) in which ionization and escape occur 
question as to the nature of the escape mechanism in low- simultaneously. 

temperature field evaporation. Two types of mechanism ‘Consensus seems to exist that charge exchange is the 
have been proposed: The Miiller-Schottky (or “image- more plausible mechanism physically (see, for example, Ref. 
hump”) mechanism'* in which ionization precedes escape, 5), and this is supported by recent work by Forbes er ai.° 
and charge-exchange type mechanisms (first proposed by which shows that measurements’ of the field sensitivity of 
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evaporation flux are not compatible with the simple formal- 
isms normally used to analyse the Miiller-Schottky 
mechanism. 

Nonetheless, it is well known that both the charge-ex- 

change and image-hump formalisms can produce predic- 
tions*” of evaporation field strength in adequate agreement 
with observed values at cryogenic temperatures. 

Thus the present author has long suspected that in the 
prediction of evaporation fields the evaporation kinetics (i.e. 
details of mechanism) are subsidiary, and that approximate 
prediction can be achieved on the basis of a more general 
“thermodynamic” argument using energetics alone. I show 
in this letter how a suitable formula can be derived. 

‘Suppose that the field-evaporating atom is initially 
bound in a neutral state, with bonding energy A f {in the 
presence of the field), and subsequently escapes as an n-fold 
ion over an activation energy barrier that is at a distance x” 
from the metal's electrical surface. An expression for the 
work done in creating the ion can be obtained from discus- 
sion of an electrothermodynamic cycle (see, for example, 
Ref. 10), and leads to the expression 

work =(A§ +H, —np*) —neFx" +m, ay 
where H,, is the energy needed to form an-foid ion from the 
neutral in remote fieldfree space, being’given by the sum of 
the first 1 free-space ionization energies; ¢ ® is the local work 
function of the surface at which the ion is formed; Fis the 
external field; ¢ is the elementary (proton) charge; and 7, is 
the “purely chemical component of the ion-surtace interac- 
tion potential. 

This work is of course equal to the activation energy for 
field evaporation Q. If, as a first-order approximation in Eq. 
(1), we replace A § by its zero-field value 8, and assume 
that the largest component in Ny 's the correlation energy 
and that this can be represented by a classical image poten- 
tial, then we obtain 

work = Q=K, — neFx? — n*e*/\676,x°, (2) 
where to simplify subsequent algebra we have put 

Ky=(A8 +H, — 16%), (3) 

The simplest formalisms use a “zero activation energy” 
definition of the evaporation field F’ for an n-fold ion. This 
is satisfactory in the context of low-temperature field evapo- 
ration, and here results in the formula 

neF Sixt = K, —n?e*/l6re x, (4) 
where x? gives the point of escape for the n-fold ion. This 
formula is essentially the same as that derived in the context 
of a charge-exchange formalism (see, for example, Ref. 9). 

Now the problem with formula (4) is that the value of x2 

is difficult to decide precisely, largely because the position of 
the metal’s electrical surface (relative to the positions of the 

nuclei of the metal surface atoms and the evaporating atom) 
is not well known. Let us therefore—and this is the new 
element in the discussion—circumvent the problem by 
merely specifying that when Q = 0 the correlation energy is 
some significant fraction a, of the quantity K,. That is, we 
put 
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me?/léneg?, =a, Ky. (3) 
Itis assumed that the fraction, may vary somewhat with n. 

It follows that 
x =(l6re/nelas'K ot, (6) 

Substituting back into Eq. (4) then gives 
FY =0,(1676/ne)K?, (7) 

where the coefficient a, is defined by 

g, =a,(1 —a,). (8) 
For a given value of 2 the only unknown in Eq. (7) is a,. 

The convenient thing about formula (7} is that if, ~} 
then a, isa relatively slowly varying function of @, . So, ifall 
that is required is approximate (say within a factor of 1.5) 
prediction of FY, then the lack of precise knowledge of a, 
(or equivalently x7) would be relatively unimportant. This 
point is illustrated in Fig. 1: a value of c, lying within 
+ 25% of o, =0.2 is given by a, values lying in the rela- 
tively wide range 0.183 <a, <0.817. 

I now roughly estimate 7, values for the low-tempera- 
ture field evaporation of metals. As already stated, values of 
x4 are not well known, but we can reasonably assume that x? 
is not less than the neutral-atom radius, because the metal's 
electrical surface must be inside the electron charge.clouds of 

the substrate. Most metal atoms of interest to field-ion emis- 
sion have radii of around 120 pm or slightly greater, so [ take 
this as a “low” value for x%. On the other hand, Culbertson et 
ai.'' found values as high as {80 pm for the distance from the 
metal’s electrical surface of the bonding point of a field-ad- 
sorbed helium atom; I thus take 200 pm asa “higit” value for 
x4. On further assuming that typical values of K, for metals 
are K,~9 eV and Ky ~ 20 eV, we reach the estimates that o, 
lies between 0.16 and 0.22, while a lies between 0.23 and 
0.25. 

I thus conclude that for a rough prediction of evapora- 
tion fields we may employ formula (7), using 7, = 0.2 and 
oO, = 0.24. 

A trial of this formula is shown in Table I, for five met- 
als selected because they cover a good range in values of both 

K, and observed evaporation field strength (F™), The values 
of X, and X, are derived from the data tabulation in Ref. 5, 
and (with the exception of Ag) the information about ob- 
served evaporation field and lowest observed evaporation 
charge state is also taken from Ref. 5. The Ag evaporation 
field comes from Ref. 12. 

If we assume that the metal in question escapes in the 
lowest observed charge state (and any higher observed 

  

FIG. 1. Illustration of how o, varies as a function of a. Note that the range 
2, = 0.2 + 25% covers all values of a, lying between 0.183 and 0.817. 

Richard G. Forbes a8



TABLE 1. Evaporation fields predicted using Eq, (7), for five selected metal 
species, compared with observed evaporation fields. 7, has been taken as 0.2 
and o; as 0.24, 

ee 

  

Lowest 
K Ky FT FY observed F™ 

Species (eV) (eV) (V/am)(V/am) nvalue (V/nm) 

w 1214256482 55 ae 37 
it 10.73 2243 4 42 2 33 

Pt 955 281 St 3 a 48 
Fe 179 19,5534 2 iG 38 
AS 594 28320 8 vhs 3 

ee 

charge states result from postionization,'*'*) then it is clear 
that formula (7) succeeds in its objective of approximately 
predicting evaporation field strengths. (In fact there seems 
something of a tendency to underpredict; this could be ex- 
plained by our neglect of “polarization terms,” which would 

in effect make X, in Eq, (7) slightly higher.) 
The simple Miiller-Schottky formula for FY can be de- 

rived from Eq, (7) by setting c, = 4. The closeness of this 
value to the values of 0.2 and 0.24 used above explains the 

weil-known success of the simple image-hump formalism in 

predicting evaporation fields approximately. Conceptually, 
however, formula (7) is superior to the Miiller-Schottky for- 

mula, because the derivation of the former relies only on 

energetic considerations, and does not involve the highly du- 
bious”"? assumptions about the shape and relative configu- 
ration of potential energy curves that are implicit in the sim- 

ple image-hump formalism. Despite its known 
shortcomings, Miiller-Schottky theory is often used in ele- 
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mentary discussions because of its mathematical simplicity. 
I submic that the derivation of Eq, (7) here is of equivalent 
simplicity, and that there are pedagogical advantages in pre- 

ferring the new treatment. 
Finally, | would stress that the new formula applies 

only to low-temperature field evaporation, when Qis negligi- 
bly small at the onset of significant evaporation current. (A 
modified treatment is necessary for high-temperature field 

evaporation.) And also that the new formula is intended only 

as an elementary approximation. For the precise estimation 
of evaporation fields, and/or discussion of the field sensitiv- 

ity of evaporation rates, a detailed discussion based on spe- 
cific potential energy curves is necessary. 
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Data concerning the field sensitivity of field evaporation flux were published for six refractory 
metals by Tsong in 1978. These data are converted into the form of partial energies, and used in a 
re-examination of the consistency of published field evaporation formalisms describing the escape 
step. The general conclusion is that the data are not compatible with the conventional simple 
image-hump formalisms, even when experimental error is taken into account, but are compatible 
with an analysis of charge exchange based on a simple parabolic-jug formalism. 

1. Introduction 

Field evaporation has an established significance as the emission process in 
the atom-probe field-ion microscope [1,2] and related techniques, and a new 
importance as a possible emission mechanism in connection with liquid-metal 

field-ion sources [3,4]. 
Following recent work by Ernst [5,6] and by Kingham [7,8], it now seems 

virtually certain that for most metals field evaporation is a two-stage process. 
First a metal atom escapes as a singly-charged or possibly doubly-charged ion; 
subsequently, it may be post-ionized into higher charge states. Kingham’s 
demonstration, that theoretically post-ionisation is a likely process, provides a 
most plausible explanation of the high charge states sometimes observed 
amongst field-evaporation products [9], and serves to redirect theoretical 
attention towards the nature of the escape process. 

As is well known [10], there are two commonly discussed alternatives for the 
escape process; the Miiller-Schottky (or “image-hump”) mechanism [11,12] in 
which ionization precedes escape; or some form of charge-exchange process 
[13] in which ionization and escape occur together. These proposed mecha- 
nisms are incompatible alternatives, that lead to quantitatively different physi- 
cal interpretations of basic field evaporation data [14], and it would be useful 
to decide firmly between them. 

Detailed comparison of the mechanisms has, however, been handicapped by 
two things. First, the Miiller-Schottky mechanism is often discussed in terms 
of simple image-hump formalisms that are of dubious validity [15-17] (but do 
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apparently lead to reasonable predictions of evaporation field—see, for exam- 
ple, ref. [9]). Second, most mathematical analyses of the charge-exchange 
mechanism prior to 1978 contain a disabling mathematical flaw [14,18]. 

Recently, Tsong [19] has reported some measurements on the field depen- 
dence of evaporation flux (“evaporation current”). The objectives of this note 
are to retabulate these in a form analogous to that used by Forbes [18,20], and 
to explore whether the resulting data are compatible with the existing field- 
evaporation formalisms. 

The structure of the paper is as follows. In section 2 we set down some basic 
theory relating to the concept of “partial energies”. Section3 converts the 
experimental data into the form of partial energies. Sections 4, 5 and 6 then 
discuss this data in the contexts of the published formalisms. Section7 draws 
our conclusions together. 

2. Background theory 

It is first necessary to deal with some matters of notation and terminology. 
The amount of material evaporated per unit time from a field-ion emitter may 
be expressed in the form [21]: 

Jan Knes (1) 

where n,, is the amount of material (or “count of atoms”) at high risk of 
evaporation, and k,, is the field-evaporation rate-constant for the atoms at 
“high risk” sites (which in practice are the kink sites), The rate-constant ky, is 
measured in s~'. The quantity n,, is regarded as having the dimension 
{amount-of-substance], but is measured in the units “atoms” or “layers” (these 
being regarded as non-SI units of amount of substance). The quantity J is 
regarded as having the dimensions {amount-of-substance /time], is measured in 
layers /s (or atoms/s), and is here called the field-evaporation flux. 

J has previously been called “evaporation current” [20], this notionally 
being an abbreviation for “amount-of-substance current”. However, it now 

seems to us that the term “current” is better used to refer to the electric current 
associated with field evaporation, particularly in the context of liquid-metal 
field-ion sources. Thus we have adopted the term “flux” as a name for rate-like 
quantities having dimensions [amount-of-substance /time], and the name “field 
evaporation flux” for J. In the literature, J is also called “evaporation rate”, 

“measured evaporation rate”, and “relative evaporation rate”, but we prefer 
not to use these names. 

Our system has been adopted in order to avoid ambiguity, to be consistent 
with the revised SI system introduced in 1971, and to keep k as having the 
traditional chemical meaning of “rate-constant”. Note that Tsong’s k is our J, 
and Tsong’s k is our k,,. 

The three parameters in eq. (1) are all functions of the field strength F at the 
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high-risk sites. Consider some reference situation, in which F has the value F°, 

and let the corresponding values of these parameters be J°, n?, andk?.. It 
follows that: 

In(J/J°) = In(my-/mh,) + In(kye Ke)» (2) 

Each of the terms in eq. (2) has value zero at F= F°, and it is convenient to 
Taylor-expand them about F°. If we introduce a variable g by: 

Bahar yes, (3) 

then the expansion of the rate-constant term (for example) can be put in the 
form: 

In( ky, /k fe) = (wy /KT )g +4 (2 /kT)g? +... (4) 
The (u,/kT), (uz /kT), etc., are the Taylor coefficients, which are written in 
this way because the quantities u,, 4. are expected to be temperature indepen- 
dent if field evaporation is a thermally-activated process obeying the Arrhenius 
equation. 

By analogy with eq. (4), we may expand the other terms in a similar way, 
thus: 

In(J/J°) = (A, /kT) B+ 4(A2/KT) 87 +..-5 (3) 

In(my./n8,) = (21 /kT ) g +4 (0, /kT )g? +... (6) 

Clearly we have: 

Ay =H te, Ap =H tr. (7) 

Existing theories of field evaporation are, of course, formalisms that deal 
with rate-constant field sensitivity rather than evaporation-flux field sensitivity. 
Each formalism provides an expression for the field-evaporation activation 
energy Q(F); expressions for the “partial energies” », and », can then be 

obtained as follows [18,20]. The Arrhenius equation may be written in the 
form: 

ky, =exp(M/kT), (8) 

where 

M=kTIn{A} -Q, (9) 

where {A} is the numerical value of the field evaporation pre-exponential 4, 
expressed in s~!. It follows that: 

In(ky, /k8,) =[M- M(F°)] /k7. (10) 

Taylor-expanding M in terms of F, about F= F°, we obtain: 

2 

M=M(F°) +(F-F°) 4 +4 (F= Foyt hoes (1) 
dF |pap0 dF? |p. po 
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Substituting from eq. (3) and then substituting into eq. (10) gives: 

  

  

dM | pie aM /k2 \= 0, 1 0 2 In kye/KSp) = (F°9/AT) Se +4 (FY 8*/k] SS pee 1808) 

Hence, by comparison with eq. (4): 

dM dQ) po Cee ero eet w= Foe OF aF |," (13a) 

2d?M 20O 
2=(F°/—| =-(F°P~ =] . 13b B =( WF, ( YGF |e (13b) 

    

The second step in each of these relationships assumes that the field 
dependence of the pre-exponential A may be neglected. Previous analyses, for 
example refs. [14,17,18], have taken this to be an adequate approximation, 
particularly at temperatures near 80 K and above, and we continue with this 
assumption. The arguments principally involved are as follows. First, the 
pre-exponential A involves a factor relating to the vibrational frequency of the 
bound neutral. This frequency depends on the shape of the neutral potential 
well, which (in comparison with the activation energy) is unlikely to be 
sensitively affected by a small field variation. Second, the pre-exponential 
inyolves a factor that relates to the possibility of “ion tunneling” (16] and is in 
principle field-dependent for this reason. It has always been supposed that, at 
temperatures near 80 K and above, any field dependence due to this cause is 
insignificant. 

Neglect of posssible field dependence in the pre-exponential 4 is, in 
practice, an integral part of the formalism under discussion in later sections. 
The question of whether this neglect is really justified is far from straightfor- 
ward and would require detailed mathematical analysis that regretfully is 
beyond the scope of the present paper. 

3. Experimental data 

3.1. Conversion of data 

Tsong’s experimental results [19] are in the form of a plot of Ig(J/J°) 
versus F/F°, where F° is the field at which the evaporation flux is 10~? 
layers/s. He seems to have treated this data by making the (perfectly reasona- 
ble [22]) assumption that lg(n,,, /n?,) is effectively zero, and hence that: 

Ig(J/J°) = 1g kne/K8,) = 49 + 0;(F/F°) +4,(F/F°)’. (14) 
He does not explicitly mention any assumption equivalent to taking lg(m,,/n},) 
zero, but he does state that a, and a, are best-fit coefficients to the experimen- 
tal data, so we shall assume that the correct logical identification between his 
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parameters and ours is: 

d, =In(10) X kT: (a, +24), (15a) 
dy =2In(10) XAT +a. (15b) 

For convenience in dealing with errors, it is useful to define working 
parameters a, a, by: 

a, =In(10) XkT+a,, (16a) 
a =In(10) XkT- a3. (16b) 

Tsong’s values of a, and a,, together with corresponding values of a, and a, 
are shown in table 1; T has been put equal to 77.3 K. 

Existing theories of field evaporation deal with rate-constant field sensitivity 
rather than evaporation-flux field sensitivity, so we require p, and pw, rather 
than A, and \,. We shall thus follow Tsong and other workers (for example, 
Brandon [15]) in assuming that there is no significant field dependence in the 
amount of material at high risk of evaporation. This implies that », and v, can 
be neglected, and hence that experimental estimates of partial energies are 
given by: 

1,(exp) ~A,(exp) =a, +203, (17) 
u13(exp) ~Az(exp) = 20. (17) 

Partial energies derived via eq. (17) are shown in table2, together with 
corresponding values of their ratio. For simplicity in later argument, we label 
the columns here and later in terms of p,, #, and derived expressions. 
However, it should be remembered that strictly (except in the case of table 3) 

the columns show experimental estimates of \,, A, and derived expressions. 
For comparison with the tungsten estimates in table 2, we show in table3 

values of yf, wS and yS /pj, derived by Forbes and Patel [23,24] from Tsong’s 
measurements [17] on the field sensitivity of evaporation rate-constant, in the 

Table | 
Values of F®, a, and a}, as given in ref. [19], together with working parameters a, and a derived 
via eq. (16); the error in a, is not explicitly stated in ref. (19), but is assumed here to be +5 in each 
case; for working purposes, the values and errors for a, and a3 are given to more places than are 
physically significant 
  

  

  

Species F°(V/nm) a, a, a (eV) a (eV) 

Mo(110) 46 11S=5 -310+10 10.967 =0.077 —4.754=0.153 
Ru(li21) 42 2005 —75+20 —1,150=0. 
Hf(1010) 40 33525 —135=20 —2.071+0. 
W(110) 35 g05=5  —350=10 —5.368=0.153 
Ir( 100) 52 205+5 —80+20 —1.227+0.307 

  

Pt(100) 48 200+5 -15=20 3.068+0.077 —1.150+0.307 

  

og
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Table 2 
Experimental estimates of the partial energies 1 and 2, and their ratio, derived from the data in 
table 1, using eq. (17); it has been assumed that the quantities », and », appearing in eq. (7) are 
negligibly small 
  

  

  

Species Hy (eV) #2 (eV) Ha /Hy 

Mo(110) 1.46=0.4 =9.51+03 —65=2 
Ru(1121) 0.77=0.7 2.30206 3.03 
Hf(1010) 1.00=0.7 —4.14+0.6 4223.5 
W(110) 1.61=0.4 ~10.740.3 -6.7+2 
Ir(100) 0.69=0,7 2.45206 —3.6=3.5 
Pt(100) 0.77+0.7 —2.30+0.6 3,023 

  

case of tungsten. (The suffix c on the partial energies indicates that these relate 
to an evaporation field defined by a unity-rate-constant criterion [20] rather 
than the evaporation-flux criterion used in table 2.) 

Bearing in mind that different criteria may lead to different field values 
being identified as the “evaporation field” [20], and that the value of p, will 
depend on the choice of “evaporation field”, we feel that the comparison of 
table 3 (based on rate-constant field sensitivity) with the tungsten estimates in 
table 2 (based on flux field sensitivity) is entirely satisfactory, and goes some 
way towards confirming that », and », can be neglected in the context of 
low-temperature field evaporation. 

3.2. Treatment of errors 

Some comment on our treatment of errors is necessary. In deriving the 

errors on the p's from those on the a’s we have used simple linear formulae. 
For example, the standard deviation o(1,) is obtained from the formula, based 
on eq. (17a). 

o(#,) =o(a) +20(a2). (18) 

Table 3 
Experimental estimates of the partial energies uf and us, and their ratio, derived by Patel [23] from 
original data concerning rate-constant field sensitivity taken by Tsong [17]; in the analysis of the 
fig. 9 data, certain deviant points have been excluded from the analysis on statistical grounds; the 
original data were obtained from pulse-type experiments on the field evaporation of tungsten 
adatoms from a tungsten substrate 

  

Data source Hi (eV) HY (eV) HS /ah 
  

W, ref. (17), fig. 9 1.43=0.07 =12=2 —85+1 
W, ref. (17], fig. 10 1.31+0.08 923 -7 £3 
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This simple procedure will usually give an error estimate larger than any other 
reasonable procedure, and — as will become clear later — is adequate for the 

purposes of this paper. 
But in reality this procedure is not statistically correct, because a, and a, 

are not statistically independent variables. A better estimate of error would be 
obtained from: 

o*(u,) =07(a,) +407(a,) + 4p;2 0a) o(a2), (19) 

where p,, is the correlation coefficient between a, and a). 

Information about the covariance of a, and a, is not available in ref. [19], 

and to obtain such information it would be necessary to carry out new 

regression calculations on the original data sets. 
New regression calculations should result in estimates of error lower than 

those given in table 2. However, because our objective is to test formalisms, it 

has not been found necessary to perform these calculations. A formalism that 

fails when errors are overestimated would fail when the errors were correctly 
estimated; on the other hand, if derived parameter values are “reasonable”, 
then the error estimate is of lesser significance. 

In deriving the error estimates in tables 4 to 6 simple methods have been 

used, and in consequence the errors are probably overestimated. For this 

reason, in some places parameter values are given to more significant figures 

than the stated error limits would seem to justify. 
Finally, we would point out that if the temperature of the emitter tip is in 

fact higher than the boiling point of liquid nitrogen (77.3 K), then there will be 

a small systematic error in some of the parameter values stated. 

4. Comparison with theory: I. Tsong’s formula 

In his paper, Tsong [19] has interpreted his coefficients a, and a, in terms of 
an analysis of the charge-exchange mechanism that he gave some years earlier 

[17]. There is, however, a mathematical flaw in this earlier analysis. This arises 

in the differentiation of the “pseudolinear” term in F, in the expression for 

activation energy. The correct expression [14,18] is: 

P 
(nek x?) =nex? + ner, (20) 

where e is the elementary (proton) charge, ne is the charge on the ion, and x? is 

the distance of the “crossing point” (of neutral and ionic standard potential 

curves) from the emitter’s electrical surface. 

Tsong has neglected the second term in eq. (20), apparently thinking it to be 
relatively small [17]. But in reality the second term is almost equal to the first, 
but opposite in sign. A corrected analysis [18], assuming the bound neutral to 

be moving in a parabolic potential well, with force-constant x, leads to the 
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result (see appendix): 

d 
= (neFx?) = wrx? /F, 21 Sp (neFx?) ~ xrx?/F, (21) 
where r is the distance of the crossing-point from the bottom of the well. This 

term is smaller than nex? by about an order of magnitude. 

The physical implication of this flaw is that Tsong’s derivation of values of 

“polarisability” and of “x, +A” from his tabulated regression data is meaning- 

less. His values may be disregarded. 

5. Comparison with theory: II. Simple image-hump formalisms 

5.1, Data manipulation 

With the simple image-hump formalism, it may be shown by elementary 

analysis that, to second order in F, the activation energy Q(F) for the field 

evaporation of an atom bound as a neutral is given by: 

O(F)=(A° +H, —n6®) — (n'e3F/Ameg)'? +4 (co —e)F?, (22) 

where H, is the energy needed to form a n-fold ion, from the neutral, in remote 

field-free space, being given by the sum of the first n ionization energies; A° is 

the binding energy of the neutral to the emitter surface, in the absence of the 

field; ¢€ is the relevant local work-function of the emitter; and ¢, is the electric 

constant. cy is a parameter associated with polarisation of the neutral in an 

external field F (or, possibly, with partial charge transfer from evaporating 

atom to emitter (25]), and c, is the corresponding parameter for an n-fold ion. 

Note that, although these coefficients are sometimes called “polarisability”, 

neither coefficient is a polarisability in the sense of the ordinary text-book 

definition [26]. 
Using eq. (20) in eqs. (13a) and(13b), we obtain: 

by =4(me3F2/4me9)' — (co — en) F%, (23) 

by = —}(me3F°/Ameg) 7 — (Cy — Cn) Fs (24) 

H2/my = —3(1 +8), (25) 

where @ is a “polarisation correction factor” given by: 

0=6(c) —¢,) F/[(n'e8F2/4eg)”? — 2(c9 - 6, )F]. (26) 

By further manipulation of eqs. (23) and (24) we obtain: 

2 

(n3e?F°/4me9) = 3( Hi — Ha) =3en, (27) 

4(C> — Cn) F? = — 3 (m1 + 2H2) = — (a +0 /6)- (28) 
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Finally, by substituting eqs. (27) and (28) back into eq. (22), we obtain the 

consistency relationship, at field F°: 

K,, — Q(F°) = 3m, — by ~3a +02, (29a) 
where, for notational convenience, we have defined a new symbol K, by: 

K, =A° +H, —nge. (29b) 

5.2. Detailed comparisons 

The simplest version of the image-hump formalism ignores the F? (“polari- 
sation”) terms in eqs. (22) to (25). If this were a reasonable approximation, 

then we should expect 1, /u, = — }. Inspection of table 2, however, shows that 
experimental estimates (ignoring error limits) lie between —3 and —7. 

Because of the relatively wide error limits stated for p /1,, it is only in the 
cases of Mo and W that it is possible to say decisively that the individual 
experimental results are incompatible with the simple no-polarisation for- 
malism. This incompatibility can also be illustrated graphically. From earlier 
equations it follows that: 

1e(J/J°) =[0(F°) — O(F)] /kTIn(10). (30) 
Hence, on using eq. (22), but ignoring the F? term, we obtain: 

1g(J/J°) = B[(F/F°)'7— 1], (31a) 

where B is a constant defined by 

B=(ne?F°/4ne,)'"/kTIn(10). (31b) 

Fig. 1 shows Tsong’s results [19] for tungsten, replotted with a superimposed 
theoretical curve obtained by adjusting B to fit the observed slope at F/F° = 1. 
The discrepancy is obvious and it also deserves note that the F° values derived 
from eq. (31b), using the observed B, are much less than the observed field. 

(The derived values are: for n=1, F? =7V/nm; for n=2, F° =0.9 V/nm: 
the observed value is 55 V/nm.) When the observed field is used to plot a 
theoretical curve (assuming n = 2), the discrepancy is even more obvious. 

If all the six ratio estimates are taken together as a group a Clear result is 
also achieved. Because the simple formalism, without F* terms, makes a 
prediction that is independent of species and of charge-state at escape, the six 
ratio values in table 2 can be taken as six independent estimates of a quantity 
whose value is known. From these estimates (ignoring the a-priori errors) we 
may deduce that p, /u,(exp) = —4.48 = 0.69. Using a Student test, it is found 
that even at the 0.5% level there is a significant difference between this 
“experimental” mean and the “true” mean of -0.5. 

Thus there is at least a 99.5% probability that these experimental results are 
not compatible with the simple formalism that neglects the F* terms. 
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The next simplest image-hump formalism, in which the F? terms are 
included, as in eqs. (22) to (25), has been widely used in the literature. A test of 
its self-consistency may be based on eq. (29). Values of the I.h.s. of this 

I
g
"
)
 

Theory 

(y= pe) 

or 
Ig
ik
/k
°)
    

  

Experiment 

0 0,05 030 015 0,20 

g (= F/F*-1) 

Fig. 1. A comparison of Tsong’s (1978) experimental field sensitivity data [19] for tungsten with the 
predictions of the simple image-hump (no F? terms) formalism. Two theoretical comparisons are 
shown: one in which the parameter F° in eq. (31b) is taken as equal to the observed field, with 
n=2 assumed; the other in which the parameter F° is adjusted so that the theoretical curve has the 
same slope at the origin as does the experimental curve. (In making these comparisons it has been 
assumed that the quantity v is effectively constant.) 

equation, shown in table 4 for n = 1 to 3, are obtained by: (a) setting Q(F°) = 
0.2 eV; (b) using the ¢® values shown, which have been taken from refs. [27] 
and [28]; (c) using values of A° and ionization energy /, taken from ref. [9]. 
Values of the r.h.s. are obtained from the data in table 1. 

Inspection’ of table4 shows that in all cases, in the framework of the 
formalism in use, the hypothesis that n> 1 is wildly improbable. Even in the 
n=1 case the difference between the lh. and r.h. sides of the equation is at 
least 7 times the standard derivation of the experimental estimate; so, statisti- 
cally, we have negligible probability that the two sides of the equation are 
equal within experimental error. That is, the experimentally-derived data are 
not compatible with the image-hump formalism under discussion. 

A further test of the simple image-hump formalism (including F? terms) can 
be based on eq. (27). Values of the evaporation field F° predicted from the 
field-sensitivity data, for n=1 to 3, are shown in table5. These can be 

compared with observed values of evaporation field as noted in ref. [19]. 
Even allowing for 30% error in the “observed” field values, there is only one 
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Table 4 
Self-consistency test of the simple image-hump formalism (including F? terms). based on eq. (29); 
values of the I.h.s. of this equation have been derived as explained in the text, and are shown for 
values of n= to 3; values of the r.h.s. of the equation are derived from the data in table 1; the last 
column expresses the difference between the I.h.s. (for n=) and the r.h.s.. in terms of the standard 
deviation ofor the r.hs., in each case 

    

    

  

  

  

Species oF (eV) —Q( F°) (eV) 3a, a, Deviation 
(eV) 

n=1 nad © n= 

Mo(110) 5.12 8:59 196 41.7 120 
Ru( 1121) 4.86 8.93 20.8 44.4 Bo 
Hf(1010) 3.65 9.50 20.8 40.4 90 
W110) 5.14 11.30 242 0 43.0 10 
11(100) $27 10.56 22.3 44.0 10 
PX(100) 5.84 8.81 215) 67 Bo 

  

  

case (Hf) in which the observed value is compatible with any value predicted 
from the field-sensitivity data using an image-hump formalism. 

5.3. Conclusion 

From these comparisons we may conclude with considerable confidence 

that, if Tsong’s data [19] concerning evaporation-flux field sensitivity may be 

taken as good estimates of the corresponding data concerning evaporation 
rate-constant field sensitivity, then these data are not compatible with the 
conventional simple image-hump formalisms used to analyse the Miiller- 
Schottky mechanism of field evaporation. 

Table $ 
Values of the evaporation field F°, as derived from eq. (27), using the data in table 1, for values of 
n=1 to 3; the last column gives the direct experimental estimate of F°, at liquid-nitrogen 
temperature, made by Tsong [19] 
  

Species Derived field (V nm=') Observed 
field 

    n 

  

  

Mo(110) 148 +2 $.49=0.08 46 
Ru(1121) 11.6+0.6 0.43 0.02 42 
H£(1010) 32.6=1 1.214004 40 
W(110) 188 +3 6.972008 55 
Ir(100) 1220.6 0.45+0.02 52 

  

P1100) 11.6+0.6 0.43+0.02 48 
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Obviously, this result has been proved only in the six cases for which data 
have been taken. However, there is nothing particularly “special” about these 
six cases, and the presumption must be that these image-hump formalisms are 
not generally appropriate for metal field evaporation. 

The inability of simple image-hump formalisms to explain field-sensitivity 
data has a further implication. It suggests that the use of such formalisms to 
predict evaporation fields (by setting Q in eq. (22) equal to zero) is without 
proper scientific legitimacy — even though this procedure leads to reasonable 
agreement with experiment. Closer investigation [29] in fact shows that equally 
good agreement can be achieved on the basis of a simple general argument 
concerning the energetics of field evaporation; it seems that ability of a 
formalism to approximately predict evaporation field is not a useful test of the 
corresponding mechanism of field evaporation. 

6. Comparison with theory: III. Parabolic jug formalism 

6.1. Derivation of formulae 

By working with a formalism in which the neutral atom is assumed to be 
bound in a parabolic potential well, of force-constant x, Forbes [18] has been 
able to derive expressions for partial energies that can be put in the following 
form: 

by =Kr°(at+r°) =20(1+a/r°), (32) 

y= —m(2+a/r°), (33) 
where a is the distance of the neutral-atom bonding point from the metal’s 
electrical surface, and r° is the distance of the “point of escape” (at the 

crossing-point of neutral and ionic potential-energy curves) from the neutral- 
atom bonding point, at the evaporation field F° in question. These expressions 
are derived from eqs. (43) and (52) in ref. (18]. Certain inessential mathemati- 
cal approximations have been made in the derivation of eqs. (32) and (33), and 

hence these equations constitute a basic version of the formalism. 
Ref. [18] in fact works in a context where the evaporation field is defined by 

a unity-rate-constant criterion, but the same expressions are relevant to the 
present context (where the evaporation field is defined by an evaporation-flux 

criterion), although obviously 4, 1. and Q have slightly different meanings. 
By algebraic manipulation of eqs. (32) and (33) we may derive expressions 

for Q and for r°/a as follows: 

Q=—4p5/(u, +2), (34) 

r°/a=—p,/ (2m + H2)- (35) 
Note that all the expressions derived in this section are independent of the 
charge state of the escaping ion. 
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6.2. Detailed comparisons 

The experimental estimates of 1, and p13, listed in tables 2 and 3, can be 
used in various ways. In the original treatment in ref. [18], the Arrhenius 
equation was used to make an a-priori estimate of Q as 0.2 eV, and this was 
then combined with the experimental estimate of , to make an estimate of 
a/r° and hence a semi-theoretical estimate of »,/s,. This semi-theoretical 
estimate compared favourably with the experimental estimate derived from the 
data in table 3. 

An alternative approach is used here. Table 6 shows values of Q and r°/a 
derived from the data in table2, using eqs. (34) and (35), and the question is 
whether the derived values are “physically reasonable”. 

An a-priori estimate of activation energy may be made by combining eq. (1) 
with the Arrhenius equation: 

Kye =A exp(—Q/kT), (36) 

and taking: J=0.01 layer/s, ,, =0.01 layers (which implies k,,=1s7~'); 
T =77.3K. This leads to the result: Q=0.18 eV. 

If the field-evaporation pre-exponential A were “anomalously” low, which 
has been suggested for some materials in the past [30,31], then slightly lower 

values of Q would be expected. For example, taking A = 10° s~' would lead to 
the result Q = 0.12 eV. 

The experimental estimates of Q are clearly compatible with these theoreti- 
cal estimates, to within the limits of experimental error, and would still be 
compatible with the theoretical estimates if the limits of error were substan- 
tially reduced. Thus the activation-energy estimates are certainly “reasonable”. 

It remains to consider the experimental estimates of r°/a, which range from 
0.2 to 1.0. The values for Mo, W, and Hf are less than 0.5 and we feel these to 
be entirely reasonable. The remaining values, particularly the Pt and Ru values 
(both 1.0), are higher than one would perhaps expect; however, the error limits 
on these particular estimates are very wide, and in consequence the stated 

Table 6 
Values of the activation energy Q(F®) and the ratio r°/a, as derived from eq. (34) and eq. (35), 
using the data in table 2 
  

  

Species Q (eV) r°/a 

Mo(110) 0.13 0.06 0.22=0.02 
Ru(1121) 0.20+0.2 10 +1 
Hf(1010) 0.16+0,15 0.46+0.1 
W(110) 0.15=0.06 0.21+0.02 
1r(100) 0.14=0.15 . 
P1(100) 0,200.2 
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values of r°/a could well be somewhat higher than the true values; so we do 

not regard these high estimated values as casting doubt on the formalism. 

In general, we conclude that a charge-exchange mechanism, in the form of a 

basic version of the parabolic-jug formalism, is apparently well able to provide 

a physically satisfactory explanation of partial energies derived from flux 

field-sensitivity data. 

At the same time, it should be realized that — because this paper employs 

only the basic version of the formalism — the tabulated values of Q and r°/a 

are not necessarily the best estimates that could be derived from the data. 

7. General discussion 

The conclusions of this paper need to be approached with care. Our 

immediate objective has been, not to decide the mechanism of metal field 

evaporation, nor to derive reliable atomic-level information from published 

experimental data, but the more modest one of testing the consistency of 

experimental data with the existing published theoretical formalisms. 

What we have found is that the evaporation-flux field-sensitivity data are 

not compatible with existing image-hump formalisms, but are compatible with 

a charge-exchange formalism. 

Because the existing image-hump formalisms are manifestly incomplete — 

for example, past numerical analyses do not include any term relating to the 

repulsive ion-metal interaction that must physically be present — it is logically 

inappropriate to conclude from the present discussion that the field-sensitivity 

data are necessarily incompatible with the Miller-Schottky mechanism. For 

example, the proposition might be advanced that the demonstrated incon- 

sistencies could be removed by including a repulsive term, or by taking a more 

sophisticated approach to the calculation of the correlation interaction. Or it 

might be argued that the inconsistencies result from the neglect of field 

dependence in the pre-exponential. But, intuitively, these propositions look 

unpromising, particularly when set against the demonstrated compatibility of 

the field-sensitivity data with a simple charge-exchange formalism. 

Charge-exchange thus looks much more likely than the Miiller-Schottky 

mechanism. In view of often-expressed past doubts about the self-consistency 

of the simple image-hump formalisms, this conclusion is unsurprising. The new 

feature of the present discussion is that the incompatibilty of experimental 

data with these image-hump formalisms has been established by means of 

statistical tests. 

Appendix. Differentiation of the term pseudo-linear in F 

There appears in the expression for field-evaporation activation energy Q, 

an “electrostatic” term (denoted here by v) that has the form: 

v=neFx?, (37) 
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where x? is the distance of the “point of escape” from the metal’s electrical 
surface, and the other symbols have their usual meanings. In the context of a 
charge-exchange formalism, x? corresponds to the crossing-point of neutral 
and ionic potential energy curves. 

The expression for the total differential of Q with respect to F has 

(-dv/dF) as one of its terms. Because x? is itself a function of F, the total 

differential dv/d F is given by: 

   
   

dv _ (dv av) dx? 
ae eer 8) 

That is 

Roe ence pane tne ae (39) 

As stated in section4, the second term in this expression has often been 

neglected. In the context of a model in which the neutral atom moves in a 

parabolic potential-energy well, an expression for this second term, and hence 

for dv/dF, can be derived as follows. (The treatment is based on that in ref. 

[18}.) 
The field-evaporation activation energy can be written in the alternative 

forms: 

Q=4nr? =(A° +H, —ng®) —neFx? + P(F)+C(x?), (40) 

where r is the distance of the point-of-escape (the crossing point) from the 

bottom of the potential well, « is the force constant for the well, P(F) is a 

(primarily) field-dependent correction term relating to the polarisation of the 

neutral and the ion, or equivalent effects, and C(x) is a (primarily) distance- 

dependent function describing an interaction between the ion and the surface 

due to correlation and (in principle) repulsive forces. C(x) is usually ap- 

proximated by the image-potential. The other symbols have their usual mean- 

ings, as listed in section 5.1. 
Taking differentials we obtain: 

kr dr=nex? dF +(dP/dF) dF—neF dx? + (dC/dx?) dx?. (41) 

The relationship of r and x? is: 

xP=atr. (42) 

It is a good approximation to assume that a, the distance of the well bottom 

from the metal’s electrical surface, is independent of field. Hence dr = dx? and 

we obtain: 

dx?/dF = — (nex? —dP/dF)/(neF + xr—dC/dx?). (43) 

As a first approximation we may neglect the polarisation and correlation + 

repulsion terms. Thus 

dx?/dF = —nex?/(neF+xr). (44) 

a0
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Substituting into eq. (39) then gives 

dv/dF = nex?[1—neF/(neF + xr)] =nex?xr/(neF + xr). (45) 

At this stage we can neglect «r in comparison with neF;, the basic result stated 

in section 4 follows: 

dv/dF~ «rx? /F, (46) 

Obviously, higher-order approximations can be obtained by including the 
omitted terms, but these do not dramatically affect the result, numerically. 

Acknowledgement 

This work forms part of a research project funded by the UK Science and 
Engineering Research Council. In addition, one of us (K.C.) wishes to thank 
the Ministry of Higher Education and Scientific Research of the Republic of 
Algeria for personal financial support. 

References 

(1) E.W. Maller, J.A. Panitz and $.B. McLane, Rev. Sci. Instr. 39 (1968) 83. 
(2] L.A. Panitz, CRC Critical Rev. Solid State Sci. 5 (1975) 153. 
(3] R. Clampitt, Nucl. Instr. Methods 189 (1981) 111. 
{4] L.W. Swanson, in: Microcircuit Engineering °80, Amsterdam, 1980. 
[5] N. Ernst, Surface Sci. 87 (1979) 469. 
(6] N. Ernst and G. Bozdech, in: Proc. 27th Inter. Field Emission Symp., Tokyo, 1980. 
{7] R. Haydock and D.R. Kingham, Phys. Rev. Letters 44 (1980) 1520. 
[8] D.R. Kingham, Surface Sci. 108 (1981) L460, 
[9] T.T. Tsong, Surface Sci. 70 (1978) 211 

{10] EW. Malller and T.T. Tsong, Progr. Surface Sci. 4 (1974) 1. 
[11] EW. Miller, Phys. Rev. 102 (1956) 618. 
{12] EW. Miller, Advan. Electron, Electron Phys. 13 (1960) 83. 
[13] R. Gomer and L.W. Swanson, J, Chem. Phys. 38 (1963) 1613. 
[14] D. McKinstry, Surface Sci. 39 (1972) 37 
[15] D. Brandon, Brit. J. Appl. Phys. 14 (1963) 474. 
(16) E.W. Miller and T.T. Tsong, Field lon Microscopy: Principles and Applications (Elsevier, 

Amsterdam, 1969). 
[17] T-T. Tsong, J. Chem. Phys. $4 (1971) 813 
(18] R.G. Forbes, Surface Sci. 70 (1978) 239. 
[19] T-T. Tsong, J. Phys. F (Metal Phys.) 8 (1978) 1349. 
[20] R.G. Forbes, Surface Sci. 46 (1974) 577. 
(21] R.G. Forbes, in: Proc. 7th Intern Vacuum Congr. and 3rd Intern. Conf. on Solid Surfaces, 

Vienna, 1977, p. 387. 
(22] This assumption is reasonable at temperatures near 80 K, but would not be reasonable at 

temperatures at which metal atom diffusion could occur. 
(23] C. Patel, MSc Thesis, University of Aston in Birmingham (1974) 
(24] R.G. Forbes and C, Patel, 22nd Intern. Field Emission Symp., Atlanta, 1975 (unpublished).



339 

314 R.G. Forbes et al, / Field evaporation theory 

(25] T.T. Tsong and G. Kellogg, Phys. Rev. 12B (1975) 1343. 
(26] The field that appears in the conventional definition of polarisability is the self-consistent 

local field acting on the atom. At a metal surface this field may be significantly different from 
the external field. 

[27] J.C. Riviere, in: Solid State Science, Vol. 1, Ed. M. Green (Dekker, New York, 1969) p. 179. 
(28) Z. Knor, in: Surface and Defect Properties of Solids, Vol. 6 (1977) p. 139. 
(29] R.G. Forbes, Appl. Phys. Letters, to be published. 
[30] D.G. Brandon, Phil. Mag. 14 (1966) 803. 
(31) In our view, Brandon’s deductions concerning the value of the field evaporation pre- 

exponential should now be treated with reservations.



Surface Science 116 (1982) L19S-L201 Li9s 
North-Holland Publishing Company 

SURFACE SCIENCE LETTERS 

NEW ACTIVATION-ENERGY FORMULAE FOR CHARGE-EXCHANGE 
TYPE MECHANISMS OF FIELD EVAPORATION 

Richard G. FORBES 

University of Aston, Department of Physics, Gosta Green, Birmingham B4 7ET, UK 

Received 29 September 1981; accepted for publication 29 January 1982 

A simple proof is given of a new approximate formula for the dependence of field-evaporation 
activation energy on external field, F, in the context of the charge-hopping desorption mechanism. 
The formula shows the explicit dependence on field, and is found to contain terms in F~' and 
F~2. It is also shown how corrections can be made for the effects of field on the interaction 
between the desorbing entity and the surface, and for the effects of forces due to correlation and 
repulsion interactions between the departing ion and the surface. 

Field evaporation has significance in the field-ion techniques [1], and may 
be an emission process in liquid-metal field-ion sources [2,3]. Conventional 
field-evaporation theory assumes the escape of an ion from the emitter surface 
to be a thermally-activated process, and central to many aspects of the theory 

is some formula for the activation energy Q as a function of the external field F 
at the typical evaporation site. The nature of the formula depends on the 

mechanism of escape. 

As is well known, two mechanisms have been widely discussed: The 

Miiller-Schottky mechanism [4,5], and Gomer-type mechanisms involving a 
surface charge-exchange process [6,7]. With the Miiller—Schottky mechanism. 
explicit formulae for Q in terms of F have been available since 1956, but there 
are difficulties in principle with the mechanism, particularly when applied to 
the metals conventionally used in low-temperature field-ion emission (8—11]. 

A Gomer-type mechanism is usually more plausible. but it is customary to 
discuss this in terms of formulae equivalent to eq. (3) below, in which Q is not 

given explicitly as a function of F. This has created errors and misunderstand- 
ings in the past, particularly in discussion of field-sensitivity data. 

An explicit (though approximate) formula for Q( F), for the charge-hopping 

mechanism (one of the variants of charge exchange [12]) was given by the 

author some years ago [13]. I have now realised that a simpler proof can be 
given, and that the result can be generalised, and these are the main aims of 
this note. It is convenient to begin with a careful basic discussion. 

The energetics of field evaporation. A pre-evaporating atom is initially 

bound, at the emitter surface, with binding energy A(F) [14]. The work 

0039-6028 /82 /0000-0000/$02.75 © 1982 North-Holland 
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W,(x,F) necessary to formally create, from this initial bonding state, a 

n-fold-charged ion at a distance x from the emitter’s electrical surface, when 
the external field is F, can be derived from an electrothermodynamic (“Born- 

Haber type”) cycle. Using the usual elementary approximations we obtain: 

W,(x, F)=[A(F) + H, —n@®] — neFx — ne? /16me9x + G/x'—4c,F?, (1) 

where e is the elementary charge; ne the charge on the ion; H,, the energy 
needed to form the ion from the corresponding neutral atom, in remote 
field-free space, being given by the sum of the first n free-space ionization 
energies; ¢* is the relevant emitter work-function; €o the electric constant; ¢ the 

repulsive exponent; G a constant; and c, the ionic polarization-energy coeffi- 
cient [15]. This equation can also be put, with greater generality, in the form: 

W,(x, F) =[A(F) +H, —n¢®] —neFx +9,(x, F), (2) 

where 7,(x, F) denotes the “purely chemical” component of the ion—surface 
interaction, and is approximated in eq. (1) by image-potential, repulsion, and 
polarization terms. In these “work-formulae” the x and F are independent 
variables. 

To obtain the field-evaporation activation energy Q,, for escape as an n-fold 
ion, we need to formally create the ion at the top of the relevant barrier in the 
potential structure. Denoting the distance of the top of the barrier from the 
emitter’s electrical surface by xP, we obtain from eq. (2): 

Q, = W,(x?, F) =[A(F) +H, — ne] — neFx? +1,(x?, F). (3) 

In this formula (and related approximate formulae) the distance x? is nor an 
independent variable but is related to the external field F, in some as-yet 
unspecified way. An equation of this type is an “implicit Q-formula”, is based 

on energetics alone, and applies to all thermally-activated mechanisms of field 

evaporation. 

To eliminate x? from eq. (3), a relationship (the “subsidiary condition”) 

between x? and F has to be postulated. With the Miiller—Schottky mechanism, 
the condition in physical terms is that the position xP be at the top of a 
Schottky hump; mathematically, that: 

(OW, /8x) ple-xe =0 (IH), (4) 

where (IH) labels this “‘image-hump” criterion. 
In the well-known basic image-hump (BIH) formalism this gives: 

Q,(F)=[A° +H, — ng] —(n3e3F/4re,) 7 (BIH), (5) 

where A is the zero-field bonding energy. The variable x? does not appear in 
eq. (5), and we may call such an equation a Q-formula explicit in F. 

Q-formulae for Gomer-type mechanisms. An explicit Q-formula for the 
charge-hopping mechanism is readily obtained when the initial bonding state is 
primarily neutral [16]. To get a realistic subsidiary condition, we must assume a 
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shape for the initial-state binding well; relative to the bottom of the well, let 
the potential energy be W,(x). It follows that: 

Q,, = Wo( x?) (CH), (6) 

where (CH) labels charge-hopping. 
For example. if we use the Einstein [17] simple approximation of a parabolic 

potential well (of force-constant «), then: 

OQ, = 4«( x? — a) = Snr? (CH), (7) 

where a is the distance of the potential minimum from the emitter’s electrical 
surface, and r is the distance of the “point of escape” (at x?) from this 
minimum, 

With the charge-hopping mechanism, x? is defined by the intersection of the 
initial and final potential energy curves, i.e. by the requirement that: 

W,(x?, F) =W,(x?). (8) 

1   

  

This is the subsidiary condition in its general form. The simplest explicit 
Q-formula is obtained by using eq. (3) to derive an expression for x? in terms 

of F, and then substituting into eq. (7). 
We may arrange eq. (3) into the form: 

neFx? =[A(F) +H, —né®] +7,(x?, F) — Q, =h(x?, F)—Q,. (9) 

where A(x?,F) is a relatively slowly varying parameter I call the “pivor 

height”, that has the dimensions of energy and is defined by the right-hand 
side of eq. (9). When the intersection point corresponds with the potential 
minimum (so Q,, = 0), we have: 

neF'a=[A( Ft) +H, —no®] +7,(a, F*) =h°, (10) 

where F* is the evaporation field as defined by a zero-activation-energy 
criterion; and h‘ a “standard pivot height”, being a constant given by eq. (10). 
The relationship between h*, a and F* can be illustrated graphically, as in 
fig. 1: the x-axis is placed at the level of the bottom of the potential well, and 

the y-axis is placed to coincide with the metal’s electrical surface: the third side 
of the triangle is drawn through a “pivot” on the y-axis at an energy level h*. 

For a value of F slightly less than F*, x? is somewhat greater than a: this is 

illustrated in fig. 2. As a first approximation we may neglect Q,, in eq. (9) and 
assume that the variation in h is also small enough to be neglected: that is, we 

put: 

neFx? =h(x?, F)—Q, =h*. (11) 
In fig. 1 this is equivalent to swinging the third side of the triangle about the 
pivot on the y-axis and taking x? as the intercept on the x-axis. We obtain: 

x? = h*/neF = aF*/F. (12) 
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he 

  

xP (approx) 

Fig, 1. A schematic diagram to illustrate, first, the relationship between the limiting evaporation 
field value F*, the standard pivot height A®, and the distance a: second, an approximate relation- 
ship between field F, pivot height 4, and distance x?, when in eq. (9) the activation energy Q., i> 
neglected and h is set equal to h®. In the diagram the x-axis coincides with the energy level of the 
bottom of the well, and the y-axis with the metal’s electrical surface: note that this diagram is not a 
potential diagram. 

Fig. 2. Schematic diagram to illustrate the correct relationship between field F, pivot height 4. 
activation energy Q,,, and distance x? 

  

The activation energy Q,, can then be obtained by substituting into eq. (6). In 

the case of a parabolic well we obtain: 

  

  2,~1«( ~~) txa*( 2-1)" (CH). (13) 

This is a Q-formula explicit in F, for the charge-hopping mechanism. 
Eq. (13) is probably a “reasonable”, rather than a good, approximation; but 

it serves to demonstrate several points. First, the alternative forms given enable 

either A® to be estimated theoretically, or F* to be estimated empirically. 
Second, the formula contains 1/F* and 1/F terms: the dependence of Q, 
upon F is manifestly nor linear, as used to be suggested in field-ion literature. 
Third, the formula contains the type of physical parameter that one might 
intuitively expect to be relevant, in particular the force-constant for the 
vibration of the bound particle, and does not in the first approximation involve 

any “polarization” terms. 
In past literature, it has sometimes been assumed that x? can be treated as a 

constant, a recent example being ref. [18]. Fig. 1 shows clearly the erroneous 

nature of this assumption. 
An improved approximation can be obtained by Taylor-expanding h(x”, F) 

in eq. (11), while continuing to neglect Q,. From eq. (9) we obtain: 

h(x?, F)=h' +[(4A/dF) + (8,/8F)|(F-F*) + (8n,/8x")r, (14) 
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where the derivatives in eq. (14) are all evaluated for F= F® and x? =a. The 
expression takes a simpler-looking form if we use 1/, to denote (07,,/0x?)|, and 
define a parameter 7° by: 

m°=[(dA/dF) + (0n,/0F)] |, r- (15) 
The final result, after some manipulation, is: 

2,=4n(a-=) (1-24) (4-1) (CH). (16) 
The parameter 7* has the dimensions of SI dipole moment, but is not in any 
meaningful sense a physical dipole moment. 

Eq. (16) is a better approximation than eq. (13), but does not have the 
attractive simplicity that the latter has. In eq. (16) the first bracket is a 

correction due to the effects of field on the purely chemical interactions 
between the desorbing entity and the surface; the second bracket is a correc- 
tion due mainly to the correlation and repulsion interactions between the ion 
and the surface. Neither correction is really negligible, but it deserves note that 
in the evaluation of 7/, the contributions due to correlation and to repulsion 
have opposite signs and tend to cancel (physically, this is because the ionic 
bonding point in the absence of the field is in the vicinity of the neutral 
bonding point). 

In obtaining eq. (16), the term Q,, in eqs. (9) and (11) has been neglected; at 
cryogenic temperatures this term is very small in comparison with h (at 80 K, 
0.2 eV compared with an h-value of order 10 eV), so the neglect is perhaps 

justified. Nevertheless, its neglect means that there will be an error in evaluat- 
ing dQ,,/d F from eq. (13) or (16). So if a good approximation is required, it is 
better to use the formula: 

dQ,/dF = (dQ,/dx?)(dx?/dF), (17) 

where dQ,,/dx? is obtained from eq. (6), and dx?/dF from eq. (8) — or, 
rather, from whatever approximate versions of these relationships are in use. 
The result for the simple parabolic-well approximation has been discussed 
elsewhere [13]. 

Strictly, eqs. (13) and (16) apply to the charge-hopping variant of charge 
exchange. In reality, as recently remarked by Kingham [19], field evaporation 

may occur by a mechanism more akin to the charge-draining variant of 
charge-exchange. In this case the calculation of x? as a function of F might still 
have approximate validity, but the activation-energy expression would need 
correction. Formally we might write {12]: 

Q,(CD) = Q,(CH) + AUP, (18) 

where (CD) and (CH) label charge-draining and charge-hopping quantities, 

and AU? is a correction term, negative in value, that represents a lowering [20] 

of system potential energy as compared with what this would be if the 
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transferring electron were confined to orbitals localized in the desorbing entity 

or in the emitter. But the correction term would be a function of x? and 
certainly field-dependent. At present there are no reliable calculations of AUP. 
so there is little option but to use the charge-hopping formulae when discussing 
Gomer-type mechanisms of field evaporation. 

Three final points may be worth making, the first about the Milller—Schottky 

mechanism. Despite its known shortcomings, this mechanism is often de- 
scribed in elementary discussions because the associated formulae are simple. | 
suggest that the analysis based on fig. | is equally simple: so the objections to 
the use of charge-exchange-type mechanisms in elementary discussions have 
been considerably diminished. 

Second, I feel that a prime cause of confusion in past discussions of escape 
mechanism has been the custom of discussing the Miller-Schottky mechanism 
in terms of its explicit Q-formula, but Gomer-type mechanisms in terms of 
implicit Q-formulae. Few accounts have made clear that the formulae given in 
connection with the two escape processes were of differing logical status. 

Finally, I would point out that the approach here is readily generalised to 
deal with other shapes of potential well. It is straightforward, for example. to 
use or add in higher powers of r in eq. (7), or to use a Morse potential for 
W,(x). The approach to charge-exchange presented here thus has considerable 
empirical flexibility. 

This work forms part of a research project funded by the UK Science and 
Engineering Research Council. 
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Abstract. A formal treatment of electrothermodynamic (‘Born—Haber-type’) cycles is pre- 

sented, and is applied to construct general expressions for the standard potential energy of 
a particle external to a conducting emitter surface; a tabulation is given of effects and terms 

suggested over the years for inclusion in approximate representations for this potential 

energy. It is shown qualitatively how effects due to non-integral charge states, to ‘fast’ 
processes, and to correlation energy in two-electron hopping processes, can be included 

within the discussion. 
General expressions are given for electron orbital level in field-evaporating ions, and for 

the activation energy for field desorption from ionic bonding states. and simple approximate 
formulae are obtained for the corresponding evaporation fields. Application of these for- 
mulae to tungsten suggests that tungsten atoms field evaporate from primarily neutral 

bonding states, but also contributes doubt as to the validity and/or usefulness of elementary 

approximations. 

1. Introduction 

An electrothermodynamic (or ‘Born-Haber type’) cycle is used in field desorption 

theory to calculate the work done in creating an ion in the presence of a field, in the 

vicinity of the emitter surface. From the resulting expression the activation energy for 

desorption and the desorption field can be calculated. 
Simplified expressions obtained by carrying out such a cycle are often stated in the 

literature (for example, Gomer 1959), but to the best of the present author’s knowledge 

there has been no clear and complete discussion of the cycle itself. 

The intention of this paper is thus twofold: to present a general treatment of elec- 

trothermodynamic cycles; and to give the results for the creation of ions from lower ionic 

states, rather than from the neutral bonding state normally assumed. The general 

approach used can be seen as a development and clarification of that used elsewhere 

(Forbes 1976, 1980). 

The structure of the paper is as follows: § 2 deals with some basic matters, including 

the definition of standard potential energies, and the idea of ‘purely electric’ and ‘purely 

chemical’ potential-energy components; § 3 derives a formal expression for standard 

potential energy; § 4 shows how this expression can be used to obtain formulae for 

electron orbital level and desorption activation energy, and goes on to derive approxi- 

mate expressions for evaporation fields; § 5 applies these simple formulae to tungsten 

field evaporation; and § 6 deals with corrections to the basic arguments needed in some 

specific circumstances; § 7 then summarises the whole analysis. 

0022-3727/82/071301 + 22 $02.00 © 1982 The Institute of Physics 1301 
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The physical quantities used in this paper are based on the International (‘four 
electric dimensions’) System of Measurement, and a glossary of symbols used is given 
in Appendix 1. 

2. Basic matters 

2.1. The system 

A particle, which may be atomic or molecular, and initially neutral or ionic, is situated 
close to the charged surface of a conducting ‘emitter’. The particle is ‘external’, and has 
its location defined by some internally-fixed reference point. (For an atom the nucleus 
is convenient.) The particle is initially assumed to have an integral charge-number; 
‘partially ionic’ situations are considered later. 

Potential energies are defined below for various particle charge-states. These are 
conveniently treated as potential energies for the particle; but in reality they refer to the 
emitter + particle system. 

2.2. Suffix notation 

With a quantity that depends both on charge state and on spatial position, lowered 
suffices indicate the charge state(s) involved and raised suffices the position(s) involved. 
For example, W#, denotes the standard work needed to create an n-fold ion at position 
s from the corresponding m-fold ion initially at position q. Left-to-right suffix ordering 
corresponds to before~after ordering. 

Labels, rather than coordinates, are used to indicate positions in space. This is 

because of the varying conventions about locating the origin of coordinates at a charged 
surface, and resulting literature inconsistency. The general results below do not depend 
on the choice of coordinate system; the elementary approximations do. Labels used are 
listed in Appendix 1. 

Note that in a consistently-analysed one-dimensional model the conventional ‘point 
at infinity’ is not in field-free space; this concept is thus replaced by the ‘point in remote 
field-free space’. 

2.3. Standard potential energies (Standard Terms) 

If the external particle is in its internal ground electronic state, before and after ionisa- 
tion, and the ionisation process is ‘slow’ in a thermodynamic sense discussed later, 
potential energies can be formally defined by 

Us =0 (1) 

U;, — US = Wir (2) 

US denotes the potential energy of the relevant neutral entity in remote field-free space; 
so equation (1) defines the zero of potential energy. Relative to this zero, equation (2) 
formally defines the potential energy of the relevant entity when n-fold-charged and at 
position s. Wi denotes the standard work done in creating the n-fold ion at position s 
from the corresponding neutral in remote field-free space. (The phrase ‘standard work’ 
refers to a ‘slow’ process in which the electrons are removed one by one and returned 
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separately to the emitter fermi level, with each of the intermediate ions being in its 
internal ground state). 

The quantities U,, defined in this way are widely used in field-ion literature and I call 
them standard potential energies or (following Landau and Lifshitz 1958) Standard 
Terms. The name ‘Term’ is used because these quantities play a role with respect to the 
emission of electrons that is directly analogous to the role played by ordinary spectro- 
scopic terms with respect to the emission of photons (Forbes 1980b). 

2.4. Chemical and electrical potential-energy components 

The potential-energy difference (U;, —U3) is equal to the work Wf, done by a hypo- 
thetical external agent in moving the relevant n-fold-charged entity from q tos. As when 
discussing the motion of electrons near charged surfaces, it is convenient to split W%, 

into two components, performed against ‘purely electric’ and ‘purely chemical’ forces. 
The ‘purely electric’ component represents work done against the electric fields that 

would exist in the absence of the external particle (and in the absence of any effects that 
would be induced by its presence). This component can be written in terms of electric 

potentials, as 

W%#, (electric) = ne(Y* — Y?) = n(ué — u4) (3) 

where e is the elementary (proton) charge; ne the charge on the ion; (Y* — Y?) the 
difference in classical electrostatic potential between points q and s (as conventionally 
defined by a vanishingly-small ‘test charge’); and (u‘ — u*) the corresponding difference 
in the electrostatic component of the potential energy of a proton. In practice, wis more 
convenient to work with than Y. The question of a reference zero for u is considered 
later. 

Note that the quantity u as introduced here refers to the complete electrostatic 
component of proton potential energy, not merely the component arising from the 
presence of an applied voltage. 

The ‘purely chemical’ component of W#, represents work done against all forces 
other than the ‘purely electric’ ones. (The name ‘purely chemical’ is not ideal, but it is 
difficult to find a better one.) Introducing a symbol ,, to represent the ‘purely chemical’ 
component of standard potential energy U,,, we formally have 

W#, (chemical) = 7, — 73. (4) 

The reference zero for 7, is taken in remote field-free space, so 

nk = 0. (5) 

Conventional discussion has various effects contributing to 7. For an external ion 
with integral charge-number the main effects are: correlation (i.e. effects due to the 
rearrangement of substrate electrons so as to screen the field of the external ion); 
polarisation of the external particle; London-type dispersion interactions; and short- 
range repulsion. (The conventional representations of these effects are shown in table 
1.) When the external particle is neutral and physisorbs (e.g. a noble-gas atom), the 
main interactions are polarisation, dispersion and repulsion; when the particle is neutral 
and chemisorbs, the interaction is often represented by a bonding energy, with an 
additional term to represent the effects of the external field. 

In elementary discussions, therefore, 7, is represented as a sum of individual terms, 

with the number of terms included depending on the nature of the elementary approx- 
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imation. However, in quantum-mechanical treatments it seems likely that the classically 

recognised interactions will (at least to some extent) lose their individual identities, and 

that the treatments will lead directly to values of n, (or possibly U,) as a function of 
position and field strength. 

2.5. Conclusions 

Combining equations (4) and (5) gives the basic relationship: 

U;, — Uf = n(u — u?) + me - nf. (6) 

The standard-potential-energy difference has been split into components. The merit in 
this is that an electron experiences the same electric effects as a proton (but with reversed 
sign) but different chemical effects. When an electrothermodynamic cycle involves the 
motion of both ions and electrons, the electric terms cancel to some extent. but the 
chemical terms do not. 

The above discussion applies formally both to ions and to the neutral (n = 0) case, 
but obviously the electric terms vanish in the latter case. 

The above theory assumes the external particle to have integral charge-number. 
But, physically, the possibility exists that either in the bound state or during the escape 
process, or both, the desorbing entity does not have a well-defined integral charge (for 
example see Tsong 1978, Forbes 1981a). In such circumstances the splitting of 
standard-potential-energy differences into electrical and chemical components is prob- 
lematical or impossible; the only really satisfactory approach may be the direct 
quantum-mechanical evaluation of values of U,,. 

Nevertheless, in the case of field ionisation. and in the simplest models of field 
desorption (the ‘charge hopping’, ‘ionic bonding’ and ‘Miiller-Schottky’ mechanisms), 
itis assumed that the desorbing entity has effectively integral charge in the initial bonding 
state and well-defined integral charge immediately after escape. To these cases the 
above theory certainly applies. 

3. The standard potential energy U;, 

We next require an expression for the standard potential energy U;, at some position 
close to the emitter surface. As is well known, this is obtained by starting with a neutral 
entity in remote field-free space and summing the works done in the following individual 
stages of an electrothermodynamic cycle. 

(1) Remove n electrons one by one from the neutral entity at position R in remote 
field-free space. 
(2) Place the n electrons one by one at the emitter fermi level. 
(3) Move the resulting ion from position R to position s. 
It is expedient to analyse step (2) in greater detail. Because the ‘chemical’ (i.e. 
correlation-and-exchange) and ‘electrical’ interactions of an electron with the emit- 
ter + field system are essentially independent of each other. we may deal separately 
with them. Hence we consider the following notional thermodynamic sub-steps. 
(2a) Move ‘chemically-interacting electron’ from position R to the emitter fermi 
level. 
(2b) Move ‘electrically-interacting electron’ from position R to positions. 
(2c) Move ‘electrically-interacting electron’ from position s to the emitter interior i. 
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Bearing in mind that there are n electrons in step (2), we have that the works done 

in the above steps are 

work (1) 

work (2a) 

work (2b) = 

  

(7) 
work (2c) = —n(u' — uw’) 
work (3) = n(u' — w®) + (n, — n8). 

In the above expressions H,, is the energy needed to create an n-fold ion, from the 
neutral, in remote field-free space, being given by the sum of the first n free-space 
ionisation energies /,; 7° is the chemical component of the emitter work function; and 
the labels i and R denote points in the interior of the emitter, and in remote field-free 
space, respectively. The minus sign appears in steps (2b) and (2c) because of the negative 
charge on the electron. 

Bearing in mind that U§ and 7 are zero by convention, and that the electric term in 
step (2b) cancels the corresponding term in step (3), we find that the total work done 
and hence the potential energy U;are given by 

U;, = Wit = Hy, — ng® + n(u' — u') + ni. (8) 

The third term in equation (8) now requires closer attention. In sophisticated treat- 
ments it would be necessary to calculate it as a whole, but for most elementary purposes 
this term is usefully split into two parts: a ‘zero-voltage’ part that exists in the absence 
of any applied voltage between the emitter and its surroundings; and an ‘applied’ part 
that exists as a consequence of an applied voltage. Formally: 

(ui =u!) = (u? = Uw) + (Ui — U')app. (9) 

The zero-voltage part is itself usefully split into two parts. If we use the suffix E to 
label a point ‘somewhat’t outside the emitter surface, then 

(W-u' (uF — wu), + (ub — uF), (10a) 
See (106) 

  

By definition, the first bracket on the RHs of equation (10a) relates to the electrostatic 
component * of the local work-function for the face in question; the second bracket is 
a smail correction that depends somewhat on the position s, and could be described as 
due to ‘patch fields and/or surface fields’. I denote this small correction term by &. (The 
minus sign in front of y* results from the negative charge of the electron.) 

Substituting equations (10b) and (9) back into equation (8), and remembering that 
the complete local work-function g* is given by the sum of its chemical (7£) and 
electrostatic (y*) components, we obtain 

U; = Hy, — ng + nd! + nu’ — u')app + ni. (11) 
+ The requirement that position E be ‘somewhat’ outside the emitter is to ensure that this position is, for 
practical purposes, outside the range of both correlation-and-exchange forces and the short-range electrostatic 
fields due to the detailed charge distribution in the electrical double layer at the emitter surface (as it exists in 
the absence of any applied voltage). The local work-function for the face in question can then be defined as. 
the work done in taking an electron, initially at the fermi level, from the interior of the emitter to position E. 
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This expression can be further simplified if we define the electrostatic potential-energy 
component uv to be zero in the interior of the emitter, i.e. we set 

ul=0, (12) 

Provided that (if necessary) position i is so chosen that the first bracket in equation (10a) 
gives the electrostatic component of local work-function, this convention does not 
disturb the arguments above. We then obtain: 

Us = H, — ng + nd! + n(u') app + ni. (13) 

Equation (13) is a formal expression for the standard potential energy U;,; it involves no 
significant approximations. 

3.1. The S-component and its representations 

Expression (13) falls naturally into two parts: a ‘fixed’ or ‘configurational’ part, and a 
‘variable’ (i.e. position and field dependent) part that I denote by S;,. Formally: 

Uy = (Hn — ng) + Sh (14a) 

Si, = n(w)app + 28 + 1 (140) 

I refer to this variable part as the S-component of standard potential energy. (‘S’ stands 
for ‘split-referenced’: the three terms in equation (146) are zero-referenced at different 

points: the emitter interior, the point E, and remote field-free space, respectively.) Note 
that this S-component is somewhat different from the ‘S-potential’ defined in an earlier 
paper (Forbes 1980a). The present quantity is better defined, and seems the more useful 
of the two. 

The quantity S, finds use, as such, in some manipulations, but numerical applications 
require specific algebraic approximations. For the applied electrical term in equation 
(146) all one-dimensional charged-surface models (e.g. Tsong and Miiller 1969, Theo- 
philou and Modinos 1972, Lang and Kohn 1973) give much the same physical result: 
that, at sufficient distance from the emitter surface, this term has a linear form: 

(0)app = — eF x? (15) 

where F is the external field (i.e. the field component, somewhat above the surface, 
resulting from the applied voltage); and x is distance measured from the emitter’s 
electrical surface. 

(The different charged-surface models differ in where to locate this electrical surface 
relative to definable features of the emitter substrate, and over whether there is a 
field-dependent shift in the position of the electrical surface. The result can also be 
expressed in alternative mathematical forms involving a small distance parameter: but 
there is no advantage in the more complicated algebraic forms.) 

This linear form is also found in analysis of a structured surface model (R G Forbes 
and M K Wafi unpublished work, Wafi 1981). 

The zero-voltage electrical term has not appeared explicitly in previous discussions. 
As will be seen, it has a significant formal role in the analysis of one-dimensional models 
and the definition of zero-field activation energy, but in other circumstances is probably 
small enough to be completely neglected. 

The nature of the ‘purely chemical’ term in equation (145) was discussed earlier. 
The elementary approximations used to represent the various contributory effects are 

44



Electrothermodynamic cycles applied to ionic potentials 1307 

well known, and are listed in table 1. Alternatively, , can be treated as a single entity 
and modelled by one of the standard approximations (parabolic potential well, Morse 
potential, etc.), this procedure being particularly useful in the vicinity of the initial 
bonding point. 

Table 1 brings together nearly all the algebraic expressions that have been proposed 
for inclusion in the S-component over the iast 25 years. Thus something of the history 
of field-desorption theory is manifested in this table. 

Table 1. Effects and terms proposed for inclusion in the S-component. Note that all notation 
has been adjusted to the present author’s preferred form. (A glossary of symbols is given in 
the Appendix.) 
  

  

Effect Term Originator 

1* Electrostatic potential energy — neFx Miiller (1956) 

2° Correlation (image-potential) — nPe/l6rex Miiller (1956) 
3 Polarisation —te,F* Gomer (1959) 

4 Short-range repulsion + Gixt Brandon (1963) 
5° Interaction of dipole with field -pF Gomer (1959) 
6¢ Configuration interaction +AU Gomer (1959) 

7° Bonding of neutral to surface (also = Dix’ Brandon (1963) 
dispersion) 

8° Field-induced reduction in metal-atom + OF Tsong (1971) 

binding energy 
9 Sum over all relevant ion-core repulsions +2K /x} Tsong (1971) 

10 Hyperpolarisability —(1/24) Yale Tsong (1971) 
11 Field-gradient polarisability 1B, FloFloc Forbes (1981b) 
12  Field-gradient polarisability —4Cu(Floc)* Forbes (1981b) 

13* Patch and/or surface fields +nd Present paper 
  

More-general forms 
14* Potential due to applied field + nilagy Present paper 
15 Purely-chemical interactions +m Forbes (19802) 
16° Potential near bonding point + etx — Forbes (1978) 

  

(Parabolic-well approximation) 
  

Notes: (a) Effects 1, 2, 13 and 14 apply only to ions. (b) Effects 7, and 16 were envisaged as applying only to 
neutrals. (c) Effect 5 applies only if adsorption produces an effective dipole moment. (d) Effect 6 applies in 
the case of charge-draining mechanisms. (e) Additional terms applying in the case of an adsorbed layer are 
given by Swanson and Gomer (1963). 

4. Applications 

Given an expression for U;, itis trivial to derive an expression for the work of ionisation 
W#,, from the relationship 

Wein = Us, — Ube ’ (16) 

The resulting formulae have two main applications—in determining electron orbital 
level and in deriving activation-energy expressions—which we look at in turn. 

4.1. Electron orbital level 

Consider the formation of a(m + 1)-fold ion from a m-fold ion, at some positions where 
Us, >U%,4,. The work done by the hypothetical external agent in creating this ion, if the 
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transferred electron is placed at the emitter fermi level, is by definition 

Winzm=1 = Um=1 — Um (7) 

This work is a negative quantity, which we write in the form —€,. 
Inreality no energy is given to any external agent. Rather, the energye,, is transferred 

(with the electron) to the emitter electron energy distribution, where it ultimately 
degrades to heat. In a formal cycle the energy ,, can be used to promote the transferred 
electron to a level above the fermi level. Thus, in the context of the approach to field 
ionisation that regards it as an energy-conserving one-electron transition, we deduce 
that at position s the orbital energy level of the topmost filled orbital in the m-fold ion 
was ata level g,,above the fermi level, where: 

Ey = Ub — Usper = — Inet + G2 — 5 = (Happ + Ma Mae (18) 
This relationship is illustrated in figure 1. (Note that the energy carried away by the 
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Figure 1. To illustrate the relationship between the electronic level e of the topmost filled 

orbital in an m-fold-charged ion and the standard potential energies for the m-fold and 
(m + 1)-fold charged ions. 

This diagram, like the others in this paper, is schematic, In each case the diagrams are 
drawn to illustrate the point under discussion; they are not intended either to be realistic 

representations of actual potential curves, or to be totally consistent with each other. With 

the exception of figure 7, each diagram shows standardised energy (or standard potential 
energy) on the vertical axis, and position on the horizontal axis. The curves shown represent 
standard potential energies (standard Terms), and are labelled with the charge number of 
the corresponding charge state. 

electron is equal to the energy difference between the standard potential energies; as 
already noted, this analogy with optical transitions is the reason why the description 
‘Term’ is used as an alternative name for the quantities U,,.) 

In the elementary approximation using the basic electrostatic, correlation, and 
polarisation terms shown in table 1 we have 

En = DF + CF — Ime + (2m + 1)e7/16z0€9%5 — Hm — Cm +1)F* (19) 

For m = 0 this equation reverts to the well-known simple formula, widely used in the 
field ionisation of inert gases; the ‘ionic’ (m > 1) form may be of interest in connection 
with post-ionisation (for example, Haydock and Kingham 1980). Note that correlation 
and polarisation terms corresponding to both ‘before’ and ‘after’ ionic states appear in 
the expression for orbital energy level if m > 1. 
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4.2. Field desorption and field evaporation 

4,2.1. Introduction. At sufficiently high temperatures (near 80 K and above) field desorp- 
tion is a classical thermally-activated process, with a field dependent activation energy. 
Simple theories are possible when the desorbing particle effectively has integral 
charge-number both in its initial bound state and immediately after escape. A con- 
ceptual description of the escape process and associated theory is as follows. 

Prior to field desorption let the desorbing particle be bound in an m-fold-charged 
state. To escape from the emitter the particle has to climb (energy-wise) to the crest of 
a ‘pass’ in the potential structure, at position p; let it be in an n-fold-charged state 
immediately after escape. The escape process requires an activation energy Qmn(F) that 
is a function of the external field F at the desorption site. After escape the desorbing 
particle may experience one or more post-ionisation processes (Kingham 1981). This 
implies that the observed charge-state is in most circumstances not to be identified with 
the charge state immediately after escape, but does not otherwise affect the calculation 
of activation energies. 5 

Full theoretical discussion of escape requires three inputs. First—an expression for 
Qmn in terms of x8, x? and F. (x3 is the distance of the initial bonding point from the 
emitter’s electrical surface, and xf the distance of the point of escape.) Since Omn is the 
work necessary to create an n-fold ion at p from an m-fold ion at B, it can be found by 
using appropriate approximations in the relationship: 

Qnn = We = UR— Un, (20) 

The resulting expression I call an implicit Q-formula, ‘implicit’ because it contains the 
variables x8, and x? which may themselves be functions of F. 

Second, we require subsidiary conditions that give the values and/or field-depend- 
ence (depending on circumstances) of x3 and x8. This enables, at least in principle, the 
derivation of a Q-formula that is explicit in F. (Different models may employ different 
subsidiary conditions, and hence have the same implicit Q-formula but different explicit 
Q-formulae.) 

Third, we need a desorption-field criterion that states how ‘desorption field’ is defined. 
The criterion may set the numerical value of either the activation energy or the desorption 
rate-constant at a given or ‘typical high-risk’ emission site, or may set the desorption 
flux from the whole or a portion of the emitter. Criteria of all these types are in use. The 
simplest approach is to require that Q,,,, be zero, but other criteria can be more realistic, 
and with these the desorption field as evaluated theoretically isa function of temperature. 

It is not the intention of this paper to become involved in detailed algebraic analyses 
concerning the temperature dependence of desorption field, as this will be presented 
elsewhere. Rather, I shall use the zero-activation-energy criterion to obtain first some 
general formulae, and then some simple basic approximations, thereby exposing a 
number of physical points about existing discussions of field evaporation. 

4.2.2. Activation-energy expressions. Three general forms may be of some use. The first 

comes by using equation (14a) twice in equation (20), to give 

Qn = (Hn ~ Hm) — (n = m) pF + Sh - Sie (21) 

The second comes by using the symbol Af, to represent the bonding energy of the m-fold 
ion to the surface, in the presence of the field, this being defined relative to the same 

44



1310 Richard G Forbes 

zero as standard potential energy. It follows that 

An = — Um (22) 

and hence, from equations (14a) and (20) 

Qnn = (An + Hy — ng) + Sh. (23) 

Alternatively, Af, may be split into a zero-field part AY, and a field-dependent part 
AAf,, thus 

AR = AS + AAE (24) 

which on substitution into equation (23) gives 

Onn = (AR, + Hy, — ng®) + AAS + SE (25) 

In practice, form (21) is most useful when m # 0, and forms (23) and (25) more useful 
when m = 0, but all the above forms are general. Obviously, numerous approximate 
versions of the Q-formulae can be obtained by expanding the S-components in terms of 
the expressions listed in table 1. 

In the neutral bonding case (mm = 0) it is convenient to define a parameter Ko, by 

Koy = (A + Hy — ng") (26) 
so that equation (25) takes the form 

Qin = Kon + AAS + Sh. (27) 

If, further, we ignore the field-dependent term AAS, and take only the basic terms in 
Sf, due to electrostatic potential energy, patch/surface fields, and correlation, then we 
obtain: 

Quon = Kon + nd? — neFx? — n°e7/16ze0x?. (28) 

The usual elementary formula has been recovered, but with the addition of the patch/ 
surface field term. 

Some basic points deserve making about Ko,. First, note that it contains the local 
work-function of the surface from which emission is occurring. There has been dis- 
agreement over this in the past, with Southon (1963) and Brandon (1964) suggesting 
that the so-called ‘total’ work-function of the emitter ought to appear, but Miiller and 
Tsong (1974) insisting that the inclusion of the local work-function was correct. The 
formal arguments here confirm that the Miller and Tsong view is correct in the circum- 
stances of field desorption, when n6 is negligible. 

Second, note that strictly Ko, cannot be identified with the formal work necessary in 
the absence of any external field to remove an n-fold ion to a remote point in space, as 
is often suggested in elementary discussions (e.g. Miiller and Tsong 1974). This work is 
obtained from equation (28) by taking F zero and position p to be in remote space: but 
in these circumstances the 6? term is not small: it constitutes a patch-field correction: 
so equation (28) becomes 

Qon( F = 0) = Kon + nd® = A} + H, — ng (29) 

where R labels the remote point and g' (= g® — 68) is by definition the ‘total’ work- 
function. Thus, to be strictly correct, Ko, should be described as ‘the work necessary, in 
the absence of any external field, to desorb the n-fold ion locally from the emitter surface 
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facet on which the corresponding neutral entity is adsorbed’. (The ion then interacts 
with the patch-field system surrounding the emitter, and—depending on the face where 
it was originally adsorbed—either reaches a remote point with finite kinetic energy or 
needs to find a small additional amount of activation energy before being able to escape 
completely from the emitter.) 

An exception to the above argument occurs in the case of the consistently-analysed 
one-dimensional model, in which it is postulated that the emitter is planar and of infinite 
extent. In this artificial case there can be no patch-field correction, and the activation 
energy needed to remove an n-fold ion to a remote point, in the absence of any external 
field, can be identified with Ko,. Perhaps misunderstandings have arisen through the use 
of one-dimensional models in field-desorption theory. 

4.2.3. Basic predictions of evaporation field F*’. We now move on to the prediction of 
evaporation field, for neutral and ionic bonding states, using the simple criterion that 
Qmn be zero. For given charge numbers m and n, this defines a ‘zero-Q evaporation 
field’, F%,: actual evaporation fields are expected to be less than this. 

With a neutral initial bonding state the simplest approximation is to use equation 
(28), but neglect the patch/surface-field term. The question then arises as to how xf is to 
be chosen. The Miiller-Schottky basic-image-hump formalism (e.g. Miiller 1960, Bran- 
don 1964) takes xf to be at the top of a simple Schottky hump; but it is now clear that in 
conventional low-temperature field evaporation no Schottky hump exists (Biswas and 
Forbes 1982); so this approach can be discarded. Other formalisms (e.g. Gomer 1961, 
Miller and Tsong 1969) assume that the ionic potential-energy curve intersects the 
neutral curve at the bottom of the potential well in the latter, and hence that xf =x5. 

This results in the formula 

FRix8 = Konlne — ne/16ze x8. (30) 
Anestimate of Fi can then be made either by estimating the value of x?, or by requiring 
that the second term on the RHS of equation (30) be some definite fraction a, of the first 
RHs term. This second approach forms the basis of a new method (Forbes 1982) of 
estimating evaporation field, and leads to the formula 

Fin = Oon(16z€9/n5e*) Ki, (31) 

where Oo, = @n(1 — ao,), and in practice is a numerical factor with a value in the vicinity 

of 0.2, for the metals conventionally discussed. 
The value of Fi, predicted from equation (30) depends on the value chosen for x§. 

Straightforward analysis shows that the maximum zero-Q evaporation field predictable 
from equation (31) is 

Fiy, (maximum) = (4zt@)/n*e*) Kin (32) 

which is equivalent to taking a, = 4 in equation (31). (By coincidence, this value is 
identical with that predicted using the basic image-hump formalism.) 

With anionic initial bonding state various evaporation mechanisms would in principle 
be possible. We first consider a straightforward charge-hopping mechanism. In this case 
it is convenient to construct a basic theoretical approach directly analogous to that just 
presented for a neutral initial state. 

A constant Kj,, characteristic of the species and charge states concerned, can be 

defined by 

Krmn = (Hn — Hm) — (n — m)g® (m # 0). (33) 
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Figure 2. Term diagram representing the charge-hopping model applied in the case of ionic 
bonding. 

This constant is chosen for algebraic convenience and has no straightforward physical 
interpretation. By using just the basic electrostatic and correlation terms in the S- 
components in equation (21), by requiring that Q,,, be zero, and by assuming that if 
field evaporation from an m-fold ionic state is actually occurring then the potential curve 
for the n-fold ion must intersect the curve for the m-fold ion at the bottom of a bonding 
well, and hence that xf =x3 (as in figure 2), we obtain 

FS, x3 = Kmnl(n — m)e — (n + m)e/16e9x8. (34) 

This equation is the generalised equivalent of equation (30), and reduces to it when 
m = 0. (But note that equation (33) is not valid for m = 0.) 

The generalised equivalent to equation (32) is 

Fon (maximum) = [47@/(n — m)(n? — m?)e3] Kein. (35) 

A generalised equivalent to equation (31) also exists, but it is not perceived to be useful. 
It deserves comment at this stage that there are inconsistencies in the simple approx- 

imations leading to equation (34). In particular, we have assumed that there isa potential 
well in the m-fold term, but have omitted from equation (34) the repulsive-interaction 
term that would produce the well. Partial justification may be offered for this, as follows: 
first, repulsive terms should be included in both S-components at x8, and these tend to 

cancel; second, the repulsive component is in any case much less in magnitude than the 
attractive image-potential energy. 

Schottky-type desorption. A second mechanism of evaporation from an ionic bonding 
state is genuine Schottky-type desorption, in which the ion escapes over a Schottky 
hump in the same charge state as that in which it was originally bound, and no ionisation 
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Figure 3. Ionic Term diagram for the case when no ionic bonding well exists.
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event is involved in the escape process. Equation (21) is still valid, but reduces to the 
triviality 

Qnm = SP, — SB, (36) 

The simplest useful Q-formula is then obtained by using the basic electrostatic, corre- 
lation, and repulsion terms in table 1, which together give rise to the well-known ionic 
potential containing a Schottky hump. 

An expression for the field Fi? at which this hump ‘just disappears’ can be obtained 
analytically (Biswas and Forbes 1982), and has the form 

FHD =T - me/16z€ a}, (37) 

where a,, is the distance from the emitter’s electrical surface of the bonding point for the 

m-fold ion, in the absence of the field; and I is a numerical factor whose value depends 
on the assumed form of the repulsive power law. For an inverse 9th-power repulsive 
potential, F = 0.535; for an inverse 12th-power law I = 0.602. 

Use of a zero-activation-energy criterion for defining evaporation field leads us to 
identify the evaporation field with this hump-disappearance field FE. 

Clearly, for fields above F# there is no possibility (within the framework of the 
simple formalisms discussed above) that an m-fold ion can be bound to the surface. 
Hence, if the quantity F>,, predicted from equation (34) is greater than FX? then the 
potential configuration depicted in figure 2 may not obtain, and F%, as given from 
equation (34) cannot be interpreted as an evaporation field. 

In these circumstances the potential-curve configuration may be as in figure 3, and 
it is better to write equation (34) in the revised notation: 

EXxSin = Kmnl(n — me — (n + m)e/l6xe9x%, (m #0) (38) 

and to think of equation (38) as an equation relating the field F and the position x, of 
the crossing-point of the m-fold and n-fold potential curves. (Though whether it is 
reasonable to ignore the repulsive terms in such a case is another matter.) 

5. Application to tungsten field evaporation 

For illustration I apply these formulae to tungsten. The possibility was raised elsewhere 
(Forbes 1980a) that some tungsten surface atoms may be essentially ionic prior to field 
evaporation, and it was shown that observed onset appearance energies were compatible 
with neutral or with ionic bonding. 
Table 2 shows evaporation fields obtained from equations (30) and (34) for postulated 

single-step evaporation from 0*, 1* and 2°* initial bonding states into 1*, 2~ and 3* 
escape statest. The following thermodynamic data (Tsong 1978) were used: Aj = 
8.66eV; 1, =7.98eV; = 18 eV; = 24eV; gp =4.5eV; and the tungsten-atom 
radius p was taken as 137 pm. Bonding distances are not well known (particularly for 
ionic bonding), so calculations used three postulated values forx8, namely p, 3/2, and 
2p. 

+ Inreality, single-step evaporation into a 3* state seems an implausible process; the data are included simply 
for illustration. The observed 3* and higher charge states of field-evaporated tungsten ions are almost certainly 
the result of post-ionisation after escape (see Kingham 1981). D R Kingham (private communication; also 
Vacuum, to be published) has also queried whether 2° ions can be formed from 0° ina single-step process, 
although the present author currently believes this to be possible. 
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Table 2 also shows values of the maximum zero-Q evaporation field as calculated 

from equations (32) and (35). 

Table 2. Evaporation fields for tungsten atom of radius p, based on the zero-activation- 
energy criterion, predicted using the simple approximations inherent in equations (30), (32), 
(34) and (35). Predicted values are rounded to the nearest } V nm-'. (The conventionally 
given value for the observed evaporation field of tungsten is 37 V nm™'.) 
  

  

Charge Fem (V nm“) 
state for bonding distances 
——————_ Kml(n - m) OS in (maximum) 
m n (eV) p 3p/2 2 (Vnm~) 

0 1 12.14 69.5 50.5 39.5 102.5 

0 2 12.82 35 45.5 37 37 

0 3 15.05 52.5 47.5 40.5 32.5 

1 2 13.5 4 40 35 42 

1 3 16.5 43.5 46 41 47.5 

2 3 19.5 46.5 52.5 47 53 
  

Table 3 shows values of the hump-disappearance field F#°, for 1*,2* and 3* charge 
states, calculated for postulated zero-field ionic bonding distances of p, 3p/2, and 2p, 
taking I to be 0.602 (i.e. 12th-power repulsion). 

It deserves emphasis that the equations used in these calculations are the simplest 
possible approximations, and the tabulated results are valid only to the extent that these 
approximations are adequate. 

Table 3. Values of the field F# at which the Schottky hump disappears, as predicted from 
equation (37) using I = 0,602 (12th-power repulsion). (p denotes the tungsten atomic 
radius.) 

FHP (V nm”) for assumed 
zero-field bonding distances 

Charge state 

pe 3p2 2p 

1 11.5 $1 2.9 

2 23.1 10.3 5.8 

3 34.6 15.4 6.7 

Three features of the tabulated results deserve comment. First, for both 1* and 27 
initial states the hump-disappearance field Fi} is markedly lower than any of the 
calculated fields F%,, for evaporation from these bonding states, and is also significantly 
lower than the accepted value (57 V/nm) for the low-temperature (near 80 K) evapor- 
ation field of tungsten. Within the framework of the equations in use, this suggests that 
it is inconsistent to assume that tungsten can be bound in an ionic state. For consistency 
we must assume that tungsten is bound in a neutral or ‘primarily neutral’+ state. One 
must also assume that at the evaporation field the configuration of the 1~ and2* potential 

+ When a surface is electrically charged the surface atoms must physically be partially ionic, to some extent. 
By describing a surface atom as ‘primarily neutral’ I mean that we treat the situation conceptually as if the 
atom were neutral, and the theory contains a field-dependent binding-energy correction that is presumed to 
behave much more like a polarisation term than like an electrostatic or image-potential term. 
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curves is basically as depicted in figure 3, and that the field values listed in table 2 for 
m > Oare to be interpreted as (estimates of) the fields at which a crossing-point between 
the m-fold and n-fold curves is at the distance stated (as per the discussion of 

equation (38)). 
Second, in each case one or other of the fields F§} and F§3 is less than the field F§y 

(as has been found by other authors, for example Miiller and Tsong 1969). This suggests 
that the initial escape step involves transfer into a 2” or 3” state, rather than into a 1* 
state. Whether 2° or 3” is the preferred state depends (in this formalism) on the value 
assumed for x; my current view is that the larger values are more plausible, and hence 
that 2* is the expected escape state. However, the closeness of F§} and F§} shows that 

the intersection point of the 2~ and 3* curves must be only slightly outside the bonding 
point, so the probability of post-ionisation of 2” to 3” is expected to be high. 

Third, because Fj} is less than F§j at each of the postulated bonding distances, it 
follows that the intersection of 0° and 2* curves is closer to the emitter’s electrical 
surface than is the intersection of 0* and 1* curves. Similarly, since Fi} is less than F§3, 

it follows that the intersection of 1* and 2* curves is closer in than the intersection of 0* 
and 2* curves. Since this last intersection is supposed to occur at the bonding distance, 
it follows that the 17/2” intersection is inside the neutral-atom bonding point. An 
arrangement of potential curves schematically consistent with these results is shown in 
figure 4. 
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Figure 4. Term diagram for the field evaporation of tungsten, as indicated by the simple 
theory described in the text. 

Oversimplifications. Points about the adequacy of simple approximations arise from 
the above analysis. First, if the intersection of 1* and 2” curves is found to be inside the 
neutral-atom bonding point, as it is above, then it was probably not an adequately 
self-consistent procedure to ignore the repulsion terms in formulating equations (34) 
and (35). 

A more subtle point is that, even when repulsion terms are included, it is doubtful 
whether a curve configuration as shown in figure 2 could arise. The form of equation 
(37) shows that, if a, and a) are approximately equal, and if roughly the same repulsive 
law (and hence roughly the same [-value) applies to both singly- and doubly-charged 
ions, then the field at which the hump in the 2~ curve vanishes will be greater than the 

field at which the hump in the 1* curve vanishes. This implies that it is not possible to 
have a situation in Which there is a Schottky hump in the 1~ curve but not in the 2~ 
curve. Within the framework of the simple approximation involving correlation, repul- 
sion and linear-electrostatic terms, the configuration shown in figure 2is almost certainly 
not possible. 
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More generally, the closeness of the predicted evaporation fields for various par- 
ameter combinations suggests that (even if one postulates the validity of the elementary 
expressions listed in table 1) more effects and more terms ought to be included in the 
calculations. (Or possibly tungsten is a bad material to try out simple approximations 
on, its extensive employment in experiments notwithstanding.) 

Summarising the results of the simple approximations, these suggest that tungsten 
surface atoms cannot be bound in an ionic state, and that the escape step involves a 
transition from a primarily neutral to a twofold-charged state. 

These results have to be set in the context of experimental observations, and in 
particular the field evaporation of highly field-exposed atoms, such as those at the 
kink-sites of a tungsten (111) facet. Gauss’ theorem indicates that, at a field strength of 
57 V/nm, the excess charge per surface atom in a crystallographically flat (111) face 
would be about 0.55 e, and the actual effective charge on the kink-site atoms might be 
slightly higher than this. So it is by no means obvious that it is reasonable to think of the 
field-exposed atoms as ‘primarily neutral’, in the sense defined earlier. 

Clearly there is an urgent need for a better theoretical understanding of the nature 
of charged surfaces on an atomic scale, and for improved methods of calculating the 
potential in which a desorbing ion moves. The hope that better approximations can be 
found for the S-component, particularly for ‘partially ionic’ initial bonding states, was 
one motive for presenting a generalised treatment of electrothermodynamic cycles. 

6. Modified cycles 

6.1. Non-integral charge states 

It remains to deal with some matters left over from earlier sections. The first is the 
problem of non-integral charge-states. Either at the bonding point, or at the top of the 
potential barrier over which escape occurs, the desorbing entity may be in a charge state 
that is non-integral or ill-defined. This can occur if it is energetically favourable for the 
topmost electron (or electrons) originally associated with the desorbate to be inelectron 
states whose wave-functions have some amplitude in the emitter and some amplitude in 
the desorbate, or if these electron(s) are in an electronic configuration resembling a 
chemical bond between the desorbate and the emitter. 

Non-integral charge-state at the point of escape arises in the ‘charge-draining’ model 
of field desorption (Forbes 1981a), shown in figure 5. Let the potential energy at the top 
of the charge-draining hump (at position x?) be U?*(CD). Formally, this is related to the 

potential energy U} for a ‘pure’ n-fold ion at position x? by: 

UP(CD) = UR + AUP. (39) 
AU? is a correctiony, negative in value, that is it is sometimes described as due to 
‘configuration interaction’. Construction of energetic arguments similar to those used 
earlier now leads to revised equations incorporating the AU? term. 

The situation of a partially ionic or ‘polar’ (Gomer and Swanson 1963) bonding state 

is easy to treat formally. We use the subscript a to designate a polar bonding state and 
Af to represent its bonding energy. (The reference zero is the same as before.) Thus, 
when both forms of correction exist, equation (23) becomes: 

Quan = (AE + H, — ng) + SR+ AUP. (40) 

+ In the literature AU? is often written — AE — 41, but there seems no advantage in this latter form, and 

possibly some disadvantage—see Forbes (1981a) 
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Figure 5. Term configuration assumed for a charge-draining mechanism of field evaporation 
from a neutral bonding state, showing the shift A UP due to configuration interaction. 

This equation is formally satisfactory, but of little help in numerical analysis of 
results. Currently, no satisfactory calculations of A or AU? exist. Unfortunately, it now 
seems likely that for refractory metals the desorbate charge-state will be non-integral 
and/or ill-defined, both at the bonding point and at the escape point. So I feel that the 
absence of detailed treatments of Af. and AU?, and their variation with field—and, more 
generally, the lack of a detailed theory of charged surfaces—will gore ye be seen as 
key problems in field desorption theory. 

6.2. Fast processes 

The treatments of electrothermodynamic cycles given here and elsewhere require that 
the individual cycle steps be ‘slow’ and ‘thermodynamically reversible’. This ensures 
that the emitter charge distribution is always in electrical equilibrium under the influence 
of the field of the external particle, and avoids the complications associated with (for 
instance) dynamic image potentials. 

If the requirement is not met (i.e. the external particle motion is ‘fast’) then heat is 
generated in the emitter, and the particle kinetic energy turns out correspondingly less 
than expected from the standard potential energy. This happens whether the motion is 
towards or away from the emitter: heat is generated in both cases: hence fast motion is 
in a certain sense nor thermodynamically reversible. 

We need to enquire whether surface field ionisation is actually ‘slow’ or actually 
‘fast’, and if ‘fast’ then how to represent it diagrammatically. The relevant comparison 
seems to be between, on the one hand, acharacteristic time associated with the relaxation 

of the emitter electron distribution, and on the other hand characteristic times associated 
with: (a) the electron transfer process in field ionisation and (5) the ion departure speed. 

Because field ionisation involves electron tunnelling, and because the ion has only 
thermal energy on escape, it has always seemed to the author that field desorption must 
be ‘slow’ in the above sense. (Detailed discussion of characteristic times is not entirely 

straightforward, and is beyond the scope of this paper.) However, it is clear how fast 
processes could be represented. If ion departure were fast, then in effect the ion moves 
in a potential slightly lower than the standard potential energy, so a ‘vertical’ (i.e. 
Franck—Condon) transition results in the ion having lower standardised energy (see 
figure 6). If electron transfer were fast, then in effect heat is transferred to the emitter, 
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Figure 6. To show that an ion formed by a Franck-Condon transition has lower final 
standardised energy if the ion departure is ‘fast’. Away from the emitter, the ion kinetic 
energy is different by an amount AE. (AE is a negative quantity.) 

andonanalignment diagram a one-electron transition must be representedas ‘diagonally 
downwards’, as in figure 7; this implies that the critical surface inside which auto- 
ionisation is significantly inhibited must (for fast transfer) be shifted slightly outwards 
from its standard ‘slow’ position. 
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Figure 7. To illustrate how a ‘fast’ electron transition is represented on an electron-level 
alignment diagram; also, that there is an outwards shift in the critical surface. In a fast 
transition an electron tunnelling to the fermi level is presumed to create an amount of heat 
q in the emitter electron distribution. The ‘dashed’ well shows the critical orbital-level 
alignment if the transition is presumed tobe slow, the ‘full’ well the alignmentif the transition 
is presumed to be fast. (For clarity the effect is exaggerated.) 

The above analysis is believed to be essentially correct at the classical level of debate 
normally employed in field-ion theory. But a fuller, quantum-mechanical, analysis may 
lead to a somewhat more complicated story. 

6.3. Correlation energy in two-electron hopping processes 

Another effect not previously discussed arises with multiple-electron-hopping processes 
(if these exist). The conventional electrothermodynamic cycle specifies that, in creating
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the ion, the electrons be removed one by one, in remote field-free space. The total work 
needed (H,,) is then the sum of the relevant free-space ionisation energies. However, if 
two or more electrons were removed together and simultaneously then additional work 
would be needed. This follows because, once well away from the resulting ion the 
removed electrons would have electrostatic interaction energy. This could be re- 
adsorbed by the hypothetical agent as the electrons then separated. But the net work 
done by the external agent in the whole removal + separation process must still be H,,,, 
so it follows that the initial removal needed extra work, this work being identified with 
a correlation energy between the removed electrons. 

It seems that broadly analogous considerations could apply during the actual field 
desorption process. There would be an electrostatic interaction between the ‘hopping’ 
electrons, if two or more hop simultaneously, and the energy would presumably manifest 
itself eventually as heat in the emitter. The energy obviously has to come from the 
applied field, so it seems that the critical surface (inside which no significant auto- 
ionisation occurs) for a multiple electron transition must be slightly outside the crossing 
surface defined by the standard 0° and n* potential-energy curves, as depicted in 
figure 8. 
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Figure 8. To show that there is an outwards shift in the critical surface if, in a two-electron 
hopping process, a correlation interaction energy €or is transferred with the electrons. 

In practice, it is doubtful if transitions involving more than two electrons occur. 
(There is also the question as to whether two-electron transitions in fact occur, raised by 
Kingham.) 

7. Summary 

The achievements of this paper have been as follows. 
(1) General expressions have been put forward for the standard potential energy of 

an ion near a charged surface, and the elementary approximations used to represent 
contributions to this potential energy have been tabulated. 

(2) It has been shown how these expressions are used to provide formulae for field- 
desorption activation energy and for electron orbital level. 

(3) It has been shown qualitatively how effects associated with non-integral charge 
states, with ‘fast’ atomic processes, and with correlation energy in two-electron transi- 
tions, can be accommodated within the discussion. 
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(4) Simple algebraic expressions, based on the common elementary approximations, 
have been derived for predicting the field strength for desorption from ionic bonding 
states. Applying these formulae suggests that tungsten atoms are bound, prior to evap- 
oration, ina primarily neutral state; but doubts also exist about the validity of elementary 
approximations and simple formulae, certainly in this case. 

More generally, I have no doubt that the full description of the field desorption 
process will require relatively accurate quantum-mechanical calculations of the various 
potentials involved. (And probably sooner rather than later.) However, my perception 
is that such calculations may be more profitable if performed against the background of 
properly formulated classical arguments. Thus this paper has attempted to set out 
formally. in more detail than hitherto, aclassical theory of electrothermodynamic cycles. 
But it must be seen only as an intermediate stage, in a developing scientific analysis. 
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Appendix 1. Glossary of symbols used 

The following table identifies the meaning of the symbols used in this paper. Where 
possible, an attempt has been made to ensure consistency with other publications, but 
the very large number of standard symbols needed in field-ion theory makes the coherent 
choice of symbols a continuing problem, and some duplication and inconsistency (as 
between papers) is inevitable. 

  

Quantities 
  

Be Distance of bonding-point for m-fold ion from metal’s electrical surface, in the 
absence of any applied field 
Proper SI polarisability of n-fold ion 
First field-gradient polarisability for n-fold ion 
Polarisation-energy coefficient for n-fold ion [= b, X (Fioc/F)"] 
Second field-gradient polarisability for n-fold ion 
Constant in rth power attractive law 
Elementary (proton) charge 
Standardised energy (i.e. the sum of the ion kinetic energy and the standard 
potential energy for the charge state in question) 

AE Change in standardised energy of departing ion, relative to the ‘slow’ case, if 
the ion departure is ‘fast’ 

z External field (often called ‘applied field’ in literature) 
Ean Evaporation field (i.e. value of F defined by zero-activation-energy criterion), 

for entity bound in m-fold-charged state to escape in n-fold-charged state 
FHD Value of F at which the Schottky hump in the potential U, (or Sm) ‘just 

disappears’ 
Figc Self-consistent local field 
Fice Gradient of self-consistent local field 

me
 
p
a
g
e
s



re
 

RO
 

a
 

o
x
 
v
s
s
 

J 
Electrothermodynamic cycles applied to ionic potentials 1321 

Constant in rth power repulsive law (between atom or ion and surface) 
Energy needed to form n-fold ion, from corresponding neutral, in remote 
field-free space, with the electrons being left well-separated in remote field-free 

space 
kth free-space ionisation energy 
Thermodynamic quantity defined by equation (26) if m = 0, and by equation 
(33) ifm #0 
Constant in tth power repulsive law (between ion cores) 
Charge-number of entity in bonding state or in initial state 
Charge-number of entity after escape and before any subsequent post-ionisation 
Effective dipole moment of desorbate, in initial bonding state 
Heat created in emitter electron distribution as result of ‘fast’ electron transition 
Activation energy, for entity bound in m-fold-charged state to escape in n- 
fold-charged state 
Exponent in attractive power law 
Split-referenced potential-energy component 
Exponent in repulsive power law 
(Total) electrostatic potential energy of proton 
Component of electrostatic potential energy of proton due to applied voltage 
Standard potential energy (standard Term) for n-fold ion 
Change in potential energy, due to configuration interaction 
Standard work done in creating n-fold ion at position s from m-fold ion at 
position q 
Distance of reference point in desorbate entity from emitter’s electrical surface 
Second hyperpolarisability for n-fold ion 
Constant appearing in equation (37) for FA? 
Value of potential correction due to patch and/or surface fields, at position s 
Level of topmost filled electron orbital in m-fold-charged entity, relative to 
emitter fermi level, when the reference point in this entity is at position s 
Electric constant (sometimes called ‘permittivity of free space’) 
Inter-electron correlation energy transferred to emitter in multiple-electron- 
hopping process 
Purely-chemical component of standard potential energy, for n-fold-charged 

entity 
Constant in Tsong’s (1971) expression for the field-induced reduction in the 
binding energy of a metal atom to a surface 
Force-constant in parabolic-well approximation 
Binding energy of m-fold-charged entity to surface, in absence of any applied 
voltage or field 
Binding energy of m-fold-charged entity to surface , when applied field is present 
Field-induced increase in binding energy of m-fold-charged entity to surface 

Atomic radius (of tungsten, here) 
Constant appearing in equation (31) for Fo, 
Classical electrostatic potential 
Local work-function of emitter 

So-called ‘total’ work-function of emitter (i.e. work needed to remove electron 

to large distance from emitter) 
Chemical component of work-function of emitter 

Electrostatic component of local work-function of emitter 
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Labels (excluding quantities used as labels) 
  

app “Due to applied field’ 
B Value appropriate to a bonding point (whether field present or not) 

cr Value appropriate to a crossing point (or surface) between potential curves 
cD Quantity appropriate to charge-draining mechanism of field desorption 
E Indicates /ocal emitter work-function; can also be seen as label for a position 

‘somewhat outside the emitter surface’ used in the definition of local work- 
function 

ev Field value defined by zero-activation-energy criterion for evaporation or 
desorption field 

HD Field value appropriate to disappearance of Schottky hump 
Value appropriate to interior of emitter 
Value appropriate to point of inflexion in ionic potential-energy curve 
Labels individual surface atoms 
Value appropriate to ‘point of escape’ 
Potential energy value at ‘top of pass’ over which escape occurs 
Labels for arbitrary positions above emitter surface 
Value appropriate to point in remote field-free space 
Value for zero applied voltage 
Value appropriate to entity in bonding charge-state that is ‘polar’ 
As subscript—value appropriate to neutral entity 
As superscript—value appropriate to zero external field 
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Abstract. In a theoretical investigation of the Milller-Schottky mechanism of field evapor- 
ation, an ‘extended’ image-hump formalism has been developed that includes a term relating 
to the repulsive ion-surface interaction. This formalism is used to calculate the field at which 

the Schottky hump disappears. It is then shown that: (i) the conventional simple image- 
hump formalisms are invalid because they predict evaporation fields higher than the 
hump-disappearance field; (ii) the ability of the simple formalisms to roughly predict 
observed evaporation fields is a numerical coincidence rather than a meaningful test of the 
formalisms; (iii) observed evaporation fields are in most cases higher than the fields at which 

the Schottky hump disappears. It is concluded that normal metal field evaporation at low 

temperatures cannot be described by any image-hump formalism yet considered, and that 
such evaporation almost certainly takes place via a Gomer-type surface charge-exchange 
mechanism. 

  
   

1. Introduction 

The application of a sufficiently high electric field to a metal surface will cause the surface 
atoms to desorb as ions. This field evaporation process is of significance in atom-probe 
field-ion microscopy and related techniques, and may be an emission mechanism in 
liquid-metal field-ion sources (see, for example, Aitken and Mair (1980)). The sources 
have considerable technological potential in the areas of lithography and microcircuit 
fabrication (Clampitt 1981), and it would be valuable to have a better understanding of 
how they worked. A better understanding of conventional low-temperature (near 80 K) 
refractory-metal field evaporation might be a useful preliminary, and also is of interest 
in its own right. 

Following recent work by Ernst (1979), Ernst and Bozdech (1980), Haydock and 
Kingham (1980) and Kingham (1982), it now seems virtually certain that for most metals 
field evaporation is a two-stage process. First a metal atom escapes as a singly-charged 
or doubly-charged ion; subsequently it may be post-ionised into higher charge states. 

Many refractory metals can be induced to evaporate into 3* or higher charge states 
(see, for example, Miiller and Krishnaswamy (1976)), and it is difficult to see how these 
ions could be formed in a single-step process. The demonstration that post-ionisation is 
likely has removed this difficulty, and allows us to accept as a paradigm the proposition 
that escape occurs into a singly or (possibly) doubly-charged state. It also serves to 
redirect theoretical attention towards the nature of the escape step. 

0022-3727/82/071323 + 16 $02.00 © 1982 The Institute of Physics 1323 
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As is well known, two types of escape process are commonly discussed: the 
Miiller-Schottky (“image-hump’) mechanism, in which ionisation precedes escape; and 
Gomer-type mechanisms, in which ionisation and escape occur simultaneously in 
a surface charge-exchange process. Corresponding potential diagrams are shown as 
figure 1. 
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Figure 1. Potential energy diagrams corresponding to the (a) Milller-Schottky and (b) 
charge-exchange-type mechanisms of field evaporation. The curves are labelled with the 
charge numbers of the associated charge states. 

Atany particular field strength these mechanisms are incompatible alternatives. To 
getreliable atomic-level information from field-evaporation experiments one must know 
what the evaporation mechanism is, because the relevant formulae are mechanism 
dependent (as stressed by McKinstry (1972)). There is some consensus that a Gomer- 
type mechanism is more likely (see Tsong (1978a) for example), but the Miiller-Schottky 
model is often used, probably because there is a simple associated mathematical for- 
malism that happens to give roughly correct predictions of evaporation field. However, 
approximately correct field predictions can also be obtained from a charge-exchange 
based analysis (e.g. Miiller and Tsong (1974)). So ability to predict evaporation field is 
not a test of existing formalisms. 

This situation, and our recent work on field-sensitivity data (Forbes et al 1982), 
have stimulated a new look at the internal self-consistency of image-hump formalisms. 
Physical reservations about simple image-hump formalisms have been expressed on 
numerous occasions (for example: Brandon 1963, Miiller and Tsong 1969, Tsong 
1971, McKinstry 1972, Forbes 1978, Tsong 1978a). The gist of the objections is: (i) 
the distance of the Schottky hump from the metal’s electrical surface, as calculated 
by the simplest formalism, using observed evaporation fields, is too small to be 
plausible (because it is less than an atomic radius); (ii) if repulsive forces between the 
ion core electrons and the metal substrate electrons were taken into account, then it 
is doubtful whether any Schottky hump actually exists in the ionic potential-energy 
curve. 

The present authors fully share these reservations. The purpose of this paper is to 
put actual numbers onto the second of the above objections. By choosing a specific 
mathematical form for the repulsive potential, it is possible to make numerical estimates 
of the field F¥? at which the Schottky hump disappears. Values of this field can then 
be compared with: (a) evaporation fields as predicted by the simpler image-hump 
formalisms (which tests their theoretical self-consistency); and (b) observed evapor- 
ation fields (which tests whether evaporation occurs by the Miiller-Schottky mech- 
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anism). The idea of doing this is hardly new, but detailed results of such calculations 
have not previously been published, as far as we are aware. 

The structure of the paper is as follows. In §2 we present a basic analysis of the 
energetics of field evaporation and of the Miiller-Schottky mechanism, followed by 
accounts of the conventional ‘simple’ image-hump formalisms and of new ‘extended’ 
formalisms that take the repulsive term into account. In §3 we investigate the self- 
consistency of the simple formalisms; § 4 compares the results of the extended formalisms 
with observed evaporation fields. Section 5 explains away the apparent success of the 
simplest image-hump formalism in predicting evaporation fields. We summarise our 
conclusions in $6. 

The notation and conventions in this paper generally follow those in Forbes 1982b, 
but with minor simplifications in use of suffices. The International (four electric dimen- 
sions) System of Measurement is employed. 

Finally, here, we would draw attention to the logical distinction that now has to be 
made between a mechanism and a formalism. A mechanism is a physical thing, corre- 
sponding to an arrangement of potential curves relative to each other. A formalism is a 
mathematical thing, determined by the precise choice of algebraic expressions used in 
representing the potential curves. In particular, this paper discusses four different 
image-hump formalisms. These are different approaches or approximations in formal- 
ising (mathematically) the Miiller-Schottky mechanism. It follows that the phrase 
‘image-hump model’, much used in past discussion, is now logically ambiguous; hence 
we now avoid it, and prefer to call the physical mechanisms by the names of their 
originators. 

2. Analysis of the Miller-Schottky mechanism 

2.1. Basic energetics 

Consider the interaction of a neutral or ‘primarily neutral?’ atom with a metal surface 
as represented by a ‘jellium’ type model (see, for example: Miller and Tsong (1974), 
Lang and Kohn (1973)), and take the zero of energy to be the potential energy of the 
neutral atom in remote field-free space. 

The potential energy U of the neutral atom at its bonding pointis, in the conventional 
simple approximation, written in the form: 

UR = —AF = -A°- AA = -A°= heF? (1) 

where A° is the neutral-atom binding energy in the absence of any external field; AF is 
the neutral-atom binding energy in the presence of an external field F; AA is the field- 
induced increase in binding energy; and cp is a parameter, with dimensions of SI pola- 
risability, that is associated with a field-induced modification of the electronic structure 

of the bound ‘primarily neutral’ atom. 
Co is sometimes called ‘polarisability’ in field-ion literature, but it cannot be identified 

with the parameter called ‘polarisability’ in textbooks, because it is not defined in terms 
of the local field acting on the atom in question. We thus call it a ‘polarisation energy 

+ When a surface is electrically charged the surface atoms must physically be partially ionic, to some extent. 
By describing a surface atom as ‘primarily neutral’ we mean that the situation is treated conceptually as if the 
atom were neutral, and the theory is deemed to contain a field-dependent binding-energy correction term that 
behaves more like a polarisation term than like an electrostatic or image-potential term. Where appropriate 

in this paper the phrase ‘neutral atom’ means surface atoms that are ‘primarily neutral’ in the above sense. 
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coefficient’. It also deserves comment that there could be doubt about the suitability of 
an F* form to represent the binding energy increase AA: it might be that cp as defined by 
equation (1) is not constant, particularly if the physical effects operating include things 
other than polarisation of the orbitals of the neutral atom. However, in the present 
context these reservations are of little significance, the important thing being that co 
should be positive and greater than the ionic polarisation-energy coefficient c,: this 
hypothesis is physically plausible and has always been accepted. 

Now consider the interaction of the corresponding atomic ion with the metal surface. 
The standard potential energy U,(x, F) of an n-fold-charged ion, at position x outside a 
surface of local work-function y=, above which there is an external field F, can be written 

in terms of a ‘configurational’ part and a ‘variable’ component S,(x, F) (see Forbes 
1982b). Thus: 

U,(x, F) = Hy — ng® + S,(x, F) (2) 

where 77 is the ion charge-number, and H, the energy needed to form an n-fold ion from 
the neutral, in remote field-free space, being given by the sum of the first n free-space 
ionisation energies. 

Differences of opinion exist as to the best place to locate the origin of the distance 
coordinate normal to a charged surface. Our convention is based partly on intuition, 
partly on Lang and Kohn’s (1973) work. Using a jellium model, they showed that within 
the electron charge distribution there is a single plane with the property that, at suffic- 
iently large distances from the plane, the electrostatic component of ion potential energy 
is proportional to, and the correlation component of potential energy inversely propor- 
tional to, distance from the plane. We assume that such a plane also exists for a real 
(structured) charged surface: we call the plane the electrical surface, and measure 
distance x from it: this simplifies the form of algebraic expressions. (Note that our x is 
thus different from Lang and Kohn’s, and our origin different from that of Miiller and 
Tsong (1974).) 

S,(x, F), as defined in equation (2), can then be represented in the form: 

S,(x, F) = —neFx — n?e/16ex — 4c,F? + Gix! (3) 

where e is the elementary (proton) charge, & the electric constant, c, the ionic 
polarisation-energy coefficient, and G a constant associated with a rth power repulsive 
law. The terms in equation (3) represent, respectively, electrostatic potential energy, 
correlation potential energy, ionic polarisation energy, and a repulsive interaction 
energy. 

The assumption, involved in equation (3), that the repulsive-interaction term is 

correct (or at any rate adequate) when distance is measured from the electrical surface, 
might be subject to challenge, but it constitutes a useful first approximation. 

It should be realised that, by defining distance x as measured from the metal’s 
electrical surface, we are avoiding awkward questions as to where this electrical surface 
is located, relative to the positions of the nuclei of the metal surface atoms. As will be 

seen later, this question of the location of the electrical surface is in fact important, but 
no general consensus exists in the literature, and its detailed discussion must regretfully 
be put beyond the scope of the present paper. 

Returning to the energetics of ion behaviour, we may deduce from equations (1) and 
(2) that the ion potential energy, relative to the level of the neutral bonding state, is given 
by: 

W,(x, F) = U,(x, F) — U8 = (A* + H, — ng®) + Sx, F). (4) 
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Thus, if we use xp" to denote, for the n-fold ion, the distance of the Schottky hump from 
the metal’s electrical surface, then the activation energy Q,(F) necessary for an atom, 

initially bound as a neutral, to escape over this Schottky hump as an n-fold ion is: 

O,(F) = Wi(x3", F) = (AF + H, — ng®) + S,(x3, F). (5) 

The condition for an ion to be at the top of a Schottky hump can be expressed in the 
form: 

(AW,/Ax) a= (OS dx) | p= 0. ; (6) 

This condition provides a relationship between x3" and F that, at least in principle, 
enables x3" to be eliminated from equation (5), leaving this as a function of F. 

2.2. The conventional image-hump formalisms 

In the simple image-hump formalisms only the first two or three terms in the expression 
(3) for S,(x, F) are considered. Thus we take: 

S,(x, F) = —neFx — ne7/16se9x — 4c,F2. (7) 

Application of condition (6) then gives: 

neF = n?e*/166(xS")? (8) 

or 

xs" = MMnel4e)'2F- 1, (9) 

Hence on substituting into equation (7), and then into equation (5), and also using 
equation (1) to expand AF, we obtain the familiar formula: 

Qn(F) = (A° + Hn — ng) — (n°e*Fl4tey)'? + (co — cn) F*. (10) 

The next step is to define, within the framework of the Miiller-Schottky mechanism, 
a ‘zero-Q’ evaporation field F;’ by the requirement that: 

Qn(Fr') = 0. (11) 

If the polarisation terms are ignored, then we obtain the following formula for evapor- 
ation field, in terms of thermodynamic parameters: 

Fe’ = (4e/n3e*) (A° + H, — ng®)*. (12a) 

Equation (12a) is the ‘basic’ image-hump formalism. Alternatively, if the polarisation 
terms are included, a self-consistent solution must be found to the equation: 

(n'e?Fi'/470)'? — (co — cn) Fu’)? = (A° + H, — ng). (126) 

As long as the polarisation term is sufficiently small, this equation has a solution that 
leads to a value of F; slightly or somewhat greater than would be obtained from equation 
(12a). 

Equations (12a) and (126) we refer to collectively as the ‘simple image-hump’ (SIH) 
formalisms; specifically, equation (12d) is the siH formalism with F* terms. 

Tabulations of F;" as given by one or other of the simple formalisms have been 
presented by various authors, including Miiller (1960), Brandon (1963) and Tsong 
(1978a). If, using Brandon’s criterion, it is assumed that the evaporation field is the 
smallest of those calculated for different values of n, then it is found that calculated fields 
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agree with observed fields to within a factor of 1.5 or better. This agreement has 
sometimes been held to justify the simple formalisms. 

2.3. Extended formalisms including the repulsive term 

We now develop ‘extended’ formalisms that include the repulsive interaction term. It is 
convenient to initially disregard the polarisation terms, because in our surface model 
they just produce a uniform energy shift, independent of position, in the relative levels 
of the ionic and neutral potential curves. 

The shape of S,(x, F), and hence U,(x, F), is dependent on field, as shown in figure 
2. Atzero field (figure 2(a)) the shape is that of an ionic bonding potential. At low fields 

(figure 2(6)) the Schottky hump develops. As the field increases there comes a critical 

situation, at some field F#° (figure 2(c)), at which the hump has just disappeared, and 

the curve is flat at the point of inflexion. Then, above this field (figure 2(d)), there is no 
hump at all in this curve. 

The objection to the simple formalisms is as follows. If, at the field F;" as calculated 

in the preceding section from equation (12), there is in fact no Schottky hump in the 

potential curve as given by the full expression (3), then it was not mathematically 

legitimate to apply condition (6) to the abbreviated expression (7) in which the repulsive 

termisignored. Athigh fields, above F#?, equation (7) isnon-physical, and the maximum 

init is a procedural artefact. Consequently it is an exercise of doubtful validity to equate 

the energy level of this artefact maximum to the bonding level of the neutral, as the 

simple formalisms do. 
The value of Fi”? is thus of some interest, and we now show how it can be calculated 

analytically in the framework of expression (3). 

First consider an n-fold ion at a position outside the metal surface, in the absence of 

any electric field. In this case its standard potential energy can be written in the form: 

U, = (Hp — ng®) — Dix + Gix' (13) 

where for notational convenience we use D to denote: 

D = n°e/16z65. (14) 

The potential U, has the shape shown in figure 2(a). Suppose that the potential minimum 

is at a distance a, from the metal’s electrical surface. It follows that: 

OU, (8x|,=0, = Dia}, — tGlai,”' = 0. (15) 

Hence: 

C= Dak vt (16) 

Thus, in the presence of a field (but ignoring the polarisation term) equations (2) and 

(3) become: 

U,(x, F) = (Hn — ng®) — neFx + D[aiy Vix! — Ux]. (17) 

We next determine the position of the point of inflexion. Let this be at a distance 
x, from the metal’s electrical surface. Clearly, at this distance: 

#Ulax*|,, = D[(t + lay Vx{*? — 2x7] = 0. (18) 
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Figure 2. Ionic potential energy curves for several different fields: to illustrate the formation 
and subsequent disappearance of the Schottky image hump: (a) at zero field; (b) at low 
fields, where a hump exists; (c) at a higher field where the hump has just disappeared; 
(d) at a much higher field where no hump exists. These curves are schematic, and are not 
intended as accurate representations of the equations in the text, but note that the level 
S, = 0 and the position x; of the point of inflexion are the same at all field strengths 

  

This leads to the result: 

X= Ydp (19) 

v= [Gt HMO. : (20) 
Note that, in this case where repulsive and attractive forces are measured from the same 
origin, the value of y depends only on the exponent assumed for the repulsive power 
law, and not on the charge number n, nor the field F. 

As the field strength is increased from a low value, the height of the Schottky barrier 
decreases, and the position of the potential maximum moves in towards x = x;. At the 
critical field F#°, at which the barrier ‘just vanishes’, the potential curve must be 

horizontal at its point of inflexion, and thus: 

AU qldx| 2, = D(—ah Vxt*! + xf) — neF EP 

  

(21) 
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Hence, using equations (19) and (14), we may solve for F#®, to give: 

FHD = (1/y? = 1/y'*!) (ne/16z€a2) ( v 2) 

3) 

T represents the first bracket in equation (22), and is also a function only of the assumed 
repulsive exponent, t. Values of y and of T, for values of r lying between 6 and 15, are 

shown in table 1. 

= P'(ne/16t€,3). R 

Table 1. Values of the constants y, , and ©. defined by equations (20), (23) and (24), 

  

  

respectively. for various values of the repulsive power law exponent 

t y r ° 

6 1.285 0.433 ~1.297 
7 1.260 0.472 ~1.361 
8 1.290 0.506 1.412 
9 1.223 0.535 1.451 

10 1.209 0.560 1.439 
u 1.196 0.582 1.520 

12 1.186 0.602 1.546 
13 1.176 0.619 1.570 
14 1.168 0.636 -1.591 
15 1.160 0.650 = 1.609 
  

Substituting back into equation (17), we can derive an expression for the absolute 
level Uz of the point of inflexion when the hump just disappears. After some algebraic 
manipulation we obtain: 

Uz = (A, — ng®) + St (24a) 

where 

St = [(t + Dit? - 2/7] (n7e7/162e2,) (24b) 

or 

Si = O(n*e7/1676a,). (24¢) 

The parameter © denotes the first bracketed term in equation (246), and again is a 
function only of the assumed repulsive exponent ¢; values are given in table 1. The 
approximate-equality sign is written in equations (24) and (24c) because a more com- 
plete formulation would include the polarisation term that appears in equation (2); if 
this is included then Sj is given by: 

St = ©(n7e7/16za,) — $c,(FH)?, (25) 

2.4. Choice of repulsive power law 

In order to carry out a numerical estimation of F#, a choice has to be made as to the 
value of the repulsive power-law exponent ¢. As there is little to guide us in this, other 
than well-known simple considerations (see, for example, Dash (1975)), we shall present 
results for the cases t = 9 andr = 12. In general, our conclusions are not unduly sensitive 
to the value assumed for t. 
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3. Self-consistency test of the simple formalisms 

For a given charge state and repulsive power law, the calculated value of the field F;?, 
at which the Schottky hump disappears, depends on the value assumed for a,. This is 
clear from equation (23). Figure 3 shows this predicted dependence, for the three charge 
states n = 1,2, 3. Ineach figure, plots are drawn for ¢ = 9 and ¢ = 12. 

To test the validity of the simple image-hump formalisms, for a given species, we use 

chemical thermodynamic data to calculate values of the evaporation field, using equation 

(12a). These values are then plotted on the appropriate figure, atan a, value correspond- 

ing to the atomic radius of the species in question (—as estimated from the nearest- 
neighbour interatomic distance in the relevant crystal lattice). The species used in this 
comparison are listed in table 2. in order of descending value of Fj"; we have included 
most of the elements commonly employed in the conventional field-ion techniques. 

The atomic radii have been stated to the nearest }pm. Except where other- 

wise indicated, the thermodynamic data are taken from the tabulation in Tsong 

(1978a). 
Ideally, we would like to compare the basic-formalism predicted evaporation field 

with the ‘true’ field at which the Schottky hump disappears, for the species and charge 

state in question. But, because we do not know exactly where the metal’s electrical 

surface is located, nor the effective radii of the (possibly highly polarised) ions involved, 

we cannot know the true values of a, for the various species and charge states. Thus we 

choose to carry out a comparison between the basic-formalism predicted field F;" and 
the field F# that corresponds to taking a, equal to the radius () of the neutral 

atom. 
A partial justification for this is as follows. First, we may reasonably assume that the 

metal’s electrical surface is inside the electron charge clouds of the substrate, so that the 

true value of a, is somewhat greater than the radius of the external ion. This assumption 
finds support in the theoretical work of Lang and Kohn (1973) and in the experimental 

work of Culbertson et al (1979). From their papers we tentatively conclude that, for 

atoms of a size comparable with that of tungsten, the bonding distance a, should be 

greater than the radius of the external atom or ion by roughly 50 pm. 

Second, we note that with ions in a triply-charged state (or less), the ionic radii, 

where these are given in the literature (e.g. Moses 1978), are often less than the 

corresponding neutral-atom radius by approximately 40 to 60 pm. (Though whether 

these radii are really relevant to the situation of an ion at a highly charged surface is 

another matter). 
Thus, in a loose first approximation, the smaller ionic radii counterbalance the 

field-penetration effect, and we can take the neutral-atom radius as an estimate of a, 

—certainly in the present context where we are merely trying to judge whether the 
simple formalisms are generally self-consistent. 

Turning to figures 3(a) to 3(c), we find that in almost all cases the basic-image-hump 

(BIH) value of F%’ (from equation (12a)) is greater than the field at which the hump 

disappears (taking a, = p). Further, a shift of all points by 20 pm to the left (which might 

be appropriate if we had over-estimated typical ion radii relevant to the present discus- 

sion) would still leave nearly all points in the close vicinity of the plotted curves. 
Figures 3(a)—(c) thus give a clear indication that the basic-image-hump formalism 

based on equation (12a) is unphysical, certainly for most of the elements commonly 

employed in the low-temperature field-ion techniques. 
Further, because the values of F;" predicted from equation (12d) are expected to be 
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Figure 3. To illustrate the self-consistency or otherwise of the basic image-hump (BIH) 
formalism. The plotted curves are based on the extended formalism that results in equation 
(23), and show the field F#° at which the Schottky hump disappears, as a function of the 
presumed zero-field bonding distance a,, for ¢ values 9 and 12. The plotted points are the 
BiH-predicted evaporation field values, as listed in table 2, and are plotted at a value of a, 
equal to the neutral-atom radius for the species in question. Comparisons are shown for 
three different charge states: (a) n = 1; (b) n = 2; (c)n = 3. 
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Table 2. Predicted and observed evaporation fields for selected atomicspecies. The predicted 
fields are obtained from equation (12a); for Si and Ge the ionisation energies are taken from 
Moore (1958) and the binding energies and work-functions from Miller and Tsong (1969); 
otherwise the thermodynamic data in Tsong (1978a) have been used. 
  

  

  

  

Bit-predicted evaporation fields Observed evaporation field 
Atomic 
radius Ff FY Fy Value 

Species (pm) (Vnm-) = (Vam-) (Vn!) (Vam“!) Reference 

w 137 102 37 32 57 Tsong (1978a) 
Ta 96 48 4 3 
Re 82 45 49 s} Nakamura (1966) 
Ir 80 44 50 46 
HE 67 39 3 40 Tsong (1978) 
Mo 2 a os 2 Nakamura (1966) Pt 63 45 53 44 

Ru 62 41 54 2 Tsong (1978) 
Au 3 54 66 35 Tsong (1978a) 

Si 50 34 49 10 Busch and 
Fischer (1963) 

Rh 134.5 49 4 60 41 
Co 125 a 37 63 35 \ Nakamura (1966) 
Fe 124 2 33 4 4 
Ti 144.5 41 26 48 25 
Ni 124.5 35 36 65 35 
Tsong (1978a) 
Ge 122.5 35 29 58 20 Ernst and Block 

(1975) 
La 186.5 34 19 24 = fe 
cu 128 30 8B 7 24 Nakamura (1966) 
cr 125 7 29 51 = = 

Sn 140 6 2B 46 21 Wada et al (1980) 
Ag 144.5 24 45 n 20 Nakamura (1966) 
Al 13 19 35 50 27 Boyes et al (1971) 
Ga 12 15 39 59 15 Wada et al (1980) 
  

higher than those predicted from equation (12a), the addition of a ‘polarisation correc- 
tion’ to the basic formalism will only make matters worse. 

The general conclusion is that these ‘simple’ formalisms, that neglect the repulsive 
term, are in many cases unphysical and are always questionable when applied to the 
metals typically used in the low-temperature field-ion techniques. It would thus 
usually be wrong to use them in interpreting field-evaporation data. This conclusion 
is in line with the reservations often expressed about the simple formalisms, and may 
be seen as a numerical verification of these reservations. 

4. Comparison with observed evaporation fields 

Invalidity of the simple image-hump formalisms does not necessarily exclude the pos- 

+ The only circumstances in which the use of simple image-hump arguments is legitimate is when the Schottky 
hump is well away from the surface (so the repulsion term is negligibly small). This is not the case under 
normal conditions of field evaporation at low temperature, though it may have been true of the experiments 
that Schottky was dealing with.
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sibility that field evaporation is occurring by the Mitller-Schottky mechanism. So it is 
instructive to compare observed evaporation fields with values of the field at which the 
Schottky hump disappears. If it can be shown that an observed evaporation field is 
greater than Fi, then clearly—if our extended image-hump formalism is realistic—the 
Miller-Schottky mechanism cannot be operating for the species, charge state, and 
conditions in question. 

(Note, however, that the reverse is not true. If the observed evaporation field is less 
than Fj? then a Schottky hump exists in the corresponding ionic potential curve, but the 
nature of the evaporation mechanism then depends on the relative configuration of the 
neutral and the various ionic curves.) 

Results of this comparison are illustrated in figure 4. For simplicity we show the 
Fi versus a, curves only for the case t = 12: as in figures 3(a)—(c) the t = 9 curves lie to 
the left and lower than the r = 12 curves, so comparison with the ¢ = 12 curve is the more 
demanding criterion. The observed evaporation fields are taken from a variety of 
sources, as indicated in table 2. In cases where different values are indicated in different 
sources, the lower value has usually been selected; and in cases where the variation of 
evaporation field with temperature is recorded the value corresponding toa temperature 
near 80 K has been taken. With tin and with gallium the values taken correspond to the 
evaporation of an overlayer on a tungsten substrate; with aluminium the value corre- 
sponds to evaporation near 55 K; with silicon the value given is the lowest recorded for 
a doped specimen. As before, there is the problem over the lack of kriowledge of the 
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Figure 4. Comparison of experimental evaporation fields with the fields at which the 
Schottky hump disappears. As in figure 3, the plotted curves show Ff as a function of 
a, in the case where the repulsive power-law exponent ¢ equals 12, for the charge states 
n= 1,2 and 3. The plotted points are the experimental evaporation-field values, as listed 
in table 2, and are plotted at a value of a, equal to the neutral-atom radius for the species 
in question. Species lying below the n = 2 curve are individually labelled. 

42



Arguments against the Miiller-Schottky mechanism 1335 

true values of a,, and consequently the field values are (as before) plotted at the 
neutral-atom radius of the species in question. This procedure has reasonable validity, 
we feel, in the context of a discussion of the behaviour of metals in general, though 
discussion of individual cases might require more careful consideration of the a, values 
to be chosen. 

It also deserves comment that ‘observed evaporation field’ is not a uniquely defined 
quantity, as various criteria are used. (For example, the Nakamura (1966) field values 
correspond to an evaporation flux of 0.05 layers s~'.) However, because all empirical 
evaporation-field criteria correspond to evaporation processes with finite activation 
energy, they must inevitably lead to field values less than that a (hypothetical) empirical 
zero-Q criterion would produce. There is a sense in which a true comparison of empirical 
evaporation fields with values of Ff should invoive an extrapolated (to Q = 0) empirical 
field rather than observed fields. But, since the observed fields are less than the extrapo- 
lated field would be, and since the question at issue in figure 4 is whether the empirical 
field is higher than the relevant F,°, it follows that the test conducted in figure 4 is 
satisfactory. If the observed evaporation fields are higher than the relevant F!?, then 
the extrapolated empirical evaporation field would certainly be. So any positive conclu- 
sion reached (on the basis of observed fields), that the Miller-Schottky mechanism is 
not operating in a particular case, is valid whatever empirical evaporation-field criterion 
has been used. 

Inspection of figure 4 shows that for most materials the plotted points lie above the 
n=2 curve. But the recent work on post-ionisation, cited earlier, indicates that the 
low-temperature escape charge state is 1* or 2", so for the above materials at their 
evaporation fields no Schottky hump would exist in the ionic potential curve. So— 
assuming that our extended image-hump formalism is valid, and our choice of p) as an 
estimate of a, broadly reasonable—field evaporation for a large group of metals cannot 
be taking place by the Miiller-Schottky mechanism. 

Three materials (Cu, Sn and Ag) lie just below the m = 2 curve, but these (and 
probably Ge) are significantly above the n = 1 curve. All the three metals have been 
reported to field evaporate in a mixture of charge states (Barofsky and Miiller 1968, 
Dixon eral 1981, Tsong 1978a) and, with the copper in particular, the proportion of 
Cu** to Cu” ions has been reported to decrease with increasing temperature. This 
last result is characteristic of an evaporation process in which copper escapes as Cu™ 
and then post-ionises to Cu™~. Thus figure 4 indicates that the Miiller-Schottky 
mechanism is not operating for copper; this still seems to be the case when the rather 
low radius of the Cu~~ ion is taken into account. 

The thermodynamic data for silver, that are reflected in the high BIH-predicted value 
for F;” in table 2, strongly indicate that any observed Ag*~ would be formed by post- 
ionisation of Ag” , and so silver too does not escape by the Miiller-Schottky mechanism. 
Nor does Sn. However, it is difficult to reach a reliable conclusion about Sn ~ because 
direct escape as a Sn™” ion is not incompatible with the thermodynamic data. We have 
no information about the evaporation charge state of germanium. 

Thus, of the elements tested, it is only for silicon, gallium and germanium (and 
possibly Sn**) that we have failed to eliminate (with reasonable sureness) the Miiller— 
Schottky escape mechanism, and none of these is a material used in the mainstream of 
past discussions concerning evaporation escape mechanism. 

In conclusion, we wish to draw special attention to the role that the presumption of 
the existence of post-ionisation fulfills in our arguments. Casual inspection of figure 4 
shows that, ifit had to be assumed that ions escaped in the higher charge states sometimes 
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observed, then the making of arguments against the Miiller-Schottky mechanism would 
be more difficult. Thus it is important that the theoretical calculations concerning 
post-ionisation do in fact agree, both with detailed measurements of the field dependence 
of ion abundance, where these exist, and generally with other experimental evidence 
(see Kingham 1981, 1982). These experimental agreements enable us to have reason- 
able faith in the broad validity of the theoretical predictions concerning post-ionisation 
(Kingham 1981, 1982), in the cases where the experimental evidence does not yet exist. 

5. Prediction of evaporation fields 

Section 3 has shown that the simple image-hump formalisms are physically invalid. It 
remains to enquire why such formalisms are, nevertheless, able to predict evaporation 
fields with a fair degree of success. 

The answer seems to lie in a result obtained recently by Forbes (1982a). Using a 
zero-activation-energy criterion for evaporation field, and taking just the electrostatic 
and image potential terms in equation (7), it may be shown from arguments based on 
energetics alone that a rough prediction of F;’is given by: 

Fi = 0,(167te/n"e*) (A° + H, — ng®)? (26) 

where o, is a numerical quantity whose value is determined by the value chosen for the 
neutral-atom binding distance ap. 0, is—for the range of values of ap that is physically 
plausible—a relatively weak function of ap, and has a value in the vicinity of 0.2 for 

plausible choices of ap, for most of the metals conventionally employed in the low- 
temperature techniques, if is 1 or 2. Equation (26) is capable of predicting observed 
evaporation fields with moderate success (which we think of as agreement within a 
factor of 1.5 or better). Predictions, if anything, are a bit on the low side. 

Equation (26), however, becomes identical with the basic-image-hump result, equa- 
tion (12a), if we take o, equal to 0.25. Since moderate (but slightly on the low side) 
success is obtained with o, = 0.2 in equation (26), it is numerically inevitable that 

moderate success is achieved using the basic-image-hump value a, = 0.25. This mod- 
erate success is a validation only of the underlying arguments concerning energetics, 
and of Milller’s (1956) assumption that field evaporation is a thermally-activated process. 
Approximate prediction of evaporation field is not a test as between different 
thermally-activated evaporation mechanisms, and never implies that the Miiller— 
Schottky mechanism (or any other specific mechanism) is operating. 

6. Discussion and conclusions 

The basic aim behind this work has been to discredit the Miiller-Schottky mechanism 
as a likely mode of low-temperature field evaporation, so that its existence as a formal 
possibility does not throw doubt on numerical interpretations of field-evaporation data 

made assuming a Gomer-type mechanism. Significant progress has been made, but 
our conclusions should be approached with care. 

With reasonable certainty we have shown: 

(i) The simple image-hump formalisms (ignoring repulsive forces) are not logically 
consistent; hence it is dangerous to use them in data interpretation. 
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(ii) Ability of the simple formalisms to roughly predict observed evaporation fields 
does not imply that evaporation is occurring by the Milller-Schottky mechanism. 

(iii) For most materials employed in the conventional field-ion techniques, observed 
evaporation fields are higher than the field at which the Schottky hump disappears. 

Taken together, these results firmly suggest that discussion of low-temperature field 
evaporation in terms of the existing simple image-hump formalisms should be discon- 
tinued, particularly since existing charge-exchange formalisms seem to provide a mod- 
erately satisfactory account of field evaporation data. 

It may perhaps be argued that use of the simple Miiller-Schottky formula (12a) 
should continue, on grounds of convenience and simplicity. We would strongly oppose 
this, as likely to perpetuate confusion. It is also unnecessary, as the energetics-based 
formula (26) is just as simple to use. 

The finding that, for most of the conventionally employed metals, the observed 
evaporation fields seem to be higher than the field Fj", also has wider implications. In 
the context of general discussion as to the escape mechanism for such materials, this 

result tends to eliminate not only the Miiller-Schottky mechanism but also any mech- 
anism that postulates that the evaporating atom is initially bound in the form of a 
single-charged ion. (It is, of course, assumed that the expression used here for U/ is a 
good representation of the binding potential.) This includes: charge-exchange-type 
mechanisms taking place from an ionic bonding state (as discussed in Forbes (1982b)); 
mechanisms that postulate ionic bonding followed by a pre-ionisation process as the 
entity moves away from the surface, followed by escape over a Schottky hump in 
doubly (or higher) charged state; and the pure Schottky mechanism in which the 
evaporating entity is initially bound in a singly-charged state and escapes over the 
Schottky hump without any change in charge state. 

Although it seems unlikely that even the refractory metals could bond in a doubly- 
charged state, we note that for the refractory metals the observed evaporation fields are 
higher than the field F. So, by arguments analogous to those above, mechanisms that 
postulate initial bonding in a doubly-charged state are eliminated. 

A caveat must here be entered. Strictly, the arguments above are not sufficient to 
totally discredit the Miiller—Schottky mechanism (or the mechanisms that postulate 
initial ionic bonding). This is for two reasons. First, our treatment of the ion-surface 
interaction is based on classical forms of interaction potential, and also assumes that the 
distance parameter in the repulsive term is to be measured from the metal’s electrical 
surface. Second, we lack good knowledge of the position of the metal’s electrical surface, 
relative to the position of the evaporating-atom nucleus. An exact quantum-mechanical 
treatment of the interaction between an external ion and a charged metal surface might 
conceivably lead to revised conclusions (though frankly we doubt it). 

We also must point out that, although arguments of the type used in § 4-would apply 
to high-temperature field evaporation, where the activation energy is markedly greater 
than zero, if observed high-temperature evaporation fields were used, the data we have 
used mainly refer to conventional low-temperature (near 80 K) evaporation. Our con- 
clusions here are thus restricted to the low-temperature situation. 

The debate over the mechanism of escape, in this low-temperature situation, has now 
lasted for about twenty five years. The hesitations described above notwithstanding, 
we believe that this debate has for practical purposes, for the metals conventionally 
employedin the field-ion techniques, now been settled in favour of a Gomer-type surface 
charge-exchange process. 

42



42 

1338 R K Biswas and R G Forbes 

Acknowledgments 

This work forms part of a research project funded by the UK Science and Engineering 
Research Council. 

References 

Aitken K L and Mair G LR 1980J. Phys. D: Appl. Phys. 132165-73 
Barofsky D F and Milller E W 1968 Surface Sci. 10 177-96 
Boyes E D, Waugh A R, Turner PJ, Mills P F and Southon MJ 1977 Abstracts of 24th Intern. Field Emission 

Symposium, Oxford, (unpublished) 
Brandon D G 1963 Br, J. Appl. Phys. 14.474-84 
Busch G and Fischer T 1963 Physik. Kondes. Mater. 1 367-79 
Clampitt R 1981 Nucl. Instrum, Meth, 189 111-6 
Culbertson R J, Sakurai T and Robertson G H 1979 Phys. Rev. B 19 4427-34 
Dash J G 1975 Films on Solid Surfaces (New York: Academic) 
Dixon A, Colliex C, Sudraud P and Van de Walle J 1981 Surface Sci. 108 L424-8 
Ernst N 1979 Surface Sci. 87 469-82 
Ernst N 1979 Surface Sci. 87 469-82 
Ernst L and Block J H 1975 Surface Sci. 49 293-309 
Ernst N and Bozdech G 1980 27th International Field Emission Symposium (Tokyo: University of Tokyo) 

p 100-5 
Forbes R G 1978 Surface Sci. 70 239-54 
— 1982a Appl. Phys. Lett. 40 277-9 
—— 1982b J. Phys. D: Appl. Phys. 15 1301-22 
Forbes R G, Biswas R K and Chibane K 1982 Surface Sci. 114 498-514 
Gomer R and Swanson L W 1963 J. Chem. Phys. 38 1613-29 
Haydock R and Kingham D R 1980 Phys. Rev. Lett. 44 1520-3 
Kingham D R 1981 PhD Thesis University of Cambridge 
— 1982 Surface Sci. (to be published) 
Lang N D and Kohn W 1973 Phys. Rev. B7 3541-50 
McKinstry D 1972 Surface Sci. 29 37-59 
Moore C E 1958 Circular 467 (Washington: US National Bureau of Standards) 
Moses A J Practising Scientists Handbooks (New York: Van Nostrand) 
Miiller E W 1956 Phys. Rev. 102 618-24 
— 1960 Adv. Electr. Electron Phys. 13 83-179 
Muller E W and Krishnaswamy S V 1976 Phys. Rev. Lett. 37 1011-3 
Miiller E W and Tsong T T 1969 Field-ion Microscopy: Principles and Applications (Amsterdam: Elsevier) 
Miller E W, Krishnaswamy S V and Tsong T T 1974 Prog. Surface Sci. 4 1-139 
Nakamura $ 1966 J. Electron Microsc. 15 279-85 
Tsong T T 1971 J. Chem. Phys. 54 4205-16 
— 1978a Surface Sci. 70 211-33 
— 1978b J. Phys. F: Metal Phys. 8 1449-52 
Wada M, Konishi M and Nishikawa O 1980 Surface Sci. 100 439-52



J. Phys. D: Appl. Phys., 15 (1982) L75~77. Printed in Great Britain 

LETTER TO THE EDITOR 

An evaporation-field formula including the repulsive 

ion-surface interaction 

Richard G Forbes 
Department of Physics, University of Aston, Gosta Green, Birmingham B4 7ET, UK 

Received 9 March 1982 

Abstract. In field-ion emission an evaporation field may be defined by a zero-activation- 
energy (zero-Q) criterion, Existing formulae used to roughly predict evaporation field do 
not take into account the repulsive ion-surface interaction. A new formula, including this 
interaction, has been developed. Slightly higher evaporation fields are predicted. The 
increase should not exceed 25% in most cases, and may often be substantially less than this. 

The prediction of the electric field necessary to initiate field evaporation is of some 
interest in practical field-ion techniques. Forbes (1982) has presented a treatment based 
on energetics alone, assuming: (i) the surface atom is bound ina primarily neutralt state; 
(ii) a zero-activation-energy definition of evaporation field is acceptable; (iii) the field- 
dependent correction to the neutral-atom binding-energy may be neglected; and (iv) 
only electrostatic and image-potential terms need be considered in the variable part of 
the ionic potential energy. This leads to the relationship: 

neF'x8 = Ky — n?e7/16z0€ x2 (la) 

K,=A°+ H,-ng® (16) 

where e is the elementary charge, ne the charge on the ion immediately after escape, 
F;’ the zero-Q evaporation field for the n-fold ion, xf the distance from the emitter’s 

electrical surface of the ‘point of escape’ for the n-fold ion, & the electric constant, Ao 

the binding-energy of the neutral atom to the surface in the absence of the field, H,, the 
energy needed to form the n-fold ion from the neutral, in remote field-free space, and 
¢* the relevant local work-function of the emitter. K, is a species and charge-dependent 
constant. 

By assuming that the image-potential term in equation (1a) is, in magnitude, some 
fraction a, of the thermodynamic term K,, i.e. 

ne7/16 ex? = a, Kn (2) 

Forbes (1982) showed that F;" was given by the equation: 

Fy’ = 0,(16:te9/n*e*) Ky, (3)   

+ Luse the phrase ‘primarily neutral’ in the sense of Biswas and Forbes (1982); surface atoms are actually 
partially ionic. 

0022-3727/82/070075 + 03 $02.00 © 1982 The Institute of Physics C75 
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where g, is given by: 

Om = A_(1 — an). (4) 

For the values of n realistically likely, namely 1 or possibly 2, g, is in the vicinity of 0.2 
(i.e. within about +25%), for most metals conventionally of interest. 

Equation (3) replaces the conventional elementary Miiller-Schottky equation 
(obtained by setting 9, = 4), derived from the basic image-hump treatment (Miiller 
1956, 1960) of the Miiller-Schottky field-evaporation mechanism. The new equation is 
logically superior, because its derivation does not rely on the basic image-hump (BIH) 
formalism. A numerical demonstration that the BIH formalism is physically invalid has 
been given by Biswas and Forbes (1982). 

There is, however, a logical anomaly in the present situation. Biswas and Forbes 
demonstrated the invalidity of 81H arguments by including a repulsive interaction term 
in the ionic potential energy. But the derivation of equation (3) ignored this repulsive 
interaction term. The present note aims to rectify the anomaly, and remove any doubts 
about the theoretical adequacy of the new formula. 

It is sufficient to work in the context of a Gomer-type charge-exchange mechanism, 
in which it is assumed that the neutral and ionic potential-energy curves intersect at the 
neutral-atom bonding point, a distance ao from the emitter’s electrical surface. In this 
case 

xh = ao. (5) 

So, when the repulsive term is included in the ionic potential energy, equation (1a) 
becomes: 

neFS'ay = K, — n?e7/161&a9 + Gla’ (6) 

where G is the constant in a rth power repulsive law for the n-fold ion. 
Now suppose that at the distance ap the magnitude of the repulsive term is some 

fraction B, that of the image-potential term, i.e. 

Gla}, = B,(n?e7/16€ a9). (7) 

Combining the above relationships gives 

neF; dy = Ky(1 — Om + OB). (8) 

Using equations (2) and (5) to replace ap then leads to equation (3) again, but with anew 
value of the coefficient o, given by 

O% = On + O5Bn. (9) 

The form of equation (3) is thus satisfactory when the repulsive-interaction term is 
included; it remains to estimate the size of the correction term in equation (9). 

From equation (16) in Biswas and Forbes (1982), derived by considering the zero- 
field situation, we have 

G= (ne*/162e)ai, Vt (10) 

where a,, is the distance from the emitter’s electrical surface of the bonding point for the 
n-fold ion, in the absence of any applied field. So, from equation (7) 

Br = (lao) Vt. (11) 

The parameter f is conventionally taken as 9 or 12, and for physical reasons the ion 
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radius a, must be less than the corresponding neutral radius ap. So 8, cannot significantly 
exceed 0.1, and may be substantially less than this. Furthermore, a, is unlikely to be 
more than 0.7, ifn is 1 or 2, and may be somewhat less than this. So the correction term 
in equation (9) cannot be much greater than 0.05, (and may be substantially less than 
this). It follows that, if o, is in the vicinity of 0.2, then 0 will be in the vicinity of 0.2 to 
0.25. That is, the correction to the predicted zero-Q evaporation field F;’ resulting from 
inclusion of the repulsive term is of the order of 25% or less. 

In physical terms, the argumentis as follows. At the ionic bonding point the repulsive 
energy component must be equal in magnitude to 1/r times the image-potential energy; 
but the relative magnitude of this repulsive component falls off with distance from the 
surface. The neutral bonding point is outside the ionic bonding point, so this repulsive 
component must be relatively small there; so it leads to only a small correction. 

The accuracy claimed for these simple evaporation-field equations is prediction 
within a factor of about 1.5. It follows that underestimation of ain equation (3) by 25% 
or less would not be expected to cause serious error in the estimation of F;’. In reality, 
the values of 9, used in Forbes (1982) (namely o; = 0.2, o = 0.24) tended to underpredict 
observed evaporation fields for the five test materials used, by between 3% and 20%. 
Neglect of the repulsive interaction energy may have been a part cause of this under- 
estimation. (Neglect of field-dependent terms is another possible cause.) 

It is also very understandable, if o has to be slightly higher than the Forbes (1982) 
values, that the simple Miller-Schottky equation (in which o is 0.25, for physically 
untenable reasons) should give fairly good agreement with observed evaporation fields. 

It seems to the author that, at the classical conceptual level, we can now reasonably 
claim to understand fairly well the physical considerations involved in the approximate 
prediction of zero-Q evaporation field. It remains to be seen whether quantum-mechan- 
ical calculations, of the type advocated (for example) by Kingham (1981), will in effect 
enable a more accurate prediction of a. 

This work forms part of a research programme funded by the Science and Engineering 
Research Council. 
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Abstract. The nature of the field-evaporation escape mechanism has been debated for over 
twenty years. Working within the framework of classical representations of the ion-surface 
interaction, a formula is presented that enables the prediction, from independent atomic 
and thermodynamic data, of cases where we can be reasonably certain that a Gomer-type 
surface charge-exchange process is involved. Most metals employed in the conventional 
low-temperature field-ion techniques fall into this category. However, the formula is inde- 
cisive as to the escape mechanism relevant to liquid-metal field-ion sources operating at 
room temperature and above. 

The field evaporation of emitter surface atoms has an established role in the field-ion 
techniques, and is now discussed as a possible emission process in liquid-metal ion 
sources (for example, Aitken and Mair 1980, Venkatesan er al 1981, Prewett et al 1982). 
These sources have considerable technological potential (Swanson 1980, Clampitt 1981). 
Greater understanding of the field-evaporation process is important in basic scientific 
applications, and may in the longer term help to establish precisely how the liquid-metal 
sources emit. 

It is now established (Ernst 1979, Ernst and Bozdech 1980, Haydock and Kingham 
1980, Kingham 1981, Kellogg 1982) that evaporation of multiply-charged ions is often 
a two-stage process: thermally-activated escape into a 1* or possibly 2* state, followed 
by one or more post-ionisation events. 

For the escape step, two competing mechanisms have been much discussed: the 
Miller-Schottky mechanism (Miiller 1956, 1960), which involves ionisation before 
escape, and Gomer-type mechanisms (Gomer 1959, Gomer and Swanson 1963), which 
involve simultaneous ionisation and escape in a surface charge-exchange process. 
Knowledge of the actual escape mechanism is a prerequisite to detailed discussion or 
application of field evaporation, because the formulae for the dependence of activation 
energy and appearance energy on field are different for the different mechanisms (for 
example, McKinstry 1972). b 

Suggestions were often made (for example, Brandon 1964, Tsong 1971, McKinstry 
1972) that at the high fields used in the conventional field-ion techniques no Schottky 
hump in the ionic potential would exist (and hence a Gomer-type mechanism must 
operate). Only recently have numerical estimates been made of the field at which the 
Schottky hump disappears (Biswas and Forbes 1982). (These estimates are made with 
a classical modelling of the repulsive ion-surface interaction.) 
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If the evaporation field can be measured, and this measured evaporation field is 
greater than the Schottky-hump disappearance field, then—if emission is in fact a 
thermally-activated process—we can be reasonably confident that a Gomer-type mech- 
anism is operating. Using literature values of experimental evaporation fields, Biswas 
and Forbes (1982) have demonstrated this to be the case for many metals conventionally 
employed in the low-temperature field-ion techniques. 

Missing for the last twenty years, however, has been any numerical criterion for the 
a priori prediction (without experiments) of the evaporation mechanism for a specific 
material or system. Such a criterion would be of some interest in its own right, and could 
be particularly useful in circumstances where fields on emitters cannot be measured 
reliably. (For example, when the field calibration is uncertain, or when the shape and/ 
or size of the tip of the emitter is unknown, as is sometimes the case with the liquid- 
metal ion sources.) This letter points out that, within the framework of classical model- 

ling, a simple formula exists that helps towards a priori prediction. 
Biswas and Forbes (1982) have shown that, relative to a zero of potential defined by 

the corresponding neutral entity when stationary in remote field-free space, the level 
U; of the plateau in the ionic potential when the Schottky hump has ‘just disappeared’ 
is given by: 

Ux =H, — ng® + On’e/16e)a, — 4¢,(FP?)? (1) 

where: ¢ is the elementary charge; ne the charge on the ion; H,, the work needed to form 
the ion from the corresponding neutral, in remote field-free space, being given by the 
sum of the first n free-space ionisation energies; g* the emitter work-function; a, the 
distance of the ionic bonding point from the emitter’s electrical surface, in zero applied 
field; c, the polarisation-energy coefficient for the n-fold ion; F#'° the field when the 
Schottky hump disappears; and © a constant depending only on the exponent in the 
repulsive power law, with value —1.546 for 12th-power repulsion. 

Relative to the same zero-level, the corresponding atom when bound has potential 
energy U® given by: 

UZ =—A° = ANY AP te (Py (2) 

A° is the atomic binding energy in zero field, AA* the field-induced binding-energy 
increase for field F#°. The suffix wis being used to label quantities appropriate to the 
atom in its as-bound electronic state, that has to be slightly ionic in order to sustain the 
external electric field; but, for simplicity, this suffix is omitted from the binding-energy 
symbols. c, is the polarisation-energy coefficient for this as-bound state, and is defined 
by equation (2). 

It follows that the energy difference W,} between the level of the ionic plateau and 
the bonding potential energy, at field F#, is given by: 

Wa = (A° + H, — ng®) + On’e/161e94, + Ca- Cn)(Fn?)* (3) 

Clearly, W; depends on the basic characteristics of the material or system in question. 
Figure 1 shows three different cases: (A) W7 > 0; (B) W; 50; (C) W; <0. 

At fields slightly less than F# the ionic potential has a Schottky hump in it, as 
illustrated in figure 2. The difference in energy between the level of the top of the hump 
and the bonding potential energy is in this case slightly greater than W;. (It decreases 
towards W* as the field increases towards F!°.) At fields above F! there is no hump 
in the ionic potential, and the potential-curve configuration (see figure 2) corresponds 
to charge-exchange. 
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The Miller-Schottky mechanism presumes that escape occurs by thermal activation, 
from the initial bonding-state level, over a Schottky hump. It follows that, if the 
Miiller-Schottky mechanism is occurring, the activation energy must (from the consider- 
ations above) be greater than the energy difference Ws. 

But, in practice, with a thermally-activated emission process, the activation energy 
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Figure 1. To illustrate three possible configurations of the ionic potential curve. relative to 
the atomic potential curve, in the situation where the Schottky hump in the latter has just 
disappeared: curve (A) Wy > 0; curve (B) W; =0; curve (C) Wi <0. These curves corre- 

spond to three different materials, and are intended as schematic rather than accurate 

potential representations. The energy interval marked Q*? represents an activation energy, 
as determined from the emission equation, of a size to illustrate the argument in the text. 

has to be in accordance with the emission equation: 

J = yA exp(—Q/kT) (4) 

where: J is the evaporation fiux; mp, the amount of material (count of atoms) at high risk 
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Figure 2. To show three different positions, for a given material, of the ionic potential curve 
relative to the atomic curve. Curves Ai, Az, As correspond to increasing values of the 
external field. Curve A; corresponds to the field Fi! at which the Schottky hump has just 
disappeared; and curve A; corresponds to the situation where field evaporation is taking 
place with an activation energy Q"?. 
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of field evaporation; A the field-evaporation pre-exponential; and kT the Boltzmann 
factor. For conventional low-temperature field evaporation, with flux values of about 
0.1 layers/s, this leads to an empirical activation energy (O°) requirement of about 
0,26: 

So, if field evaporation is occurring at a significant rate, but O°? < W7, it follows 
that the Miiller-Schottky mechanism cannot be operating. In these circumstances, given 
values of Wy and Q**? such as are illustrated in figure 2, the potential-curve configuration 
cannot be as in figure 1 curve (A) or figure 2 curve (Az): rather, the external field must 
be somewhat higher, so that the configuration of figure 2(A;3) obtains (where the acti- 
vation energy is suitably small). But this configuration is that corresponding to a 
charge-exchange process. So we see that the condition W; > Q°? implies that a 
Gomer-type mechanism is operating. 

With cases (B) and (C) in figure 1, when W# ~ O°? or when Wx <0, itis difficult to 
be definitive about mechanism, because this depends on the precise relative configura- 
tion of atomic and ionic potential curves. Various mechanisms are possible. But fine 
details of the shapes of the curves are not sufficiently well known to enable reliable 
predictions. Thus, for the present, mechanism prediction is limited to identifying those 
cases for which we can be reasonably certain that a Gomer-type mechanism operates. 

The polarisation-energy coefficients c, and c, that appear in equation (3) are not 
well known, though following Brandon’s (1964) calculations it has been widely accepted 
that Cy > c,, and hence that the F? term in equation (3) is positive in value. With this in 
mind, we may define an approximate quantity W;(NP) (NP = no polarisation terms) 
by: 

Wx (NP) = (A° + H, — ng®) + One7/162e9a,. (6)) 

If W*(NP) is greater than zero or greater than some value of O**?, then W; will certainly 
be greater than the quantity in question. 

In evaluating the image-potential term in equation (5), values have to be selected for 
the ionic zero-field bonding distance a,. This causes difficulty because we do not clearly 
know either the location of the electrical surface of the metal, or the value of the relevant 
ion radius. Biswas and Forbes (1982) argue that there is a counterbalancing effect 
between two things: on the one hand, the electrical surface is inside the electron charge 
clouds of the metal substrate atoms (as shown clearly by Lang and Kohn (1973)); on the 
other, ionic radii are often significantly smaller than the corresponding neutral-atom 
radius. Thus in this Letter, as elsewhere, a, is estimated by the neutral-atom radius for 

the species in question, as listed in table 1. 
Values of W,(NP) for various relevant elements, evaluated using the data tabulated 

in Tsong (1978), are listed in table 1, in order of decreasing Wj (NP). Only then = 1 and 
n = 2 cases are listed, because it seems fairly certain that observed higher-charge-state 
ions are formed by post-ionisation after escape. (In some cases 2* ions would be formed 
from 1* in this way.) 

Table 1 contains many species with both Wf (NP) and W3(NP) greaterthan 1 eV. At 

temperatures near 80 K this class of element will certainly escape via a Gomer-type 
process. The class contains all the metals conventionally used in the low-temperature 
field-ion techniques. This finding is in line with the results concerning the disappearance 
of the Schottky hump, cited earlier, and is in line with the conclusion that flux field- 
sensitivity data for some such metals are most easily explained in terms of a charge- 
exchange-type mechanism (Forbes et al 1982). It thus seems clear beyond reasonable 
doubt that these conventionally-employed metals escape via a Gomer-type mechanism. 
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Table 1. Values of the quantities W'(NP) and W3(NP), as defined by equation (5), for 
selected elements of relevance to field-ion emission. pp denotes the neutral-atom radius of 
the species in question, and is rounded to the nearest 0.5 pm. Species for which either of the 
tabulated quantities is less than 1 eV are marked with an asterisk. aE a ee ee eee 

Po W7r(NP) W3(NP) 
Species (pm) (eV) (eV) 
ee aaa Sg a _ 
w 137 8.1 9.4 
Ta 143 1.9 8.0 
Re 137 6.8 6.5 

Ir 135.5 6.6 6.0 
Hf 156.5 63 7.0 
Mo 136 5.6 5.3 
Pt 139 5.5 68 

Ru 132.5 5.3 4.9 
Au 144 48 94 
Rh 134.5 4.3 a2 

La 186.5 4.0 2.8 
Ti 144.5 3.8 18 
sit 117.5 3.8 0.8 
Co 125 3.4 27 
Fe 124 33 1.6 
Ni 124.5 2.6 24 
Ge* 122.5 2.5 0.0 
Cu 128 2.3 
Pb 175 2.2 
Sn* 140 2.1 
Ag 144.5 21 

ee 125 18 
al 143 13 
cst 266 0.3 

Ga* 122 0.1 

    

This has long been hypothesised, and is now well supported numerically. The way ahead 
now seems clear for closer analysis of Gomer-type mechanisms (see Forbes 1981, 
Kingham 1981), and for use of formulae based on these mechanisms to derive basic 
surface atomic information from field-evaporation data. 

Elements in table 1 for which either Wi(NP) or W3(NP) isless than 1 eV are marked 
with an asterisk. For these materials the situation is less clear. Broadly, the higher the 
emission temperature (and hence Q“? for a given emission flux), and the lower the 
tabulated value of either Wf(NP) or W3(NP), the less likely it is that a Gomer-type 
mechanism operates. But, as indicated earlier, uncertainties in the situation make 
reliable prediction impossible. 

It deserves note that both caesium and gallium fall into this ‘uncertain’ category. 
Both these metals are used in liquid-metal ion sources operating near room temperature, 
and for caesium it has been reported (Aitken and Mair 1980) that the current-voltage 
characteristics observed with a sharp needle emitter (Aitken and Mair 1980, Clampitt 
1981, S Venkatesh and R Clampitt, private communication) have a slope near onset 
that can be explained in terms of a simple image-hump formalism. (However, other 
explanations, in terms of liquid electrohydrodynamics and/or space-charge effects, are 
more plausible for blunt-needle and capillary liquid-metal sources, and may also be 
possible in the sharp-needle case (G L R Mair, private communication).) 
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With the high-temperature liquid-metal sources such as tin (operating near 600 K) 
or copper (operating near 1350 K), where either W/(NP) or W3(NP) is less than or 
comparable with plausible values of activation energy Q*?, there is again uncertainty 
over prediction of the field-evaporation escape mechanism. 

In general terms, therefore, the simple theoretical criterion presented here is helpful 
in connection with the conventional low-temperature techniques, but the liquid-metal 
ion sources require a more sophisticated level of theory. Further investigation, particu- 
larly of the high-temperature case, is indicated. 

Finally, I would point out that, because the image potential tends to overestimate 
the true attractive interaction between an external ion and a metal surface (see, for 
example, Ying 1980), a criterion based on a more realistic interaction potential might 
favour the Gomer-type mechanisms more than the present formula does. 
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Theoretical formulae are developed for the temperature dependence of the onset evaporation 
field F°, assuring a parabolic surface-atom bonding well and a Gomer-type mechanism for the 
escape process. Recent experimental resulis for tungsten and molybdenum, when replotted in the 
form T'/? versus 1/F°, exhibit linear behaviour in the range from about 60 to 150 K. Deviations 
occur below this (at 50 K for W, 35 K for Mo); the deviation temperatures are compatible with 
theoretical estimates of the critical temperature at which ion tunnelling effects become important. 
Values of the zero-Q evaporation field extrapolated from the linear regime (74 V/nm for W, 60 
V/nm for Mo) are significantly higher than observed values of F° near 78K or values of F* 
derived from the Miiller-Schottky formula: the difference can be explained by taking into account 
repulsive ion-surface and F* potential-energy terms. Our theoretical picture seems generally 
self-consistent at the classical level. and it is concluded that the low-temperature field-evaporation 
process for the more field-desorption-resistant metals is, at this level, now basically understood. 
Field evaporation may now be used to investigate atomic behaviour at charged surfaces, but 
greater care is needed over the standardization of evaporation conditions and the consistent choice 
of field calibration. 

1. Introduction 

Low-temperature field evaporation has long been of significance in the 
conventional field-ion techniques. High-temperature field evaporation is now 
of possible relevance to liquid-metal field-ion sources [1]. Thus the temperature 

dependence of the “evaporation field” may be of some current interest. 
It is well known that evaporation field, as defined by some empirical 

criterion (e.g. a given evaporation-flux level), gets lower as temperature in- 

creases. In his original paper [2], Miiller reported measurements on the 

temperature dependence of evaporation field, and attempted to explain these 
in terms of a basic image-hump formalism. Equivalent experiments. but over a 
limited range in temperature, were subsequently carried out by various workers 
[3-7]. for a few of the more refractory metals. 

On the theoretical side, Brandon [4] introduced a method of inter-relating 

the partial derivatives of field, temperature and “evaporation rate” with 
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respect to each other, and this was applied to the “constant intersection 

distance” version of Gomer's charge-exchange model [8] by Tsong and Miller 

[6.9]. In all this early work there is an ambiguity about the distinction between 

“evaporation flux” and “evaporation rate-constant”, and a modified version of 

Brandon's method, designed to overcome this ambiguity, was put forward by 

Forbes [10]. 
With hindsight, other flaws can be seen in the early theoretical discussions. 

First. it is now clear [11] that the basic image-hump formalism is inadequate 

because it ignores the repulsive ion-surface interaction term. At observed 

low-temperature evaporation-field strengths there is no Schottky hump in the 

ionic potential. as long suspected [12,13]. It is also clear [11,14] that the field 

evaporation of the more refractory metals almost certainly has as its first stage 

escape by a Gomer-type surface charge-exchange process. (This may then be 

followed by one or more post-ionization steps [15,16].) 

It also seems advisable [17.18], at least in principle, to distinguish between 

different types of surface charge-exchange process. The two extreme cases are: 

(a) charge-hopping, when the motion of the departing ion core is relatively fast 

and electron transfer, if it takes place, occurs in a sharp “hopping” transition; 

and (b) charge-draining, when the motion of the ion core is relatively slow and 

electron transfer is best described as a slow draining of charge out of the 

departing entity. The existence of these different possibilities was recognized 

by Gomer and Swanson [19], but has been largely neglected (and somewhat 

confused — see ref. [17]) in most subsequent literature. This class of process. in 

which escape and charge transfer are occurring simultaneously. we refer to as 

Gomer-type mechanisms. 

It is also now clear [20-23] that the “constant intersection distance” 

treatment of the charge-hopping mechanism is unsatisfactory, because the 

variation of the “intersection distance” with field is important in determining 

the relationship between activation energy and field. This invalidates some of 

the formulae and numerical conclusions gives in refs. [6.24]. particularly those 

based on derived values of “x, +)” and “a”, and leaves us without any 

satisfactory theoretical discussion of the dependence of evaporation field on 

temperature. 

More recently, on the experimental side, Wada et al. [25] have undertaken 

systematic studies of the variation of evaporation field with temperature. for 

tungsten, molybdenum, and gallium/tungsten and tin/tungsten systems. Un- 

fortunately, some of their subsequent analysis (25.26) is based on the “constant 

intersection distance” approach, and this throws doubt on the validity of some 

of their numerical conclusions. 

The aim of this paper is thus to develop and investigate a new theoretical 

treatment of the dependence of “evaporation field” on temperature, derived 

from the new formulae for the dependence of activation energy on field 

recently put forward {23}, for a Gomer-type escape process. 
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The structure of the paper is as follows. Section 2 sets out some basic 
theory. and its expected limitations. Section 3 reanalyses the data of Wada et 

al. (25] in terms of the new theory, and deals briefly with the question of field 
calibration (which is taken up in more detail in appendix 2). Section 4 

discusses some implications of the new analysis. And section 5 then reviews 
our understanding of the escape process for the more field-desorption-resistant 
metals. in the light of this paper's achievements. For reference, a summary of 
the various extant definitions of “evaporation field” is included as appendix 1. 

A preliminary account of the main findings of this work was presented 

elsewhere [27]. 

2. Theory 

2.1. Basic formulae and definitions 

The amount of material (or “count of atoms”). J, field evaporated per unit 
time from the surface of a field-ion emitter is given by the emission equation: 

J = Myck ye = Nye exP(—O/k eT). Q) 
where n,,, is the amount of material (or “count of atoms”) at high risk of field 
evaporation, k,, is the field-evaporation rate-constant for the high-risk (or 
“ active”) sites, A is the corresponding rate-constant pre-exponential, Q is the 

field-evaporation activation energy at the typical high-risk site, ky is the 

Boltzmann constant, and T is thermodynamic temperature. As in ref. [10], we 

regard n,, as having the dimension [amount-of-substance] and J as having the 
dimensions [amount-of-substance X time ~'], with the “layer” considered as a 
non-SI unit of amount-of-substance. We call J the evaporation flux (22). 

For the Gomer-type escape mechanisms, simple approximate expressions 
for activation energy Q in terms of the external field F [28] have recently been 

derived [23]. These have the form: 

Q=9(Ft/F)-1]’, (2) 
where F* is the so-called zero-O evaporation field, i.e. the value of F for which 
the activation energy Q becomes zero [29]. 92 is a parameter with the dimen- 
sions of energy, defined in the context of eq. (2); estimates of 92 can, in 
principle, be obtained either from experiment or from theory. 2 is in principle 
a function of field, though (as we shall see later) it can in practice be regarded 
as a constant. 

In the above equations the quantities n,,, A and Q are all, in principle, 
functions of the temperature T and of the external field F at the typical 
high-risk site. It follows that J = J(F, T), and that J, F and T are mathemati- 
cally a set of “thermodynamic” variables [30], in the sense that specifying the 
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values of any two of them will specify the value of the third. It thus follows 

that we can invert the relationship and write [31]: 

F=F(T.J). (3) 

It follows that, if we define the “onset” of field evaporation by a chosen value 
of evaporation flux (which we write /° and call the onser flux), then for a given 
temperature T there is a specific value of F corresponding to this choice of T 
and J°. We call this F-value the onser evaporation field and denote it by F°. 
(Mathematically, the onset labels “o” are not strictly necessary, but they may 

help to make discussion clearer.) 
This onset evaporation field F° should be distinguished from F* and from 

the so-called “critical evaporation field” F* employed in an earlier discussion 
[32]. For reference, a summary of the different ways an “evaporation field” can 
be defined is given in appendix 1. 

For the Gomer-type escape mechanisms, a formula for the temperature 
dependence of onset evaporation field can be obtained by eliminating Q 
between egs. (1) and (2). This leads to a relationship that can be written in the 
reciprocal forms: 

TE Ame Fey FS) i), (4a) 
1/F°=[1+(7/8)'7| (1/F*), (4b) 

where @ is a temperature-like parameter related to 2 by: 

G= Q/{ kgln(n,,4/J°)}; (5) 

@ can be interpreted as the temperature at which the onset evaporation field 
becomes equal to half the zero-Q evaporation field — provided form (4) 
remains adequate at high temperature (which may not be so). Alternatively, eq. 

(4) can be put in the simplified form: 

1/F°=b+CT'?, (6) 

where b and C are parameters related in an obvious way to F* and 6. 

2.2. Specific approximations for Q 

According to ref. [23], the simplest approximation for 2 is: 

Q=4xa? (first approx.), (7) 

where: « is the force-constant for the evaporating entity in its initial bonding 
State, where it is hypothesized to be vibrating in a parabolic potential well; and 
@ is the distance of the well bottom from the emitter’s electrical surface [33]. 

In the context of this approximation it is possible to derive from eq. (5) the 
following relationship between the 6-values corresponding to two different



onset fluxes of JP and JP: 

1/8; = 1/8 (kp/4xa*) In(J3/J?). (8) 
Qualitatively, the higher the choice of J°, the higher will be the value of @, and 
the higher the value of F° at a given temperature. 

A better approximation for 2 is [23]: 

xa2(1— <¢/nea)*(1—1j,/neF°)*, (9) 
where e is the elementary (proton) charge, ne the charge on the evaporating ion 

immediately after escape, 7, is the purely-chemical component [34] of 
ion-surface interaction energy, 7/, is the partial derivative of n,, with respect to 
distance. evaluated at the well minimum and for F = F*, and 7“ is a parameter 
with the dimensions of SI dipole moment, related to the field derivatives of n, 
and of the total initial-state binding-energy A by: 

t= (dA/dF)Ipe+ (8n,/AF Na. (10) 
Physically, the first bracketed term in eq. (9) is a correction due to field-in- 
duced effects (polarization and partial ionization in the bonding state), and the 
second comes from correlation and repulsion corrections to the ionic potential 
energy. 

  

2.3. Limitations 

Since Q, F and T are measurable quantities. 2 and @ can in principle be 
regarded as empirical quantities defined by eqs. (2) and (4) respectively. But, in 
practice, our theory will be predictively useful only if (for a given value J° of 
evaporation flux) the quantities 2 and @ (and hence b. and C in eq. (6)) are 

effectively constant. From the theoretical point of view, various conditions 
have to be satisfied for this to be so. 

First, the requirements lying behind the derivation of eq. (2) must be 
satisfied. These are (see ref. [23]): (a) the field-evaporating atom can be treated 

as an independent oscillator, vibrating in a parabolic potential well; (b) field 

evaporation must be a classical thermally-activated process, taking place via a 
Gomer-type escape mechanism; (c) mathematically, a “curve-intersection” 

definition of Q must be adequate, and Q must be “not too large”. (Even for 
the parabolic-well approximation, neither eq. (7) nor eq. (9) is strictly correct. 
And in reality the nucleus is vibrating, not in a parabolic well, but in a well 
that is better approximated by a Lennard-Jones potential or a Morse potential: 

the parabolic well is a good approximation to these only at relatively low 
values of activation energy. For either reason, an increase in evaporation 
temperature (and hence Q) could lead to apparent field dependence in the 

parameter 2 in eq. (2).) 
Further requirements arise when eq. (5) and the quantities A and n,, are 

45



considered. Classical discussions of thermally-activated field evaporation take 
A as a constant. But, in reality, ion tunnelling through the activation-energy 

barrier can occur [19], and at low temperatures this makes the emitted ion flux 
J greater than would be predicted from the emission equation (1) using the 

classical value of Q and the high-temperature value of A. Thus, to preserve the 
form of eqs. (1) and (4) as temperature decreases, one must gradually increase 

the value of A as it appears in eqs. (1) and (5). This is equivalent to a gradual 
decrease in the value of @ (increase in the value of C) as the emission 

temperature decreases. (But at very low temperatures @ as defined by eq. (5) 

tends to become proportional to T (C proportional to T~'/?), and forms (4) 

and (6) are no longer useful.) 

It has conventionally been assumed that these ion-tunnelling effects are not 
significant at temperatures near 80 K and above. Thus from measurements 
above this temperature we expect that a “normal” value of 6 can be obtained. 
A “theoretical” plot of F° against 7, using this 6-value in eq. (4), would tend 
to the field F* as T tends to zero. Ion tunnelling causes the actual plot to fall 
below this “classical” plot, increasingly so as temperature falls, with the actual 
plot tending to a limiting value F°(0, J°) as T tends to zero. Behaviour of this 
type was in fact observed by Wada et al. [25]. in the cases of tungsten and 
molybdenum. It follows from the above that.eqs. (4) and (6) are useful only 
when T is “not too low”. 

The behaviour of n,, as a function of temperature has never been systemati- 
cally investigated, but we feel that n,, will decrease somewhat as low tempera- 
tures are approached. This could also lead to a requirement that T be “not too 

low”; (but in practice any effects resulting from change in 1, would probably 

be masked by uncertainties in the a-priori calculation of ion tunnelling rates). 
A final requirement, derived from eq. (9), is that the quantity 7/,/neF° be 

small and/or slowly varying over the field range of interest. There is some 
prior expectation [23] that 7; will be small, because the correlation and the 

repulsion contributions to this derivative are of opposite sign and thus tend to 
cancel. If n/,/neF° < 1, then the binomial theorem enables the second bracket 

in eq. (9) to be put in the approximate form (1 + /,/neF°)*; and elimination 
of Q and Q between eqs. (1), (2) and (9) leads to the result: 

  

va _(e/2). O(a = 2¢/ne)(1 + 1,/neF?)(F°/F° = 1) 
kp ln(ny,4/J°) (11) 

A plot of T'/ against 1/F° will be linear only if (over the field and 
temperature range in question) the quantities n,,, A and 7/,/neF° are all 
effectively constant. A plot of this type thus provides an empirical test of the 
usefulness of the theory derived earlier. 

In general terms, given the limitations set out above, the best that we can 
hope for is linearity of the T'/? versus 1/F° plot over a limited range of 
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temperature that includes 80 K. At temperatures somewhat below this we 
expect deviation due to increasing relative importance of ion tunnelling; at 
temperatures somewhat or well above this we expect deviations due to the 
inadequacy of eq. (2) or breakdown of the assumption that y’/neF° is small 
and/or effectively constant. 

2.4, Status of the present theory 

The present theory is essentially a classical theory, assuming a parabolic 

bonding well and using a curve-intersection formalism. From a wider view- 
point it has to be regarded as an elementary version of an eventual treatment 

based on quantum-theoretical calculations of the dependence of activation 
energy on field. But the current treatment has the advantage that it is analytic, 
and leads to a reltively simple formula, eq. (4) or (6), capable of empirical test. 

But, even if such a formula fits the experimental results, the question of how 
metal evaporation actually occurs still remains. Our current view, also shared 
by Kingham [18,35], is that the actual process in metal field evaporation near 
80 K must be charge draining. But the accurate calculation of an explicit 
Q-formula for the charge-draining mechanism is a very difficult quantum- 

mechanical problem, possibly somewhat beyond the frontiers of present theo- 
retical methods. We thus take the view that the curve-intersection formalism 
used here is a first-generation approximation for describing either the charge- 
hopping mechanism or the charge-draining mechanism. 

3. The results of Wada, Konishi and Nishikawa 

3.1, Tungsten and molybdenum 

We now look in more detail at the results in ref. [25]. From an enlarged 
version of fig. 1, the data points have been measured up. and are shown in 
fig. 2 replotted in the form T'/? versus 1/F°. For both tungsten and 
molybdenum the relationship is basically linear. 

There is a clear falling away from linearity at low temperatures (below 
about 60 K), as would be expected if ion tunnelling (or equivalent) effects 
become important there. But there is no significant evidence of any deviation 
from linearity at high temperatures, as would be expected if the n/, term in eq. 
(11) were large and rapidly varying. 

These experimental results are thus compatible with a Gomer-type escape 
mechanism, as expressed in the elementary formulae (4) and (5), with 6 a 
constant for evaporation temperatures in the range from about 60 K to at least 
150 K. The upper temperature limit to the validity of the simple formulae is 
beyond the range used in the Wada et al. experiments. 
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Fig. 1. Piot of evaporation field F° versus temperature 7, taken from the work of Wada et al. [25]. 

The field F° corresponds to the onset flux condition J° = 0.1 layers/s. (The field values have not 

been re-standardized.) 

Regression analysis on fig. 2, excluding the lowest-temperature point in the 
case of molybdenum, and the two lowest points in the case of tungsten, then 
leads to the values of F* and @ described in table 1 as the “regressed” values. 
Using the values for tungsten, substitution of T= 78 K into eq. (4b) leads to 

the value F° = 53.6 V/nm. This value agrees with fig. 1, but is somewhat lower 

than the usually accepted 78 K value of 57 V/nm. The question of standardi- 
zation thus arises. 

Th
y 

  

ie ie nee a 
(17°) / 103 vn 

Fig.2. Data from fig. 1 replotted in the form T'/? versus 1/F®. The continuous lines are 
regression fits to the higher-temperature data points; the dashed lines are fitted by eve to the 
lower-temperature points. The diamonds denote the as-regressed values of zero-Q evaporation 
field; the squares denote the values of experimental zero-T evaporation field, as estimated from 
fig. 1. (Field values are not re-standardized.) 
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Table | 
Values of the parameters @ and F*, derived from regression on the data in fig. 2 (in the form 1/F° 
versus T'/*), and after re-standardization of the field values (see appendix 2) (calibration errors in 
the regressed F* values have not been investigated); for molybdenum the re-standardized value is 
obtained by assuming that the same correction factor applies as for tungsten; this is not strictly 
correct, but the error involved should be small 
  

  

  

Species @(K) F*(V/nm) 

As regressed Re-standardized (+ error type) 

w 940+ 120 69.1410 74.241.1 (statistical) 
0 (calibration) 

Mo 2430190 55.5403 60 =12 (est. total) 
  

Virtually all measurements of field strength are based on measurements of 
voltage. The voltage V® corresponding to a reproducible “standard condition ”, 

for which the corresponding “standard field strength” F® is presumed known, 
is determined; the field strength F° applicable when a different voltage V° is 
applied to the same endform is then given by: 

Fa(ve/ve) Fe. (12) 

Virtually all experimental field values in field-ion literature thus relate back to 
one of the two experiments that measure “absolutely” a field strength: the 
comparison of voltages for field-electron and field-ion emission, by Miiller and 
Young [36], or the method based on the energy deficits associated with the 
free-space ionization of hydrogen, due to Sakurai and Miiller [37]. 

Neither method is entirely free from uncertainties. So, following Miiller and 

Tsong [24], we shall somewhat arbitrarily take the “standard condition” as 
field evaporation at a rate of 0.01 layers/s, at a temperature assumed to be 
78.0 K precisely, and (for tips of radius greater than about 30 nm) will take the 
standard field strength as 57.0 V/nm. This choice optimizes consistency with 
existing theoretical discussions, and is compatible with the experiments. There 
is, of course, an associated “calibration uncertainty”; this issue is considered in 

some detail in appendix 2. 
Wada et al. used a standard condition different from that above. in that an 

onset flux of 0.1 layers/s was employed; they also made a different choice of 

standard field strength, based on the older calibration procedure [36]. We have 
thus “re-standardized” the regression results, by a procedure described in 
appendix 2. These re-standardized values of F* and @ are shown in table 1. The 
question of the errors on a value of F° predicted using these data is somewhat 

complicated, and this issue also is considered in appendix 2. 

The re-standardized values of F* shown in table 1 are somewhat higher than 
the values of “evaporation field” normally discussed in the literature. We take 
up this point in section 4.2. 
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3.2. The Ga/ W and Sn /W systems 

Wada et al. have also measured the temperature dependence of evaporation 

field for structures of gallium, and of tin, adsorbed on a tungsten substrate, in 
several different binding states. 

For the Ga/W system, the F° versus T curves have shapes characteristically 

different from those for tungsten and molybdenum [25]. And when redrawn in 
the form of a T'? versus 1/F° plot, the sets of data points do not conform to 
the pattern of a basically linear variation with deviation at low temperatures. 
Some selected results, replotted from fig. 9 in ref. [25]. are shown in fig. 3. 

This failure of gallium to conform to a formula based on the charge-hop- 
ping escape mechanism is not entirely surprising. Gallium is one of the less 
field-desorption-resistant metals [38], and recent theoretical analyses have 
shown that it is not a member of the group of metals that can be confidently 
predicted to escape via a Gomer-type mechanism [11,14]. (The system gallium 
on tungsten is of course slightly different from the pure-gallium situation 
envisaged in the analyses; the point is that gallium has already been recognized 
as a potentially anomalous species.) 

Tin is to some extent a borderline material in the analyses [11,14]. The F° 

versus T and the T'/? versus 1/F° plots for tin are also broadly intermediate 
in characteristics between tungsten and molybdenum, on the one hand, and the 

gallium /tungsten system on the other. But the number of data points on the 
curves for the Sn/W system is really too few for us to reach any positive 

conclusions. 
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Fig. 3. Plot of T'/* versus 1/F° for three different bonding situations of gallium on tungsten: (a) 
Ga on W(111) pseudomorph; (b) Ga on W(011) superstructure; (c) Ga on W(011) overlayer. The 
data are replotted from ref. (25] without re-standardization of field values. 
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4. Discussion 

For independently established reasons [11,14], tungsten and molybdenum 
are expected to escape by a Gomer-type mechanism. The demonstrated confor- 
mity of the temperature dependence of F° with the simple formula (4) seems a 

reliable confirmation, both of the general mechanism of escape, and of the 
hypothesis that the bonding well can be treated as parabolic (certainly for 
fields corresponding to temperatures in the range up to 150 K). 

We thus believe that tungsten and molybdenum field evaporation (in the 

range 60-150 K) is basically understood. Given this, the experimental results 
contain some other implications that deserve exploration. 

4.1. Low-temperature effects 

Fig. 2 provides perhaps the clearest evidence so far that at low temperatures 

the classical Arrhenius equation fails. This has long been postulated theoreti- 
cally [19,39]. The evidence is that the experimental plot falls away from the 
extrapolated straight line that passes through the higher-temperature points. 
The “deviation temperature” at which departure from linearity occurs is fairly 
well defined, so (for the first time) we can get good experimental estimates of 
it; these are listed in table 2. 

Table 2 
To show experimental estimates of the “deviation temperature” T** below which the 7! versus 
1/F® plot departs from linearity, and of the “critical temperature” T* at which the rate-constants 
for escape by thermal activation over the classical barrier, and escape by tunnelling from the 
vibrational ground state, are equal 
  

  

  

Tungsten Molybdenum Details of calculation 

TONKS T*(K) T* (K) T*(K) Ref. Barrier-type or method 

5010 35410 (Fig. 2) Experimental value 
705 (4) Field emission analogy 
70 130 {9} Triangular barrier 
41 39] Schottky barrier 
3 91 [40] Triangular barrier 

53 69 [40] Rectangular barrier 
66 82 (40) Parabolic barrier 
40”) 45%) [40] Parabolic approximation 

to Schottky barrier 
  

*) The calculation assumes escape as 2* ion, at a field of $6 V/nm. 
») Obtained by scaling Kingham’s tungsten value, using the formula in ref. [40] and taking the 

molybdenum evaporation field to be 43 V/nm. 

45



The value of 50 K for tungsten is compatible with informal evidence from 
practical field-ion microscopy that field evaporation near 20 K and below is 
“different” from evaporation near 80 K, (For example, an endform evaporated 

near 5 K is often more-sharply defined than the corresponding endform 

prepared near 80 K.) But it is unclear whether such evidence is specifically 
associated with a change from an “activation-dominated” to a “tunnelling- 
dominated” regime. 

Various workers [4,9,39-41] have attempted to calculate the “critical tem- 

perature” 7° at which the rate-constant for escape by tunnelling from the 

ground vibrational state is equal to the rate-constant as given by the Arrhenius 
equation. Estimated values of 7° are listed in table 2, along with information 
about the potential model employed in the calculations. It is clear that for 
tungsten most of these calculations produce estimates broadly comparable with 

the experimental deviation temperature; so in this case the attribution of the 
deviation to the manifestation, at low temperatures, of ion-tunnelling effects 
seems a very plausible hypothesis. 

On the other hand, the calculations for molybdenum in general agree less 
well with the experimental deviation temperature. However, as Kingham 
emphasizes [40,41], the predicted critical temperature is significantly dependent 

on model and assumptions employed. And there is also the question of 
whether it is legitimate to exactly identify the critical temperature with the 
deviation temperature. So further work on this topic seems advisable. 

More generally, it is important for overall theoretical consistency that the 
deviation temperature has been found experimentally to be somewhat less than 
80 K, for both tungsten and molybdenum. This is another confirmation that, 
at temperatures near 80 K, it has been legitimate in many past theoretical 
discussions to treat field evaporation as a thermally-activated process obeying 
the Arrhenius equation. 

4.2. The value of zero-Q evaporation field 

The “re-standardized” values of F* given in table | are substantially higher 

than the values normally quoted for the 78 K evaporation field of tungsten (57 
V/nm) and molybdenum (about 43 V/nm). More to the point, they are 
substantially higher than the values predicted (for n = 2) using either the (now 
discredited [11]) Miiller-Schottky formula which gives F*(W) = 57 V/nm, or 

the new energetics-based formula proposed by Forbes [42.43] which gives 
F*(W)=55 V/nm: the discrepancy requires explanation because both these 

formulae purport to predict the zero-Q evaporation field rather than a 78 K 
value of F°. 

The Forbes formula, like the Miller-Schottky formula, is based on an 

approximate representation of the ionic potential in which only the configura- 
tional, electrostatic, and image-potential terms are considered. In the corre- 
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sponding activation-energy expression it is assumed that the image-potential 

term is some definite fraction of the “thermodynamic” term K,, defined by: 

K, =A°+ H, — n¢*. (13) 

As shown in ref. [42], this assumption leads to the formula: 

Fi =0,(167€,/ne*) K2, (14) 

where, for clarity, the suffix “” is added to the symbol for zero-Q evaporation 
field. to emphasize that the theoretically-predicted field value depends on the 
postulated ion charge immediately after escape. a, is treated as a constant, and 

ref. [42] recommends the values: o, = 0.2; 0, = 0.24. 
The explanation of the discrepancy, between the restandardized F* values 

listed in table 1 and the corresponding values estimated from eq. (14), may lie 
— at least in part — in the omission of repulsive and field-dependent terms from 
the elementary formulae. Discussion is easier if we work with the full formula 
appropriate to the charge-hopping escape mechanism, but use the common 
elementary representations (34] of the physical interactions involved. In this 
case the requirement that activation energy be zero leads to the condition: 

neF‘a = K, — n2e?/16me9a + G/a' +4(cy—c,) Fi, (15) 
where G is the constant in a rth power repulsive law, and cy and c, are the 
polarization-energy coefficients for the “neutral” atom and n-fold ion respec- 
tively. 

For tungsten K, = 25.6 eV. The result in ref. [42] would be obtained by 
disregarding the last two terms in eq. (15) and taking a in eq. (15) to be 140 pm 
(which gives the image-potential energy as —10.3 eV). Inclusion of the 

repulsion and polarization terms will clearly increase the estimate of F7. Thus 
if we estimate the repulsive term as about one tenth the image-potential term 

in magnitude, say 1 eV, and the polarization term as about 2 eV, we achieve a 
revised estimate of Fy as 65.5 V/nm. This is equivalent to a value for 0, of 
about 0.29, and is much closer to (but still not as high as) the re-standardized 
value 74 V/nm. which is equivalent to 0, = 0.33. 

Obviously, a higher estimate of FS could be obtained if the polarization 
term were greater than the 2 eV assumed. But another likely possibility is that 
the image-potential term overestimates the strength of the correlation interac- 

tion between the departing ion and the surface; modern surface theories 
repeatedly show this (ref. [44], for example). Yet another possibility is a general 
systematic error in the field-strength values used in field-ion literature, owing 
to undetected error in the “standard field strength” determinations [36,37]. 
Thus there is no difficulty about giving a plausible theoretical explanation for 
the high F* values obtained by extrapolating the Wada et al. experimental 

results. 
The real significance of the above discussion is as follows. The long-known 
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good agreement, between observed onset fields near 80 K and the predictions 

of the Miller-Schottky formula, now seems partly spurious. This agreement, 

more than any other feature of field-evaporation theory, has in the past 

justified the hypothesis that near-80 K field evaporation is a thermally-de- 

termined process obeyingthe Arrhenius equation. So weakening of this former 

agreement weakens the validation of the Arrhenius-equation hypothesis. This 

section has restored the position to some extent. 

4.3. Temperatures above 150 K: the Nakamura and Kuroda results 

For tungsten and molybdenum, the Wada et al. results justify formula (4), 

with @ a constant, from 60 K up to about 150 K. But, as already remarked, 

there must be an upper temperature limit to the validity of this formula. 

Measurements over a wider range in temperature (from near 20 K to near 

300 K) have been carried out by Nakamura and Kuroda [5]. for tungsten, 

molybdenum and tantalum. 

Nakamura and Kuroda suggest that, for temperatures in the range from 

about 180 K to 300 K: “field-evaporation voltage decreased with the nearly 

square of the emitter temperature”. This implies a relationship between onset 

evaporation field and temperature of the form: 

F°=y(1— 77), (16) 

where y, and y, are positive constants. For temperatures below about 180 K 

  

POSITION 

Fig. 4, To illustrate how the form of the dependence of Q upon F could be influenced by local 
structure in the bonding potential. This diagram is analogous to fig. 1a in ref. [23], and h* is the 
“standard pivot height” as defined in ref. [23]. For fields F, and F, the form of the variation of 
activation energy with field will be characteristically different. Changes in form might be expected 
for activation energies equal to v and to w. In the present context the speculation is that v might be 
about 0.4 eV and w about 1 eV. (This diagram is schematic, and the bold curve is not intended as 
an accurate representation of bonding-potential structure.) 
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the relationship diverges from this form [5]. 

With the help of the binomial theorem, given that (T/)'/? < 1, formula (4) 
can be put in a form analogous to that above, giving: 

Fon (lh Seger), (17) 

Clearly the above forms are not equivalent. So the Nakamura and Kuroda 

results seem to indicate a change in regime at around 180 K. 

A change in regime as temperature increases is not implausible in principle. 

For example, increasing temperature (and hence decreasing F°) might produce 
a regime change if the curve-intersection point approached an inflection point 
in the bonding potential curve and moved into a region where the bonding 
potential is convex upwards. This possibility is illustrated in fig. 4. Since for 

steady field evaporation the activation energy Q has to be about 25kT, a 

regime change near 180 K might imply an inflection point about 0.4 eV above 
the bottom of the bonding well. This value is not compatible with a simple 
bonding well of depth 9 eV or so (the zero-field bonding energy for tungsten is 
8.66 &V); but it could be compatible with a localized bonding well of depth 
about 1 eV, as shown in fig. 4. And the existence of localized bonding wells of 
about this depth is entirely compatible with listed diffusion activation energies 
for tungsten, which are of order 1 eV at a field-free surface [39]. 

Thus an observed regime change near 180 K might conceivably indicate the 
existence of short-range structure in the bonding potential: so it is conceivable 
that measurements of the temperature dependence of onset evaporation field 
could provide a simple probe of local bonding-well shape, where statistical 
similarities exist as between different types of kink-site. 

An alternative explanation of the regime change in the Nakamura and 

Kuroda results has, however, been suggested by Kellogg (private communica- 

tion). He suggests that the field-adsorbed layer of imaging gas, that would have 
been present at temperatures near 80 K in the Nakamura and Kuroda experi- 
ments, would become vacant at higher temperatures: the field-adsorbed helium 

would affect the tungsten-atom binding energy slightly, and a regime change in 

the field-evaporation behaviour could be associated with a change from a 
high-coverage to a low-coverage situation. Such a coverage change could 
conceivably occur in the vicinity of 180 K. 

The interpretation of the Nakamura and Kuroda results is thus uncertain, 
and further experiments seem to be called for. 

4.4. Flaws in the original analyses 

Our analysis here of the Wada et al. results differs significantly from those 
in their original papers [25,26]. Their analyses, which reflect the thinking of the 
late Professor Miiller’s research school, are believed to be seriously flawed. In 

particular: 

45



(1) Eq. (1) in ref. [25] is incomplete in the sense of being dimensionally 
inconsistent. Their k has the units “layers/s”, but their k, has the units “s~!”. 

A quantity corresponding to our n,,, tht has the units “layers”, is missing. (We 
also urge, as a matter of notational clarity, that quantities with different 

dimensions be given different primary symbols, and that the symbol k be 
allowed to retain its traditional chemical meaning of “rate-constant’’.) 

(2) The simple image-hump formalism, as expressed in eq. (2) of ref. [25], is 
now known to be mathematically invalid in the circumstances of conventional 

low-temperature field evaporation [11]. Consequently, it is physically wrong to 
apply it to the interpretation of field-evaporation data. Either this, or the 

proven non-applicability of the Miiller-Schottky mechanism to the low- 
temperature field evaporation of tungsten and molybdenum [11.14], may be 

responsible for the discrepancies reported by Wada et al. when they try to 
apply a simple image-hump formalism to their data (see p. 451 in ref. [25]). 

(3) The whole analysis in sections 2 and 3.1 of ref. [26] is based on the 
proposition that the “intersection distance” (their x.) is effectively a constant, 
independent of field. But this assumption is mathematically erroneous [20-23]: 
activation energy is a function of field largely because x. is a function of field. 
It follows that all the numerical results in ref. (26] are void of physical 
meaning, notwithstanding the fact that some plausible values of their parame- 
ter a can be achieved. 

(4) The parameter a, that appears in their analyses and in particular in 

table 1 of ref. [26], and that corresponds to our (¢g — ¢,), is not a polarizability 
in the normal textbook sense, because a is not defined in terms of the 
self-consistent local field acting on the atom in question. Even if the calcu- 
lations in ref. [26] were legitimate, it would not be legitimate to directly 
compare their a with the genuine Gaussian polarizabilities listed by Teachout 
and Pack [45]. 

There also seems some uncertainty over the width of the zone for the 
post-ionization of Ga* to Ga*~, as determined theoretically. Kingham [18] 
and Konishi et al. [46] are in disagreement over the interpretation of fig. 5 in 
ref. [26]; and Kingham’s repeat of the post-ionization calculations for Ga* in 
any case seems to indicate a much narrower zone-width than do the Konishi et 

al. calculations. 
Finally, we would stress that experiments of the type performed by Wada et 

al. cannot provide information about the field dependence of surface atom 
binding energy. (Such information is, however, available from the experiments 
of Ernst [47,48].) 

Notwithstanding these criticisms of their analyses, we wish to emphasize 
that the Wada et al. experimental results are playing a key role in this 
discussion. 
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5. Review of conclusions 

In this final section we aim to summarize our present understanding of the 
escape process for the more field-desorption-resistant metals. 

The form of the relationship between evaporation field and temperature 
depends on the form of the explicit Q-formula, that relates activation energy to 
field. And the form of this explicit Q-formula depends, in part. on the 
postulated mechanism of field evaporation, and on the mathematical for- 
malism used to describe it. 

This paper arose from a perception that exploring the experimental F° 
versus T relationship might help consolidate recent Progress in field-evapora- 
ion theory, achieved through the demonstrations by one of us that the 
low-temperature field evaporation of the more field-desorption-resistant metals 
must take place via a Gomer-type escape mechanism, andthat within the 
framework of such mechanisms simple explicit formulae can be given for the 
field-dependence of Q. 

Such theoretical consolidation seems a useful preliminary to all the appli- 
cations of field-evaporation theory, be they to the basic physics of charged 
surfaces, to the emission process for liquid-metal field-ion sources, or to the 
more conventional field-ion techniques. 

The consolidation achieved seems most useful. We have shown that, for 
temperatures in the range 60 to 150 K, the experimental F° versus T relation- 
ship for tungsten and molybdenum conforms well with the theoretical 
charge-hopping formulae derived here. This tends to confim that field evapora- 
tion is thermally activated in this temperature range (and presumably above it), 
that escape is taking place via a Gomer-type surface charge-exchange process, 
that the field-evaporating atom can be treated as an independent oscillator, 
that the bonding well can be treated as parabolic near the well bottom, and 
that a curve-intersection formalism is adequate to describe the escape process 
irrespective of whether escape actually occurs via a charge-hopping or a 
charge-draining mechanism. 

Mathematically, this consolidation means that, in the temperature range 
from about 60 to about 150 K (the exact limits varying from material to 
material) we expect the escape process for the more field-desorption-resistant 
metals to be governed by the following set of relatively simple equations: 
J=n,,A exp(—Q/kT), () 
Q=2(F*/F°-1), (2) 
VFe=[1+(7/8)'7|(1/F), (4) 
o= 2/ { kgln(ny,A/S°)}, (5) 
The quantities F*, @ and Q can be regarded as empirical constants in their own 
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right. associated with a Gomer-type escape process from a parabolic bonding 

well. In terms of more fundamental atomic and thermodynamic parameters. F* 

and 2 can (in the first approximation) be estimated by: 

F* = 0,(16€9/n7e?) K?, (14) 

2 =4xa?, (7) 
And a rather better approximation for 2 can be obtained from eq. (9), with F° 
set equal to some average or effective value. 

It is clearly necessary to think of onset evaporation field as a function of the 
two variables temperature and onset evaporation flux. and it may be useful to 
think of this functional relationship as a “thermodynamic” one. Clear specifi- 
cation of field evaporation conditions, in terms of 7 and J®, is advisable; and 

questions of standardization of the field-calibration procedure need proper 
attention. 

We have also drawn out, more accurately than in earlier work, experimental 
estimates of the failure temperature below which the classical Arrhenius 
equation breaks down. This failure point (near 50 K for tungsten) is roughly 
where the experimental field-ion microscopists thought it would be, is roughly 
where theorists hoped it would be (to preserve general consistency of past 
discussions of evaporation mechanism), and is compatible with the best 

theoretical derivations of the critical temperature at which ion-tunnelling 
effects become dominant over activation effects. 

A related feature is that empirically-derived values of the zero-O evapora- 
tion field F* are somewhat higher than the onset evaporation fields observed at 
low temperatures. This implies that 0, in eq. (14) must be higher than 
previously thought, or (less likely) that there is systematic error in field 

calibration. Various plausible reasons exist for thinking o, may have been 

underestimated in earlier work. 
All the above conclusions apply in the cases of tungsten and molybdenum, 

for which there is prior expectation of field evaporation via a Gomer-type 
escape mechanism. For the cases of the Sn/W and Ga/W systems, for which 

there is no such prior expectation, the experimental F° versus T relationships 
do not provide any clear indication of evaporation mechanism. 

Given the above consolidation, we now have confidence that a charge-hop- 

ping formalism adequately describes the low-temperature field evaporation of 
the more field-desorption resistant metals. 

Thus we now change viewpoint and think of field evaporation in the form of 
F° versus T (or related) plots, as a possible technique for exploring the shape 
of the surface-atom bonding well, for kink-site atoms at a highly-charged 
surface. Obviously, because of the statistical nature of the field evaporation 
process, it is only the statistically common (as between different types of 
bonding site) features of the potential structure that may be explorable in this 
way. 
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So we regard the Nakamura and Kuroda results as giving an indication that. 
at 0.4 eV above the well bottom, the bonding-well shape may be departing 
from a parabola. Which may conceivably indicate the existence of local 

structure in the bonding potential. 
In general, it seems clear that careful measurement of the relationship 

between evaporation field and temperature may provide valuable scientific 
information. Such experiments need not be technologically sophisticated, and 
we urge that they be carried out fora wide range of temperatures and materials. 
It would be particularly useful to have more work on tungsten, over as wide a 

Tange in temperature as practicable. 

Finally, we wish to stress again the change of viewpoint inherent in this 
paper. When we began, we were discussing experimental data concerning 
field-evaporation mechanism. As we end, these same experiments are perceived 

to be using field evaporation to explore the bonding-potential structure. 
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Note added in proof 

Our attention has been drawn to the measurements of Kellogg [54] on the 
temperature dependence of evaporation voltage, made for tungsten, 
molybdenum and rhodium using a pulsed laser atom probe. His results show a 

regime change in the vicinity of 250 K, and indicate that the effects of 
adsorbed gases need to be taken into account: in the range 50 K to about 

200 K his results are compatible with our theory, in that replotting in the form 
T'/? versus 1/F° gives reasonably linear plots. His results also bring out the 
effect on this relationship of varying the chosen flux J°: this is broadly as we 

expect theoretically. 

Appendix 1. The definition of evaporation field 

If the external field F at the high-risk sites is sufficiently high then field 
evaporation occurs from such sites at an appreciable rate. Some value of F for 
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which the rate is deemed “significant” is called the “evaporation field”. There 
are three basic ways in which this idea of a significant rate can be made 
quantitative: we may specify a set value of activation energy, a set value of 
evaporation rate-constant. or a set value of evaporation flux. 

In simple theoretical discussions it is convenient to define a “zero-O 
evaporation field” F* by the requirement that Q(F*)=0. This field F* is a 
species-related constant. independent of temperature, and its value can be 
estimated from arguments based on energetics alone [42.43.49]. Empirical 
evaporation fields (as discussed below) observed in conventional low-tempera- 
ture field evaporation are necessarily less than F*. Detachment of surface 
atoms can in principle occur at fields higher than F*, but it is then a process 
limited mainly by the constraints on electron motion, and is not thermally 
activated. 

In single-atom experiments where the evaporation rate-constant is measured 

directly, such as the pulsing experiments carried out by Tsong [13], it is 
particularly convenient to define a critical evaporation field F* by the require- 
ment that at this field the rate-constant be equal to 1 s~'. The related theory 
has been discussed elsewhere [21,32]. 

However, most experiments involve observation of the evaporation flux (or 
of the corresponding electric emission current), and it is then convenient to 
specify an onser evaporation field F° by the requirement that the flux have some 
set value J°. In low-temperature field-ion microscope experiments values for J° 
of 0.01 layers/s (or slightly greater) are often chosen (e.g. refs. (2,3,6]). these 
values representing the situation where slow steady change in the field-ion 
image can just be detected by visual observation. Atom-probe experiments (e.g. 
ref. [29]) sometimes use a higher J° value, because of the duty cycle involved in 
pulse generation, a suitable aim being to detect about one ion per pulse. With 
the liquid-metal ion sources, where macroscopic electrical measurements are 
employed, onset is usually defined in terms of a set emission current, for 
example the 1 nA criterion used by Aitken and Mair [51]. There are difficulties 
in converting this into a precise flux criterion, because the sources tend to emit 
in a variety of charge states (and also emit neutrals, clusters and micropar- 
ticles), but the flux level is much higher than in the low-temperature field-ion 
microscope context. The latter is of order 10 atoms/s, whereas the 1 nA 
criterion is equivalent (for singly-charged ions) to a flux of about 6 x 10° 
atoms/s. 

For a given choice of J°, as temperature is reduced towards zero, the onset 
evaporation field tends to a fixed value F°(0, J°) that is a function of J°. This 
zero-T evaporation field is always less than the zero-Q evaporation field F* (see 
section 2.3). 
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Appendix 2. Restandardization and conversion procedures 

This appendix describes how the currently available experimental data may 
be used to obtain estimates and error limits for the onset evaporation field 

F(T. J) corresponding to a given temperature T and flux criterion J. (For 

notational simplicity we have dropped the onset symbol “°”, here.) 

From eq. (4b), inverted: 

F(78.J) = F°A1+ (78 K/8)']. (18) 

where we have added the suffix “J” to 8, to emphasize that this parameter is a 

function of the onset flux level chosen. Eliminating F* between eqs. (4b) and 
(18) gives: 

y+ (78K)? 
Oe + Te 

where a(7, J) is a dimensionless parameter defined by this equation and equal 
to the bracketed term. 

Since we need to work with the Wada et al. results, which have a non-stan- 
dard field calibration (from our point of view), this form is better than eq. (4) 
or (6), because it avoids employing their field calibration. Because (in the 

simplest approximation, used here) 6, is not a function of field, the values of 
4, derived from our regressions on the Wada et al. results are not affected by 
any change in field calibration. These values are listed in table 1, earlier. 

A further problem arises because (from our point of view) Wada et al. are 
using a non-standard choice of flux criterion (0.1 layers/s rather than 0.01 

layers/s). Thus, for tungsten, we are presuming that F(78, 0.01) is 57.00 V/nm 
exactly, but we require to know F(78, 0.1). The conversion can be made [52] 
using flux field-sensitivity measurements such as those of Tsong [53]. and leads 
to the result: F(78, 0.1) = 57.59 V/nm. 

We shall continue to use tungsten as an illustration of procedures. From the 
“regressed” results in table 1 earlier, we have 6 , = 940 K, so on substituting 
T = 0 K into eq. (19) we obtain a(0, 0.1) = 1.288; combining this with the value 
of F(78, 0.1) just derived gives: 

F* = F(0,0.1)=74.18 V/nm. (20) 
This is the “re-standardized” value of zero-Q evaporation field F*, i.e. the 
value based on the field calibration we have adopted as standard. This value 
should, in principle, be independent of the flux criterion chosen in the 
experiments. 

If it is wanted to obtain evaporation-field values corresponding to other 

onset-flux criteria, then it is necessary to first derive the appropriate value of 8, 
via eq. (8), which we here write in the slightly more general form (assuming 2 

ATS) al71) FOR J) =FOB.DY ; (19) 

 



is a constant): 

1/8). = 1/8), — (kg/@) In( J2/J,). (21) 
Use of this formula requires an estimate of 2. Accurate values are not 
currently available. As an approximation we use the formula, developed from 

eq. (2) [52]: 

Q= — Ip, — 24, +9, (22) 
where », and p, are the partial energies for rate-constant field sensitivity as 
used (for example) in ref. [22]. We can approximate these by [52] u, = 1.54 eV 

and », = — 10.37 eV, and take Q = 0.18 eV. This gives 2 = 2.28 eV (probably 

to an accuracy of about +0.2 eV). 
As an example, consider the derivation of evaporation-field values ap- 

propriate to our standard flux criterion /°= 0.01 layers/s. Using the value of 
Q just derived, and J,/J, = 0.1, we obtain from eq. (21) that 6); = 869 K. This 
value, and the standard value for F(78, 0.01), are then used in eq. (19). 

As a test of consistency we can make a second estimate of the zero-Q 
evaporation field F*. In eq. (19), a(78, 0.01) = 1.300. So we obtain: 

F* = F(0. 0.01) = 74.08 V/nm. (23) 

Value (23) ought in principle to be identical with value (20), but is not. This 
shows that there is a small residual inconsistency somewhere, most probably in 
the estimation of 2. But since the difference in values (0.10 V/nm) is much less 

than the statistical standard deviation associated with either value (about | 
V/nm, see below), this residual inconsistency can be neglected here. 

  

Error limits 

Reliable estimation of the error limits on predicted evaporation-field values 
is difficult, and the following remarks should be understood as a first attempt. 
It is convenient to write F(78, J) in the form: 

F(78,J)=(1+g,) F°, (24) 

where (1 + g,) is a correction factor of order unity [52]. From eq. (19) we then 

obtain: 

F(T, J)=a(T,J)(1+g,) F°. (25) 

The errors or standard deviations associated with these three factors we denote 
by o,, 9, and ¢.,, respectively. 

Straightforward analysis, based on eq. (19), shows that o, is related to the 

standard deviation o,(J) on @}/? by: 

o, = (8/2 +72) "11? — (78 K)'7| (J). (26) 
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o, vanishes when T = 78 K, as is expected (since we are basing field calibra- 

tions on measurements performed at 78 K). 

g, itself contains two components: an uncertainty associated with the 

regression on the experimental results for J = 0.1 layers/s; and an uncertainty, 

related mainly to the uncertainty in 2, associated with the conversion to a 

§-value appropriate to some different value of J. This latter uncertainty will be 

somewhat reduced when better estimates of 2 become available, and can in 

any case be eliminated by performing experiments at the chosen value of J; so 

we shall not consider it in detail here. Continued discussion is restricted to the 

J =0.1 layers/s case, and uses tungsten as an illustration. 

Directly from the regression we have: 6)? = 30.7 K'”?; o,(0.1) = 2.0 K'”. 

To explore the error on F*, we put these values and 7=0 K into eq. (26). 

obtaining o, = 0.019, The relevant value of a was found earlier to be 1.288, so 

the percentage error is: 

o,/a = 1.5%. (27) 

The error in gp, is difficult to determine precisely. but is unlikely to be more 

than 30%. So the percentage error in the factor (1 + go) is: 

o,/(1 + 89) = 0.3%. (28) 

Combining this in quadrature with value (27). we have that the total 

statistical error on F* is 1.5%. So, if there were no calibration error, we should 

have for tungsten: F* = 74.2 + 1.1 V/nm. 

There remains the calibration error ¢,,,. This has two types of component. 

The first relates to the accuracy with which Sakurai and Miiller [37] could 

derive the “surface field” appropriate to (in this case tungsten) field evapora- 

tion. Their estimate is +3%. For other materials. that in practice are often 

calibrated using a more indirect method involving a comparison between the 

evaporation voltage and the best image voltage, assuming that the best image 

field for helium is the same for all materials, the error is expected to be higher 

- perhaps + 10%. 

The second type of error arises from questions as to the relevance of the 

Miller and Sakurai surface field to the quantity F used in field-evaporation 

theory. For example, is the Miiller and Sakurai field to be identified with the 

field at the “typical high-risk site”? And is the “mean field experienced by the 

atom during escape” necessarily to be identified with their surface field? These 

questions have rarely been articulated, possibly because of their intractibility in 

the present state of knowledge. But it is difficult to allocate an uncertainty of 

less than + 10% to them. 

We thus conclude that the uncertainty on the tungsten F* value is at least 

+15%, and that on the molybdenum F* value is at least +20%, with the 

calibration uncertainty being by far the largest source of possible error. 

There are also more general conclusions to be drawn from this discussion. 
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The precision with which we can estimate evaporation field values, relative to 

the evaporation field for “standard conditions” (J° = 0.01 layers/s, T° = 
78 K). is now relatively good for solid field evaporation. It follows that in 
experiments care should be taken to: (1) identify the voltage corresponding to 

standard conditions for the emitter in question: and (2) consistently allocate to 
these standard conditions the same field value (our choice for tungsten is 57.00 

V/nm precisely). It would also be helpful to have direct calibrations of the 
Miiller and Sakurai type for materials other than tungsten and iridium, and for 
there to be further studies of the relationship between this calibration proce- 
dure and the Miiller and Young procedure (based on field electron emission), 

and of the uncertainties involved in the calibration procedures. 
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INTRODUCTION 

The last three years have seen substantial gains in 
the basic theory of field evaporation (FEV). At the 
classical conceptual level we are beginning to have a 
consistent, experimentally validated, picture. The intent- 
ion of this paper is to summarise Present understanding of 
the theory, bringing out the main points on which our 
improved confidence in it is based. 

As space is limited, detailed references to most pre- 
1979 work are not given. Full references may be found in 
many of the papers cited here. 

FIELD EVAPORATION AS AN ACTIVATED PROCESS 

Ever since Miiller's original work (1) , field evapor- 
ation near 80 K and above has been taken to be a thermally- 
activated process. It obeys an emission equation conven- 
dently written in the form (2) : 

Jos Tartar = nA exp (-Q/kT) (1) 

where: J is the evaporation flux (as expressed in 
layers/s); Mir is the amount of material at high risk of 
FEV; Kye is the FEV rate-constant for the high-risk sites; 
and the other symbols have their usual meanings, as for 
example in (2). The traditional proof that FEV is in fact 
thermally activated has been the ability of the Miiller- 

Schottky (M-S) formula to roughly predict observed evapor- 
ationfields near 80 K. However this is now suspect.
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POST-IONIZATION AND EVAPORATION CHARGE STATE 

Field evaporation is now recognised to be often a 
two-stage process: (i) thermally-determined escape as a 
1* or possibly o ion, sometimes followed by: (ii) one or 
more "post-ionization steps" in which the ions lose further 
electron(s) by field ionization. 

This realization, however, is recent (since 1979). 
Historically, Miiller (3) speculated about post-ionization, 
but FEV was long assumed to be a single-stage process. 

Brandon's criterion concerning thermally-activated escape 
then predicts a 2° observed charge state for many materials. 

When atom-probe experiments found higher charge states, 
post-ionization was re-examined by Taylor (in 1970) and by 
Chambers (in 1975) - but was deduced (wrongly) to be 
theoretically unlikely. 

Then, in 1979, Ernst (4) looked at the dependence on 
field of the proportion of Rh** to Rh” ions produced in FEV, 
and was able to get a reasonable fit to his results using a 
1-D theory of post-(field)-ionization. He also showed from’ 
activation-energy measurements that both types of ion 
derived from the same escape process. 

Haydock and Kingham (5,6) and Ernst and Jentsch (7) 
have confirmed and improved the theory of post-ionization, 
and Kingham (6) has pointed out deficiencies in the work of 
Taylor and of Chambers. Experimental work by Kellogg (8) 
Supports post-ionization for various materials. 

An important implication of the above work is that the 
escape charge-state is most unlikely to be greater than ont 

BASIC NATURE OF THE INITIAL ESCAPE MECHANISM 

The bonding state of a surface atom at a metal field- 
ion emitter has to be partially ionic in order to sustain 
the external field. The question arises as to whether a 

kink-site atom is “primarily ionic" (i.e. simple theory 
should treat it as a 1* ion), or "primarily neutral" (i.e.
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simple theory should treat it as a polarised neutral). And 

if the kinksite atom is primarily neutral, a further quest- 

ion is: does ionization occur before escape (so escape 

takes place over a Schottky image hump); or do ionization 

and escape occur ‘ogether ? We thus reach the three 

escape possibilities traditionally considered: 

(a) Escape mechanisms from ionic bonding; 

(b) The Miiller-Schottky mechanism; 

(c) Gomer-type surface charge-exchange mechanisms (9). 

The debate as between (b) and (c) was incompletely resolved 

for many years, although option (c) was usually favoured. 

Biswas and Forbes (10,11) have now, for the metals 
conventionally employed in the low-temperature field-ion 

techniques, firmly eliminated possibilities (a) and (b) 
above. Using classical arguments they showed that at obser- 

ved evaporation fields near 80 K there is for these metals 

no Schottky hump in the potential for the escaping ion. 

Therefore neither ionic bonding nor escape over a Schottky 

hump can be valid assumptions, and a Gomer-type mechanism 

Must operate for these materials. 

This conclusion finds additional numerical support in 

a criterion developed (12) for the a-priori prediction of 

escape mechanism from atomic and thermodynamic data. Metals 

predicted to escape via a Gomer-type mechanism include: 

W,Ta,Ir,H£,Mo,Pt,Ru,Au,Rh,La,Ti,Co,Fe,Ni,Cu,Pb,Ag and Al. 

The criterion is indecisive with respect to some materials 

of interest to liquid-metal ion-source technology, e.g. 

Ga,Cs,Sn,Si,Ge. 

In general terms it seems that high evaporation-field 

and escape via a Gomer-type mechanism are both linked with 

a high value of «ae + can - ng), where: A° is zero-field 

binding energy, HA the formation energy for an n* ion in 

remote field-free space, and e the local work-function.
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THE PREDICTION OF NEAR-80K EVAPORATION FIELD 

Ref.(11) also shows that the "basic-image-hump" form- 

alism often used to analyse the Miiller-Schottky (M-S) 

mechanism is physically invalid because it predicts evapor- 

ation fields higher than the field at which the Schottky 

hump disappears. This means that the derivation of the 

familiar M-S formula (eq.(2) below with ce put equal to §&) 

is invalid, notwithstanding-its apparent empirical success. 

Forbes (13) has thus developed an alternative formula, 

using the same ionic potential-energy contributions as does 

the M-S derivation (i.e. the electrostatic and image-poten- 

tial terms), but basing the argument on energetic consider- 

ations alone. This gives an "evaporation field" Fe as: 

Fe os og, (16neg/n2e*) (AP HL- ng®) 7 (2) 

where: e is the elementary charge, ne the charge on the 

ion immediately after escape; and £6 the electric const- 

ant. o, was (13) a parameter estimated as: oy O12 oF 

0.24. %It has subsequently been shown (14) that estimates 

of a and F®° are increased by small amounts, not more than 

and probably much less than 25%, if the repulsive ion- 

surface interaction is taken into account. 

The empirical success of the M-S formula (os &) in 

predicting observed evaporation fields near 80 K thus 

seemed to have a natural explanation. But eq.(2) is 

better because its derivation is more satisfactory. 

But there is a complication. All the above approaches 

assume that the observed quantity (near-80K onset field) 

should be much the same as the calculated quantity (zero-Q 

evaporation field F°), However it now seems (see later) 

that F°-values derived from experiments are significantly 

higher than near-80K onset fields. Thus the "success" 

of the calculations described above is problematical and 

possibly partly fortuitous.
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NEW THEORETICAL FORMULAE FOR GOMER-TYPE MECHANISMS 

In the debate about FEV escape mechanism, confusion 

arose because there was a mathematical false assumption in 

the standard "constant-intersection distance" treatment of 

Gomer's intersection model. This error was pointed out by 

McKinstry in 1972, and others subsequently (e.g. (2)), but 

only recently has a simple alternative treatment become 

available. 

Forbes (16) has shown that, for Gomer-type mechanisms, 

the activation-energy formula has the form: 

OQ = a fro7r) - 1) @ (3) 

where Q is a parameter defined in the context of eq. (3). 

Theoretical estimates of 9 are given by: 

Q = hea? (lst apprx) (4a) 

2 2 a. = ea? (1-1°/nea)? (1-n'/neF)~ (2nd apprx) (4b) 
n 

where: « is the force-constant for an atom vibrating in a 

Parabolic potential-energy well, a is the distance of the 

well minimum from the emitter's ele¢trical surface, 1° is 

a constant with the dimensions of SI dipole moment, defined 

in (16), n, is the purely-chemical (10) component of ion n 
potential energy, and is its position derivative    
evaluated at the well minimum. This last is small, so 2 

is expected to be constant or nearly constant. 

When ea.(3) is combined with the emission equation (1), 

an expression can be obtained (15) for the temperature- 

dependence on the onset evaporation field r° corresponding 

to a given choice 3° of onset evaporation flux: 

we? = (1 + THe) + 1/Fe (5) 

8 2/k In(n, A/3°) (6) 

® is a temperature-like parameter, interpretable as the 

temperature at which F° becomes equal to half Fe (i£ the 

formula is valid to high temperature), A simplified form of 

eq.(3)} iss 

iro = b+ cr? (7)
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where b and C are constants related to 9@ and F° . 

Eq. (3) is valid only for "Q not too large". With 

eq. (7) one looks for validity over a limited range in temp- 

erature that includes 80 K . 

A direct confirmation of eq.(3) is to be found in the 

work of Ernst (4), as discussed in the next paper (17). 

Confirmation of eq.(7) is found, for tungsten and molybden- 

um, for the temperature range 60 K to 150 K, when the res- 

ults of Wada et al. (18) are replotted as shown in Fig. 1. 

These agreements tend to confirm that, at temperatures 

near 80 K and above: (a) kink-site atoms can be treated as 

independent oscillators vibrating in parabolic wells; 

(b) escape is a thermally-activated process, occurring via 

a Gomer-type mechanism; and (c) a curve-intersection 

formalism is adequate, whatever the actual detailed 

mechanism of escape (which may be charge-hopping or charge- 

draining - see later). 

Q
V
/
F
)
 

/
v
h
e
 

  

Fig. 1. Pilot of 1/F° against ri, The squares 

denote zero-T evaporation field, and 

the diamonds zero-Q evaporation field.
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THE CONSEQUENCES OF HEAVY-ION TUNNELLING 

The deviations from linearity observed in Fig. 1 near 

50 K for tungsten, near 35 K for molybdenum, probably 

result from ion tunnelling effects (9,18). If so, these 

are the first good experimental estimates of the critical 

temperature below which such effects become dominant. There 

is broad agreement with recent theoretical estimates of 

critical temperature (19). 

Note also the significant difference between the 

zero-Q evaporation field (obtained by linear extrapolation 

of the high temperature results), and the zero-temperature 

evaporation field (to which the plotted results tend). 

This difference is a direct result of ion tunnelling. 

The zero-Q evaporation field F®° is much higher than 

observed evaporation fields near 80 K. This high value 

can in large part be accounted for if F2-energy terms are 

taken into consideration: in effect, the value of g, in 

eg.(2) is increased to 0.3 or more. 

CHARGE HOPPING AND CHARGE DRAINING 

Several variants of surface charge-exchange process 

can in fact be distinguished, the main ones (20) peta. 

charge-hopping, when ion motion is relatively fast and the 

electron transfer is pictured as a sharp hop; and charge- 

draining, when ion motion is relatively slow and charge 

drains steadily out of the departing entity. The classical 

theory presented earlier is regarded as a first-generation 

approximation for both the charge-hopping and charge- 

draining mechanisms. 

Kingham (19) has suggested that the precise shape of 

the field vs temperature plot in the region of the critical 

temperature may give an indication of the shape of the 

effective potential barrier to ion tunnelling, and so of 

the precise nature of the escape mechanism.
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CONCLUSIONS 

For many metals field evaporation can now be described 

by the set of relatively simple equations (1), (3), (5), 

© and Q either determined (6), with the parameters F 

empirically or estimated from eqns (2) and (4). The 

nature of the field evaporation process now seems more 

firmly established than it has been for many years. This 

should enable FEV theory and experiments to be used with 

greater confidence in various contexts, in particular in 

the investigation of atomic behaviour at charged surfaces. 

REFERENCES 

E.W. Miller, Phys. Rev. 102, 618 (1956). 

2. R.G. Forbes, R.K. Biswas and Xk. Chibane, Surface Sci. 

114, 498 (1982). 

3. E.W. Miller, Adv. Electr. Electron Phys. 13, 83 (1960). 

4. N. Ernst, Surface Sci. 87, 469 (1979). 

3. R. Haydock and D.R. Kingham, Phys. Rev. Lettrs 44, 

1520 (1980). 

6. D.R. Kingham, Surface Sci. 116, 273 (1982). 

7. N. Ernst and Th. Jentsch, Phys. Rev. B24, 6234 (1981). 

  

8. Kellogg, Surface Sci. (in press). 

9. mer and L.W. Swanson, J. Chem. Phys. 38, 1613 
(1963) 
(1982). 10. R.G. Forbes, J. Phys. D: Appl. Phys. is, 1301 

ll. R.k. Biswas and R.G. Forbes, J. Phys. D: Appl. Phys. 

15; 1323 (1982). 

12. R.G. Forbes, J. Phys. D: Appl. Phys. i5 Ll (1982). 

13. R.G. Forbes, Appl. Phys. Lettrs. 40, 277 (1982). 

14. R.G. Forbes, J. Phys. D: Appl. Phys. 15,L75 (1982). 

15. K. Chibane and R.G. Forbes, Surface Sci. (in press). 

16. R.G. Forbes, Surface Sci. 116, L195 (1982). 

17. R.G. Forbes and K. Chibane, this Proceedings. 

18. M. Wada, M, Konishi and 0. Nishikawa, Surface Sci. 100, 

439 (1980). 

19. D.R. Kingham, J. Phys. D: Appl. Phys. (in press). 

20. R.G. Forbes, Surface Sci. 102, 255 (1981).



47 

Proc. 29th Intern, Field Emission Symp., 1982 (in press) 

THE DERIVATION OF SURFACE ATOMIC INFORMATION 

FROM FIELD EVAPORATION DATA 

Richard G. Forbes and K. Chibane 

University of Aston, Department of Physics, Gosta Green, 

Birmingham B4 7ET, UK 

INTRODUCTION 

The basic theory of field evaporation (FEV) now seems 

in a better state than it has been for many years, and 

hopefully this theory can now be viewed as a scientific 

tool. With the development of sophisticated experimental 

techniques involving appearance-energy measurements, e.g. 

(1), new types of data are available. It seems timely to 

look again at the nature of the information about atomic 

behaviour at charged surfaces that can legitimately be der- 

ived from field-evaporation experiments. 

This paper is intended as a summary of recent invest- 

igations that will be reported in detail elsewhere (2,3). 

We begin by looking again at the electric-field dependence 

of surface-atom binding energy. We then describe three 

methods of deriving information from straight-line plots. 

And we then discuss the resulting parameter values. 

THE FIELD DEPENDENCE OF BINDING ENERGY 

When an electric field is present, the total binding 

energy A of a surface atom can be expressed as the sum of 

a zero-field part and a field-induced increase AA . This 

increase is in part due to polarization of atomic orbitals, 

in part due to charge transfer ("ct") to the substrate (4,5): 

Ae Pre NOAA ee ACS AA(orb) + AA(ct) (1)
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The charge-transfer component arises because the surface 
atom must be partially ionic in order to sustain the exter- 
nal field F (i.e. the field slightly above the surface 
atom in question). 

4A (orb) can be presumed to have Fe dependence. Ref. 
(2) argues that AA(ct) must also have Fr? dependence, 
because in the detachment of the surface atom as a neutral: 
(a) the work done per unit charge in re-forming the neutral 
from a partial ion is Proportional to F; and (b) from 
Gauss' theorem the amount of charge moved is proportional 
to F. Thus both the components, and hence Ad, are proport- 
ional to F?, The coefficient involved depends on the crys- 
tallographic environment, that is it will be different for 
a kink site and for an atom diffusing on top of a plane. 
In the kink-site case we call it Cc, + soz 

‘A = ke PA (2) a 

The experiments of Tsong and co-workers, e.g. (4,6), meas- 
ure a different coefficient ¢, - And the arguments of 
Forbes (7) relate to the “orbital-polarization" component 
of c, + Most other past methods suggested for obtaining an 
F*-tern coefficient are thought to have flaws in them. 

THE AF -PLOT (A METHOD FOR OBTAINING z AND cy ) 

Tt can be shown, e.g. (1,2,3), that total binding 
energy A is related to the onset appearance energy Rone , 
the activation energy Oras , and the ionic formation ener- 

gy HL in remote field-free space by: 

= ons ie Ae hae Ore HL + zkT (3) 

where kT is the Boltzmann factor, and z is a number of 
order 10. (The suffix « labels the initial partially- 
ionic bonding state, n the charge state immediately after 
escape, and r the charge state observed at the analyser. 

In his experiments on Rhodium (1), Ernst showed the 
FEV mechanism for 27 ions to be escape into a a state, 
followed by post-ionization to 2*. Tt is also clear that
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escape is via a Gomer-type mechanism (see (9)). Ernst 
ons oe: measured Ayi2 and Q12 as a function of field F, and 

has tabulated the temperature of each measurement. 

A plot of A vs £F, ignoring the zk term in the 
derivation of A, is shown in Fig. 1 (circles). Extrapol- 
ating back to zero field gives a value of Ke less than the 

known thermodynamic value. Including the zkT term, and 

adjusting the value of z until regression gives the corr- 
ect. A°-value results in the corrected points (squares). The 
necessary value of z is 10.5 + 3, and the corresponding 
value of c, is 1.05 + 0.3 mev v7 nm? (10), or Amey x 
(1.5 +.0.5) 87, 

THE QF -PLOT (A METHOD FOR OBTAINING @ AND B=) 

For Gomer-type escape mechanisms a relationship betw- 
een activation energy Q and field F has recently been 
found (9,11). This can be put in the form: 

Q? = (a%r®)/p - gi (4) 

2 e 2 e -2 
2 = kxa” (1-1~/nea) ~ (L-ni/neF) ~ (5) 

e 2 
1 = (er oF (6) 

where: F° is zero-Q evaporation field, 2 an effectively 

constant parameter defined by eq.(4) and approximately 

given by eq.(5), « is the force-constant for an atom vibr- 
ating in a parabolic energy well, a the distance of the 

well minimum from the emitter's electrical surface, e the 
elementary charge, ne the charge on the ion immediately 

after escape, ma constant, ch the coefficient of the 
2 

F” energy term for an at ion, and ny, 4 constant presumed 

small in value (9,11). 

A plot of Q? vs 1/F , made from Ernst's Rh** data, 
is shown as Fig. 2. Its linearity helps to confirm the 

validity of the above formulae (see (9)). By regression we 
obtain: @ = 0.26 + 0.11 ev; F° = 61 + 20 V/nm.
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THE xQ-PLOT (A METHOD FOR OBTAINING «x AND a ) 

For a parabolic bonding well the relation between act- 

ivation energy Q and distance x (measured from the 

emitter's electrical surface) can be put in the forms: 

@ = Six = a)? (7) 

x = a+ (2/e)% Qi (8) 

A value of x corresponding to each of Ernst's (1) 

values of Q.ig Can be obtained from the formulae (1,3): 

2 es 33 x = [¥ + (¥°-(1-g)e"F/4neg}* ] / 2eF (9) 

ons E eis 22 Al 7S = be,F I, + 2k? (10) 

£ 274 
& = (G/x") + {e /16meQx) (11) 

where: Y is an energy-like parameter given by eq. (10), 

e is the relevant emitter work-function, I, is the Rh 
second free-space ionization energy, ¢ is a parameter 

given by eq.(1l1), and G is the constant in a t-th power 
law representing the repulsive ion-surface interaction. 

These formulae represent an improved version of a formula 
given by Ernst and Block (1,12). 

A slightly simplified treatment takes ¢ as negligi- 
ble and uses the values: c, = 0.15 mev v7? nm* (10,13); 
g = 4.8 ev; 1, = 18.08 ati xe 10.5 ah resulting 
plot of x vs Qi is shown as Fig. 3. Linear regression 

leads to the results: a = 0.136 + 0.016 nm; 
x = 76 + 20 eV/nm?; Sea? = 0.71 + 0.3 ev. 

DISCUSSION OF PARAMETER VALUES DERIVED FOR RHODIUM 

Block's parameter z 

The parameter z relates to the statistical distrib- 

ution of initial-state vibrational energy and to the poss- 
ibility of electron tunnelling into vacant states below the 
emitter fermi level. Block and co-workers (8,14) suggest 
that likely values of z are around 10 or less. The value
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10.5 found here thus seems generally plausible, although 

some of the corresponding zkT-values (which go up to 0.54 

ev) are higher than Ernst's estimate (0.3 eV) of the likely 

zkT correction in his experiments. 

The F? energy-term coefficient c) 

This is the first time a well-defined value has been 

obtained for this coefficient, for a field evaporating atom, 

and thus there is Little to compare it with. It seems gen- 

erally compatible with rough theoretical estimates (2), and 

- in as much as this value is used in discussion of Q and 

F° below without causing problems - fits into the rest of 

the theory in a generally self-consistent manner. 

The zer evaporation field Fe 

The value of F®° derived for Rh* evaporation, namely 

61 + 20 V/nm, is markedly higher than observed evaporation 

fields near 80 K (43 V/nm in ref.(5)) or Ernst's fieid 

values, - but is in line with the relatively high values 

of F° derived for tungsten and molybdenum from a plot of 

1/Fo vs ri (9). A check on self-consistency can be obtain- 

ed from eq.(12) below (3,15), with n = 1 

ae Ho- ag™ = neFoa + n?e*/1énega 

t Ps 22 1 
G/a lr ci)F (12) 

The 1.h.s. has value 8.4 eV. The r.h.s. terms have values: 

+ 8.3 eV, + 2.6 eV, - 0.3 eV, - 1.7 eV, respectively, and 

total 8.9 eV. Agreement is as close as might be expected. 

The activation-energy equation parameter 2 

Again, this is the first time a value has been derived 

directly for  , and there is little to compare it with. 

A self-consistency test can be carried out by putting n=l, 

n=O, in eq.(5) and using the values of Cy 16, Fok, and a, 

obtained/discussed above. This gives 2 = 0.25 eV (with 

error so large that it is difficult to assess). The 

result is extremely close to the regressed value (0.26 eV), 

but this closeness could be coincidental.
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The force-constant « 

This is most easily compared with other data if it is 

converted to the equivalent’ vibration frequency v or 

temperature 8% by the equations: 

(x/m)* /2n (13) < 4 

s= hv/k (14) 

where m is the atomic mass, and h and k are the 

Planck and Boltzmann constants. The resulting values are: 

v = (1.34 40.18) « lo? wz; 0, = 64 49 x. 

These values are certainly of the order of magnitude 

expected, though - as Ernst and Block (12) point out - a 

@,- value of this size is significantly less than either the 

bulk debye temperature for rhodium or the value reported by 

Chan et al. (16) for vibration of the (111) face. (But a 

lower value might be expected for a kink-site atom. 

The al Sonding distance a 

For this quantity there is some prior expectation from 

the work of Lang and Kohn (17) and of Culbertson et al. (18) 

that a will be greater than the Rh neutral radius (134.5 

pm), by a distance of order 50 pm. But the observed value 

of a (136 pm) is close to the atomic radius. This poss- 

ibly suggests that, before field evaporation, the atom is 

sitting in a “maximum coordination" position, and can thus 

get in closer to the electrical surface than one-dimension- 

al models such as ref.(17) permit. This seems physically 

plausible, and - if substantiated - would be a firm numer- 

ical demonstration of the inadequacy of existing quantum- 

-mechanical models of charged surfaces. 

CONCLUSIONS 

The Ernst results for Rhodium, when analysed by the 

techniques outlined earlier, lead to a plausible and gener- 

ally self-consistent (within their error limits) set of
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parameters. This lends support to the underlying FEV 

theory, and also to the proposition that FEV experiments 

should provide basic information about surface behaviour. 

A major contribution to this result has been the 

“correlated" nature of Ernst's data: for each experimental 

field-strength we have values for appearance energy, activ- 

ation energy, and the temperature corresponding to a given 

Rh** ion flux. We suggest that detailed experiments of 

this type should be extended to other materials, and 

that linked field and temperature values corresponding to 

a given total flux (all charge states) should also be 

recorded (so an F° vs T plot can be made, cf. (9)). 
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field-ion emission source 

  

Richard G Forbes and G L R Mair 

Department of Physics, University of Aston, Gosta Green, Birmingham B4 7ET 

Received 27 July 1982 

Abstract. Field Evaporation is assumed to be a principal emission 

mechanism for a liquid-metal ion source, but emitter apex fields 

calculated on the basis of the conventional shape hypothesis (rounded 

Taylor cone) do not seem high enough to make field evaporation possible. 

A numerical estimate is made of the degree of field enhancement provided 

by the presence of a microprotrusion. Enhancement factors of about 10 

or more seem plausible, and these values would be sufficient to render 

field evaporation a plausible emission mechanism. Alternatively, the 

Taylor-cone apex may be drawn out into a cusp.
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Liquid-phase field-ion emission sources have the potential for signif- 

icant technological applications, particularly in connection with high- 

resolution ion lithography and ion implantation techniques (e.g. Seliger 

et al. 1979, Clampitt 1980). Although it is now clear that space charges 

and electrohydrodynamic effects may influence current-voltage character- 

istics (Wagner 1982, Mair 1982), there is still uncertainty about the 

actual emission mechanism (Venkatesan et al. 1981, Mair and von Engel 

1981, Prewett et al. 1982). 

Various possibilities have been considered, including: 

(i) thermally-activated field evaporation; (ii) electron-stimulated 

desorption of surface atoms as ions; (iii) thermal desorption of neutral 

atoms, followed by field ionisation. More exotic processes, that lead 

to the release of neutrals, may also need to be considered. 

Field ionisation of neutrals in space above the emitter may account 

for some part of the emission (e.g. Venkatesan et al. 1981). However, 

ion energy analysis strongly suggests that the principal emission mech- 

anism is some form of surface ionisation process (e.g. Swanson et al. 

1980). Current thinking supports the view that this process is probably 

some form of field evaporation. 

If the emission mechanism is indeed field evaporation, then the field 

at the emission sites must be comparable with normally expected evapor- 

ation fields, even though the emission temperature is much higher than 

those (near 80K and below) used in the conventional field-ion techniques. 

This may be demonstrated as follows. 

The emission flux J , i.e. the count of atoms evaporated per unit 

time, is given by the emission equation: 

J = nA exp(-Q/kT) C) 

where k is the Boltzmann constant, T the thermodynamic temperature, 

Q the field-evaporation activation energy at the 'high-risk' or 'active' 

atomic emission sites, A is the rate-constant pre-exponential, and 

ee the count of atoms at high-risk sites. 

For argument, take the observed emission current to be lOpA. If 

each emitted atom comes off as a singly-charged ion, then this makes J 

13 = 
about 6 x 10 atoms s 2 Now assume that there are 1000 active sites 

on an emitter (i.e. eal 1000 atoms), and that A has its conventional
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ey ek 
value of 10 s 4 substitution into equation (1) gives Q ~ 3kT, 

which at room temperature makes Q about 0.07 eV. The alternative 

assumption that a 10¢ atoms makes Q about 0.13 ev. These values 

are comparable with (perhaps slightly lower than) activation energies 

appropriate to conventional field evaporation near 80K. Hence evapor- 

ation fields in the ion-source context are expected to be comparable 

with (perhaps slightly higher than) observed 80K evaporation fields, and 

may thus be estimated by the Miiller-Schottky formula or the alternative 

formula suggested by Forbes (1982a,b). Thus, for gallium, for example, 

a field of about 15 V nm is expected to be necessary for field evapor- 

ation at the above flux value (Tsong 1978). 

The question now arises as to whether fields of this size may 

plausibly exist at the emission sites on a liquid-metal ion source. The 

original estimates of emitter tip radius were of order 1 ym or greater, 

these being based on electron micrographs (Aitken 1976, Sudraud et al. 

1979, 1980). With tip radii of this size it is difficult to think of 

‘any plausible way in which emission site fields of around 15 V ne could 

be produced by the 5-10 kV extraction voltage normally used. However, 

much sharper tip radii of around 60 nm (600 %) or less, have been obser- 

ved in recent experiments (e.g. Swanson et al. 1980, Wagner et al. 1981), 

and we are led to conclude that the earlier values may well have been 

invalid. 

Even with a tip radius of 60 nm the situation is not entirely clear. 

General experience with the conventional field-ion techniques suggests 

that, with a normally-shaped solid emitter,a voltage of 5-10 kV applied 

to a 60 nm tip could produce fields of 20 V ames or more. However, 

conventional wisdom has it that a liquid-metal emitter has the shape of 

a rounded Taylor cone, i.e. a half-angle of 49.3° (Taylor 1964). For 

a conventional solid field-ion emitter, the relationship 

F = V/kr (2) 

is often used, where F is the external field, V the applied voltage, 

r the tip radius, and k a constant of value about 5. A cone-shaped 

emitter of half-angle 49.3° would have a much larger value of k (the 

exact value depending on the extracting electrode geometry). For 

example, from a formula in Gomer (1979) we can derive the prediction:
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k = 0.43 ayn? (3) 

where Ro "can be thought of as a form factor of the order of the 

electrode spacing", and for which Gomer suggests the value 1mm . For 

r = 6Onm this formula gives k = 55, and for V = 10kV equation (2) then 

gives F=3V nm) An alternative, and probably superior, formula 

(Swatik 1966, Ishitani and Tamura 1981) omits the factor 0.43 from 

equation (3); this gives k= 130 and F=1.3V nm. Neither of 

the above field values is high enough to sustain field evaporation. 

A related approach is to deduce a field from the stress-balance 

relationship, as written in the forms: 

2 
hegF = 20/r (4a) 

3 4 
Fo = 2(6/€)r) (4b) 

where o is the surface tension (= 0.71 N ee for gallium), and Sy 

a 
‘the electric constant. For r = 60 nm this leads to F=2 Vn, 

which is again not high enough to sustain field evaporation. 

Our alternatives now are to disbelieve field evaporation, disbelieve 

the estimation of field, or to assume that the tip endform is not the 

rounded Taylor cone conventionally assumed. 

It is easy to disbelieve the field-value estimations. For example, 

the assumption of an infinite cone is not reasonable, and the termination 

of the Taylor cone at a finite base radius would lead to a higher field 

value. Ishitani and Tamura (1981) find the increase to be at most by 

a factor of 1.5 L W Swanson (private communication 1982) feels that 

a factor of order 2 could be plausible. But, either way, it seems 

difficult to get fields of order 15 V ani from an argument of this kind. 

A higher field value would of course be deduced from the above 

formulae if the apex of the rounded Taylor cone were assumed to be much 

smaller than has so far been observed. For example, substitution of 

r = 2 nm into equation (4) leads to the prediction F = 13 V amis (which 

is much the same as the result of Prewett et al. 1982). However, 

several authors (Ward and Seliger 1981, Kang et al. 1981, Mair 1982, 

Miskovsky and Cutler 1982) have now shown that the combination of small 

apex radius and moderate current (even as low as 1 pA) can lead to a 

severe self-consistency problem for the rounded Taylor-cone geometry:



when the effects of space charges are taken into account it is difficult 

to obtain a surface field high enough to sustain field evaporation. So, 

with Ward and Seliger and with Kang et al., we do not believe that ion 

emission can be explained in terms of a simple rounded-Taylor-cone 

geometry. 

The macrocusp hypothesis. One obvious possibility is that the 

whole end of the Taylor cone pulls out into a major cusp-like protrusion 

(or 'macrocusp'). Effects of this type have been observed at moderate 

to high emission currents (roughly above 60 pA) in the Culham work on 

caesium (Aitken 1976, Clampitt and Jeffries 1978). More recently, they 

have been observed for gold by Gaubi et al. (1982): a pronounced cusp 

is visible down to about 50 pA . (The cusp size depends on current 

level, and a smaller cusp-like feature is visible down to 20 pA and below.) 

Similar effects have also been observed with gallium (P Sudraud 1982 

private communication). 

The change of shape associated with macrocsup formation would 

certainly increase the field at the emitter apex (for a given extracting 

voltage). And - if the cusp were sufficiently long, with a suffic- 

iently small terminating half-angle - and if space-charge effects were 

small or moderate - the field could be high enough to sustain field 

evaporation. 

It is difficult to make any simple estimate of the degree of field 

enhancement provided by observed cusp shapes. Computer studies based on 

simplified geometrical representations are in progress (e.g. Ward and 

Seliger 1981, Kang et al. 1981), but definitive field predictions are not 

yet available. Nevertheless, we anticipate that the space-charge 

problem is manageable: for small postulated apex radii the argument 

would be that, for observed extracting voltages, the predicted Laplace 

("no space charge’) field would be sufficiently high for the actual 

surface field to be high enough to sustain field evaporation, even after 

the field reduction due to space charges; alternatively, one could 

argue that the necessary fields could be achieved with a somewhat larger 

apex radius, for which (due to the reduction in postulated current 

density) space-charge field-reduction effects would be relatively less 

significant. The analysis of a simplified emitter geometry by Ward 

and Seliger (1981) supports the view that space-charge limitations need 

not arise for a macrocusp geometry.
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There could, however, be a new form of difficulty if the postulated 

apex radius is "not small" (say 10 nm or larger). In this case, since 

we specify that the surface field be high enough to sustain field evap- 

oration, rather than be given by the stress-balance relationship, 

equation (4) would not hold. For a rounded apex in such circumstances 

the "outwards" electrostatic forces would be predicted to be markedly 

greater than the "inwards" surface-tension forces, and the apex region 

of the liquid metal would be under negative hydrostatic pressure. Such 

a situation would be severely unstable electrohydrodynamically, and 

could in practice lead to microdroplet emission and/or to noisy emission 

current. In circumstances where the observed emission current is 

almost noise-free the rounded-macrocusp geometry is perhaps not realistic, 

unless the rounded cusp apex has sufficiently small apex radius. 

The microprotrusion hypothesis. An alternative (Weinstein 1975, 

Prewett et al. 1982) is to suppose that there are a number of relatively 

small "microprotrusions" on the emitter surface. By "microprotrusion" 

we mean a feature whose height is significantly less than the radius of 

the supporting structure (which might be the rounded apex of a Taylor 

cone, or conceivably the rounded apex of a major cusp-like feature): 

in this we intend that it should be an adequate first approximation 

mathematically to consider the microprotrusion as situated on a flat 

surface. The question of how much features of this type enhance the 

field has a long history, particularly in connection with vacuum break- 

down (e.g. Latham 1981). Thus for a semi-ellipse of revolution, as 

illustrated in figure 1, the enhancement factor x is given by 

(Rohrbach 1971, cited by Latham 1981): 

3/2 

B= (r=)? [LAC LA+ OB] - (at-1)"} (8) 

where A= h/b. A A-value of 4 (for example) seems physically 

plausible; this would give field enhancement by a factor of about 13, 

which (on the basis of the field estimates above) is more than sufficient 

to raise the field at the end of the microtip to a level sufficient to 

induce field evaporation. 

Other idealised microprotrusion geometries lead to different 

estimates of field enhancement (see for example figure 3.3 in Latham 

1981), but there seems no real problem in postulating that sufficient
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field enhancement can be achieved at the tip of a microprotrusion of 

some kind. 

It may indeed be that such microtips have already been observed 

in the field-ion microscope. At the 21st International Field Emission 

Symposium, Polanschutz and Krautz (1974) showed a film of various 

metals "imaged in their own vapour". The film showed unstable images 

consisting of numerous short-lived spots, the spots being somewhat 

larger and far less numerous than in normal field-ion images. The 

spots seemed not to be images of individual atoms (R G Forbes, E W Miller, 

private communications). In retrospect it seems possible (though it 

is certainly not proven) that these were images of microprotrusions, 

and formed at least in part by field evaporation rather than field 

ionisation. 

We see no problem with postulating that such microtips could be 

formed at a liquid emitter, though clearly the details of possible 

-formation mechanisms will need to be explored. Overall, we have in 

mind a process something as follows. A statistical event leads to a 

small 'bump' on the surface. This then grows outwards under the 

influence of polarisation forces. As it grows the electric field at 

its apex gets larger. Finally it reaches a length where field evap- 

oration of the end atoms occurs. One is then in a situation where 

liquid material is being drawn out continuously through the microtip, 

and emitted from the end of it. The process is presumably terminated 

by some statistical event that causes disruption of the microtip (and 

perhaps the release of neutrals). 

For the microprotrusions we feel that the space-charge problem is 

again manageable, even though the microprotrusion apex radius may be 

small. For a given extracting voltage, the Laplace field at the 

microprotrusion apex can be relatively high. And, because of the 

configuration of the lines of force (as illustrated in Figure 1) the 

emitted ions will tend to spread sideways, which should alleviate any 

space-charge problems. (Space-charge problems could also be amelior- 

ated if the microprotrusions were mobile, as envisaged in Weinstein's 

original proposal.) 

It should be clear that this proposal is a speculation. However, 

it has merit in that: (i) it shows how a normal evaporation field 

could be present at the emission sites even though the emitter endform
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is ‘blunt on average'; (ii) it is compatible with the proposition 

that the average field on the endform is determined by the stress- 

balance equation; (iii) it is compatible with the observation of 

relatively narrow energy distributions and small energy deficits - 

essentially because the microtip is electrically still part of the 

emitter. 

Some further points deserve comment. We assumed earlier that 

there were 1000 active sites on a 60 nm radius emitter surface. There 

would probably be several active emission sites on each microtip, but 

it is not clear how many microtips would be present simultaneously on 

an endform of basic radius 60 nm; the possibility exists that we 

might have to consider the number of active sites on the 60.nm emitter 

to be less than 1000. When the presumed number of active sites 

reduces to around 100 or less, then - if the presumed emission 

current is of order 10 pA or more - we cannot necessarily assume 

that the emission mechanism is thermally-activated field evaporation. 

The possibility should be considered that the field at the end of the 

microtips would be so high that the activation-energy barrier disapp- 

eared. The mechanism of evaporation in this event would be diferent 

from that of conventional field evaporation, in that desorbing ions 

would probably just 'roll off' the end of the microtip, after formation 

in a process ('super charge-draining') in which electron charge drains 

out as the field acting increases. The theoretical details of such 

a process have never been properly explored, but there are no obvious 

reasons in principle why it should not happen if the field acting 

increases with time at a sufficiently high rate. 

To summarise, we have demonstrated one way in which the field at 

the emission sites on a liquid-metal ion source could be sufficiently 

high for field evaporation to occur, and this eliminates the logical 

difficulty of assuming that the principal emission mechanism is some 

form of field evaporation from a Taylor cone. We have not, however, 

in any sense proved that emission takes place from microtips. It may 

do. Or it may take place from a rounded, but non-Taylor-cone-shaped, 

emitter tip. Or, if the field calculations leading to equation (2) are 

seriously in error, it may take place from a rounded Taylor cone. 

Indeed, the principal mechanism may alter and depend on the prevailing



experimental conditions. The important thing, in our view, is that 

we have demonstrated that at least one of these possibilities seems 

to be numerically plausible. 

This work forms part of a research programme funded by the UK 

Science and Engineering Research Council. One of us (GRLM) thanks 

the SERC for personal financial support. 
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Figure 1. Schematic diagram showing a half-ellipsoid microprotrusion 

on a locally-flat substrate, and its effect on the field 

lines. (Reproduced from Latham 1981.)


