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SUMMARY

Proton induced thick target X-ray yields have been measured
from the elements Ti, V, Fe, Ni, Cu, 2Zn, Mo, Ag, Cd, In and Sn for
the K shell, and from In, Sn, Nd, Dy, Pt and Au for the L shell
X-rays in the energy region 1 - 3 MeV. K shell ionization cross-
sections and L shell production cross-sections have been derived
from the respective yields. The K shell ionization cross-sections
have been compared with the results of other workers and the
predictions of the Binary Encounter Approximation (BER), Constrained
Binary Encounter Approximation (CBEA), Plane Wave Born Approximation

(PWBA) and PWBA with different modifications.

The Lo, LB, Ly and total L X-ray production cross-sections and
F P
ULG/GLR' ULa/ULB and OLa,/ULy ratios for the elements Au, Pt, Dy and
Nd and the total L X-ray production cross-sections for In and Sn
have been calculated. These have been compared with the results of
other workers and the predictions of PWBA and CBEA. Thin target

measurements have been made to check the ratios obtained from the

thick targets.

Exploratory analysis has been performed and equations useful

to the multielemental thin target analysis have been proposed.
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INTRODUCTION
Studies of inner-shell ionization cross-sections by protons and
other light ions have received considerable attention in the past few

years for the following reasons.

Firstly, such studies help in the understanding of the phenomena
of interactions between the incident charged particle and the inner
shell electrons in the presence of the nuclear coulomb field. The
measured cross-sections may be used to test the assumptions involved
in the different theories. Discrepancies between the predictions of a
given theory and these cross-sections very often prompt modifications
to the theories. The measured data also provide a basis for the

comparison hetween theories.

Secondly, due to the development of high resolution Si(Li) X-ray
detecting systems, proton induced X-ray analysis is being increasingly
employed for simultaneous multielemental analysis requiring very high

sensitivities.

Early experimental works and theoretical developments have been
summarized by Merzbacher and Lewis (MerE58), who formulated the non-
relativistic Plane Wave Born Approximation (PWBA) in great detail.
This theory predicts a universal function which was found to be in

qualitative agreement with the limited experimental data available.

Basbas et.al (BasG73) on the basis of more accurate data from
K shell measurement on low Z elements with protomns and other light iéns,
tested the universal function predicted by non-relativistic PWBA for
guantitative agreement and found that the universal function over-
esimated the cross—-section substantially, particularly at low energies.

They proposed corrections to the non-relativistic PWBA on the following



basis, (1) that the binding energy of the inner shell electron
increases at the time of interaction, (2) that the incident
particle deviates from its straight path in the nuclear coulomb
field. These modifications applied to the PWBA (PWBABC) were found
to remove the discrepancy between the theory and the experimental
data.

Recent measurements (present, KheN75) of proton induced cross-
sections on medium Z elements are however found to suggest that
though the application of either of these correction factors produces
a good empirical fit to the experimental data, the application of both
of the corrections together underestimates the cross-sections.

Garcia et.al (GarJ73) has made an extensive review of the
theoretical and experimental development on inner shell ionization
induced by heavy charged particles. In particular, the Binary
Encounter Approximation (BEA) theory was dealt with in great detail.
Hansen (HanJ73) modified the BEA theory and reformulated it. In the
case of L shell ionizations 2s non-relativistic hydrogenic wave
functions were employed, whereas BEA uses ls non-relativistic wave
functions for the description of L shell ionizations.

It should be noted, however, that the theories discussed so far
are non-relativistic in the sense that the motions of the inner shell
electrons are described by the non-relativistic hydrogenic wave
functions. When the binding energy of the electron exceeds 10 keV
the need for relativistic description of the motion of electron may
arise. The preliminary calculationsof Hansen (HanJ73) and Choi (ChoB71)
show that for medium and heavy elements relativistic correction
increase the cross-sections significantly.

Most of the measurements on the inner shell ionization have been
made for the K shells. Coupled to this, the relatively simpler

structure of the K shell spectrum and simpler wave functions, have made



K shell ionization phenomena more clearly understood than the L shell
ionization . The disagreement between the theories, in the energy
region 1 - 3 MeV are within a factor of 2. Although the uncertainties
quoted in recent measurements are typically less than 10% the disagree-
ment between authors is sometimes as high as 60% which does not allow
discrimination between theories on the basis of all available
experimental data.

On the other hand, the measurements on the L shell ionization
cross—-sections are relatively sparse and limited mainly to high 2
elements. Due to the complexity in the L shell spectrum and the close
spacing of the energies of most of the transitions, the present day
S8i(Li) detector has proved to be inadequate for the study of most of
the important individual transitions. For these reasons most of the
workers have studied total L X-ray cross-sections and other gross-
features, namely, Lo, LB and Ly cross-sections, and finer details of
the subshell ionization cross-sections have been rather obscured.
Recently, authors have used complex mathematical techniques to
separate the semiresolved transitions in L X-ray spectra and derived
subshell ionization cross-sections. These results support the PWBA
and CBEA prediction of the presence of a structure in ULI Cross=—
sections. These subshell cross-sections agree only qualitatively
with PWBA predictions. The experimental data disagrees with the shape
and the extent of the structure predicted by CBEA. In general the
energy dependence of the measured cross-section data does not agree
with the prediction of CBEA. Theoretical developments on L shell
ionization processes include binding energy and coulomb deflection
corrections applied to PWBA (BraW74) and relativistic corrections
applicable to all non-relativistic theories. Clearer understanding of
the L shell phenomena requires more detailed experimental measurements

which demand, among other things, the development of detectors of much



better resolution.

A compilation of K shell icnization cross-sectionshas been
reported by Rutledge and Watson (RutC73). Listsof proton induced
X-ray measurements on K and L shells have been compiled by the present
author and are presented in Appendix 1 and Appendix 2 respectively.

The recent trend in cross-section measurements is to use thin
targets on the basis that they allow more accurate determination of
the cross-sections. These measurements are difficult to perform, and
reguire more sophistication in the instrumentation. The potential for
thick target measurements for the accurate determination of cross-
sections for medium Z elements in the energy region 1 - 3 MeV was
neglected. Thick targets were used in the present measurements
because of the simplicity in the measuring technique and on the
assumption that such measurement would produce cross-section data
comparable to thin target data in terms of accuracy and consistency.
The energy region was chosen due to the importance of cross-section
data in this region for practical analysis.

Johansson et.al (JohT70) were the first people to show the
tremendous potential that proton induced X-ray analysis possess as a
method for multielemental trace analysis.

Comparisons of the analytical capabilities of proton induced
X-ray analysis were made with the other competitive techniques
(a-particle induced X-ray analysis, X-ray fluorescence analysis,
electron microprobe analysis, neutron activation analysis, etc.) by
Duggan et.al (Dugd7l), Folkmann et.al (FolF74a), Cooper et.al (Cood 71) ,
Perry and Brady (PerS73) and other workers.

Limiﬁations imposed by different facets of proton induced X-ray
analysis were studied by Verba et.al (VerJ71) and improvements were
suggested by them. -

R. K. Jolly described a method for preparing uniform thin



target samples from tissues and other biological and pathological
samples. An array of commercially available plastic materials Kapton,
Mylar, Millipore, Nuclepore, Formvar, etc. used as-a backing, are
found to have one or more problems associated with them. Problems
with the backing materials, sample preparation and data analysis are
also discussed with the scores of practical analysis reported (JohT70,
JohT72, ManN74, GorB71, FloR72, WalR74, Valv74, Thod74, BarB74,
DecD75) .

At present the limiting factors in any analysis seem to be the
problems with the backing material in terms of purity, conductivity
and strength of the material, detector resolntion and sample prepara-
tion from non-evaporable material and background associated with the
measurements.

With the growing worldwide concern about pollution and the need for
accurate determination of trace elements in biological, pathological
and other samples, demand for quick and efficient routine analysis is
continually increasing. Due to the availability of a few hundred
small accelerators throughout the world, small on-line computers and
continuous improvement in the detecting system, proton induced X-ray
analysis is proving to be a major analytical technique. In the
present work empirical equations based on experimental data, for the
calculation of cross-sections at 1.0, 1.5, 2.0, 2.5 and 3.0 MeV, for
different elements, have been proposed which may be very useful in
multielemental thin target analysis.

Practical analysis, in the present study, however, was of
exploratory nature. The aim of this analysis was to gain some

first hand experience in the technique.






2.1 ELECTRONIC STRUCTURE OF AN ATOM
An atom consists of a central positive nucleus encircled by a
number of shells populated by negative electrons.

The Schrddinger equation:

v2y + % E-V) ¢=0 2.1.1

describes quantum mechanically the motion of an electron in hydrogen
and hydrogen-like atoms. The solution of equation 2.1.1 in polar
coordinates r, 6 and ¢ yieldsthree quantum numbers n, £ and m known
respectively as total, angular and magnetic quantum numbers. Quantum

mechanical considerationsallow the quantum numbers to assume values:

i = Ay 2, 3 e
e i (i AR il oy ol &
‘.|Il£’ = 0; ilf iz: s s i(n I 1) 2-1.2

These three quantum numbers along with the spin quantum number of the
electrons determine the state of an electron in the atom. The number
of electrons in a shell or subshell can be determined from the Pauli

exclusion principle viz: 'No two electrons can have the same set of

quantum numbers'. Accordingly, the maximum number of electrons in a

subshell is 2(22+1). Adding over all subshells the total number of

electrons in a given shell is:

n-1
T 202841 = 2n Lol
=0
The transition of electrons between different quantum states is

guided jointly by selection rules and the Pauli exclusion principle.

The selection rules for different quantum numbers are:



M. = ‘0, £ 1 2:1.4

and An has no restriction. A schematic diagram of the shells and
subshells of an atom together with possible transitions with their

conventional nomenclature is shown in figure 2.1.1.

2.2 ELECTRON TRANSITIONS AND APPEARANCE OF X-RAYS

When radiation passes through matter there is an appreciable
probability that it will interact with an atomic electron causing its
ejection from the atom. There are three ways by which the vacancy
thus produced can be filled and the ejected electron can dissipate its

energy.

1) Fluorescence : The vacancy may be filled by an electron from
an outer shell with higher energy. A photon may be emitted with an
energy:

hv = Beina1 = Binteial 2.2.1

where E d E are respectively the energies of final and

final 2™ ®initial
initial states of the electron. The X-ray photons thus emitted are
characteristic of the elements and the shells or subshells between

which the transitions take place.

2) Auger effect : The X-ray photon produced in fluorescence
possess sufficient energy to excite an electron from a higher shell of
the same atom. If it does so the photon disappears and the electron

emerges with energy E, given by:

= hv - e
EA v EB 2

where EB is the binding energy of the electron. Clearly no Auger



Figure 2.1.1. Atomic model, showing electron transitions that may follow elec-
tron vacancies. Transitions are labeled with conventional notation
for associated emission lines.



electron can be produced from the K shell. The innermost shell from
which the Auger electrons may be produced is L shell.

From the figure 2.2.1 it is clear that the X-ray photon emitted
from K shell is lost in the process producing an L Auger electron.
Thus two vacancies are left in the L shell which may be filled by
electrons from M or any of the higher shells. The Auger electron thus
produced, if sufficiently energetic, may initiate vacancies in the

higher shells or may dissipate its energy in the atomic lattice.

3) Coster-Kronig transitions : There may be transitions between
the subshells of the same shell due to the difference in their angular
momentum quantum numbers. By the process a vacancy may move to a
higher subshell before the vacancy is filled by intershell transition.
These transitions are known as Coster-Kronig transitions. The net
effect of such a transition is the change in the primary vacancy
distribution in the subshell of a shell of an atom.

The fluorescence yield of an atomic shell or subshell is defined
as the probability that a vacancy in that shell or subshell is filled
in through the radiative transition. The total width I' of an
excited state in an atom with a vacancy is related to the mean life
time T b¥:

Ty S 2,2.3
and if we define the total width as the sum of

= FR (Radiative width) + FA (Auger width or

non-radiative width) + PCK (Coster-Kronig width)

The fluorescence yield

I‘R
t-—4 Sn— -2.4
w T 2



Two L shell vacancies with subseguent

ERRE AUGER
A x‘ fiy__ emission. ELECTRON
P IR
L
K
PHOTO-
INCIDENT ELECTRON
PROTON ~
K I

Figure 2.2.1

Production of Auger Electron.



In the case of vacancies in a set of large numbers of atoms the fluore scerce
yield of a shell is equal to the ratio of the vacancies filled in that
particular shell by the emission of characteristic X-rays to that of
the primary vacancies originally existing in that particular shell.

For the K shell, normally containing two S, electrons, the fluores-

5
cence yield is:
= 2,
wK IK/nK 5
where
IK = Total number of characteristic K X-ray
photons emitted from the sample.
nK = Total number of primary K shell vacancy.

for L shells and higher the definition is not so straightforward for the

following reasons:

(1) These shells consist of subshells in which the electrons have
different angular momentum gquantum numbers. The average fluorescence
yield thus depends on the mode of ionization of these shells because
different ionization methods produce different sets of primary

vacancies.

(2) Due to the Coster-Kronig transitions the primary vacancy distri-

bution is very often changed before they are filled.

Let us define the fluorescence yield of ith subshell of a shell

X (X = Ly M o..) by w:, then
= I
B o e 2.2.6
1 X
n
L

where If is the number of X-rays emitted from that subshell and n* is
1
the number of vacancies that existed there. The average fluorescence

vield, :T:x of the shell X is given by



= 10—

k
) = J N, w, o2l

where Nz is the relative number of primary wvacancies in ith subshell

of the shell X, where

x
o !
X i k
2 2l
Ni ” ) and 5 Nz Ny 2.8
22956 o 18 i=1
X 1
i
k
The summation I extends over all the k subshells of the shell X.
i=1

If we define the total number of vacancies in all the subshells of

the shell X by nx i.e.

k
n = g n 2.2.9
then the average fluorescent yield of the X shell is

mx = Ix/nx i o)

where Ix = Total number of X-ray photons emitted from all the sub-
shells of the shell X.

For this definition of Ex to be valid, the primary vacancy
distribution among the subshells must not alter before all the
vacancies are filled. But the presence of Coster-Kronig transition
violates this definition and makes the situation complex.

Since the average fluorescent yield depends on the primary
vacancy distribution, hence on the mode of ionization, fluorescent
yield is not strictly an intrinsic property of the atom.

Two alternative approaches are taken to incorporate the effect of

Coster-Kronig transition in the definition of ax

(1) Sx may be considered as a linear combination of subshell yields

: i y . ; .th . )
m? with a new vacancy distribution V: in the 1t subshell taking into



account the vacancies shifted to each subshell by Coster-Kronig

transition and is given by

TR A R : 2.9.41

The probability of Coster-Kronig transitions for shifting a
vacancy from the subshell Xi to a higher subshell xj is denoted by
X ; 3 s ;
fij’ hence the quantity vi can be related to Ni of primary

vacancy as

ix
vy = N
o X b 4 X
V’zt ® A ¥ fee By
.4 b .4 b4 X .4 b4 b
= N - -
o 3 T 3Ny + (£)5 + £, £5) N &essts

2) The alternative approach is to express the average fluorescence

yield as

where vf is the total number of characteristic X-rays resulting per

Primary vacancy in the xi subshell. The relations between vi and m:

are dquite involved and are given by Bambynek et. al (BamW72).

However for L subshell

s FI R T W, (fl + f12 f23) w

I 1 2 hediat, 3 3
vII_ w2 + f23 wa
Yrr Y3 5.2.14

And the relation between the average L shell X-ray production ULX
and ionization cross-section UL , and with the subshell ionization

cross-section o__, © and are given by

LI LTI ULIII
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3.1 PASSAGE OF CHARGED PARTICLES THROUGH MATTER

An energetic charged particle passing through matter loses its
energy mainly through its interaction with the atomic electrons.
These interactions produce excitation and ionization. A vacancy in a
shell or subshell of such an ionized atom is filled either by radiative
(X-ray emission) or non-radiative (Auger or Coster-Kronig) decay.

The maximum energy that can be transferred by an ionizing particle

of mass M and energy E to a free electron of mass m is

AmM
(M_‘HE)_zE 2 I

E =
max

for heavy charged particles this reduces to

E & S Foli=2

The energetic electrons thus emitted (delta rays) may produce secondary
ionizations.

If the loss of energy of the incident particle in an encounter is
very small compared with its own energy the process is assumed elastic
and the deviation of the particle from its straight path is considered
negligible. The particle thus carries on losing its energy in
successive encounters until it no longer possesses sufficient energy
for further ionization, and reverts to a neutral atom. The distance
traversed by the particle is known as range. The probability of losing
energy through nuclear reactions and inelastic processes leading to
inner shell ionization is negligible compared to the energy loss by
elastic and near elastic collisions.

An encounter between the projectile and the nucleus may produce &
sudden acceleration to the particle, and the particle may lose energy

giving out bremsstrahlung radiation. Due to the importance of
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bremsstrahlung radiation to the present measurements the process will
be discussed in some detail in the next section.

Another form of radiation loss is through Cerenkov radiation,
which appears from leongitudinal polarization of a transparent medium
when a charged particle moves in it with a velocity higher than the
phase velocity of light in the medium.

on the basis of quantum mechanics Bethe and Bloch derived a
formula for 'specific energy loss' which is the energy loss per unit

distance. The formula in SI unit is given by:

dE elt z% 2mv?2
= = = J - -
ax 4ﬂe§ e sz log oules/m I

where v and Z; are respectively the velocity and atomic number of the
projectile, Z;, I and N respectively are the atomic number, mean
ionization potential and number of atoms/m3 of the target material.
Using the Thomas-Fermi distribution function for electrons in the atom
I can approximately be related to the atomic number through the

following relation

X, == kZ2 where 3.1.4

b
H]

11.5 ev.

The formula 3.1.3 can be extended to take care of the relativistic

velocity of the particle as follows:

2mv?

dE
- E§-= —— NZ2 [log - log {1—82) - BZ:]JOulesfm Foled

v
where B = —
c

¢ being the velocity of light.
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The formula 3.1.3 obviously breaks down when the log term

2
2mv <1
E
or%n;?—- <1 or E < 450 T Al

The log term is also found to be a very slowly varying function of the
incident energy. In non-relativistic cases, for a particular medium,

to a good approximation

%"{. Pl 3.4.9

An empirically modified formula is given by Williamson et al. (WilC67)
and the tabulation of gﬁ- and ranges are reported by Williamson et al.

(Wilcé7), Janni (JanJd66) and Northcliffe et al. (NorL70).

3l BREMSSTRAHLUNG RADIATION PRODUCED BY HEAVY CHARGED PARTICLES

A heavy charged particle can produce .bremsstrahlung while pass-
ing through matter,directly, when accelerated in the coulomb field of
the nucleus or indirectly, by the secondary electrons produced by
ionization.

Experimentally one finds that the bremsstrahlung intensity is
very high at lower energy and decreases rapidly as the energy of the
radiation approaches Emax' the maximum energy the projectile may
transfer to a free electron. The radiations produced at the lower end of
the bremsstrahlung spectrum is mainly the contribution of the secon-
dary electrons whereas their contribution is zero at radiation
energies greater than Emax'

Higher energy bremsstrahlung radiation jis Pproduced when the
projectile experiences large acceleration in a close encounter with

the nucleus. The differential cross-sections for the production of



=

bremsstrahlung photons of energy Er by a projectile (Al,zl,El) on a
target (Az,zz) is given by Alder et.al (AldK56).
2 2
dcf_ Alzl ZZ 1" Zl 22 ]
= S ey e | SR i iti 3.2
aE c W ﬁiA 3 ) higher multipolarities J
z I = 1 2

Z Z : : B
The term(:_i._ _E) arises from the interference between the radiation
Ay Bz

of the projectile and the recoiling nucleus and implies that one can

make the electric dipole bremsstrahlung vanish by a suitable

Al A2
= —-—) projectile target combination . In those cases higher multi-

721 2
polarities become important but they are of much lesser intensity
(FolF74) .

Folkmann et.al (FolF74) calculated the production of bremsstrah-
lung by indirect process in two steps. They used the binary encounter
approximation to calculate the probability that a projectile with
energy El will produce an electron of energy E:Sin the range Eeand
E,+ dE. They also calculated the cross section that an electron with
energy EGWill produce a photon of energy between E and E + of.
Combining them and integrating over all possible energy exchanges
they found that such a cross-section is proporticnal to Ei and
decreases as E;B. Which shows that the probability for the produc-
tion of high energy photon by indirect processes is negligible,
whereas from the equation 3.2.1, we find that the
probability for the direct production of bremsstrahlung radiation
varies as E_l and E;l, making the distribution of higher energy
radiation along the energy spectrum very flat. The graph, Fig.3.2.1 of
ref. (FolF74) illustrates these points.They also found that for all
practical purposes, emission of bremsstrahlung photaus is isotropic.

So in choosing the projectile energy for a heavy charged
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particle induced X-ray analysis one has to take care that the energy,
Ex' of the excited X-ray line is greater than Emax to avoid large

bremsstrahlung background from secondary electrons.

3.3 PRODUCTION OF INNER SHELL IONIZATION BY HEAVY CHARGED PARTICLES
The inelastic collision between the charged particle and the elec-

tron may produce inner-shell ionization of the atom. The threshold energy

Eth in eV for such an ionization is expressed in terms of a dimension-

less parameter ns= 10_3 Madison et.al (MadD74).

mE
where n.= ot

& MZz R
s o

and %;= the effective atomic number of the s
shell and Ra = 13.6 eV.

Basically, three different theoretical approaches have been
developed to describe the inner shell ionization by charged particles,

The Plane Wave Born Approximation describes both the projectile
and the atom quantum mechanically, and the projectile is depicted as a
plane wave.

Whereas in Binary Encounter Approximation a classical collision is
assumed to occur between the projectile and the electron, the rest of
the target atom takes no part in the interaction other than providing
the necessary binding energy, which determines the velocity distribu-
tion of the electrons.

In the semiclassical concept the relative motion of the projectile
target system is described classically whereas the electron is accord-
ed full quantum properties. Most attempts to derive a quantita-
tive criteria for the applicability of such a model for collisionshas
produced limits, that appear to be unnecessarily restrictive, Madison et.al
(MadD74) .

Common to all the theories mentioned here is the éssumption that

the collision producing one or more inner-shell vacancies, takes place
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in a time short compared to the subsequent decay of the excited atom.
The deexcitation may happen through radiative or non-radiative decay.
Experimental observation of any of these transitions enables one to

test these theories.

3.3.1 PLANE WAVE BORN APPROXIMATION

In the Plane Wave Born Approximation the projectile is represented
in its initial and final state by plane waves. The atomic coulomb
field acts as a scattering centre. The scattered projectiles leave
some of their energy with the atom raising it to its final state £
from its initial state i. If an inner shell is ionized in the process,
the final state is described as a vacancy in the inner shell of the
atom plus an electron emitted with finite energy.

The basic assumptions in PWBA are:

(1) The distortions of the projectile wave functions by the
atomic coulomb fielda¥e very small and can be considered as a perturba-
tion, and the perturbation exists only when the projectile is in the
atomic coulomb field.

(2) The perturbation of the atomic orbit between which transition
takes place is neglected and the states of the atomic electrons are
considered to be the states of the electrons of an unperturbed atom.
Non-relativistic hydrogenic wave functions are used for electronic
states and the screening due to other electrons are accounted for only
arbitrarily.

The screening of the nuclear charge by other inner shell electrons
is thought to reduce the nuclear charge from 2, to Z_,_ where for

2 2s
K-shell

25 2K 2
and for L shell
Z

I

o1, Z2 - 4.15 is used.
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(3) The projectile acts as a point charge.

To verify the validity of the first assumption Hansen et al
(HanH66, HanH64) measured the inner shell ionization of medium to
heavy elements by positron and electron impact. If the projectile
wave functions were distorted appreciably contrary to this assumption,
the cross-sections should differ significantly. Their results agreed
within the experimental uncertainties of 10-20% for incident energies
.1 - 1.4 Mev.

All of these assumptions are thought to be wvalid for the produc-
tion of inner shell ionization by protons from elements with Zz>lo.

For any inner shell S the ionization cross-section US has been
derived by Merzbacher and Lewis (MerES58) in their pioneering work on the

quantum mechanical derivation of inner shell ionization by heavy charged

particles, and is given by

o8]

8nz

a 2

N
(8]

w
n

E g2
where 6. = > Setal2
Z2SR0t

is the screening parameter for the sth shell and a, is the Bohr radius.

This formula predicts a scaling law in that the cross-section GS

divided by Zi is the same for all particles incident on a specific
target with the same velocity. The scaling in equation 3.3.1.1. is
expected to be obeyed at low impact velocities, i.e. velocity V; of

the projectile is less than the velocity Vv of the target S shell
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2
electron. The cross-section reaches its maximum when ﬂS/BS =] i.e.

For K shell the walues of the function £ _(n /82 )

when vq & vV
1 2S. 'k Vk

against nK for selected values of GK have been tabulated by

Khandelwal et al (KhaG69).



The same formula 3.3.1.1 has also been used for individual sub-
th . ! 2 -
shells. For i~ subshell in I shell the ionization cross-section can

be written as

2
e fLi(rE' / 82Li> 3.3.1,3
2L L .

The total L shell ionization cross-section is the sum of the subshell

ionization cross-sections and is given by

9 2
3 szl ab
2L L

The L subshell ionization cross-sections are related to the total L

shell production cross-section GLX' through the equation 2.2.16. The

values of fLI and fLII are tabulated by Choi et al. (Cho B73), fLIII

is calculated from fLII for the values of 6oy 771y,
For K shell ionization cross-sections,Basbas et al. (BasG73)

transformed equation 3.3.1.1 to a more convenient form by separating

the target features from the function as

PWBA

- 2
Oy [nx'eK)/(UOK/BK) = f(nK/BK}/nK 3.3.1.5

2

where o = Bﬂa% 3.3.1.6

OK (Z)/Z9x)

K
replacing right hand side of the equation 3.3.1.5 by F(ﬂKfei) and
re-writing as

PWBA ~ 2
Oy (g + 8) /(0 /8,) = Fin /00) 3:3.1.7

they argued that the PWBA cross-section should predict universality.

Replacin 2
p g nK/BK Y

they tabulated the values of F(y) against y. The prediction of univer-
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sality based on equation 3.3.1.7 states, 'All cross-sections should
follow a universal curve if reduced as prescribed in the left hand
side of the equation 3.3.1.7. and plotted versus nKlei.' They tested
this prediction by reducing the measured ionization cross-section
values according to the specification of equation 3.3.1.7 and plotting
them against nK/Bé. They found that the PWBA prediction wasin error
both in magnitude and in universality. They attributed these discre-
pancies to the fact that the PWBA neglects (i) the nuclear coulomb
deflection of the particle and (ii) increased binding of the inner
shell electron at deeper penetration of the projectile.

At low energies nuclear coulomb deflection inhibits the particle
from deeper penetration of the inner shell, thus reducing the probability

of inner-shell ionization. Following the semiclassical treatment of Bang

and Hansteen (BanJ59),Basbas et al (BasG73) derived the relation

PWBA .
between Oy and nuclear deflection corrected ionization cross-section

PWRA
a £ as follows:
K
PWBAC PWBA
UK =9 Elo (ﬂdqo) GK 33l .8
—

2

- > 2y 72 3.3.1.9
where ndqo %ﬂzl (m/M) eK (nK/BK)

and Elo(ﬂdq ) is given by the following approximate relation
o

e-ﬂdqo
Elo{ﬂdqo) B —— 3.3.1.10

9+ﬂdq0
At high velocity of the particle the coulomb deflection effect disappears
E .
and 9 lo{ﬂdqo) L
At low velocitiss,particles which penetrate deep into the K shell
spend longer time in the K-shell orbit compared to the interaction

time of the K-shell electron and the particle. So the electron
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experiences a larger binding energy (ZZK + Zl}2 BK Ru instead of
2 g : L Tl s
ZZK BK Ru' This increase in binding energy decreases the probability

of ionization. This effect is taken into account through the replace-
ment of BK by EBK in the cross-section equation 3.3.1.7 where
L =L

E = 81807 (Zl Z2K BK ) g (VnK / GK} 3.3e1l.21

2
The values of g{#nK / SK) against nK/eK are tabulated by Basbas et.al.
PWBA

(BasG73) . This modification relates GK , with binding energy
. A PWBAB

corrected K-shell ionization UK through the following relation

PWBAB PWBA

O = Op {nK,EBK)—(UOK/eeK) F(nK/(eeKﬁ 3,553 .12
and oi e which includes all the corrections becomes

PWBABC 2

g = 9E10(ﬂdqoe](UOK/EBK) F (nK/{EGK) ) 3.3.1.13

They (BasG73) have shown that these modifications to PWBA removes an
order of magnitude discrepancy between the scaled experimental cross-

sections and the prediction of PWBA theory.

3.3.2 BINARY ENCOUNTER APPROXIMATION
The basic assumptions in the binary encounter description of ion

atom collisions are

(i) that the incident particle interacts with only one target particle
(electron or nucleus) at a time (ii) that the mutual interaction between
the nucleus and an atomic electron may be disregarded during a collision.
The first assumption is justified only if the effective interaction

between the projectile and one of the scattering centres take place in a
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region small compared with the atomic dimension. In this case the
momentum transfer to one of the atomic particles is large compared
with the momentum of the atomic electron. And in éuch a situation the
energy transfer by the particle to the electron is larger than the
binding energy of the electron.

In the calculation of cross-section in binary encounter collision,
a target system is viewed as a system of free static nuclei and free
electrons with the velocity distribution as in the atom. The deriva-
tion of cross-section for collision between two structureless free
charged particles, by both classical and quantum mechanics produces
results identical to the coulomb scattering cross-section in the case of
unlike partiqles. For like particles the difference arises from the
interference between direct and exchange terms. Approximations are
involved when this cross-section is related to those for charged
particle atom collisions.

In Binary Encounter Approximation (BEA) the dominant interaction
leading to a transition is direct exchange of energy between the
incident particle and the atomic electron. The presence of nucleus
modifies the momentum distribution. To calculate the cross-section for
collision between an incident particle with momentum k, with a free
electron of momentum ks one has to sum over all momentum exchange
compatible with an energy exchange AE, which again has to be integrated
over all permitted energy exchanges and finally weighted by the
distribution of electron momenta associated with the bound state.

Since the quantum mechanical cross-section for the collision between
two free charged particles is identical with the classical results, all
the steps in the above description are calculated classically except
the determination of the distribution of initial momenta of the
electron in the bound state. Though quantum mechanically one has to

add the amplitudes rather than the cross-sections, Vriens (VriL69)
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showed that for large momentum transfer only one amplitude is
important for an electron in a particular bound state, and sum of the
squares of the amplitudes become equal to the squafe of the sums.

The ionization cross-section for a heavy charged particle has
been derived by Gerjouy (GerE66), Garcia et.al (GarJ68),(GarJ70a) and
all the derivation and results have been summarized and critically
discussed by Garcia et.al (GarJ73). They have shown that the ioniza-
tion cross-section for any shell -or subshell derived on the basis of
hydrogenic velocity distribution of electrons was found to obey a

scaling law, expressed as o, = E%. f[ﬁ /XES,A] 32k
E
s

where A is the mass of the projectile in electron mass units and ES

i

is the binding energy of the S shell or subshell.

When . A>>1 the separate dependence of A in equation
3.3.2.1 ceases to exist and a plot of Ez cs/zi Vs E/AES should produce
a universal curve for all target elements bombarded by heavy charged
particles. Numerical values of such a universal function against
E/lEs have been tabulated by Garcia et.al (GarJ73).

The main advantage of BEA theory is that it gives a reasonable
estimate of cross-sections for a wide variety of target-projectile
combinationsin a direct and simple way. In this theory no assumption
is needed about the classical orbits of electrons, only knowledge of
the wvelocity distribution of the target electrons is required. No
assumptions are made for the position of target electrons. The BEA
theory gives the most exact description of the close collisions.

The main argument against the BEA theory is that the distant

collisions are not described adequately by them.
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3.3.3 CONSTRAINED BINARY ENCOUNTER APPROXIMATION

Hansen (HanJ73) transformed the BEA description from momentum
space to configuration space. 1In doing so firstly'he formulated in
configuration space a model for the interaction of a bound electron
and a projectile of fixed trajectory with respect to a nucleus.
Secondly he proposed a modification to BEA to account for the discrep-
ancies which arise due to the differences between the real system of
a complex atom and particle and the theoretical system of hydrogenlike
atom and incident particle. This version of BEA, known as CBEA
(Constrained Binary Encounter Approximation), predicts cross-sections
which are lower in general than those of the BEA theory.

Whereas the general BEA predictions for higher shell and sub-
shells are derived on the basis of classical momentum distributions
of 1s state, the similar predictions of CBEA uses the momentum distri-
bution of the individual shells and subshells. He also presented the

tables for the CBEA cross-section calculations.
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4. EXPERIMENTAL ARRANGEMENTS

The instruments used in the present measurement, their relevant
characteristics along with their place in the entire set up will be
discussed in this chapter. The measured performance characteristics
will be reported at the end of this chapter under the heading
'System performance’'.

The experimental arrangement is shown in (Fig.4.1 ) and can be

broadly divided in four parts:

1) Dynamitron; providing the proton beam

2) Target chamber, housing the targets and acting as a Faraday
Cage for charge collection.

3) KeithleyElectrometer and Voltage to Frequency converter for
charge integration.

4) Kevex X-ray Detector System with Hewlett Packard Nuclear
Data Acquisition System and Computer System for the detec-

tion and processing of the X-ray signals.

4.1 DYNAMITRON AT THE JOINT RADIATION CENTRE, BIRMINGHAM.

The Dynamitron at the Joint Radiation Centre, Birmingham, was
used to provide beams of energetic protons.

The Dynamitron is a variable energy high current accelerator.
The DC potential is built up at the high voltage terminal by the
rectification of radiofrequency across 64 rectifiers. A 130 KHz RF
oscillator supplies the power which is fed to two semicircular plates
inside the pressure vessel. The semicircular plates are capacitively
coupled to semicircular rings in the acceleration column. (Fig.4.1.1)
The rectifier tubes separate these rings thus making a chain from the
bottom to the top. The terminal wvoltage can be varied between 1 - 3
MeV.

e + + +
In the positive mode Hy, H2, H

3 ions are produced in a dusolas-
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matron ion source. Thé ion source is placed at an angle to the
acceleration column and ions are bent to the line of the column by
subjecting them to the field of a permanent magnet. The separation
of the component ions is accomplished by using different extraction
voltages prior to the beam entering the field of the permanent magnet.

Beam currents from a few nanoampere to about 2mA can be obtained.

The beam accelerated vertically downward can be used in the
electron gamma room or could be subjected to the field of an H magnet
in the magnet room and be bent at 450 in either of the two directions
leading to 'Aston beam' room or 'Low Scatter lower' room  (Fig.4.1.2).
For our measurements we have used two of these lines in 'Aston beam'
room and 'Low Scatter lower' room. The C magnet in the Aston beam
was degaussed prior to each measurement.

The dynamitron is stabilized through the current drawn down a
series of resistors along the acceleration tube. The total value of
the resistors is lOlOR. Then the current is monitored by a digital
voltmeter across a 50000 resistor. The energy of the beam was read
through the DVM reading.

A ripple of v 3 KeV FWHM was reported (WeaD74) in case of the proton
beam. But the drift in mean energy over an hour was claimed to be

<100eV.

4.2 TARGET CHAMBER

The target chamber was made from a 2" stainless steel 'dependex' T
piece (Fig.4.2.1).A target holder made from a solid cylindrical copper
rod was cut and machined at an angle 45° at one end, appropriate
grooves for the wviton gaskets compatible with 2" dependex vacuum seal
were made at the other end of the rod. A hole of about %" diameter
was drilled through the elliptical cut face of the copper rod along

the line of the beam. The outer flat end of the holder was marked so
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as to facilitate the setting of the elliptical plane perpendicular to
the beam direction. Suitable clamping arrangements were made to hold
the target in the elliptical plane. The holder was introduced
through the end A of the T piece. A thin window was mounted on the
end B of the T piece for the exit of the X-rays produced in the
target. The thin windows were fixed with araldite onto the 2cm
diameter hole on the end plate.

Three tantalum apertures Al, A2, A_ of diameters lmm, 2mm and

3

5mm respectively, were placed along the beam line. Aperture Al

defined the beam profile, while A connected electrically with Al

2
pPrevented partially any scattered protons or secondary electrons
released at Al' from reaching the target. Aperture A3 was connected
electrically to the target and T piece and the whole assembly was
insulated from the main beam line. Thus the T piece along with the
aperture A3 acted as a Faraday Cage collecting the incident beam and
the majority of the backscattered protons and secondary electrons.
(Flg.4.202).

4.3 KEITHLEY ELECTROMETER AND VOLTAGE TO FREQUENCY CONVERTER.

The current from the target was integrated by a Keithley electro-
meter. The electrometer can be switched on to one of the various
ranges lO_IOArlO“BA. Changing the range switch automatically changes
the impedence so as to keep the output voltage corresponding to full
scale deflection constant at 1V.

The output was fed to a voltage to frequency converter which
Produces lOSHz at 1V. The output of the VFC was again fed to a scaler
through a decade dividing circuit. The decade dividing unit divides the
input signal in multiples of 10. The scalerand the divider were
controlled by an automatic start/stop device.

7

% - 107 'a)

For the majority of the measurements low currents (10
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were used so as to make the count rate compatible with the input
requirement of the detection system. The corresponding output
impedances of the electrometer are & lO9 - }_07 2. Comparison of these
impedanceswith that of standard insulating coupling v 109 - lOlO Q
shows that a variable leakage path for the beam current may exist
through the insulating coupling. This was evidenced in the step
changes in the thick target yield curve when ranges were changed.
Such step changes in the nickel thick target yield curve are shown

in (Fig.4.3.1).

To improve the insulation a PTFE T section was inserted in the
insulating coupling. The T section was of ~ 3mm thick and of A 10169
resistance. No such step changes were observed after this modification.
The specified uncertainty in the current measurement at FSD is < 1%.
4.4 THE JIG

A diagram of the jig used for the measurement of the distance
between the target and the detector is shown Fig.4.4.1. Two stands
pass through the holes drilled at the ends of a meter scale and can be
held in the desired place by suitable clamps. Two pointers on their bases
can be slid along the rule. The bases are marked along the central
lines of the pointers. The lengths of the two pointers are such that
when the respective pointers touch the bottom of the detector aperture
and the bottom of the target holder and made horizontal using a
spirit level the detector centre comes in the same horizontal plane as
the beam spot on the target. The bottom of the target holder is
marked along the line of the beam spot. Using these pointers the

distance between the beam spot and the detector can be measured with an

accuracy better than lmm.

4.5 KEVEX 3201 CRYOGENIC SUBSYSTEM

A Kevex 3201 cryogenic subsystem used in the Present measurements
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consists of a lithium drifted silicon detector head assembly, a
cryostat with beryllium window, pulse optical feedback preamplifier
and a liquid nitrogen dewar. The beryllium window of 12.7um thickness
provides the vacuum seal and optical shield. A machined plexiglass
protective cover with an adjustable stainless steel strap protects the
extremely fragile beryllium window.

The crystal is 30.3 sq. mm area and of 3mm thickness. The
crystal is mounted in contact with a surface cooled by the liquid
nitrogen from the dewar. A field effect transistor acting as a first
stage of the preamplifier is placed in contact with the detector
crystal to minimize noise.

Layers of 2008 gold on both sides of the crystal act as electri-
cal contact. A bias of 1000V across them sweeps the charges produced
in the crystal by incident radiation. The vacuum acting as an insula-
tion to the liquid nitrogen in the system, is provided either by a
molecular sieve or by an ion pump to ensure that the vacuum environ-
ment is freé from materials affecting the detector surface state.

The detector was placed outside the target holder window. The jig
was used to measure accurately the distance between the face of the
detector crystal and the beam spot on the target. Specular reflection
of a laser beam fromlthe target was used to fix the position of the
detector.

Lead apertures of appropriate diameters were used to define the
detector area and eliminate the dead layer effect predominant at the
boundary of the crystal.

The manufacturers specification of resolution was v 161 eV at

5.9 KeV at 1000cps.

A photograph of the experimental set up is shown in Fig.4.5.1.
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4.6 KEVEX 4600 DETECTOR BIAS SUPPLY

A Kevex Model 4600 Detector Bias Supply was used to provide
the EHT for the detector. This has a voltage range of O to
-2000 wvolts in 100 volt increments, an impedance of 65 megohms
and ripple and noise <100uV rms. The temperature stability is
<.02%/c° and line stability is <.02%.

A vacuum monitor is incorporated in the cryogenic
subsystem. A heated thermocouple provides an output voltage
proportional to the pressure. If the pressure in the
vacuum system exceeds 20 microns, the output initiates the
sensing circuit to disconnect the high voltage supply from the detec-
tor. Otherwise the corona discharge that may result in the cryostat
at higher pressure will damage the charge sensitive amplifier input FET.
At readings lower than 90% of the full scale on the vacuum monitor

which correspond to about 25 micron, a vacuum light is 1lit.

4.7 KEVEX 2002 PULSED OPTICAL FEEDBACK PREAMPLIFIER

A preamplifier integrates the charges produced in the detector
and presents them as a voltage signal to the amplifier. To obtain
optimum noise suppression and hence better resolution, the first
stage in the form of a FET of the Kevex 2002 preamplifier, used in
the present experiment, is placed close to the detector and cooled
with it.

To keep the operating condition of the FET unaltered, the pulses
must be provided through a by-pass. In aresistor feedback preamplifier
a resistor is connected in parallel with FET to provide a by-pass. But
the resistor itself acts as a noise source and lengthens the shaping
time of the pulses which affects the count rate capability adversely.

In a pulsed optical feedback system of Kevex 2002 the use of a

resistor is eliminated by providing a by-pass in the following way.
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The voltage in the FET is allowed to build up in steps to a certain

level, at which point a level sensor triggers a light emitting diode

(Fig.4.7.1).Light shines on the FET drain gate junction momentarily

and makes it conductive and the capacitance discharges.

A pulsed

optical system like this is a high performer in terms of resolution

and low noise characteristics but loses certain count rate capability.

The Kevex 2002 preamplifier gives an output with negative reset

pulses. The input charge conversion is approximately 4.5 mV per

10 KeV.

The output of the impedance of the preamplifier is 50 ohms.
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4.8 KEVEX 4500P X-RAY AMPLIFIER

In orxder to amplify pulses from a 2002 Kevex pulsedoptical feed-
back preamplifier and process them so as to make them compatible with
the subsequent data analysis and storage system, a 4500P Kevex pulsed
optical feedback type X-ray amplifier was employed.

The Kevex 4500P amplifier provides coarse gain from 1 to 16 in
nmultiples of 2 and the fine gain is a ten turn control from 1 to 2.2.
There is also available a post gain facility of 1,2,4 above base line
setting. The gain and base-line stabilities are +.01/°C and +200uv/°c
respectively. The maximum output is + 1OV direct coupled. The output
pulses are flat topped and of 2uS duration. Input and output
polarity control switches are provided. The pulsed optical dead time
is adjustable from 50uS to 500uS and a busy output provides a busy
signal for pulse duration and optical reset time.

The amplifier uses a long shaping time for efficient noise
suppression. A number of plug in time constant cards provide the free-
dom in choosing the desired pulse shaping time. The total width of the
shaped pulse is 10 times the time constant.

The longer the pulse shaping time the more efficient is the noise
suppression. But longer pulse shaping times increase the proba-
bility that a second pulse may arrive while the first pulse is being
Processed.

Let us define the pulse peaking time as the time taken by a pulse
to attain its maximum amplitude. Let us also divide the pulses in two
halves through their maximum amplitude.

Three types of pile up that may occur, are illustrated in the

Fig.4.8.1.
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(1) leading edge : A second pulse might arrive when the first pulse

is in the first half of its processing time. -

(2) trailing edge : A second pulse may arrive after the first pulse
has crossed its peak amplitude and is in the second half of its

processing time.

(3) Sum pile up : Two pulses may arrive together (in the eye of the

processing system).

Since in pulse height analysis mode, pulses are analysed for
their energy by measuring their pulse height, a change in pulse
amplitude is extremely undesirable, because it signifies the presence
of a pulse with a different energy.

In the leading edge pile up both the pulses lose their original
amplitude and shape, and have to be discarded. In the trailing edge
pile up, though both of the pulses lose their shape, the
amplitude of the first pulse remains unaltered and may be retain-
ed. Only the second pulse has to be rejected. Since the system
cannot identify sum pulses as the sum of the two pulses, additional
information has to be used to deal with these,

The rejection of distorted pulses may be accomplished by the use

of a pulse pile up rejector.

4.9 4590 KEVEX PULSE PILE UP REJECTOR

In order to reject pulses distorted due to leading and trailing
edge pile up and to correct for the dead time, 2nd pulsed optical

heset , a Kevex 4590 PPR is incorporated in the circuit.



- 35 -

As discussed in tﬁe previous section, for optimum use of the
available signals, the first signal in trailing edge pile up, having
unchanged amplitude, has to be retained. While in the leading edge
pile up both pulses are distorted and are rejected.

A fast amplifier with good pulse pair resolution provides the
time discrimination of events for the slower shaping amplifier. The
total width of a shaped pulse is 10t i.e. for 8uS time constant it is
80uS whereas the pulse pair resolution v 1uS. Knowing the total width
of the quasigaussian shaped pulse in the shaping amplifier and
comparing the arrival of successive events, the discriminator sets up
a gate prohibiting passage of both the pulses in case of leading edge
pile up and only the second pulse in the case of trailing edge pile up.

The Kevex PPR incorporates an analog meter for estimating the
dead time. Though the optical pulse resetting time is small compared
with the total dead time, their contributions to it become more
prominent for higher energy pulses. Because of the larger number of
charges/photon, more frequent resetting is required.

A 'Lowes Live Time Corrector', Woldseth (WolR73) incorporated in the
4590 PPR accounts for the dead times due to pulse pile up rejection,
Pulse reset, and multichannel analyser busy time and prolongs the
counting time of the live time clock to compensate for them.
Alternatively, a'busy signal' output which is either busy high +5V or

busy low +0V, can be used for correcting the dead time.

4590 PPR is provided with a time constant switch to match with
the time constant of the amplifier. The preamp input accepts positive
or negative tail pulse or staircase. The Kevex PPR incorporates an

analog meter for estimating the dead time.
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4,10 LIVE TIME MEASURING SYSTEM

For gquantitative measurement the dead time incurred in the preamp-
amp-PPR system has to be accounted for. This dead time, as was
explained earlier, arises from pulsed optical reset time and the
extendible dead time per pulse of the PPR system. To facilitate dead
time correction the PPR provides a +5V busy output signal when the
system is inoperative. Normally this signal is used to gate the live
timer of the multichannel analyser. In the case of the Hewlett-
Packard data acquisition system, no convenient access is available.

In order to measure the dead time the busy signal was used to
gate a 1MHz crystal oscillator employed as a clock. The circuit was
arranged so that when the output of the busy signal was +5V the
oscillator output was inhibited, and when the busy output was zero,
i.e. the system was live, the oscillator output was passed to a scéler
via appropriate dividing circuits.

The logic was achieved by the use of 3 NAND gates incorporated in
a commercial microcircuit SN7400N available from Texas Instruments.
Details of the circuit are shown in Fig.4.10.1. The busy signal was fed
to the first NAND Qate and an inverted output obtained. Using the
second NAND gate this inverted output was used to gate the crystal
oscillator output. The 3rd NAND gate simply inverted the output of
the second NAND gate. The truth table shows that the final output is
zero when the output of the busy signal is +5V and is that of the
crystal oscillator when the busy output is zero. The following truth

table refers to Figure 4.10.1.

Truth Table
A A B A.B. A.B.
(busy) (c.0.)
¥ 0 1 1 0

0] ) X (0] X
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The final output was then fed to a scaler via a number of decade
dividing counters. The three decade counters were connected in series
and a total dividing factor of 10, 100 and 1000 maf be achieved
respectively at the output of 1lst, 2nd and 3rd dividing circuit. A 5V
voltage regulator used the 12V power supply of the NIM bin to supply
power to the microcircuit. The board with the circuit was mounted in
a standard NIM bin. BNC connectors were provided for input and output.
An on-off microswitch with an indicator light was mounted on the
front. A provision was made for a power supply from any 12V source when
the unit was used outside the NIM bin.

A seven decade NE scaler was used to count the output pulses from

this system.

4.11 5406B NUCLEAR DATA ACQUISITION SYSTEM

The 5406B HP Nuclear data acquisition systemis a multiparameter
or multiplex multichannel analyser which uses a digital computer for
processing and control of measured data. Three 5416B 200MHz ADC's can
be used at a time but only one ADC was used in the present measurement.
The system takes commands from a teleprinter.

Any of the o output channels can be chosen in the ADC with
4 £ n g 13. A digital offset in multiples of 2 is available. Upper and
lower level discriminators can be set to select an input window. An ana-
log offset control is adjustable from -1V to +1v. The input is dc
coupledland accepts inputs between +0V to +10V. Either fixed or
variable analysis time on clock time or live time mode can be selected.
The ADC can be operated either on normal, coincidence or anticoincidence
mode .

The ADC is also provided with a multidimensional display with XY

markers to choose individual or groupsof channels. A dual purpose

meter can be used to monitor either the count rate or the dead time.
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An X-Y plotter can be used to record the spectrum.

In pulse height analysis mode amplitudes of the input pulses are
converted in binary codes and sent into the computer which in turn
represents them by channel numbers. Each time the ADC processes a
signal of the same amplitude the memory location of that corres-
ponding channel is incremented by 1. An overflow takes place when the
memory location exceeds 216.

The ADC analysis time in either fixed mode or variable dead time

mode is related to the output range channel as

Output range channel Fixed mode Variable mode
selected timing timing
512 6.5 PS 3.4 + (.005n) s
1024 9.5 ks 3.7 + (.005n) us
2048 16.5 WS 4.3 + (.005n) us
4096 30.5 M8 5.8 + (.005n) us

where n is the channel number at which the pulse is lccated.

The data accumulation is displayed on the screen for study,
manipulation and analysis using available routines. The spectrum can
also be outputed in (1) line printer, (2) paper tape, (3) magnetic
tape (4) X-Y plotter or may be stored in the computer file for further
analysis. A photograph of the data acquisition system is shown in
Fig.4.31.1.

4.12 SYSTEM PERFORMANCE
Important performance characteristics of the different instruments

are discussed in the following subsections:

4.12.1 Energy calibration of the detector system
The following standard x-ray sources were used to calibrate

the detector:
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Source Ko energy KB energy
in keV in keV
1) Mn 5.89 6.49
2) Cu 8.04 8.91
3) Rb 13.37 14.97
4) Mo 17.44 189563
5) Ag 22.10 24.99
6) Ba 32.06 36.55

All the X-ray lines 2) - 6) were provided by a variable X-ray
source, and Mn X-rays were provided by a 33Muc Fess source .

At a fixed count rate, a linear relation between the X-ray
energies and their respective channels was always observed. The cali-
bration was made prior to each measurement.

The peak centroid stability with the count rate was studied using
a Mn X-ray source at 8us time constant. The shift of peak centroid at
20000 cps compared to the peak position at 1000 cps was found to be
N 3% (Fig.4.12.1.1) whereas the manufacturers specification claims this

to be < 1%.

4.12.2 Detector Efficiency
In estimating the detector efficiency the following measures were
taken: (i) Dead layer effects were minimized using collimators,
(ii) Detector window (12.7pm thick Beryllium) was treated separately,
(iii) Gold layer absorption was neglected.
The detector efficiency de for a photon energy E was then calculated
by using the formula

_US (B) Xa

where us{E) = linear absorption coefficient of silicon for photons of

energy E.
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X3 = Detector crystal thickness v .3cm.

A graph of detector efficiency plus the absorption in the window is
shown (Fig.4.12.2.1). The decrease in efficiency at energies above
the flat top is due to the crystal transparency, and the absorption 'in
the window is negligible, whereas that below the top is due entirely

to the absorption in the window.

4.12.3 Detector Collimation

The detector itself sometimes contributes to the background
(GouF71,JakJ70) . This arisec for incomplete charge collection due to
the edge effect near the lateral surface of the sensitive volume. The
dead layers absorbing low energy X-rays extend deeper near the boundary
demanding non linear correction. These two effects were minimized by

introducing collimators of precise apertures.

4.12.4 Pulse pile-up rejection and dead time

The performance of the rejection circuit is shown (Fig.4.12.4.1).
This graph also shows the background, the pile-up continuum can render
to the peaks at higher energy. And the discrete strength of sum peaks
which could add itself to a peak at higher energy producing false
information.

Curve a (Fig.4.12.4.2) shows the variation of the percentages of
pile-up continuum to their parent peak, at different count rate. Use
of pulse pile-up rejector reduces these percentages to a negligible
amount , curve b (Fig.4.12.4.2).

Curve a in (Fig.4.12.4.3) shows the real time throughput whereas
cuarve b shows the dead time corrected output count vs input count rate.
Since the output pulses from the detecting system were separated by
at least 80ps (Bus x 10) and since ADC dead time was much smaller

than this, no correction for ADC dsad time was necessary. The output
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count was corrected using the simple formula,

clock time

ecte t = i i
corrected output = input X =3 o

From the real time throughput curve it is evident that increase in
input count rate after v 17000 cps results in the decrease in corres-
ponding output count rate.

The curve b also shows that even at input count rate as high as

15000 cps our dead time correction procedure is correct within 2%.

4,12.5 Resolution

The resolution of an X-ray detecting system is conventionally
defined as the Full Width at Half Maximdm(FWHM) of MnKa (5.89 KeV)
peak at an input rate of 1000 cps. The FWHM due to 'intrinsic resolu-

tion' or 'statistical spread is

aE = - - -
( )det 2.35 YFeE eV 4.12.5 1.
where F = Fano factor (dimensionless)

€ = eV/electron hole pair

I
]

Energy of the incident photon in eV

The effective resolution of the detector contains the contribution
from the electronic noise, which is considered random and independent
and is added guadratically to the detector resolution. So the total

resolution is

: - 2 2
FWHM /(AE)det + (AE)

. AeX255.2
noise

The working resolution of our detector was found to be v 170 eV.

Using a KeVex pulser the electronic noise width was estimated to be



= e

n 117 eV. Using this value in eqn 4.12.5.2, the detector FWHM was found
to be 123 ev. The corresponding manufacturers specification of noise
width is n 98 eV which makes the total resolution " 153 ev.

The variation of resolution with count rate was studied and
presented in Fig.41251.According to manufacturers specification the
degradation of resolution at 20000 cps should be < 1%, whereas our
measurement shows the increase in FWHM at 20K cps compared to the
FWHM at 1000 cps, is ~v 33%. However, all our measurements were done

N 1000 cps to use optimum resolution.

4.12.5a Microphonics

In certain high resolution X-ray detectors with specific
mounting configurations serious problems can arise due to their sensi-
tivity to microphonics. The detector used in the present study was
found to be very sensitive to microphonics. Fig.4.12.5.2 shows a typical
spectrum of copper X-rays from a variable energy fluorescent X-ray
source. The spectrum was recorded in a noise-free environment and
the FWHM for copper Ko X-rays was measured to be 200 eV.

Serious degradation of resolution (Fig.4.12.5.3)was observed when
the detector was employed to collect copper X-rays induced by protons
generated from a 500 kV Van de Graaf accelerator. The beam room was
noisy due to the presence of running belt and blower.

A series of experiments weredone to pinpoint the part of the
detection system most sensitive to microphonics. In all these experi-
ments noise generated from the running of the belt and blower in the
Van de Graaf assembly was used as a source of microphonics and the
standard copper source provided the X-ray spectrum. A cardboard box
filled with foam acted as a microphonics shield. The following

measurements were made:
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(i) pewar and preamplifier was put inside the box. The resolution

was found to be improved. FWHM was found to be 411 eV (Fig.4.12.5.4).

(ii) Dewar and preamplifier inside the box, with the top of the

detector covered. No significant improvement was noted (Fig.4.12.5.5).

(iii) Dewar, preamplifier and detector head along with the
source inside the box. The improvement in FWHM (v 302 eV) was

significant, Fig.4.12.5.6 and shows the inadequacy of the shielding.

No conclusive inference in terms of finding the most sensitive
part could be drawn from these measurements.

It was found that even the bubbling of the liquid nitrogen when
the dewar is Jjust filled produces significant resolution degradation
(Fig.4,12.5.7) .

A survey of the scanty literature (MugA72, KeVI72) available
suggests that any movements in the input circuit components relative
to the surfaces at different potential may generate noise in the
detector system. The sensitivity of this movement to the production of
microphonics was illustrated by Elad et.al (ElaE65) as follows:

In order to produce a noise signal of amplitude 10eV in silicon
a change of capacitance of only 5 x 10-7pF between FET gate and high
voltage (1lOO0V) is required. The usual stray capacitance between the
FET gate and high voltage is of the order of 1pF and hence a movement
v 10_7cm should contribute sufficiently. Most of the vibration
Problems are at relatively low energy and hence use of a limited
amplifier pass band should filter out much of the microphonics noise.
Consequently, the longer the shaping time constant the more serious
should be the problem of microphonics.

Muggleton (MugA72) suggested that the following precaution be
observed in the fabrication of detector-preamplifier package to improve

the problem of microphonics:
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(i) Connectors between the detector and preamplifier should be of

minimum length.

(ii) All wiring should be securely tied down.

(iii) Proper care should be taken to shield the FET from the high
voltage lead and the internal connections should be such as to avoid

any possibility of earth loops.

Though the use of foam and other materials may reduce the micro-

phonics considerably, it is advisable to avoid noisy environments.
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5.1 PROTON INDUCED K X-RAY THICK TARGET YIELDS

5.1.1 Theoretical

A thick target for an energetic proton, by definition,has a
thickness greater than the range of the incident proton. However, it
should be noted that in the case of proton induced X-ray production
the contribution to the total X-ray yield by those X-rays produced

deep in the target is insignificant for two reasons:

(i) At the present range of proton energies 1-3 MeV, for all
elements studied, the production cross-section is a steeply increasing
function of proton energy. The proton, as it goes deeper, loses its

energy and its X-ray production efficiency decreases sharply.

(ii) The deeper the X-rays are produced within the target the

longer the absorbing path they encounter while emerging from the target.

Consequently, under these conditions even a semi thick target acts
as a thick target in the case of proton induced X-ray production.
More than 90% of the total X-ray yield arises from the target thickness
in which protons lose 30% of their energy. The contribution to the
total thick target yield by the X-rays produced by protons after they
have lost 70% of their energy is negligible.

If n is the number of atoms/cc in the target material, and E
is the energy of the incident proton beam, the theoretical thick target

yield lu(E) in photons/proton is given by

@ dE ot b
I = 28 i A
P{E] n.[ ( i) S(Ei) = photons /proton
E
where ; .
G(Ei} = X-ray Production cross-—-section
S(Ei) = Stopping power of the material
u = Linear absorption coefficient of the target for

its own radiation
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E; dE cosf |
i
x = L L
- S(E) cosBe _
where

Bi and Oe are respectively the angle of incidence of the proton beam

and angle of emergence of the X-rays to the target normal. These

parameters are illustrated in Fig.5.1.1.1. In the present experimental

arrangement where Bi = Be = 45° equation 5.1.1.1 becomes
(i 1 i @B
I, (®) —nf afe,), g ek [—uf = }] @& 55 gk ey
E . R

In the particular case of low energy protons where E<<450 EKr
EK being the binding energy of the K shell, Merzbacher et al (MerE58)
deduced an approximate relation for the inner shell ionization cross-
section, which is directly proportional to E4 and inversely proportional
12

to 22 r

=
>

i.e. g o ——— Sadalad

using the relation 5.1.1.4 and the non-relativistic approximation

2, £4.1.5

E

&8

[+

l'm.i"2

and assuming £&n is a slowly varving function of energy, Dyson
(DysN73) deduced a relation for IH(E) which can be shown to be

Proportional directly to E6 and inversely to Z;B i.e.

5.E01.6



| emitted X-rays to the detector

>
=
]
=
o
m

Proton beam

thick target

Fig. 8:1.1.1

Meaning of the parameters used in the
derivation of thick target formula.



- 47 =

5.1.2 Thick target yield measurements and data analysis

The ¥-rays produced in the target by the incident protons were
detected by the detecting system and were accumulated in the nuclear
data acquisition system for a fixed live time. The accumulated spec-
trum was displayed and the area under Ka and Kg pPeak was estimated
after proper back-ground substraction. The data thus represent the
number of K X-ray photons produced by a certain number of protons,
their charges being measured in microcoulombs by the beam current
integration. A sample thick target spectrum is shown in Fig.5.1.2.1.

Each of our data points were measured several times to check for
consistency and the mean was taken. Reproducibility of the measured
data and any drift in Dynamitron energy during the measurements were
checked by going back in several steps in energy and repeating one or
two data. For energy stability the Dynamitron was also conditioned for
several hours before any experiment. Where discrepancies were observed
the whole set was remeasured and checked. The long term reprocduci-
bility was tested by measuring nickel thick target yieldsafter about a
year in an entirely different set-up. The results were found to be
reproduced satisfactorily. The effect of change in the range switch
was tested and eliminated (section 4.3). All these precautions produced
an entirely consistent set of data.

In order to calculate the experimental thick target yield ¥y from

the experimental data let us define

A = area of the detector exposed to the incident X-rays
N = number of X-rays counted under the peak
Nt = number of X-rays emitted from the target in a solid

angle df) subtended by the detector area
then

c../a i DAl
e
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where
Cair = correction for the absorption in the airpath between
the detector face and the target holder window-.
= exp (air path length x pp of air x air density)
de = correction for absorption in detector window.
= exp (det. window thickness x yuy of det. window
x density)
Cthw = correction for the absorption in target holder
window.
= exp (target holder window thickness x up of
target holder window x density)
Cdt = dead time corrections
de = detector efficiency

Lewis et al (LewC72) have measured the angular distribution of
charged particle induced X-rays at different energies and from
different targets. They found that the emission was isotropic within
2%. On this assumption of isotropy the experimental thick target
yield Yh in photons/proton at a given energy is found by integrating Nt
over the solid angle d2 and dividing by the number of protons. If Q
is the integrated charge in yc, then Np, the number of protons

corresponding to this charge is given by

N, = Q/(1.6 x 10 ) 5.1.2.2
and %J is then given by
Y, = ﬁlgi N /N Phot 7 ton i b el
i T ons/pro byt by el

where

d = distance between the point at which the beam hits

the target and the centre of the detector crystal.
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As discussed earlier (section 4.12.3) the detector area was
defined by placing a lead aperture of precisely known area (area
lB.O??mmz) on top of the detector crystal. The distance d was
chosen to suit individual targets, such that the X-ray yield produced
offered a count rate compatible with the input requirement of the
detector characteristics, at the same time maintaining a reasonable
current on the target. Two target holder windows were used. One made
of 50pum thick aluminium foil and another 50um thick melinex f£ilm.
Melinex is the trade name of polyethyleneteraphthalate having the
formula (C10H804)n. The average density is 1.39gm/cc and the mass
absorption coefficients are tabulated in CRC Handbook of Chemical and
Physical Constants (53rd Edition) .

The live time of the detecting system was measured by feeding the
busy output of the PPR into the live time measuring device (section 4.10)
A clock timer was run together with the live timer and the current
integrating system. A start stop device was used to stop the clock
timer, current integrator and ADC data accumulation when the live timer
stopped at a preset count. Dead time correction dt was made by using

the relation

_ clock time 5.1.2.4
t live time

The live timer was set so that the statistical uncertainty in the

accumulated data was at least better than 1%.

The detector efficiency de was calculated to a good approximation by

the formula

de et e = ds 5.3.2.5

as discussed in section 4.12.2.
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Compilations of Storm and Israel (StoE74) and Miller and
Greening (MilR74) were used for different mass absorption coefficients.
Four to six order polynomials were fitted on different mass absorption
coefficient data and their wvalues at the specific energy were calcu-
lated from the polynomials. For air absorption at energies below the
compilation of Miller and Greening (MilR74), data of Storm and Israel
(StoE74) for nitrogen, oxygen and argon were used along with their
respective percentage weight abundance to calculate the mass absorp-
tion coefficient of air. Where these calculated data overlapped with
the tabulation of Miller and Greening they were found to agree within
1%.

The density of air was calculated using the formula given by

001293 H
d = 71.00367t 76 Piada@sh

where t is the temperature in oc and H is the atmospheric pressure
in em. A 2°C change in temperature produces .7% change in air density
and lcm change in pressure produces 1.4% change in air density and
hence lcm increase in pressure with a 2°C @ecrease in temperature
produces a change of 1.56% in the density. Since this change in
density in some cases produces a change v 5% in the total absorption
correction, temperatures and pressures were menitored in the beam room
at the time of experiment.

The integration of X-ray peaks was achieved using the

following formula:

PEAK Area = 1L (Ci - Yi) BaLla2ad

vhere Ci is the number of counts in the ith channel and Yi is the
estimated background in the same channel, a and b are the specified

starting and ending channel respectively. Yi is calculated from a
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straight line fit Yi = mxi + C on the averaged background counts on
the endpoints. The average is estimated on a specified number of
channels. The programme PEAK that uses this formula is available in

Hewlett Packard data acquisition system.

5.1.3 Error Analysis
The total uncertainty in the measured thick target yields con-

sists of the uncertainty in the estimate of the following parameters:

(1) Absorption corrections, (a) Cair,.corrections due to the
absorption in the air path, (b) Cthw' corrections due to the absorp-
tion in the target holder window, (c) de,_corrcctions duc to the
absorption in detector window, (d) detector efficiency. (2) Source
to detector distance and detector area. (3) Dead time corrections.
(4) Peak integration. (5) Current integration. (6) Statistical

uncertainty.

(1) Absorption corrections, (a) Ca : For the K shell yield measure-

i 3
ment for the X-rays from low atomic numbers the correction factor
due to absorption in the air path was largest. The uncertainty in
the estimate of this correction factor arises due to the uncer-
tainty in the density of air, airpath length and the error in the
mass absorption coefficient values. Assuming an uncertainty of 2mm
in pressure and loc uncertainty in the temperature, produces an
uncertainty in the density measurement n .3%, combining this to the
.5% uncertainty (on the basis of 2mm error in the distance measure-
ment) on the airpath length and 1% uncertainty in the mass absorp-
tion coefficient (1% uncertainty is quoted by Miller and Greening)
the total uncertainty in Py X 2 xd is 1.16%. If this uncertainty
is incorporated in Cair = exp(u,fld) for titanium, the highest wvalue
of uncertainty in S v 3.8%, is obtained. The values of

total air absorption corrections with associated uncertainties are
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given in column 2 of table 5.1.3.1. The same column shows that

for higher atomic numbers the corrections involved are only a few
per cent and the errors in them are negligible.

(b) Cthw : The uncertainty in the absorption corrections for the
target holder window material arises due to the uncertainty in the
thickness, density and pup, the mass absorption coefficient of the
window material. In the case of titanium measurements an aluminium
window was used. Assuming a 2% uncertainty in the foil thickness
and 1% uncertainty in the pm values and incorporating them in Cthw
an uncertainty of 7.3% is estimated for titanium. For the other
measurements a melinex window was used and the absorption correc-
tions are small. Even allowing a 5% uncertainty in the thickness
of melinex, a 5% uncertainty in the gquoted mass absorption
coefficient together with a 2% uncertainty in the density

then the combined uncertainty in umxd is- found to be about

7.4% which produces 2.5% uncertainty in the value of Cthw for

vanadium. The values of cthw along with their percentage
uncertainty is given in column 3 of table 5.1.3.1.

For the higher % elements 2242 total Cthw corrections are <1% and
uncertainties in them are negligible.

(c) de : The maximum correction for the absorption of radiation
in the detector window is v 1.0l and is given in column 4 of the
table 5.1.3.1. The uncertainties are negligible.

(a) de : Detector efficiency de was the largest correction factor
for higher 2 elements (2 242). Assigning an arbitrary uncertainty
of 10% to the specified value of thickness, 3mm for the crystal
and 1% uncertainty in Mo the maximum uncertainty in de in case of

tin K X-rays is estimated to be v 4.6%. They are given in

column 5 along with de in the table 5.1.3.%1.
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(2) Detector area A and the distance between the target and the centre
of detector : Source to detector distance measured with the jig
(section 4.4) is estimated to be accurate within 2mm. This
uncertainty in the distance produces negligible error in the yield
measurement. The error in the detector area is considered

negligible.

All the uncertainties discussed so far are systematic and are
added together to produce the total in column 6 of the table 5.1.3.1.
This systematic uncertainty was then combined to the maximum random
uncertainty of one per cent ~ach on the measurement of dead time
(section 4.12.4), current (section 4.3), peak integration and statis-

tical uncertainty and is given in the last column of table 5.1.3.1.

5.1.4 Results and discussions on measured thick target yields.

The results of proton induced thick target yields in the energy
region 1-3 MeV from the elements Ti, f, Fe, Ni, Cu, Z2n, Mo, Ag, Cd, In
and Sn are shown along with the results of other workers in the
figures 5.1.4.1 to 5.1.4.3. The lack of experimental thick target
yields, in this energy region is clearly demonstrated in these figures.
Where measurements have been reported there is little agreement
between authors. In addition the internal consistency of the reported
measurements 8 often very poor. Whereas the internal consistency of
the present data is very good. This was evidenced when fourth to

sixth order polynomials were fitted to log Y and log E. The differ-

u
ence between the thick target yield calculated from the polynomial and
the experimental data was usually less than 2% and never exceeded 5%
(column 4, Table 5.2.2.1). The numerical thick target yield data are
presented in column 2 and those calculated from the polynomial fit are

given in column 3 in tables 5.2.3.1 to 5.2.3.12,

No thick target yield data was found to be reported in this
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energy region for the elements vanadium, nickel, cadmium and indium
(Fig.5.1.4.1 - Fig.5.1.4.3). A thick target yield for titanium
measured by Ogier (Ogiw64) at 1.5 Mev 1is lower than the

present measurement by v 30% (Fig.5.1.4.1) whereas for iron at the
same energy his measurement agrees with the present work within
experimental error. The values reported by Messelt (MessS58) for iron
up to 1.3 MeV are consistently below present measurements by " 70%
(Big.5.1.4.3).

Measurements reported by Messelt (Mess58) and Ogier (OgiWé4) on
copper are lower than the present work by n 20% whereas a solitary
measurement at 1 MeV by Hansteen and Messelt (HanJ57) is above the
present measurement by v 20% (Fig.5.1.4.2). Reported values of
Messelt (MesS58) and Hansteen and Messelt (HanJ57) on molybdenum agree
reasonably well with the present measurement except one point of
Hansteen et.al at 1 MeV (Fig.5.1.4.2).

The data of Lewis et.al (LewH53) on silver thick target yields
are systematically higher than the present measurement by “v 25% except
the last point at 2.88 MeV which shoots up abnormally, whereas the
corresponding measurements of Messelt (MesS58) are in agreement with
the present work (Fig.5.1.4.3).

A solitary measurement at 1.04 MeV by Messelt (MesS58) exists in
this energy region for tin and is much higher than the present work
(Fig.5.1.4.3).

To check the inter-element consistency the measured thick target
vields of different elements at 1, 2 and 3 MeV are plotted against
their atomic numbers (Fig.5.1.4.4) . The majority of the data points
agree within experimental error with the smooth curves drawn except
for (1) titanium at 1 and 2 MeV, where they are above the curve by
about 30%. (2) vanadium, which is lower by about 40% at 3 MeV, and

(3) silver, which is above the curves at all the three energies by
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about 15-20%. This may indicate the presence of systematic over-
estimation of silver thick target yields.

To test the validity of Z_13 dependence (section 5.1.1) of thick
target yield in the energy region E<<450 EK’ (meaning of << is
assumed to be less at least by a factor of 10) which among the present
measurements is only valid for silver, cadmium, indium and tin at
1 MeV, the log yield for these elements at 1 MeV is plotted against
log Z(Fig.5.1.4.5). The slope obtained from a least square fit on
these points is found to be greater than predicted and is n -16.8.
However, any rigorous conclusion on 3-13 dependence on the basis of
the present measurement might be misleading for (1) the energy and
Z combination just satisfy the condition E<<450 EK and (2) the range
of Z number used here is very small. To make any conclusive remark
one has to make measurements on a wider range of z number within the
restriction E<<450 EK'

To check the reproducibility of the measured thick target yield
data, measurements were repeated on nickel in an almost entirely
different experimental configuration after about a year. The thick

target yields were found to be reproduced within experimental error

(Fig.5.1.4.1).

5.2 K SHELL IONIZATION CROSS-SECTIONS
5.2.1 Derivation of cross-section from thick target yields.
K Shell production cross-sections can be derived from the

formula 5.1.1.1 by the application of Liebnitz rule which gives:

1 [ dIu(E) dx cosai
) = = ' =k F E) — + B 2.0,
o (E) | E® S(E) 3 Rrreragl Ol Y 1
(o] e
where Bi and Be are illustrated in Fig.5.l.1.1, S(E) is the stopping

power of the material and gﬁ- is known as the detour factor. x and
o
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X are respectively measured along the actual beam path in the target
and along the projected path of the beam. The detour factor takes
account of the deviation of the beam from the projected path inside
the target. For a proton beam however the detour factor %% =1 to a
good approximation. -

Implicit in equation 5.2.1.1 are the assumptions,

(1) that the trajectory of the beam inside the target is a straight
line and is along the line of incidence of the beam (ii) stopping
power S(E) is smooth and there exists a unique relation between the
energy of the particle and its distance from the point of incidence.
(iii) X-ray production by back-scattered protons is negligible,

(iv) the total X-ray production by the protons at a certain depth is
that due to protons having the average energy at that point.

In the rigorous sense none of these assumptions hold true. The
deeper the beam penetrates into the target the more the particles deviate
from a straight path due to multiple coulomb scattering thus violating
the first assumption. Spread in particle energy from their mean
energy also increases for the same reason. 1f the energy distribution
of the particle at a certain depth is assumed Gaussian, the X-rays
produced by the particle having energies greater than the mean energy
cannot be assumed equal to those produced by the same number of
particles having energies lower than the mean energy due to the steep
dependence of the production efficiency on enexgy. Thus energy
straggling violates assumption ii, iii and iv together. Moreover, as
the particles deviate from the straight path, X-rays produced are
subjected to different absorption paths while emerging from the
target. However, for protons and other light ions all these assump-
tions hold true to a very good approximation, McKnight et al (McCKR75) .

To derive the X-ray production cross-section from the measured

thick target yield Yu(E) at an energy E, equation 5.2.1.1 is
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rewritten in terms of YU(E} and is given by:

(E) cosBi 1
HiBle* 1 coseo Yu(E{] B Sl

Q
»
W
]
= ) f el
===
%\ =
e
I
=

A fourth to sixth order polynomial was fitted to the log YU(E} and
log E data and the values of fitted thick target yield Y;(E) were
obtained from the polynomials. The internal consistency of the
present data was such that the values of Yﬁ(E} agree within 2% with
the experimental thick target yield Yu(E). The difference never

exceeded 5%. The slope dYu{E) was then calculated from the equation

& av (8) ay’ ()
of the polynomial. Replacing EEE in equation 5.2.1.2. by =

and applying the experimental condition Gi = 80 (section 4.5)

equation 5.2.1.2. is rewritten as:

ay' (E)

i
n LdE

S(E) +y Yu(i:.")-I bod o3

o (E.) =
x 1 ] g=g

from which chais calculated.

The values of gﬁ- were taken from the compilation of Janni
(JanJ66) except in the case of indium where calculations done By O'Connel
(ConB75) were used. %Z—Values used in the cross-section evaluation
are presented in column four of table 5.2.3.1 to table Se2.3 0120

For the values of linear absorption coefficients u, the photon
absorption cross-section tabulations of Storm and Israel (StoE74) were
used. Their cross-section values were converted to mass absorption
coefficients and fourth to sixth order polynomials were fitted to
them. Values of mass absorption coefficients at the required energy

were calculated from the polynomials and were multiplied by the

appropriate density to obtain the linear absorption coefficients u.
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The production cross~section, Ux, calculated from equation
5.2.1.3 is divided by the appropriate fluorescent yield wK to obtain
the ionization cross-section UI. The values of the fluorescent
yields are taken from the fitted values of Bambynek et. al. (BamW72),

The values of p,w_ and EK for different elements are presented at the

K
top of the table 5.2.3.1 - table 5.2.3.12. A sample computer output
for the calculation of ionization cross-section is given in table
Se2 Ll

The first column of this table gives the proton energy E. The
experimental yield Y(u) and the fitted yield Y (u)F are presented in
column 2 and 3 respectively. The percentage difference, % DIFF,
between the experimental and fitted yields are given in column 4,
Slope of the excitation function d¥(u)F/dE, and dE/éx are tabulated
in colums 5 and 6 respectively. Columns 7 and 8 SIGMA(P), represent
the production cross-section and SIGMA(I) the ionization cross-section.

Yl

THe vatie of —b . S{8) and WY the two additive terms in equation
dE

5.2.1.3 are given in the final column. These ratios have been
calculated to facilitate assignment of weights on errors in the two
terms of the equation 5.2.1.3 for the calculation of uncertainty in

the derived cross-sections.

5.2.2 Discussion of different parameters and error analysis:

The cross section equation 5.2.1.3 contains the following

dy*r ge
parameters, n,__H¥, , M and Y . The number of scattering centres per
dE  ax 3
unit volume, n, is calculated from the formula
N P
n= 2 where
A
No = Avogadros number
p = density of the material and
A = atomic number of the target
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No appreciable error is expected in the evaluation of the value of n.

ay'
U

To check the values of calculated from the polynomials,

the following procedures were adopted.

i) The slopes were calculated from the experimental data by different
persons using graphical methods. The results agreed within 4% and
scattered around the smooth curve formed by the slopes obtained from

the polynomial.

ii) Numerical values of Y& at an energy step of 10 KeV were calcu-
lated from the polynomial and the slopes were calculated at experimental
energy E, using values at eneries E - .0l MeV and E + .0l MeV. These
values were found to be indistinguishable from those calculated from the

differentiation of the polynomial.

Though most authors reporting cross—-sections derived from the

thick target yield assign uncertainty usually between 10 - 20% to the

ay
values of EEH? an uncertainty < 4% is assigned to the values of

g;ﬁ_ in the present work. This has been possible due to very good
internal consistency of the present thick target yield values (column
4 of the table 5.2.1.1).

The values of %% are taken from Janni's table because for

almost all elements Janni's values lie between two other major tabula-
tions reported, namely Northcliffe and Schilling (NorL70), and
Williamsons (WilCc67). The deviations of Northcliffe and Schilling and
Williamsons %%— values from Janni's is maximum at 1 MeV for all
elements studied. The worst deviation at 1 MeV for the elements
studied, was forSn and is 8.2%, whereas the deviation: at 3 MeV is

< 3%. The deviations in percentage of the gﬁ- values of Northcliffe
and Schilling and Williamsons from those of Janni for silver are shown
in Fig.5.2.2.1. The uncertainties assigned to the values of = are

dx

: e dE . -
the maximum deviations of = of other tabulations from Janni's.
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The uncertainty in y, (StoE74) is < 3% for all elements except
for titanium and vanadium. An uncertainty of 5% is assigned to the
values of yp, for these two elements. The uncertainty in Y, are
those assigned to different elements in the table ool 3ll.,

The relative contribution to the total uncertainty in the produc-

tion cross section values from the uncertainties in the values of

ay'
,_E. s and Yy, depends on the ratio R defined as
dr dx
dx; dE
= S——— e 4 5.2;2-1
R = " ax pYu

The gquantitative and qualitative nature of R in two regions of atomic
number are completely different, as can be seen from Fig.5.2.2.2. For
high 2 materials in the energy region studied, the values of u decreases

rapidly with increasing Z and hence the contribution to the values of

dy' db
production cross section comes almost entirely from EEE. el And
dYU dE " '
hence any uncertainty in = - —— will almost singularly constitute

the uncertainty in the production cross-section.

On the other hand, for low Z elements the first term dominates
around 1 MeV, the two terms are comparable about 2 MeV and the second
term dominates in 3 MeV region.

In order to calculate the uncertainty in the cross section values,

Yu is assumed to be a product of two terms
Y = c¥ BeZeZeda

where ¢ contains all the multiplicative factors e.g. absorption
corrections, detector area and distance and contain only the systematic
errors, whereas Y represents the excitation function and contains all
the random errors in Yu, e.g. statistics, beam measurements, dead

time corrections and uncertainty in peak integration,
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The equation 5.2.1.3 in terms of equation 5.2.2.2 becomes

c dY dEe
e . 502,25
Ux( ) n [dE dx BX ] 223
ay dy’
The errors in 3 are assumed to be the random errors in __H

and those in Y are the random errors in Yu. If we write

T = g%-g%' and Ty, = pY the percentage error AT; in T; is found by

combining 4% assigned uncertainty in g%— with the percentage

uncertainty in giu Similarly, uncertainty AT, in T, expressed in

percentage is obtained by combining percentage uncertainty in W with

that of Y. The total percentage uncertainty AT in T1 i T2 is

obtained by multiplying AT; and AT, with proper weights and com-

bining them quadratically as follows:

AT = Y (wy ﬂTl)z +  (wy ﬂTz)z
where
4 R Loteay
i SR s s R R

AT is again added quadratically with the systematic uncertainty in
Yu (i.e. uncertainty in c) to get the total uncertainty in production
cross—-section.

On the basis of the above discussion table 5.2.2.1 is prepared.
The uncertainties for production cross-sections are calculated at 1, 2
and 3 MeV and are presented in this table. For the sake of brevity
different steps in the calculation are shown only for 1 MeV. The
uncertainty in mK (presented in column 3 of table 5.2.2.1) has been
combined with the uncertainty in the production cross-section to
estimate the uncertainty in the calculated ionization cross-section

and are also presented.
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5.2.3 Results and Diséussions

The K shell ionization cross-section data obtained in the
present measurements in the proton energy range 1-3 MeV for the
elements Ti, V, Fe, Ni, Cu, 2n, Mo, Ag, Cd, In and Sn are presented

thosm o4

along withiother workers in figures 5.2.3.1 - 5.2.3.10. Also
presented in the same figures are the curves predicted by PWBA, PWBABC
and BEA theories (Chapter III). In the case of vanadium and nickel
the results are presented together, figure 5.2.3.3.

A brief summary of the comparisons between the prediction of
various theories are given below. For titanium and vanadium BEA curve
lies between PWBA and PWBABC at low energy and crossés over PWBA at
v 2.2 MeV and v 2.4 MeV respectively (figure 5.2.3.1 and figure
5.2.3.3). For the elements Fe, Ni, Cu and Zn (figures 5.2.3.2 -
5.2.3.5) BEA lies between PWBA and PWBABC in the present proton energy
range. For Mo, Ag, Cd, In and Sn BEA and PWBABC curves are very close,
the energy of the cross-over points between them being different for
each element (figures 5.2.3.6 - 5.2.3.10). PWBABC values are in all
these cases lower than those of PWBA.

The maximum differences between the theories have peen calculated
at 1, 2 and 3 MeV for the elements studied. At 1 MeV these differences,
as predicted, are found to be an increasing function of the atomic
number ranging from 52% for titanium to 110% for tin. At 2 MeV the
corresponding values are respectively v 30% and v 50%. At 3 MeV the
situation is more complex due to the cross—over of PWBA by BEA
(Eigure 5.2.3.1 'and 5.2:3.3).

It should be noted that the PWBA cross-sections presented here are
derived from the universal function of Basbas et.al (BasG73). Though
the universal function was derived from aluminium values, cross-section
for the other elements derived from this function agree within few per

cent with the more exact calculation of Khandelwal et.al. (KhaG&9).



e

The numerical values of the experimental thick target yields,
fitted yields, -g% and the experimental ionization cross-section of
different elements are presented in tables 5.2.3.1 - 5.2.3.11. The
ionization cross-sections predicted by various theories are also

tabulated. The tables also contain self absorption coefficients, u,

and a reference to the e values used in the

fluorescent yields, mk. e

derivation of ionization cross-sections.

Most of the cross-section data of other workers, presented in the
figures for comparison with our data, are obtained from thin target
measurements. In some cases authors have derived ionization cross-—
sections using fluorescent yield values different from those used in
the present work. To facilitate comparison these ionization cross-
sections were recalculated using the fluorescent yield values employed
in the present measurement. Where agreement is claimed within the
experimental errors, it should be noted that the experimental errors
do not contain uncertainty in the fluorescent yield values.

For titanium below 2 MeV the present data are systematically
higher than BEA by ~ 15%. At 2.2 MeV BEA crosses PWBA and the present
data follow PWBA above 2.2 MeV and are higher than PWBA by v 12%.

The present data agree within the experimental error with the thin
target measurements of Aksselsson et.al (AksR74) and Bissinger et.al
(BisG70) and is systematically lower than the similar measurements of
Bodart et.al (BodF75) by v 15% and McCoy et.al (McCJ73) by v 12%. The
thin target measurements of Bearse et.al (BeaR73) and Ogier's (OgiWé4)
thick target measurement at 1.5 MeV are systematically lower than the
present measurement by Vv 30% (Fig.5.7:3.1).

For iron the present ionization cross-section values lie between
BEA and PWBABC at lower energy and falls back to PWBABC at higher
energy (Fig.5.2.3.2). The thin target measurements of Bearse et.al

(BeaR73) are consistently lower than the present work by v 30%. The
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thick target measurements of Messelt (MesS58) and Ogier (OgiwWé4) are
also lower than the present measurement by v 30% and v 10% respectively
whereas the thin target measurements of Akselsson et.al (AksR74) and
McCoy et.al (McCJ73) are higher by ~ 13%. Similar thin target measure-
ments of Liebert et.al (LieR73) agree at 2.5 MeV but are ™ 18% higher
at 3 MeV. 'Similar measurements of Lear et.al (LeaR73) from 1 MeV to
2 MeV are above ours by v 1 - 15%.

For vanadium the present values follow PWBABC and are consistently
" higher than PWBABC by v 10%. A solitary thin target measurement of

Bearse et.al (BeaR73) at 2.5 MeV is below the present work by V9% whereas

similar measurements by Bodart et.al (BodF75) are higher by % 10-20%
(Pig.5.2.3.3) .

For nickel, the thin target measurements of Aksselsson et.al
(AksR74) agree with the present work within experimental error whereas
those of Bodart et.al (BodF75) and McCoy et.al (McCJ73) are systema-
tically higher than the present work by v 22% and 36% respectively.

One data point of McCoy et.al, however, is abnormally lower than his
other points by * 30% and coincides with the present results. The
thin target data of Liebert et.al compares well with the present data
whereas those of Bearse et.al (BeaR73) spread over the entire energy
region are below the present measurement by ~ 15 - 25%,

For copper the present cross-section data lie between the prediction
of BEA and PWBA except the 3 higher energy points which curl over to the
PWBABC curve (Fig.5.2.3.4). Thin target measurements of Aksselsson
et.al (AksR74) and Liebert et.al (LieR73) agree within experimental
uncertainty. Those of Lear et.al (LeaR73) and the thick target
measurements of Messelt (MesS58) and Ogier (OgiWe4) agree within
10-20%. The thin target data of Bodart et.al (BodF75) are consistently
above the present work and those of Bearse et.al (BeaR73)

are below the present measurement by v 17% and 15-40% respectively.
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Figure 5.2.3.4

Ionization cross-section
for copper.
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For zinc the present data lie between BEA and PWBA. The thin
target measurementsof Lear et.al (LeaR73) agrees well with the present
work upto 1.4 MeV and deviates gradually to © 20% at 2 MeV, whereas
Liebert et.al's measurement at 3 MeV coincides with ours but disagrees
at 2.5 MeV by ~ 178, (Fig.5.2.3.5).

For molybdenum the present data lie between the theories. The
present data agrees well with the thin target data reported by Criswell
et.al (CriT74). Similar data of Liebert et.al at 3 MeV coincides with
the present measurement but disagrees at 2.5 MeV by v 23%. The present
data is higher than the thick target data of Hansteen and Messelt
(HanJ57) by ~ 25% and lower than the corresponding data of Mes;elt
(MesS58) almost by the same amount (Fig.5.2.3.6).

Silver cross-section data in the present measurement again fall
between theories except in the energy region 1.8 MeV to 2.6 MeV where
the data coincides with the PWBA curve. There is excellent agreement
between the present data and thin target data of Bearse et.al (Bear73)
over the entire energy region studied and those of Aksselsson et.al
(AksrR74) and Bissinger et.al, (BisG70) whereas present data lie
above the measurements of Khelil et.al  (KheN75) and Liebert et.al.
(LieR73) by ~ 20 - 30%, and ~ 15 - 40% respectively. The thick target
measurement of Tewis et.al (LewH53) in the energy region 1.7 MeV -
2.88 MeV is above the present work and others, and increases
abnormally at higher energies, whereas those of Messelt (MesS58) at
1.04 and 1.2 MeV are above the present measurement by Vv 40%,
{¥ig.5.2.3.7).

For cadmium all the cross—-section data of the present measurements
lie between the theories. The agreement with the thin target data of
Khelil et.al (KheN75) is very good at 1 - 1.6 MeV, the deviation
between the two sets increases and reaches its maximum 15% at 2 MeV,

whereas similar measurement of Liebert et.al at 2.5 and 3 MeV agrees
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