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. SUIHARY .

Second breakdown in transistors is described in terms of
thermal, magnetic and ionisation prooesses; The effect of charge-
qarrier ooncent;ation upon_thq effective values of bgse width and
collection area, together with the eranﬁgpce of breakdown upon
these values, is discussed for epitaxial-collector transistors.

Expressions are derived for :-

1. the critical collector current required to cause second
breakdown for given values of supply voltage and ambient
temperature;

2. ‘temperature gradient at the instant of breakdowm;

3. -delay time;

4, temperature and charge-carrier distribution in the breakdown
condition,

Attempts are made to substantiate the theorétical analysis by'
comparing calculated and experimental relations between :

1, critical current.and ambient temperature for forward base-
‘terminal current and open base operation;

2, temperature distribution in the breakdown condition;

3. delay time as a function of the energy input to cause second
breakdowvm;j

4. delay_time as a function of ambient temperature for given
values of coliector current and supply voltage.

The theory presented here deals specifically with epitaxial-
collector transistors., The major portion of the analysis is,
however, applicable to most semiconductor junction devices which are

susceptible {0 second breakdown.
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oliminated from semiconductor devices., A detailed knowledge of the
factors causing breakdowm is needed, however, to enable the
operating range to be clearly predicted and extended to the limits

of design capability.

g % Characteristics of Second Breakdown in Transistors.

Second breakdown in transistors is characterised by an abrupt
change in the terminal operating conditions, from a high voltage low
current mode, to a low voltage high current mode. Breakdown occurs
at a finite time after the application of a suitably large pulse of
power and can occur for all conditions of base-=bias., The time taken
to establish a breakdown is dependent upon the transistor base-~bias
mode and the magnitude of the power pulse and is referred to as the
"delay time"” (Refs. 6,7). In general the transfer from high to low
voltage occurs as a single step but multiple breakdown levels and
oscillatory conditions have been observed, see Fig. 1.1 (Refs. 7,8,
9,10). Only the final breakdown is thought to exhibit the sign

reversal of the VCE - I. relationship, considered by Schafft and

b
French (Ref. 9) to be an essential characteristic of second
breakdowmn.

The negative resistance region of the Io - VGE characteristic
encountered in breakdown decreases in value as the current rises,
At very high current levels internal resistive potential differences
mask this effect,

Typical collector-emitter voltages during second breakdown are
of the order of ten volts, High values of voltage associated with
a breakdown whiéh appears 1o have the second breakdown form, are

usually associated with devices and operating conditions at which

multiple levles will exist.
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Both the delay time and the energy required to cause breakdovm
can be considered as measures of the device resistance to second
breakdovm. The delay time has been shown to be dependent upon
temperature, collector current, collector voltage, base-bias
current and device sitructure. Delay times have been reported for
various modes of Operatiog ranging from a few nano-seconds to
‘hundreds of milli-seconds. Attempts have been made to link the
delay time to the applied power and the energy required to cause
breakdown, but with limited success (Refs., 11,12).

Several characteristic changes in the terminal electrical
charactoeristics have been rqporte@ as indications of the imminence
of second breakdown (Refs, 13,14)., These include oscillations,
or vﬁltage dips, appearing at the base and a change in the voltage
level oﬁ the current decay portion of the switching cycle using an

inductive load.



2., DEVELOPIMENT OF SECOND BREAKDOUN THEORILS.

Second breakdown was first reported for transistors operating
under conditions of reverse base-bias (Ref.1). The operating mode
vas taken_to be of primary significance in the initiation of
breakdovmn. It was suggested that the reverse base current
generated a potential gradient along the emitter-base junction
causing a local concentration of the current injected from the
emitter into the base region. This was considered to lead to
regenerative action culminating in breakdown for high current
levels, Subsequent investigation revealed that second breakdown
occurred in devices operating under conditions of forward and zero
base~bias (Ref, 2)., Processes other than resistive potential
effects.were therefore important in the formation of breakdown.

At this time an investigation of point-contact and junction
diodes revealed a form of breakdown having characteristics which
were very similar to those found in transistor second breakdowm.,
English (Refs. 3,4) considered both types of device to exhibit
second breakdown and described the formation of molten channels in
junction devices, The extension of these molten regions between
two areas of high conductivity was proposed as a means of reducing
the terminal voltage of the devices., Similar effects were later
observed in n' —n —-n' and p - n - p — n structures (Ref, 5) and
in 1.0.S. devices (Ref. 6). BEnglish calculated the temperature and
voltage profiles in the diodes during breakdovn as a function of
distance from a spherical molten zone (Refs. 4,7). The breakdown
characteristics appeared to be independent of current and English

suggested changes in the size and boundary conditions of the molten



zone as a means of accommodating the observed breakdowm charact-
eristics. The primary component of the constricted current was
assumed to be the reverse current of the collector base junction.

A more complex analysis using elliptical melt co-ordinates
suggested that the meso-plasma, or melt, was unstable until it
formed a ohannel ?etw§an two regions of high glactrioal
conductivity (Ref. 8). The formation of narrow channels was
considered to produce negligible changes in the electrical charact—
eristics of the device. Calculations of the maximum channel
dimensions permissible without any observable external effect
showed a qonsiderablg disagreement with experimental observations,
It was found that channel widths calculated for a specific operating
condition were too great to be ignored although no external
electrical change was observed, The formation of a molten channel
could, however, be applicable to operation with a very high current
pulse which.can initiate a breakdown culminating in total device
destruction.

Scarlett et al., (Ref. 9) suggested that thermally generated
base current maintained the emitter current at reduced collector
voltages. The current constriction, or pinch, associated with
gecond breakdovm produced high local power dissipation. The
raesultant local temperature rise caused a reduction in the voltage
needed to produce the thermal base current, Such a theory fails %o
explain the initiation of a significant current constriction and is
in conflict with the observed increase in breakdown vqltage with
the application of forward base current. (See Fig. 2.,1).

Thermal processes were considered to play an important part in

the formation of a current constriction. The search for temperature
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devendent current and voltage relationships capable of developing a
rogenerative action led to the theory of lateral thermal

instability. (Refs. 9,10).

2.1 Lateral Thermal Instability.

Transistors ucre considered to be operating with a constant
total emitter current and constant emitter base-voltage. Avalanche
effects wore assumed to be negligible, collector voltages being
restricted to values below the zero base-bias avalanche breakdown
voltage, The current distribution before the onset of breakdowm
vas assumed to be uniform over the whole of the emitter arca.

The theory of lateral thermal instability was the first attempt
to explain second breakdown for transistors operating in the
forwvard and zero base~bias modes. It was proposed that breakdown
resulted from an increase in emitter injection linked with a
localised temperature perturbation. Operating conditions promoting
this type of action are large power dissipation and poor thermal
coupling to the heat sink and betwceh different regions of the
emitter, Resistive potential differences occurring in the emitter,
base and collector regions act as stabilising influences by
improving the uniformi%y of current distribution., Resistive
stabilisation should produce a greater resistance to breakdown when
operation is at low voltage and high curront for a given power
level.

The thermal instability theory was developed using linear
approximations to the temperature relationships involved. These
approximations limit the thecory to the prediction of a critical

condition for the onset of current constriction, which is



_ independent of any external stabilising circuits. It is not
possible to relate the formation of the constriction to a delay
time by this theory. This is a serious deficiency if the transistor
is to be used to its fullest potential,

Lateral thermal instability results from a local temperature
disturbance which is sufficiently large to generate enough local
current to cause a further rise in temperature., Ford (Ref. 11) and
later Helchior and Strutt (Ref. 12) suggested that a "triggering
temperature” existed for a given operating condition, below uhich
no breakdowm could occur, This was related to the intrinsic
temperature of the high resistivity side of the junction. At this
temperature a low impedence path is formed across the physical
junction, the junction becoming nqn—existent locally, and the
voliage across the junction falls., It was assumed that the
effective thermal resistances and capacitances of the device
romained constant. The junction temperature at breakdoun was
calculated using these assumptions and information obtained from
measurecnents of the power dissipation required to maintain a
‘constant delay tine for varying ambient temperature conditions.

. The results obtained are in fair agreement with the intrinsic
temperatures involved.

A consideration of constant power dissipation in cylindrical
device geometries led to an expression for the junction temperature

of the form (Ref. 8),



where C = constant
A e area over vhich power is dissipated
P = pover

T = ambicnt temperature

The time period was limited by the assumption of a constant
temperature at the semiconductor-heatsink interface. The inclusion
of a temperature dependent term in the‘power dissipation resulted
in an unlimited rise in junction temperature‘in a finite time, The
time for the temperature to approach infinity was taken as the
delay time, t, . It was found that the product P\/%' vas
constant for a given ambient temperature.

With short delay times it has been reported that the product
Ptd is constant. This indicates an expression for the junction
tomperature of the form (Ref. 13)

T = CP ¢t + TA
An expression of this form may result from considering the
temoerature rise to be confined to the depletion region. Thermal
runavay mechanisms have been associated with delay times as short
as 100 ns,, (Ref, 11).

ﬁefinements in the theory are required since the large change
in operating conditions encountered during the initiation of
breakdowm meke the simplifying assumptions of constant thermal
registance and capacitance inaccurate. Dxpressions are also
required for the temperature dependence of the power dissipation and
the effective active area of the device,

Reich and Hakim (Refs. 14,15,16) have proposed a simple

relationship between a variable thermal resistance factor and
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second breakdovm conditions, Two conclusions formed from the
investigation of "hot spot" thermal resistance under pulse
conditions are :

(1) The threshold voltage for the formation of hot spots is

related to the device avalanche voltage.

(ii) 'Therc appears to be a large variation in the hot spot

thermal impedence above this threshold voltage.

Two basic forms of second breakdowm werec proposed following
these princinles. A current controlled mode associated with the
reduction of current gain as the current density rises. A voltage
controlled mode related to the operation at voltages in the region

of avalanche breakdown produces breakdown for high voltage

operation.

D2 Iilectrical Phenomena and Sccond Breakdowm.

Thermal processes have generally been considered inadequate in
describing second breakdovm with short delay times ( <:1)us). One
of the earliest attempts to account for rapid breakdown was by
means of p - n ~ p - n action (Ref. 17) which formed a positive
feedback pair within the device.

The effect of a large concentration of free charge carriers
has been considered both as an initiating mechanism for breakdown
and as a stabilising influence (Refs. 18,19). Avalanche breakdown
and the formatiqn of the associated micro-plasma have also been
considered as initiating processes for sccond breakdown (Refs, 20,
21,

Egawva (Ref. 18) calculated the electric field in reverse

biased p — V¥ - n diodes and showed regions of positive and

- 1] =



negative current dependence. A free charge density less than the
impurity concentration gave rise to a positive resistance region,
Greater free-charge concentrations than impurity concentrations
resulted iﬁ a negative resistance. The negative resistance
condition would be expected to lead to second breakdovn, since a
local perturbation would cause a current constriction, Experi-
mental evidence gave breakdown current densitics a factor of ten
lover than the calculated values, This was attributed largely to-
non-uniform current distribution. Once the critical current density
has becen reached breakdown will occur with very short delay times,
determined largely by the transport properties within the device
regions, The delay times reported by Lgawa were generally greater
than %Fs. which is considered too great for electrical effects to
be the only mechanism oontroliing breakdovm,

Josephs (Ref. 19) considered the decrease in collector voltage
induced by free charge-carriers in transistors having abrupt
collector-base junctions and with a higher impurity concentration in
the base than in the collector, A local collector—base VOltgge
decrease could result in a current constiction to this site
resulting in a further voltage reduction. Second breakdown would
result with a very short delay time, the collector-emitter voltage
being determined by the collector current. In transistors having a
greater impurity concentration in the collector an increase in

"collector voltage is predicted for increasing current density.
This can act as a stabilising mechanism until the free-charge
density is greater than the collector impurity density.

llodulation of the base denletion region by large current pulses
has been proposed as a breakdown mechanism in epitaxial transistors

(Ref. 19). The depletion region can expand until it reaches the
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lou-resistivity collector contact, or the semiconductor substrate
layer. The change in junction conditions initiates sccond breakdowm
by requiring a 1oﬁer junction voltage to maintain a given current
level., All orocesses considered by Josephs were restricted to
conditions of low avalanche rultiplication and the current gain at
the constriction site was assumed to be constant throughout the
transition into breakdowm,

Following the theory of base width modulation at high current
densities, proposed by Kirk (Ref. 22), breakdown was thought to
occur uhen.the effective base region penetrated to the substrate
layer (Ref. 23). Triple-diffused epitaxial collector transistors
operating at moderate collector current levels exhibited an oscill-
atory form of breakdown., Devices uith narrow collector regions had
a2 collector-emitter voltage characteristic which switched between a
voltage in excess of the open-base breakdown voltage and
approximately half that value., The oscillations ﬁero thought to be
initiated by the collector Space—charge region extending to the
collector—-substrate junction., Under these conditions the electiric
field in the space-charge region can produce significant avalanche
multiplication at relatively low current levels, ' The transverse
flow of avalanche current in the base region acts to create a high
current density. This does not, however, lead to second breakdowm,
as proposed by Josephs, but to the collapse of the collector
voltage to the base-substrate breakdowm voltage. The lower voltage
is' maintained until the cha.rge- stored in the collector=base space-
charge region is removed, The collector voltage tﬁan rises at a
rate determined by the collector-base capacitance.

Roman (Ref. 24) also considered the effect of base-width

.



modulation which was considered to produce a negative resistance
region in the collector junction, The charge stored in the
collector space-charge region discharges through the localised
negative impedence area. The radial electric field created develops
a high concentration of energy dissip;tion at this site and
initiates a thermal breakdoun process, The thermal breakdown was
considered to be dependent upon a critical temperature in the
current density temperature relationship., Above this temperature
the device enters a positive feedback regime and a continuing
current constriction is produced,

Avalanche injection from the collector-substrate junction is
proposed as a breakdown mechanism Hy Hower and Reddi (Ref. 25).
Localised thermal gradients are congsidered to play a minor role in
determining breakdovm conditions. The neglect of heating effects
and the temperature dependence of important device parameters
limits the application of this theory to small area devices
operating under very short pulse drives. The condition Hdég> . €
.where I is the avalanche multiplication factor and‘ice is the
current amplification factor) is taken as a necessary condition
:F‘or breakdowm. This inequality corresponds to a negative
réaistance region in the open base characteristics. The presence
of a mobile charge-carrier concentration in the collector region is
thought to act as a stabilising influence by adding a positive
resistance to the collector circuit. The magnitude of this
resistance is proportional to the square of the depletion layer
width,

Localised avalanche multinlication can occur at the edge of

shallow diffused collector regions, This can hbecome significant at
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voltages much lower than the normal collector-base avalanche breal-—
dovm voltage because of the junction curvature (Refs. 26,27).
Bffects of this kind can lead to high local current densities and

initiate a thermal breakdown process.

2.3 Bxoerimental Technicues,

The initial experimental effort was directed towards an
investigation of the electrical terminal characteristics of devices
under varying ambient conditions. This was performed largely by
use of a sinusoidally-swept oscillographic display of the common-
enitter IC - Vce characteristic. A system of this kind has the
disadvantage of introducing distortion into the breakdowm
characteristic due to the slow sweev rate used., Practical
conditions under which second breakdown is likely to occur are
associated with rapid power increases. A slow rate of rise of the
pover dissipation produces more general device heating and leads to
a false value of critical breakdown current for a given operating
voltage., This form of test procecedure makes the transistor more
susceptible to total destruction,

Improvements on this technique were made by reconstructing the
nost common practical situation in which sccond breakdown occurs,
Transistors were driven from a square wave source and an inductive
load adjusted to give the required peak power dissipation (Refs, 28,
29). This system is difficult to apply safely to untested
transistors and provides poor control of the time spent in the
breakdowvm condition,

The most useful system for breakdowm—testing employs a

rectangular powver pulse drive. This can be used in common-base,
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or common—emitter, modes with precise control of the current and
voltage amplitudes (Refs. 15,16), This systen can also be modified
to-provide control of the time period spent in breakdown (Ref. 30).
An adeguato description of the complex processes involved in second
breakdovn aannot be dorived from terminal electrical characteristics
alone, Attempts have been made to determine the thermal and
potential distribution in the transistor under brealkdown conditions.
Barly investigations into the junction temperature relied upon the
temperature dependence of the collector leakage current and the
base~emnitter voltage. These mothods do not allow measurements to
be made during breakdown and provide an average value for the wvhole
junction area. The use of the collector current is complicated by
its dependence upon diffusion and recombination-generation currents
in the space-charge region, These two currents have different
dependencies upon the operating and ambient conditions, llore
detailed information has been obtained by the use of temperature
sonsitive phosphors and paints (Refs. 5, 31-33). This system
depends upon a change of state in the detcctor occurring at a
critical temperature, The information obtained is non—cyclig and
involves a lengthy preparation of several identical specimens if any
detail is required,

Probes have been used to determine the potential distribution
across the device surface by direct measurement (Refs. 34,35).
Although direct information concerning the device potential
distribution and hence the charge-carrier concentration is obtained,
the me%hod is difficult to use. The probes must make contact with
the device and so introduce a perturbation in {the region where the
measurement is verformed, Improved techniques in electron micro-

scopy have allowed the measuremcnt to penetrate bencath the surface

P



of the device. Both pulsed and static responses can be determined.
Unfortunately the measurement techniques introduce perturbations
which are capable of iriggering spurious second brealkdown (Refs.
36-38).

The recent developnent of sensitive infra-red radiation
detectors has provided a means of observing the surface temperaturec
of a semiconductor device without actual contact (Refs. 16, 39-42).
Coupled with a reflective nicroscope, a mean temperature for a
small area of the device surface can be obtained for all operating

conditions.,.
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3. IEORY .

3.1 General Scmiconductor Theory.

Consideration of the state distribution of charge carriers, in
a semiconductor medium, vhen referred to a six co-ordinate systen,
should provide a means of describing the operation of a
semiconductor device. The application of suitable boundary
conditions would make a system of equations describing the state
distribution applicable to & particular device region in all modes
of operation, The solution of these equations would include static
and dynamic characicristics and could be extended to cover normal
transistor and breakdown operation.

The most widely accoepted expression relating the rate of change
of the state distribution to the processes affecting the
semiconductor charge carriers is the Boltzman Transport Equation
(Refs. 1,2). If the distribution function is represented as f ,
“the equation can be expressed as

’ * ’ .

o= T arirg +_£ diffusion T T scattering (3.1.1)

This equation is applicable to gases, liquids, solids and in
this instance, to charge carriers in a semiconducting material,
The soluﬁion of the Boltzman equation can yield the distribution in
position and velocity of all particles in the semiconductor region
being considered, The statistical nature of the distribution must
be accounted for in this solution.

The equation given above has the most general form. Consid-
eration of the three right hand terms with specific reference to

seniconductors will make this more useful for the present purpose.
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Consider the distribution of charge carriers in a six—dimen=
sional cartesian system (x,y,z,ux,uy,uz) to be represented as a
function of position, r, velocity, u and time, t. Let This be
expressed as £(Tr,u,t). The number of charge carriers having

position within the limits T + dr and velocity within the limits

T+ du at a time +t can be exvressed as

ai = f(r,u,t)dr.du (3:1.2)
Dut  dr = dx.dy.ds = dor
du = du_.du_.du = d3u
%y Z
giving ' . .
ar = f£(r,u,t)d’r.d’u (3.1.3)

The effect of drift, diffusion and scattering processes,
involving the charge carriers, is to make this guantity time
dependent. The rate of change of dN can be obtained by a detailed

examination of these processes.

3.1.1 Diffusion.

As a result of the spatial velocity of the charge carriers, the
region T + dr will receive carriers from adjaéoﬁt regions,
Similarlf charge carriers will be lost to adjacent regions, If
f(r,u,t) is not constant for all phase-space (i.e., a concentration
gradient exists, at least on a local scale) there will be a net
rate of change of the distribution function, f, with time, due to

diffusion. This can be represented by

* diffusion ~ O grad 1 {3:144)
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3.1.2 Drift,

Dlectric and magnetic fields exert forces upon the moving
charge carriers., These forces will cause a change of points in the
velocity co—ordinates by imparting an acceleration to the charge
carriers. The change will be determined by the ITewtonian intcr-
relationship of force, F, mass, m, and rate of change of velocity,
giving

T

Ea'l"-:ll

apipy = —o &red f (3.1.5)

The force exerted on a charged particle in combined electric and

magnetic fields is described by the Lorentz rclationship as

F = q(E-l— uxB) (3.1.6)

The rate of change of the charge carrier distribution with time due
to drift processes can be expressed as a function of the field

strength as

oo " %* (E + uxB) .grad f (3.2:7)

u

AL,

vhere m* is the effective mass of the charge carrier.

3.1.3 Scattering.

Charge carriers can undergo a change of state by their mutual
interaction or, by interaction with the crystal lattice. Scatter-
ing attributable to lattice interactions is causecd by iﬁpurities,
inhomogenoties and stresses in the crystal lattice structure (Refs,
1,10,11)., The processes can be separated into two basic groups,
_depending upon conservative, or non-conservative, scattering,

A conservative interaction can be considered as a spontaneous

change in velocity, uithout a change in position and without an

o D0 =



increase in the number of charge carriors., This is in effect an

elastic collision and is expressed as f coll®

The most straightforuvard and non-conservative process is the
ionising collision. Impact ionisation causes a simultancous change
in the number and the velocity of charge carriers and can be
represented as “f' son’

Processes which do not involve ionisation occur in the presence
of rccombination—-emission centres and trapping centres. This
action depends upon the ability of a2 region in the crystal to
absorb, or emit, charge carriers, It is generally supposed that a
centre of this kind has a2 unique energy level tﬁ which an electron
can be thermally excited. The hole left in the walence band can
then be removed by drift, or diffusion, forces. In this way the
centre has "produced" a hole., The electron can subsequently be
excited into the conduction band, leaving the centre neutral., The
centre now appears to have "produced" an electron,

A more stable Torm of centre can trap an electron for a much
1$nger time than that considered above., The presence of a charge
in the trapping centre can alter the shape of the potential energy
band edges in the region of the trap. This can make it easier for
an electron to escape and more difficult for a hole to escape from
a local centre. In general these two effects will not cancel (Ref.
14).

The presence of an electric field can make these centres
appear a8 a continuing source of charge carrierslof a particular
polarity by removing any local concentration rapidly. The itrapping
centre action modifies the source strength according to the
polarity of the charge it contains, This term is generally

B

expressed as T .
ar
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Scattering processes arc extremely complex, the total rate of
change of the distribution function due to scattering being the

sum of the above processes,

£ scat 5 coll ¥ b o bR gr (3.1.8)

The complex erepdenee of these terms_upon temperature,
impurity concentration and physical stresses leads to a
consideration of scattering as a transient process. This enables it
to be expressed as a function of time for non—equilibriunm

conditions and to be neglecied once equilibrium is established.

3.1.4 Relaxation Time,

In thermal equilibrium the number of charge carriers cntering
a given elemental volume is equal to the number leaving it. The
distribution function, fo y is therefore indcpendent of time. An
externally applied disturbance will upset this balance condition.
The distribution now becomes time dependent through.the scattering
term,

In & silicon crystal lattice the surfaces generate& by points
of equal encrgy are ellipsoidal, Since scattering can take place
vithin these surfaces and also between surfaces any time constant
ropresenting scattering processes should have components.in the
direction of the major axes (Refs. 10,11). These three relaxation
times will be related to the processes which randomise velocity and
conserve‘energy. In the simplest approximation the assumption is
nade that the encrgy surfaces can be represented by a spherical
surface, This allows the rate of change of the distribution

function to be expressed as
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£ oay = ~ (=10 /Y (3.1.9)
vhere % is the relaxation time and fo is the equilibrium
distribution function.

{lhen this approximation is not valid cach scattering process

rmust be examined in detail to produce a complex differential

equation expressing the wvhole scattering process.

3.1,5 Distribution Functions.

The general form of the Boltzman Transport Equation applicable
to a scmiconductor material is therefore

. P q (7, =uF
£ o =T UYL+ o (B wB)V L (3.1.10)

There will be an equation for charge carriers of both polarities,

The statistical nature of this equation arises from the
probability, under thermal equilibrium, that a quantum state of
energy,fh ié occupicd by an electron. The equilibrium distribution
funetion will be the average value of the fraction of all the states
of energy occupied by an electron. The situation can be described
by the Fermi-Dirac distribution function which is dependent upon

temnperaturc and energy.

-8
f = f E€~——[—" % = 1/ (1+ exp(€-€) / x1) (3.1.11)

kT

there EI? is the Fermi Inergy Level, at which the distribution
function is 0,5,

The valuc of the Fermi energy is an indication of the
occupancy of a range of energy levels. In a semiconductor the
valence and conduction bands are separated by an energy gap.
llormally the Fermi energy lies within this energy gop. The position

of the Fermi Level rclative to the two band edges indicates the
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degree of occupancy of the bands,
In a2 partially occupied band system the number of electrons

per unit volume in the conduction band can be exoressecd as the

integral
o0
n o= Jf(f-)dp(ﬁ) af {3.2.22)
o
vhere £(&) is the charge carrier distribution function

®(¢) is the number of encrgy levels in the range
£ to L + af

Expressing energy as 1/2 m¥*u allows this to be written as (Ref.l)

§ &) = 4w (ggﬁ:-)f’/a Yz (3.1.13)
%

llhen the onergy lovel of interest is greater than the Ferni

energy level by several times kT , the exponential term dominates
the distribution function, This allows an approximation to give

(Ref. 14)
£ & oxp(~(£-&)/kT) (3.1.14)

vhich is_the llaxiiell=Boltzman distribution function.

A semiconductor region being heated by a non-uniform source is
.iimitéd to thermal equilibrium on a local scale, The detailed
distribution must be considered as a local shifted IHaxwellian

(Refs. 4,5) which may have the form

05,8 = i) o (TEEEY) (3.1.15)

all

where u is the charge carrier velocity.

<1

is the local mean velocity = <u >

T is the local temperature.
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Reik and Risken (Refs. 6,7) found that when the charge
carriers nad a high kinetic energy, the distributions within the
valleys formed by the constant cnergy surfaces were Iaxirellian,
This was found to deoend uoon the inter-valley scattering rate
being small compared with the intra-valley scattering rate. It has
been proposed (Ref.6) that the agsumption of a loecal liaxwellian
distribution is also valid for non-equilibrium conditions provided
that, on a local scale, the excess charge carriers have time to
distribute themselves to appear in local equilibrium, This was
considered to require three to four mean collision times,

The local velocity distribution can therefore be aporoximated
by a Haxwellian form under conditions of avalanche breakdoun and
for thermal equilibrium., The assumption of spherical energy
surfaces is consistent with this approximation since inter-valley
scattering is neglected. This reduces the effective nass, in the
above ecquations, to a scalar quantity.

| The ugse of a gingle local temperature, in the above equations,
impliosla ﬁ&gh rate of exchange of cnergy between charge carriers
(Ref.9). This is given by a high concentration of charge carriers,
é higher charge carrier density improving the approximation. These
conditions are best fulfilled in a constricted plasme flow,

Under normal conditions the electron, hole and lattice
temperatures are not equal. Little informetion is available
concerning these values in detail. I+ has heen found necessary to
assume equal values of hole and electron temperatures which are
negligibly higher than the lattice temperature. High local
temperatures, such as £hose encountered under breakdovm conditions,

improve this apoproximation,
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3.1,6 Ambipolar Transport Equations.,

Under conditions of very low charge carrier injection the
minority carrier current in a transistor base region is much
smaller than the majority carrier current., The majority charge
carrier digtribution datermines the boundary conditions for the
continuity, or diffusion, equations vhich express the movement of
charge carriers in the base, Either of these equations can be
solved for a knowm electric field and to obtain the minority
carrier distribution and current. The relationship between the
minority and majority carrier concenirations can now be used to
determine the majority carrier distribution and current.

High current levels produce high levels of charge carrier
injection, The chargé carrier density can be much larger than the
impurity density, so that the minority and majority carrier currents

are comparable, Under these conditions

n = p;g,ﬂb

Hormally a large portion of the base region is space-—charge
neutral. The space charge associated with injected charge carriers
is neutralised by an increase in the number of charge carriers of
the opposite polarity. Any local space-charge will establish an
electric field which will attempt to restore space~charge
neutrality. The charge carriers having the highest local density
are distributed and charge carriers of the opposite polarity are
attracted. Although local differences in concentration can exist,
within the limits of space-charge neutrality, these will establish
local diffusion currents to remove the concentration gradient. The

existence of space-charge neutrality ensures that, even under
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conditions of high injection, the boundary conditions are determined
substantially by the majority carriers (Ref.31)., Since the charge
carrier densities of both polarities are comparable there must now
be two simultaneous equations to describe the diffusion process.

In the presence of an externally applied electric field (i.e.,
a collector-cmitter voltage) the holes and electrons drift in
opposite directions. In the bulk of the base region, however, space
~charge neutrality will still be maintaincd. The space-charge
established by the externally applied voltage will generally be a
thin layer at the collector-base junction.

) Considoration of both types of charge carrier leads to the
ambipolar transport expression, The similarity of the electiron-
hole flow to the flow of negative and positive ions in gases has
prompted the use of the term, "ambipolar", which has been
extensively used in the study of gaseous plasma flowu.

Ambipolar transport processes depend upon the corresponding
microscopic processes for electrons and holes, These give rise to
values of diffusivity, apparent mobility and decay time as
discussed by Van Roosbroeck (Ref.31). Very low injection levels
reduce these to the diffusion constant, carrier mobility and the
mean ninority-carrier lifetime, The derivation of the ambipolar
cquations presented by Van Roosbroeck was based upon the assumption
of space charge neutrality, uniform impurity concentrations and
equal recombination rates for electrons and holes. It was also
assumed that the immobilisation of charge carriers in trapping
centres for times greatly in excess of their lifetime, before their

recombination,..or release, could be neglected. This limits the

recombination to mechanisms described by Shockley and Read (Ref,32),
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The most general form of the continuity equation was derived

from the Boltzman Transport Equation which +toolt the form

+ Y, (V) =g -1+ J]]‘ f'i d3u (3.1.16)

all »

asjo/
s

vhere g and r represent the rates of generation and
recombination,

Van Roosbroeck procecded by neglecting the ionisation term and
liniting the equation to low electric field conditions., The subs-

titution,
nv = J/q £3.:2:17)

_Ehere J is the current density and ¢ +the electron charge,
was made to introduce the current density. The generation and
recombination terms were replaced by an expression involving the
nean carrier lifotime,'j', and the thermal generation rate per

unit volume

g-r = nfY-g, (3.2.18)

The thermal generation and recombination rates were assumed to be
cqual under equilibrium conditions. The continuity equation for

electrons nov takes the form

(3.1.19)

o
=

A similar equation exists to describe the hole continuity. The
characteristic lifetime used is taken to be independent of the
charge carrier concentration,

To improve the generality of the continuity equations the
ionisation term must be retained and the approximation used for the

generation and recombination rates must be replaced by their
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detailed expressions. The diffusion coefficient and the mobility
must be treated as functions of position and time. This arises
from their temporature dependence,which is discussed in Appendix 4,
The presence of a magnetic field will cause the currents to flow in
direction; vhich differ from the potential and concentration
gradients., This indicates that the diffusion qqefficient_an&

conductivity should be treated as tensors of rank 2 (Refs.l14,33).

3.2 The Continuity Bauations.

The continuity'equa{ions, in their most general form, can be

_ derived from the Boltzman Transport Equation. Substitution of the
appropriate function for f, (i.e., charge carrier density, momentum
and cnergy) and integration over all velocity gives a mathematically
rigorous result (Refs.34,35). Although this form is the most
mathematically exact derivation,it is more informative to consider
the processes affecting these functions in an elemental
semiconductor volume. Hathematical cxpressions can be fitted to
these processes giving a result vhich is identical to the

mathematical one.

3,2.1 Continuity of Charge.

Consider a volume, V, enclosed by a surface, S, in 2
semiconductor material. The rate of Change of charge density in V
will be given by the rate of charge flow through S and the rates of
rocombination and generation in V. The rate of increase of charge
density in V can therefore be expressed in the integral equation,

J Py j fu.n da + J (G = R) av (3.2.1)

v at g v

]
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vhere P is the charge density
n is a unit vector perpendicular to the elemental
arca da
G is the rate of charge generation
R is the rate of charge rccombination.

The divergence theorum relates surface and volume integrals so that

j ﬁ;n da =J V.(fﬁ) av (3.2.2)

s

The integral ecuation con therefore be rearranged to give
z g &

j (R - @ +V.(eﬁ) +I 20) av =0 (3.2.3)
v ¥t

To maintain this identity the terms in parenthesis must sum to zero.

This yields the differential equation

%E =¢-rR-V.(%) = ¢-r-VUJ (3.2.4)

The rate of change of charge carrier density is therefore given by

1
%‘:E(G—R-V.E) (3.2.5)

Following the theory of lisawa (Ref.12) the generation and
recombination rates can be divided into two parts. One part will
depend upon ionisation., The impact ionisation processes can be
expressed in terms of electric field, &, carrier mobility, Mo and
ionisation coefficien‘bs,o(i, andpi (for electrons and holes |

respectively). The generation and recombination terms thus becone

¢G-R = (g-r7x)+ (“i}’n“ + Pi)tpp)Eq’ - (3.2.6)

vherec g anda r are the thermal gencration and recombination

rates resnecctively.

- 30 =



Substitution into the differential equation yiclds the rate of

increase of charge carrier density for electrons as

V.37 = g -1 + (a(i)..vnn + Pi}xpp)]ﬂ (3.2.7)

n

o/|os

ol
+

2 =

Similarly the rate of increcase of charge carrier density will be

%—: + %V.jp = g—r-i-(a(i/yhn +pi};pp)E (3.2.8)

The total current density J is given by the sum of the electron and

hole currents

Vi =V.(av_ + oV )a (3.2.10)

vhere v is the average velocity of charge carriers over the

volume V,

The ambipolar charge continuity cecquation is obtained by adding

the equations for the individual charge carriers to give

it ol L1VT - asons (wypae pp®  (210)

substitution for the current density yields

3_(%1;_9.1 + Va7, + 0%)) = 2(g -7+ (aypn+ Bypp)E)
: (3.2.12)

3PP Continuity of lMomentum.

The momentum equation can be derived by considering the forces

associated with the charge carriers in an elemental volume, dV, in

=i BN -
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semiconducting material. These forces are related to the momentun
of the charge carriers by llewton's Second Law,
Forces exerted by electric and magnetic fields are expressed in

tﬁo Lorentz cquation. TFor an clectron the field forces will be
Fo = ofE + wdB) (3.2:13)

The force exerted over the elemental volume with an electron density

n, will be

aF,. = qn(B + vxB) av (3.2.14)

where Vv 1is the average electron velocity over the volume
considered.

The requirement of space charge neutrality does not proclude
the existence of a temperature gradient. The random motion of the
charge carriers will create a pressurc tensor, 5, on aV (Ref.34),

(See Appendix 2). The force on the elemental volume due to

electrons will be

ar =~-V.B av (3.2.15)

There will be a similar force for holes.

The forces on the elecirons arising from the electric and
magnetic fields and from concentration gradients will cause them to
move in concert. The interaction of elecctrons will therefore sum
to zero, with the exception of the random motion discussed above.
Similarly the interaction of holes will be zero except for the
random motion term, The electrons will apnear to be moviﬁg, under
the influence of drift forces,-in a medium of holes. Similarly, the
holes uill appear to drift in an electron medium. There will be

forces generated by the interaction of holes and clectrons, These
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will be predominantly the forces exerted by charges of opposite
polarity moving in oﬁposition. The force on an electron due to
the holes wili be denoted by ?p and the force on a hole due to
the electrons will be fn'

There yill also be interaction between the charge carriers and
the latiice. _This can bé considered_as a factor affecting the
mobility and thé effective mass (Ref.14). The total force acting on
the elemental volume will therefore be

ar = de + der + fp av

~qndV (E+ v x3B) -V.F av + £ av (3.2.16)

Using Newton's Second Law the total force can be expressed as

aF = % (m¥Tn dv) (3.2.17)

A similar relationship will exist for holes, leading to the

similtaneous equations

Blectrons : F_ = m*n—h—(n? ) - Vﬁﬁn - gn(E + ;n x B) + fp (a)

n 2t'  n
(3.2.18)
. L . A =-VE - i xr B
Holes : Fp m* Bﬁ(pvp) = QLPP ap(E + v, X B) + £ (1)

Combining the two equations yields the ambipolar momentum
equation. Over the volume considered the interaction of holes on

electrons and electrons on holes sums to zZero. The ambipolar

1
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L4

equation can be written as

[}

dlv(Pn + Pp) + q(pEp - nE + pv_xB - nv xB) (3.2.19)

3.2.3 Continuity of linergy.

The energy continuity equation can be deduced from a

consideration of the energy in an arbitary volume, V, in a seni-

_ conducting material, The rate of energy accumulation in V is given

by the rate of flow of energy across the surface, S, of the volume
and the rate of increase of cnergy due to generation within V, If
this is considered to be heat energy this gives the heat flow

equation (Ref.13)
j b AV = (- KVT).A da + [Mdv (3.2.20)
v v s y oF

where Pv is the vowver density of the energy generation in V
K is the thermal conductivity
c is the specific heat per unit volunme,

The divergence theorum gives

I (- KVT).n da = f V.(- xV1) av (3.2.21)
s v

Substitution into the heat flow equation yields

: (pv + V.(x V) --%%2) av. = 0 ) (3.2.22)
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To maintein this relationship the terms in parenthesis must sum to

zero. The resulting differential equation is therefore

JCT
5% = p, + V.(x V1) (3.2.23)
The energy source within V will be derived from the increase
in kinetic ecnergy of the charge carriers moving in an electric
field, The magnetic field will not affect the kinetic energy of the

charge carriers, The power in V will be given in terms of the

forces acting on the charge carriers as

P = p V = F.au (3.2.24)

where u is the charge carrier velocity and F is the force acting
on the charge carrier,

The Lorentz relationship gives the force on the volume as

F = E:VE (3.2.25)
vhere e ig the charge density.
The power density will therefore be
D, = elL.u (3.2.26)
but u = J = Do (3.2.27)

vhere ¢» is the conductivity

vhich gives the vower density in terms of the electric field as

2
B = g8 (3.2,28)

The energy continuity egquation becomes on substitution

=)

=]

2

c = »EB° + V.(XVT) (3.2.29)

.t

o/
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3.2.4 Simpnlifying Assumptions.,

The system of threce simultaneous continuity equations derived
above describes the behaviour of charge carriers in a semiconduct-
ing material, The aoplication of suitable boundary conditions can
extend their application to any region in a.scmi—conductor device
vhere space charge neutrality is maintained. In the forms given
above the equations are difficult +to nanipulate and are congequently
of little practical use. It is therefore necessary to make some
gimplifying assumptions without drastiqally reducing their
generality. In this way it is hoped that the equations can be made
_tractable under conditions of practical interest.

The following assumptions are proposed for this purpose :

y The constant energy surfaces are spherical, The effective
mass of the charge carriers thus becomes a scalar quantity,

2, Two dimensional cffects are considered to arisebfrom the bulk
behaviour of-charge carriers and not from contact or junction
regions, This neglects the non-uniform and multi-dimensional
effects of the charge carrier source at the emitter, the
charge carrier sink at the collector, the heat source at the
'qollector juncfion and the heat sinks at the contact areas.

3» Potential gradients generated by the base terminal current are
negligible,

4, The impurity concentration in the base region is uniform.

Be Local electron and hole temperatures are equal and negligibly
higher than the local lattice temperature. This assumption is
made necessary by the lack of detailed information concerning
these temperatures,

6. The charge carricrs have a MNaxwell-Boltzman distribution.

s 96 =



7. The pressure tensors, P, can be reduced to scalar quantities.

This leads to the identities

o)
=]

The set of three simultaneous continuity equations can

therefore be written as

Charge B—(}n—tu) + v.(nGn + p?p) = 2(g -1+ E(a{i/unn + ﬁl/upp))

(3.2.31)
Homentun F = -kV(n + p)T + q(pﬁp - nEn) + q(p?P - n?n)xﬁ

(3.2.32)
Bnergy C -?i-*‘_Ibl- = oB% + V. (x Vr) (3.2.33)

These equations are applicable to normal current flow across
the base region and also to the current flow in a radial direction
during a current constriction, The continuity equations can
theréfore be considered, in conjunction with the radial forces
causing current constriction, to describe the behaviour of charge

carriers during the pinch associated with second breakdowm,

3.3 Pinching Forces.

A constriction in the current flowing across the base region of
a transistor is caused by an imbalance in the radial forces acting
on the body of charge carriers. The radial distribution of the

charge carriers uill changg‘until a localised increasc in
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concentration establishes a balance of radial forces.

There are three basic conditions under which the constriction,
or pinch, must be considered :. (1) A region which has a
minority carrier concentration very much smaller than the majority
carrier concentration, |

(ii) A region in which the
charge carrier concentrations are comparable, but wvhere the radial
forces cause a sevaration of the electrons and holes.

(iii) A rogion as in (ii) but
vhere the radial forces cause the holes and electrons to move in the
sane radial directioﬁ.

In conditions (i) and (ii) a space-charge will be established
by the radial movement of the charge carriers., The electric field
generated by this space—-charge will oppose the initial radial forces
and limit the change in carrier concentration,

In condition (iii) space—charge neutrality is maintained and
there is no electric field to limit the pinching process, The
forces opposing constriction are now only those derived from the
concentration gradient.

.Tho conditions of current and voltage reguired to drive a
tranéistor into second breakdown indicate that it is operating at a
high injection level, The concentrations of holes and electrons in
the base are therefore approximately equal and conditions (ii) and
(iii) are applicable., It can bo seen from the absence of the
electric field gonerated in (ii) that the pinch associated with
(iii) will be much greater. The degree of constriction observed in
th¢ transistors tested indicated that the electric fields under

conditions described in (i) and (ii) would be very high.
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The most significant processes leading to the current
constriction associated with second breakdown will therefore be
those which enable space-charge neutrality to be maintained. A
significant pinch will therefore be restricted to one containing an
equal number of holes and clectrons.,

Consider the instantancous application of radial forces acting
on the charge carriers and causing holes and elecirons to move in
the same direction, The greater mobility of the elecirons will
cause them to move at a greater initial rate than the holes. This
will cause a radial charge separation. The electric field gonora%ed
by this local spnace—charge will act to reduce the apparent mobility
of the electrons and increcase the apparent mobility 6f the holes
until an equilibrium state is rcached. During the current
constriction the apparent mobilities of the holes and electrons, in
the radial direction, will be equal.

The radial forces acting on the charge carriers are considered
to originate from two sources, Once of these is thermal and depends
upon & local thermal non-uniformity to initiate the pinching
process. The other is the radial magnetic field associated with the

flou of charge carriers,

3.3.1 Thernmally Gencrated Radial Forces.

Local temperature differences occurihg in the bese region, in a
planc parallel to the junctions, will give rise to radial forces
acting on the charge. carriers, The current flow will be consiricted
to hot regions at the expense of the colder regions. As the
téhpérqture rises the energy of the system is increased and the

n - p product increases. The cnergy band edges move towards the
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intrinsic energy as the temperature rises. (See Fig. 3.3.1). This
movement of the band edges is considered to be a combination of

(2) Conductivity Hodulation and (b) Energy Gap Hodulation. (Sec
Fig.3.3.1) (Ref.14).

The base region is considered to be in thgrmal equilibrium to
facilitate the evaluation of the radial forces. The Fermi Level is
therefore constant.

Bnergy Gap lodulation is sufficiently small in silicon to be
approximated by a.linear temperature dependence (Refs.3,14). This

allous the energy gap to be expressed as

z’g = zg(o> - ¥T (3.3.1)

vhere fé(O) is the energy gap at 0°x

Y is the rate of change of energylgap with temperature
and is assumed to be constant.,
The values of‘{gﬁo) and ¥ for silicon have been variously

reporied as

tg(o) (aV) ¥ (ev./ K) Reference.
1.205 | 2.8. 10" 3
1.21 4.1 .107% 17
1,21 3.6 107 18

"The product of the charge carrier densities can now be written as

£ _(0)

m N, exp (7 —ﬁT —Y—; ) (3.3.2)

np

ultere Hc and Hv are the cffective densities of states in the

conduction and valence bands resvectively.
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Assuming that the change in energy gap can be shared equally
betueen the changes at both band edges enables the carrier

densities to be expressed as

noo= o exp ((€,- &+ LD/ um) (2)
(3.3.4)
p = N exp ((£,- £+ Lh/xm) (v)

I+t is now convenient to define two elecitric potentials related %o

the TFermi, ZZF s and the Intrinsic,fi,ﬂnergies.

5F = -q
¢ = - a¥
- %( g, - €, + ¥ n (W /1)) (3.3.5)

The charge carrier concentrations can be expressed in terms of these

potentials as (Ref.14).

q(,}yn - q)) l
n = n, exp T * oK ) (a)
(3.3.6)
«(v_-9)
D = n, exp ka + % ) (v)
vhere n, is the intrinsic concentration and np = ni
These equations can be rearranged to give
KT
w, = & + =( 1n (n/n;) - ) (a)
(3.3.7)
- kT X
/y/p = (p = q( In (P/ni) = 2k ) (b)
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The electiric field acting on each charge carrier will be given
by Yﬁﬁu This will give rise to a force on the charge carrier of
(gvzﬁh The total force, acting in a radial direction on the column
6f charge carriers,will be %he sum of the forces acting on the ﬂoles

and electrons.,

o3|
i

- na( Vy, - V) | (3.3.8)

vhere n = p is the density of holes and elecirons taking part in

the oinch, Substitution for ¥, and /Vﬁ from Bquation 3.3.7 gives

Fr = = kVon(in (p/ni) + 1n (n/ni)) + n¥V D (3.3.9)

The first term on the right hand side of this equation
represents the Conductivity lHodulation and the second term
represents Energy Gap Hodulation, Since the number of holes and
electrons is equal, the conductivity term reduces to zero. The.
radial pinching force acting on the colunn of charge carriers due

to temperature non-uniformities is therefore

ﬁrT = n¥VrT (3.3.10)

This is a force which will cause both holes and electrons to
move with a common direcction. The conductivity term produces no
pinching effect, the action of the forces on the holes and electrons
causing a charge separation, Since the hole and electron currents
are aponroximately equal in the breakdowm condition, this trould not
lead to @ constriction for a low radial force., Charge movement

would result in two concentric current columns in an extreme case.
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3.3.2 Magnetic Pinching Forces.
The magnetic field generated by the flow of charge across the

base will cause a radial force to act on the charge carriers,
concentrating them towards a central point. The size of the force
can be obtained from a consideration of the forces acting on a
cylindrical shell, radius r and thickness dr, enclosing a current

I. Ampexr's Law exﬁrasses this current in terms of a line integral

of the magnetic field as

I = IJ’.’ﬁda = ﬁﬂ. ds (3.3.11)

where s is in the direction of the current flow and % is a unit
vector in the s direction,
Considering the current flow to be in a cylindrical column and

applying the identity J = ¢ E gives the current as

I = ZxErr r dr (3.3.12)
o]

The magnetic field generated by this current is therefore

. ﬁ%ﬂ?‘[ r dr (3.3.13)
(o]

where }‘o is the permeability.
An equal number of holes and electrons will be involved in
the pinch so that the radial forces causing the pinch can be

expressed as (Ref.19),

r

2
¥, = Fx¥ = /a:'-'?—f rar. f (3.3.10)

o



The total pinching force will be the sum of the thermal and

magnetic forces

Fooo = Fap + Fip - (3.3.15)

Applying the continuity equationé to the pinching charge
carrier flow and snbstituting the radial_forces derived above into

the momentum equation,gives the continuity of radial momentum as

252
F,o= -2V (a1) + /“‘Jf— r ar.? + ny VT (3.3.16)

Assuming cylindrical symmetry for the pinching current column,allows

the energy continuity equation to be written as

¢ 2L _ g +—-3—(1<( 29)) (3.3.17)

The radial force will be opposed by the development of a
concentration gradient. The radial force generated by the

concentration gradient will be

- (v + v ) (3.3.18)

o T fy

where '}&115 the common apparent mobility of the charge carriers,
Under equilibrium conditions this will be equal to the pinching

force, This allous the equality

7
a7, +7) = Lazx (3.3.19)

q
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where ﬁr has the value assigned above in the momentum continuity
equation 3.3.16.

Substituting this relatlonshlp into the charge continuity
equation reduces the system to two simultaneous equations

describing the equilibrium current constriction

Charge
28 -V /f-‘:‘-(sz(nT) oy r dr.? - m¥V 1)
3t ‘g Ho *

+2(g =1 + (oti/.a_nn+ plfjpp)E) (a)

Bnergy (3.3.20)

HIH

} T
PRGS T (®)

3.3.,3 Steady State Breakdowm Conditions.

Consideration of the stecady state conditions of the pinched
current flow greatly reduces the complexity of the above equations.
It allous the time derivative, the net radial force and the
generation—recombination'terms to be discarded., Although this does
not give any information about the dynamics of the pinching process,
it does allow the charge-carrier distribution in the pinch, to be
cvaluated, The steady state conditions can be desdribcd by the

cquations
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Charge
2ko‘dn‘I' /,Lt g .rrdr—andT
o

= 0 (a)
dr
/e (3.3.21)
Energy
80 = - =g S (p)

Rearrangement of the energy equation yields the relationship

T

0~E2 J r dr —Kr%—% £3.3.,22)
o

]

*. Substitution into the charge cquation results in

2ka dgnT!
/”'a.

whore)ﬁ is the composite hole and elcctron apparent mobility
a

)LOP-K—"nq!g—'f: = 0 (3.3.23)

/L is the permeability of the pinched region.

0

The mobility and the thermal conductivity are both functions of
temperature (Refs.3,14,15,16,17). These can be approximeted by

the simple relationships (Sec Appendix 4)

Foo= AT (a)
i (3.3.24)
£ = Bp T (b)

vhere ﬁT,ah,Bn,thre constants.

Bubstituting into the above differential equation gives

. n-'?‘lIl _(ET.FbT)
a(ar) P¥AT T ap pohpBpT an Eac050
ar ok ar - "7 2k ar 3.3.25
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phis differential equation in n has an approximate solution of the

form
-2 ~(atby,)
yAgT T o hgBg® T
1n(n) + 1n(T).(1 - N ) + 2k(aT ” bT) = ln(no)
(3.3.26)

vhere n represents the value of n at 2 convenient reference
tenperature, To y eand is considered to be constant.
Rearrengement gives the charge carrier concentration as a function
of temperature
~E ~(2yby)
(¥ AT ) T

-1 oa-ABT
n = nOT( 2 k ) expgfﬂ-gk(ETT+ bT) g

(&3£ﬂ

The spatial temperature distribution is required to complete
the equation. This can be obtained experimentally, by infra-red
microscope measurements, or derived from consideration of the
thermal dissipation arising from the power in the vinched current
cQlumn,

The theoretical soparationlof the magnetic and thermal effccts
can be achicved by assuming either ¥ = 0 +to give the magnetic
effecty, or B = 0 for the thermal relationship. This is not
possible in practical device operation, but is useful as an
indication of the importance of each process under different

operating conditions.

3.4 Pouer in the Pinched Plasma.

The cnergy transported across unit area in unit time, in the

preéence of electric and magnetic fields is given by the Poynting
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vector S (Ref.21).

&=
-
=i

5 = (3.4.1)

Heglecting thermo-eleciric effects allows the nower in the plasma

to be expressed in terms of the fields as

~ — A
= H & n

*d
1l
=l

da

A . ; :
vhere n is a unit vector normal to the elemental cross—scctional
area da,

Integration over the plasma cylinder yields the total power as

P = EH2Wzr W (3.4.3)

iyhere rn is the maximum pinch radius
w is the cylinder length.

Amper!s Law gives the magnetic field relationship

i iy r
m m

H = B rdr = B ppr dr (3.4.4)

The power in the pinched plasma is thercfore

r
m
2
P = 2%Xqfub /umnrdr (3.4.5)

o)

The expressions for mobility and charge carrier density as
functions of temperature can be substituted into this equation to

give the power dissipation in the pinch as a function of

temperature. This will take the form
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P = A rT° exp (-ct™) ar (3.4.6)
(o]

wvhere A, B, C and D are constants,.

An incremental technique can be uscd to derive the tgmperature,
pover and charge concentration distribution as a2 function of the
plasma radius. An initial estimate of the maximum temperature is

used, in conjunction with the temperaturec gradient, to calculate

.. the temperature at the plasma edge. This is conmpared with a knowm

ambient temperaturce and the initial estimate corrected. The

temperature gradient can be obtained from the energy equation
T

Kr% = -qEz(!" r dr (3.4.7)

Substitution for the temperaturce dependent terms and recarranging

gives the Torm of equation as

I
: G
am FT B ~D
S = = T exp (=CT™) dr (3.4.8)
(o]

vhere B, G, D, F and G are constants,

3.5 Conditions for Current Constriction.

The encrgy densities of the charge carriers and of the fields
causing congtriction can be used to define the critical conditions
for pinching to occur, The limiting condition for pinching is

given by the eouality of the energy density of the charge carriers
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and the energ& densities of the radial electric field and the
circunferential magnetic field (Refs.20,22). The charge carrier
concentration involved in the pinch will be that which is in excess
of the impurity concentration,since only an equal number of holes
and electrons can participate.

The total energy density of the charge carriers is k (uT + pT).
Conditions in the pinched plasmz allow the approximation Tn = Tp

and n = p. The encrgy densitics of holes and electrons are

therefore equal and the approximation

Y = kT : (3.5.1)
can be used.

The energy density of the fields is given by (Ref.21)
¥ 2 _
¥, = (KB + /u0<H2>) (3.5.2)

where £o is the permittivity of free space and Kp is the
relative pernittivity.
/“0 is the éermeability.
The circumferential field is obtained by applying Amperls Law
to the current in the plasma column. This results in the

rolétionship

B = pIf2r (3.5.3)

The radial electric field will be gencrated by the Inergy Gap
llodulation as discussed above. The radizl electric field will

therefore be

(3.5.4)

=
1l

i og
<]
=
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At the 1limit of pinching steady state conditions still apply,

allowing the cenergy continuity equation to be written as

e e (3.5.5)

" The temperature gradient for the constricting column is therefore

T
Vo = - 3'-,—- q1ﬂ2 r dr

T Jo /‘Q

N a
Vo = = = J. voanil r dr (3.5.6)

vhere Vi is the drift velocity of the charge carriers.

The current enclogsed in the cylinder cen be expressed in terms

of the rate of charge transport over the plasma area as

I = 2w quv,r dr (3.5.7)

0
Substituting for the integral in the temperaturc gradient

relationship gives the gradient as a2 function of current in the

plasma column as

w . _BEI
Ve = -35%, | (3.5.8)

The radial electric field can therefore be expressed as a function
of the »nlasma current and the lateral electric field, by

substitution for VT , nanely

B I

R (3.5.9)

B

The critical equality defining the limit of current

constriction is
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which can be expressed morc fully as

2 2
kK, ( -g%{;) + 5%1,— ) = emkT (3.5.10)

The current in this equality vill be that current involved in
+he pinch. Rearrangement of the equation gives +the pinched current

as

ak? 8 mPqorK>  \%
L (T >
)

(3.5.11)

=

P ( 2 2 2
Kp£;qu +ﬂ/%K a

Assuming a uniform current distribution at the onset of

pinching allous the current integral to be simplified to

I = ;-\'qv:nr2 (3.5:12)

This will be the current flouwing across the base region over an
arca defined by the radius r. At the critical point the current flow
—-ing over the pinched plasma areca will he defined by both express—

ions and the critical current, Icr, uill be

The critical current for pinching is therefore

2 -
Icrit = Ip/Iq

2
W
- Sleig s : (3.5.13)

w(K £, FEZ + /.61{2(;2)

This ecxpression has a gimilar form to that derived for the

constriction in an ionised gas strean (Ref.20). An additional
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term appears here derived from the temperature dependent radial
electric field, This term will be of greatest importance in a
transistor having a high level of avalanche multiplication.
Oporating conditions under which avalanche nultiplication is
negligible gives a value of critical current vhich is closely
aporoximated by +the value required for %ogisgd gas constriction,

The expression given in Bquation 3.5.13, represents a critical
condition of equilibrium between the three parameters determining
the transistor operating conditions, temperature, current and
electric field. It would be equally valid to describe a critical
value of temperéture, or electric field, having the other two
parameters indencendently defined.

The electric field generated by the basc resigtance hogs been
neglected in the above analysis, The effect on the critical
current is dependent upon the base bias condition., Under forward
base~biecs the base terminal current acts to oppose pinching. Under
reverse base-bias the pinch is assisted by the résis%ive field and
the effective value of critical current is reduced. The expression
givcn above is for the base open condition only.

The critical current has a temperature dependence which is
largely determined by the charge carrier temperature, Tm . Under
conditions of short duration current pulses having a low repetition
rate it can be assumed that the charge carrier temperature is
clogsely coupnled to the ambient temperature, Although this will be
far from true during breakdowm, it is assumed that the device
temperature has sufficient time between pulses to decay to the
ambient temperature.

The expression is also temperature depcendent through the
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thermal conductivity, This will become more important under high
electric field and high temperature conditions, The electric field
has a temperature dependence but this is relatively small (Ref. 36).
The chgrge carrier drift velocity is also a function of
temperature. Drift velocity saturation is encountered at an
electric field strgngﬁh considgrably }ower than the avalanche
breakdown field strength (Refs.24-26). Under conditions of
operation which produce second breakdown, the field strength will be
of sufficient magnitude to cause velocity saturation., The
saturation drift velocity has a temperature dependence which can be

represented by the empirical form (Ref,26)

(1) = v (1-o01) (3.5.14)
where v _ = 1.37 107 em,/s. and G = 6,7 1074 %,
The temperature dependence of the critical current can

therefore be demonstrated by substituting these relationships into

the critical current equation given above 1o yield

kT FROT 4= 5
. ) 8mk T, (,, S8EC )P (3.5.15)
crit qvo(l - GT) ( e n—2by, )
_ : T

This relation will be maintained up to the intrinsic
temperature., At that temperature the ~onditions of charge carrier
distribution within the device change. Although the operation of
the device, as a transistor, is modified the dependence of the
Energy Gap upon teﬁperature is maintained and hence the effecit of

Energy-Gap lModulation upon the charge carrier concentration is
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unaltered. Some change may be observed in the terminal conditions
of the transistor as the intrinsic temperature is reached but,
current constriction will continue to denend upon the above

mechanism, provided that ambipolar conduction is maintained,

3.6 Time Devendent Thermal Dissivation,

The system of continuity equations derived above can give a
detailed analysis of the dynamics of second breakdoim, with the aid
of appropriate boundary conditions. The solution of these equations
in their time depondent form is, however, extremely complex. It is
vroposed therefore to derive an expression for the delay time by
treating the thermal breakdovm procéSses in isolation., In this way
the time dependent relationship can be simplified, although a
complete description of the vhole range of brealddown conditions is
not possible,

Thermal vrocesses are considered to control breakdown when the
delay time is loang. The limit 4o this approximation is nét clearly
defined, but is dependent unon the size and siructure of the device
and-the anbient temperature., For the medium vower devices used in
this project the controlling breakdovm process can be considered to
be thermal for delay times as short as lo/us.

An investigation of the time devendent tempeorature
distribution, resulting from a step input of power, is proposed.
The resultant expression can be used in conjunction with the
temperature devendent properties controlling conduction and
constriction in the transistor, to provide a value of the delay

time,
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The assumptions made to simplify the thermal analysis are as
followus :-—- .

L The region of the transistor of interest can be considered to
be infinite in two directions gnd to be bounded by an
adiabatic surface in the other. The heat conduction at the
surface is assumed to have a zero normal comnonent,

2. Thermal conduction through the metal contaéts and leads is
negligible during the delay time.

3. Convection at the surface is negligible.

4, The medium of heat conduction is homogencous.

e Power is dissipated in one region only,

6. Radiation ffom the surface is considered-to be negligible
during the delay time.

These approximations arc usually considered accentable for
high-speed medium—power transistors, (Refs.50,51). IlHost of the
thermal spreading occurs in the base region, in which the width is
small compared with the other device dimensions, The region of
greatest interest thus has a low impurity concentration and the
assunption of constant thermal properties is a good approximation.

Pouver dissipat;on occurs meinly in the collector-base space=
charge rcgion carrying the bulk of the current. Charge carriers in
this region attain a high velocity and transfer energy to the
~crystal by interactions with the lattice, The geometry of thé high
Ipowor dissination region is determined by the emitter and the mode
of operation, coupnled with the injection level., The onset of second
breakdown ends normal device operation. Power dissivation during
breakdowm occurs in a cylindrical columh, formed by the pinching

process,
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The time deovendent equation for the conduction of heat in a
s0lid is given by (Refs.21,52,53),

C

1

=

= 'ET'%—:" (3.6,1)

_vhere Pm is the density of the mediun

G ig the specific heat

~
.
©

the thermal conductivity
kT is the thermal diffusivity

In rectangular co-ordinates this becomes

2%, 2%, % 1 2o 6.2
Bxa bya T kp 2% 35648)

To detornmine the temperature distribution resulting from 2
source of-finite dimensions, it is convenient to consider the
effect of a2 point source and extend this to cover the vractical
source dimensions, An expression can be derived for the
temperature distribution in terms of the power deusity, by mecans of
the point-source relationship, Integration over the source
co—-ordinates yields the complete temperature distribution (Ref.53).

The temperature in an infinite solid due to a quontity of heat,
Qec, generated at time t = to and position (xo, N zo), is

given by (Refs.53,54)

A Q T exp L s n° ) (3.6.3)
8(iy(t - 1)) 10 (At =% )

where m° = (x - xo)2 + (v - y0)2 + (z - z0)2
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Continuous liberation of heat from this source allous the heat
generation to be expressed in terms of the power density per unit
volune, P(t)/V, over the elemental volume dx,dy,dz. This leads

to the expression of the temperature distribution as

1
8 laoc\:'(ﬂ'kr[.)l'5

T (xX,5,2,%) =

J‘g j‘% I% Ib P(%) exp( E n’ y ) dx.dy.dz.dt
i o 1.5 4 't = t " . .
Ly 4 Ly Y% (t = %) ¥ 0
2 2 2 °

(3.6.4)
The method of images (see Fig, 3.6.1) is used to obtain a
solution for a medium bounded by an adiabatic surface., The

boundary conditions are in this case

Linit (x,y — c©) T —» O (a)
(3.6.5)
T = p(t)/K for ( -W/2<x<u/2) (p)
{-1/2¢y41/2 ]

T = 0 for all other regions.

This results in a temperature distribution vhich can be expressed as

™(x,y,z,t) = L
1 P(+)
SFCV(ﬂ )l 5[ ('l: t0)1.5 at .
tO
(u/2 L/2
( f G- x0)2) . j - y)? .
St G aha Ry
( -u/2 ~L/2
i (v, +H) 1
b b
—(5—20)2 —(z-—-z ) ;
exp(m)) dz + exp(m—)) dz |
i T 0 ' g T )
(v, +H) w ]
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Fig. 3.6.1 Spatial Arrangement of Power Source and Im age.
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The assumption of a step function of input vower applied at

t+ = 0 of amplitude, P, simplifies the relationship to

£
W/2+x u/2 - x
M(x,y,2,%) = g??av Eerf( 3 ) + erf( T ) g .
to
( Lc/2 + ¥ L°/2 -y ) ( w, +H+ 2
(erf( S ) + erf J )).(erf T ) T
-, - Z z = W w +H -2 )
erf( ) + erf( 3 ) + erf( ; ) ) at
(3.6.6)
vhere - 52 = 4t - %)

The complete solution for a multiple cmitter device can be
obtained by super-position, contributions from the sources
agsociated with each cmitter being added lincarly at all points in
space and time, The expression will be made considecrably more
_complex by the inclusion of the spatial distribution of the power
density. This distribution will depeﬁd unon the base bias mode
and the injection level,

A sinmilar cxoression is derived for the temperaturec
distribution in devices having a circular emitter configuration

(See Appendix 6)

t
5 1 ‘ T 1 r2
™(r,z,%) = ~————r = ((2r erf(sﬂ + =1 (exp(~ _é) -1)) .
4 pov e 5 = 3

( f(w + H = z) f(—wb - z) f(u + H - z) f(z - Hﬁ))

e + e AI— )

T 3 er P + er 3 + er r; )dt

(3.6.7)
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These expressions for the transient thermal response can be
used in conjunction with the temperature dependence of the elecirical
characteristics, involved in tho normal and brealkdoim conduction
processes, to determine the delay time. An analysis of the thermal
breakdown time dependence can be obtained in fwo vays ¢
(1) Examination of the critical conditions for current
constriction to occur. The temperature dependence of the radial
forces causing constrictibn of the current is used in ¢onjunction
with the transient thermal.résponse.

(ii) The derivation of a tcmperature dependent expression for the
collector current-voltage relationship. A negative resistance
region will occur when conditions favourable to breakdoin are
established, At this point the magimum current density can be
suoported by a voltage which is lower than the applied voltage.

The temperature required for this leads 1o a value of delay time,
Blectrical effects can be assumed to follow the +temperaiure

variations instantancously.

3,6.1 Critical Temperature Gradient.

Phe critical conditions defining the onset of current
constriction were introduced in Section 3.5, vhere theéy vere used o
provide a value of critical collector current. The s2 energy
balance equation can be used to provide critical wvalues of electric
field and temperature gradient. An exoression for the teuperature
gradient can be derived from the energy balance equation vhen

presented in the form

il

K £(VT§)2+ (i’—)z 2nkt
P O o} Mo\ 2 = s (3.6.8)
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A critical condition is reached at a temperature gradient

given by

Vi - ST - T ) 3:40)

There will be a si@ilar expression for a system defined by
rectangular cé—ordinates. The critical gradient will occur in a
plane perpendicular to the current flow.

The examination of the relative magnitude of the two terms in
parenthesis in Bquation 3.6.9, shows that at room temperature the

expression can be simplified to

s . g(2a)d (3.6.10
)

This derivetion has taken no specific account of the spatial
distribution of the charge carriers, IHon-uniformities of the
charge carrier concentration due to base bias and injection level
effects will not change the essential charsctcr of the
relationship, although the complexity will be greatly increased.

The radial temperature gradient can be derived from the
transient responsc given in Section 3.6. The critical gradient
then yiclds the delay time for the onset of current constriction

after the application of the power pulse, and hence the delay time

for Second Brealrdovm.

3.7 Operation at High Collector Current.

Under conditions leading to second breakdown the transistor is

operating with a high level of charge—carrier injection from the
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emitter into the base region. As the injection level rises factors
gencrally neglected, wvhen normal transistor operation is analysed,
must be taken into account. Four factors become increasingly
inportant as the collector current rises, namely :
(1) Ohmic potential gradients in the base and epitaxial
regions. (It is assumed that the devices under
" consideration are of the planar epitaxial structure and
that the emitter and subsirate have a higa impurity
concentration).
(ii) Lateral current injection.
(iii)  Base width modulation.
(iv) Avalanche injection.
The ldst threce factors demonstrate the dependence of the
charge carrier density upon both the space variable, x, and the

current density, J, at high injection levels,

3Tl Ohmic Potential Gradients.

In a2 planar diffused transistor the base terminal current is
caused primarily by recombination in the active base area under the
emitter (Ref.27). A potential gradient is formed by the flow of
recombination current from the base contact %hrough the high
resistivity basc to the region under the emitter. UWhen the
transistor is operating under conditions of forward base-bias, the
potential gradient causes an.increaso of current density in areas of
the emitter closest to the base contact. A charge carrier density
gradient is formed to produce an equilibrium condition, the maximun
charge concentration beiné near the emitter extremities., The high

impurity density in the emitter produces a negligible stabilising
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influence over this non-uniformity of current distribution,

Thig form of non-uniformity in charge carrier distribution
w7ill be enhanced by rapid emitter profile changes. tar and comb
shaped emitters will have localised high field regions near the
enitter extremities. These 1will act to increase the local power
dissipation, singe the current profile at the oolleptor closely
follows that at the emitter, particularly for narrow base widths,
Hon-uniformities in power dissivation lecad to the early onset of
second brezkdown by the production of thermal gradients in the
space~-charge region.

Current crowding due to the transverse base current becomes
significant when the potential difference across the emitter stripe
is in the region of XkT/q (Refs.37,38). This ariscs from the
exponential potential relation of the emitter current density and
emitter-base voltage

’ v
Jé(x) = Jo exp( f: - 1) (3:72)

vhere J0 is the reverse bias saturation current density

and Vo = KkT/q

Assuning that the current distribution is uniform before the
injected current density reaches a critical velue, the value of
collector current above which resistive currcnts cause significant

crowding can be expressed as

thac -@fb % ik

Ic = (T1::) = a = (3:7:2)
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yhere v is the base width See Mg,

h is the emitter length . 5 498 4

oL is the current amplification

factor

Ohmic potential gradients in the collector region help to
prevent sccond bregkdoun by reducing the non-uniformity of the
pover distribution, Potential differences outside the space-charge
region reduce the voltage drop across that region 4o a minimum at
points of highest current density. The dependence of the carrier
density within the space charge region upon the currcnt density
.masks the stabilising effect of potential gradients in the space-
charge, (Refs.41,42),

The deliberate addition of high resistivity regions in the
emitter can be used to improve the uniformity of the current
distribution for forward base-bias operation, but the effect upon

open base performance is negligible.

3.7.2 lobile Cherge-Carrier Effects,

Inan n - p — n transistor opcrating at low current levels
the collector current is carried almost entirely by clectrons. Tae
limit for this to be an accurate rcpresentation of the operation is
defined by the impurity concentration in the collector region

(epitaxial). Increasing the current density above a value given by

CB
Jo - g HDG W .
epi
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changes the overation of the device. As the current density
increcases conduction becomes ambipolar and the electric field
distribution becomes dependent upon mobile charge carriers.
Assuning that charge—carrier transport in the collector space-—
charge region is due entirely to drift, gives the charge—carrier

concentration as

e = q(éa_;%c) (3.7.3)

~ Npo ) Ca:7.4)

Assuning that J and v are independent of z allows the

integration of BEquation 3.7.4 to be simplified, so that

aa

Kp £o

(J

E(z) = B(0) + =,

= NDC ) (3'7-5)

In this case vy is the saturated drift velocity,
The effect of increasing currcnt density upon the electric
field distribution is shown in Fig. 3.T7.2.

A considerable change in operating conditions must occur if the

collector current is to exceed a value given by

2 £o CB
- i i A
IOT = JTﬁa = qvlﬂe( ; 5+ HDG ) (3.7.6)
q epi

there Ae is the emitter area and diffusion cffects have been

neglected.
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The collector current can cxceed this value by meané of two
changes @
(1) The current density is limited %o J; and the effective
collection area increases (Lateral Current Injeotion).
(41) The collection area remains constant and.the current density
increases above JrIl s causing-a change in the effective

collector and base dimensions (Base Width liodulation).

3.7.2 (a) Lateral Current Injection.

The emitter area is defined clearly by device construction, but
the collection area can vary from the low current case, in which it
is equal_to_the emitter arca, up to a maximum defined by the
epitaxial layer area, The current flov across the base is no longer
unilateral, but has longitudinal and transverse components (See Fig.
3.743)

If the current density is constant the collection area is

related to the collector current by (Ref.39), A = Ae(Ic/IT)

3.7.2 (b) Base Yidth lModulation.

Assuming the collection arca to be constant resulis in a large
number of minority carriers cntering the collector region at qurrcﬁt
densities in excess of JT' Charge storage occurs in the vicinity of
the collector-base junction, positive charge-carriers being
accumulated to neutralise the injected negative carriers. The
electric ficld distribution in the collector is modified, as shown

in Iig.3.7.2. The substrate must now bhe considered as an integral

. o 4 +
part of the device, giving ann - »p — n - n structure,
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As the collector current density increases above Jo , the
maximum electric field is transferred from the collector-basec
Junction to the collector-substrate junction., The high impurity
concentration in the subsitrate region.makes this junction more
sensitive to avalanche multiplication.

As the electric field at the substrate junction increases
avalanche multiplication produces an incrcasing number of clectron-—
hole pairs near this junction., The holes drift towards the basec
junction, where they are ncutralised by electrons injected from the

base, At the epitaxial subsitrate junction the hole concentration

02

must be zero, the n+ region being incapable of injecting holes
into the n region. The currcnt at the substrate is composed
entirely of electrons, while in other regions the current is a
combination of electron and hole movement.

The oneration of the collector-base junction will be modified
by the injection of holes from the vicinity of the substrate
junction. As the ionisation rate increases the base beocomes
incapable of providing sufficient electrons to neutralise the holes
in the collector. The hole concentration in the vicinity of the
base junction increases unitil it reaches the level of the impurity
concentration in the basc region., The collector region adjacent to
the junction is now elecirically identical to the base region., The
effective base-collector junction is no longer located at the
metallurgical junction., The effective base width has been increased
and the effective collector width reduced. The region of the
collector which resembles the base region is referred to as the
"eurrent induced base'", The length of the drift path in the

collector region has been reduced, increasing the rate of charge
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carrier trensvort across the region.

The width of the current induced base region, Woip 0 oan be

approximated by (Refs.30,40),

I 1

- qll V. A
Yoivn ° wepig = IGT - qHDleAG g (3.7.8)
c DC ' 1e )

32 Te3 Sccond Breakdown at High Collector Current.

High levels of charge-carrier injection will significantly
affect the breakdoun characteristics of a transistor. The change in
characteristics will depend upon the charge-carrier distribution,
the electric field distribution and the effective dimensions of the
transigtor regions, At high collector currents a triple-diffused
epitaxial collector transistor can behave in a manner similar o
that seen in p — i — n diodes (Refs.43,44).

{lhen the breakdovm mechanism is predominantly thermal, non-—
uniformities in the charge~-carrier distribution,in the space-—charge
reéion,will causc high local powver dissipation. Changes in the
clectric field distribution and in the cffective regional
dimensions can alter the position of this maximum poirer dissipation.
Base width modulation increases the depth of the heat source below
the surfacec and lateral injeqtion reduces the power density. Both
éf these processes act to increase the delay time by their effect

upon the transient thermal respnonsec.
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3.7.4 Current Distribution at High Injection Levels,

The simplest operating condition is given by the opon base
mnode, The effect of base terminal current upon the current
distribution in the base region can be neglected. This allows the
current density immediately under the emitter area to be approx—

imated by the uniform distribution given by

vhere Ae is the emitter area.

At low injection levels the ourrgnt distribution at the collector
closely resembles the distribution at the emitter, As the current
increases lateral current flow occurs in the base region, the
diffusion of charge carriers in the base région becoming
increasingly important as the current increases, The effective
collection area increases as the charge~carrier density under the
emitter rises.

Space—charge neutrality is maintained in the bulk of the base
region, conduction being ambipolar, Charge—carrier movement in the
base is controlled predominantly by diffusion processes. Ambipolar
diffusion can be treated in exactly the same way as single carrier
diffusion provided that the mobility and diffusion coefficients are
replaced by common values (Refs.14,47). These modified values are

related to the individual charge-carrier values by
e 1
& _ZL_L (3.7_10)
fe He * Fu

D, = (D py + Dy )/ g+ p4) (3.7.12)
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The charge continuity equation for the base region is

B Il . = ¥
Sz = V(Aw) - (n - 35)/7 (3.7.12)
vhere An- is the injected carrier concentration, HAB is the

impurity concentration and 27 is the carrier lifetime,
This can be rearranged in terms of the injected carrier to

give
2% - b, V(An) - By (3.7.13)

This differcential equation has a solution of the general form

(Refs.45,47),
= t ar
n = b =) s 3.7.14
>, we() jo(_;_) (3.7.14)
m=20
2
vhere '~ = Da(a'm /R)

jo is a zero'th order Bessel TMunction.

m 1is determined by the distribution of the charge carriers
at time ¥ = 0

2 is a constant evaluated at each m

7’n decreases rapidly as m increases, allowing Equation
i

3.7.14 +to be simplified to
no= b el= 3/y) - for/R) (3.7.15)

The approximation improves as T increases,
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The action of the transistor can be analysed by applying a
step function injection of charge-carriers of density N, at time
1t = 0, in a plane x = 0, The complexity of the result can be
reduced by limiting the system to one-dimension, This assumes a
'symmefrical distribution of charge‘carriers and thaﬁ local effects
at the boundaries_qan_bg_neglaqted. The collector junction
provides a bounding surface, for the charge-carrier diffusion,which
exhibits an almost infinite recombination velocity. The excess
carrier concentration at this surface is therefore considered to be
ZEero (Ref.47). This results in a charge-carrier distribution

expressed as

|_|

ru{

o
_n(r,t) = (exp( a)erfc(zggz;r - (1J ) + exp(Z a)erfc((4Dt (7J )

(3.7.16)

vhere L_ 1is the effective ambipolar diffusion length.

L=

The mean square distance travelled by the charge—carrier is given

by (Refs.14,45,47),
r

m
- 4r%y = %f r2n(r,t) dr (3.7.17)

o

which for the one-dimensional case becomes

oD% (3.7.18)

]

2
L{r>
The average displacement of the charge-carriers is related to this

by (Ref.46),

Hi
I
~
n
]
S

=
— (3.7.19)

=



In general the base width is small in comparison with the
unrestricted mean diffusion length., The transit time across the
base region is therefore smaller than the recombination tinme
constant, Recombination in the base region therefore plays a minor
part in determining thé charge carrier distribution., Heglecting the
effects of recombination and generation,in the space-charge-neutral
base region,allows the charge-carrier distribution to be simply
expressed as

n(r,t) = N erfe(—=—t ) ‘3.7.20
: (4D%)* ( )

The limit to the wvalue of %, in this equation,is obtained by
the consideration of the transit time for charge-carriers in the
base region., For diffused transistor structures this is usually

given as (Refs.30,39,47),

2
by = Hb/al) (3.7.21)

vhere a is a constant dependent upon the "built in" base clectric
field, usually between 2 and 10 (a = 2 for uniform base
impurity density).

Increasing the injected concentration of charge-carriers in the
base makes the diffusion coefficient more dependent upon the mobile
charge carrier distribution, reducing the dependence upon the
impurity concentration. At high injection 1evelé the transit time

approaches the value (Ref,30),

2 2 :
13} 19
b cib
+ = e g 22D (3.7.22)
r 4Dba 4Dca
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and D -are the ambipolar diffusion coefficients

where Dba Do
for the base and current—induced base regions respectively,
At the base edge of the collector-base junction space-charge

region the charge—carrier distribution is given by

n(r) = N eri‘c(;;r—-) (3.7.23)
be
where W, is the effective base width ( = v+ VoL ) and it
is assumed that D = I
ba ca .

Beted Power Distribution in the Collcctor Snace-Charge Region.

In an epitaxial collector transistor the impurity concentration
in the collector is low. liost of the power dissipation takes place
in the collector region, At high collector current levels, when
conduction apnroaches space~charge—~limited conditions, power
dissipation can be assumed to occur exclusively in the collector
region, Under conditions leading to.second breakdowm, the current

density can be expressed as
I o= aiy (3.7.25)
vhere II is the total charge-~carrier concentration.

The electric field in the collector region will be given by the

system of equations

V.E = %—%— (3.7.26)
pé&o

& 18 =



-3

2L = E(V(An) - W) (3:7.27)
o = & = o« = «exn(F) (3.7.28)
(Refs.36,48,57)

vhere An is the excess charge carrier concentration (n - p - IID)
oC is the ionisation coefficient
dEu is the asymptotic value of o« as I aporoaches
infinity.
The application of cquilibrium conditions to this system

results in the differcential equation

(3.7.29)

1
o

VE - %ﬁ‘gﬂ exp(” )
PO

In the regions remote from the high current density areas the
maximum elecctric field will be located at the collector-base

junction and have the low current valuc (Refs.30,47),

( 2qN.VGB )%
E = (—===) (3.7.30)
o ( %% )

In regions of high current density the maximum electric field
will be located at the collector-substrate junction and will have
the approximate value

2V,
E = ‘ (3.7:31)

m W . o= .
epi cib
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,Equation 3.7.29 has no analytical solution., Values of
electric field sirength can be obtained for selected points in the
collector region by means of numerical techniques., To obtain an
expression for the power density in the collector-region it is
therefore nccessary to make further sinplifying assumptions. The
assunmptions appyropriate to the problem under consideration are
(1) B(z).3(z) > B(r).3(x)

(ii) High level injection such that the electric fiecld at the
metallurgical collector-base junction is zero for 2ll regions
to be congidered,

(iii) The region of highest power dissipation is the only region
of interest, allowing the electric field distribution to be

approximated by (Ref.30),

qnz
B(z) = T (3.9:32)

For zero base—-terminal current the power density can therefore

be approximated by

p, = g (aerte())? (3733

The approxinmations made above will be most accurate at high
charge~carrier concentrations, The pover density derived here can
be used in conjunction with the manipulations of Section 3.6 to
give a more accuratc time denendent temperature distribution.

A similar exnression can be obtained for forward base—terminal
current operation using the cxpression for charge-carricr

distribution to be derived in Section 3.9 and given by Zquation

3.9.14.
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3.8 Avalanche Injection and Second Brealdowm.,

The impact ionisation coefficient, o. , is a function of the
[ ¥
electric field strength, ©® , given aporoximately by (Refs.36,48

51) s

- D -
@ = L exp(” ) (3.8.1) ol 1
wherc o<, is the asymptotic value of o for E  approaching
infinity.
b is a constant determined by the material and the

type of charge carriecr.
At high collector currents the electric field is an

approximately linear function of position, as shoun in Equation

3.7.5
() (0) + mome (2 )
Elz = BE{O) + —_— . I
ero qv i

The current multiplication factor, II is related to the

ionisation coefficient by (Refs.47,49,57),

H

i

1/(1 —Imi(E) az) (3.8.2)

Current multiplication is thercefore dependent upon position in
the collector space-charge region. Regions of highest current
density will have the highest value of H, Current flous
preforentially to regions of high multinlication. Positive feedback
can therefore be established, regions with initially high current

density gaining current at the expense of regions with a lower

current density, due to tho difference in multiplication. It can
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be shoun that, in epitaxial collector transistors, the critical
condition for which ionisation controls second breakdovm ig given
by il =2 (Sec Appendix 7). The ionisation integral at the

threshold of second breakdowvm is therefore

h

q%exp(_ %) dz = 0.5 (3.8.3)

o

The ionisation coefficients associated with both electroﬁs and
holes have the form given By Bquation 3,8.1, Ambipolar conduction
will therefore produce an ionisation coefficient of the same form.
An approximate evaluation of the ionisation integral has been
proposed by Hall (Ref.36),

- b
a:pexp( -E-) dz = d:'i(Em) Vo pp (3.8.4)

(o]

vhere "

of is a function of the space-charge-layer width and

the maximum clectric field strength, Em.

W = hQ (%‘)ﬂu (3.8.5)

vinere Q@ and u are constants determined by the material and the
junction profile,

The breakdowm condition expressed in Bquation 3.8.3 and the
relations given in Bquations 3.7.5 and 3.8.1 to 3.8.5 lead to a
value of critical collector current defining the threshold at which
second breakdowvn becomes dependent upon avalancinec injection fron
the collector—-substrate junction into the region of the base

junction,
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K £
p “o
q ln(0'5/cELweff)

)
S + by (3.8.6)

= q‘Vﬂ_c {

where v is the drift velocity

Ac igs the collection arca

Penetration of the space-charge region into the substrate has been
neglected and the current flow is dssumed to be space-charge-
limited.

The rate of current constriction is related to the charge-
carrier mobility in the collector region for avalanche controlled
breakdowm. Tho delay time asgssociated with this form of second
breakdown will therefore be very short. For initial current
donsities giving I 2 2 a deley time in the order of tens of nano-
geconds is anticipated for medium power devices. Lower initial
current densities will depend upon thermal and magnetic constricting
forces to create a condition for wvhich I = 2,

Avalanche injection modifies the oxpression given for the

critical temperature gradient in Equation 3,6,10 to

oxT, An(2 - M) &
VAL = ( = ( ) g (3.8.7)

a
crit _ ¥ ( Kp 20
where An is the injected charge—carrier density.

3.9 Critical Current with Morwerd Base Terminal Current.

Base terminal current is determined predominantly by

recombination in the base region,immediately below the emitter.

The notential gradient created by this current flow causes an
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incréase of current densitylat the enmitter extremities.

The dependence of the electric field strength uvon the current
density, expressed in Zquation 3.7.5,indicates that high eclectric
field strength will be associated with high current density. !on-—
uniform current distribution therefore leads to high local power
densitios? reducing the total power input needed to cause sccond
breaﬁdown. Local concoentrations of current are reduced by
diffusion in the base reéion and by resistive potential gradients in
the collector space—charge region, A detailed analysis of the
current distribution at the point of maximum power dissipation is
éomplex, usually requiring numerical techniques 4o match practical
conditions., The present requirement is for an algebraic solution
and approximation to actual conditions must therefore be accepted,

Assume that the base width is small, so that the distribution at
the collector-bagse juncition is a strong function of the distribution
immodiatol} under the emitter. Consider the level of charge-carrier

injection to be high, so that
n(r,z) = »p(r,z) (3.9.1)

The imnpurity density in the emitter region is assumed to be

sufficiently high to allow the boundary condition

24Jd (z) 2
B"z' = 0 and ;}——52—1’- = 0 (3.9.2)

to be usecd.
The distribution of charge carriers is assumed to be symmatrical
about the voint r = 0 at the centre of the emitter. The charge-

carrier concentration at 2z = 0 , under the cmitter is given by
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V. (r)
n(r,0) = n_ exp( : E; ) (3.9.3)

vhere the basc—omitter voltage is

v J(I‘ . .
o) ar (3.9.4)

v.() = v _(0)+

The high impurity density in the emitter ensures that the emitter
edge of the emitter~base junction will be an equi-potential surface,

av

dr 5= 0

The equilibrium radial diffusion current of electrons will be equal
to the drift current caused by the resistive potential gradient, so

that

#m—?—‘}a%ﬁ) = 2qpE_n(r,0) (3.9.5)

Space~charge neutrality is maintained in the base region by the
hole concentration matching the electron concentration., Diffusion
of holes into the emitter region is negligibly small, Holes must

therefore recombine under the emitter-base junction according to

ap(z)/y (3.9.6)

I

‘7.Jp(r)

wvhere " is the mean charge-carricer lifetime.
The radial hole currcent under the cmitter 1will be the sum of

the equal drift and diffusion current components, The total
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recombination current is therefore given by

n/aldl‘}—%%'-ﬂl + 2q/uErp(r,0)

JP( r !‘0)

2q7;Erp(r,0) . (3.9-7)

Differentiating Bgquation 3,9.6 and substituting for the charge-
carrier concentration gradient from Equation 3,9.7 yields the

differential cquation

92 a(x) +2_-/T‘_(%)T_% = 0 (3.9.8)

The equality of Bgquation 3.9.1 indicates that this equation is
applicable to both hole and electron current densities immediately
beneath the emitter-base junction., Iquation 3.9.8 has the general

solution in terms of Bessel Munctions as

I(r) = AT (A7) + BK(Ar) (3.9.9)

vhere A and B are constants,
A gimilar derivation can be used to obtain the solutibn for a
rectangular co-ordinate system

J(x) = Aexp( A\ x) + Bexp(-Ax) (3.9.10)

vhere )?

2/ukﬂ39ﬂ/q

Emitter structures having a high horizontal aspect ratio allow
the problem to be approximated by a tuo-dimensional system.

Applying the boundary conditions to diquation 3.9.10,under these
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circumstanoe§:reau1ts in a current distribution of the form

I(x) = (L) % (3.9.11)
e

where 2Le is the emitter length in the x direction.

The reduction to two dimensions assumes that the distribution is

independent of the emitter width, he
Transistors having a large horizontal aspect ratio have been

found to operate with zero base—emitter voltage at the centre of

the emitter, when large values of collector current are used

(Ref.59).

The total collector current is given by

L
e
cosh( A x (3.9.12)
I, = j 29heJ(Le) Sosh{x L, dx
o

where ) is the number of emitter elements.
The current density at the edge of the emitter can therefore be

expressed,in terms of the collector current, as

(L) = 7T, :anh()\!.-a) (3.9.13)

The charge carrier distribution is therefore

p
c h( A
O S :::“U\%b (3.9.14)

Consider a single emitter segment and transfer the co-ordinate
origin to the emitter edge (i.e., the point of maximum concentration

of charge carriers). The mean charge-carrier concentration will be

o B



given by L

e
<nD - %f n(x) dx
e

=]

L
I, A J
T I9TEw ST | sostiA(L- x) ax

I (2cosh(AL,) = 1)/49Lh qv (3.9.15)

Heglecting the magnetic term in the energy balance equation and

using Iquation 3,9.15 results in the equality

( ypr )° I,(2 cosh(AL)) — 1)kT
%o fo( Bk ) = T 2VL A av (3.9.16)

The collector current obtained from this equality will be the
critical current defining the onset of current constriction. The
critical current for forward base-terminal—~current operation is

therefore

2KTh_K(2 cosh( X L )- 1) (3.9.17)

erit 2
QLeqv YQ‘E Kp Eo

The thermal conductivity, K, and the drift velocity, v, arc
temperature dependent (Sec Appendix 4). A is also tempgrature
dependent through the mobility,/u..

ﬁpply;ng the temperature dependent forms

K = AT T

v (1 = 6.7 1074 1)

<
I

B8 =



X o X T(lu'b)

4o Bguation 3.9.17 results in an expression for the critical current

in terms of ambient temperature as

21&194%(1“23)(2 cosh( )\OTQ"")LB) - 1)
5

(3.9.18)

Icrit

2 -4
VL v, ¥ E Kp £, (1L = 6.7 107" 1)

The interaction of the temperature dependent terms, for
practical device dimensions, is such that the critical current

increases as the ambient tomperature falls,

3.10 An Approximate Bivaluation of Breakdowmn Delay Time.

The temperature rise of the transistor can be exoressed in
terms of a thermal resistance, e , end the input vower, P. The

steady state eduation 1ill be
T(x,¥,2,00) = PO(x,y,2) (3.120.1)

The dimensions of the heatl source and its position wvith respect o
the adiabatic surface affects the value of € , The thermal
resistance of an arbitrarily selected heat sourcc can be related to
the resistance, Q,, for a heat source of defined shape and size,

located at the surface, by a set of correction factors, The

required correction factors will be :

(i) i expressing the change in & caused by moving

the heat source awvey from the adizbatic surfacs,

(ii) T expresging the change in @ caused by changing

the thickness of the source.
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(iii) F, expressing the change in & produced by varying
the horizontal aspect ratio of the source. (The
temperature on the centre-line of a heat source

changes less for long thin sources.)

The correction factors can be presented in a general form by

normalising all dimensions to the source upper surface area

FH = f(ws / (Ac)%n (a)
v, = 2/ (a)h o
F, = f(Lo / Wb) : (e) (3.10.2)

wthere Vg is the depth of the source below the adiabatic surface,

h  is the source thickness and L W, = A

The thermal resistance on the centre line of the source is given by

1
6(0,0,u) = i3 3 S (3.10.3)
Cc

The correction factors can be evaluated by comparison qf
Bquation 3,10.3 with the full theﬁmal response equation 3.6.6 or
3.6.7, allowing the time to approach infinity., The results showm
graphically in Figs. 3.10.1 %o 3.10.3.were obtained by starting
with a symmetrical source at z = 0 and varying Vo h and
Lo/ HG in turn,

The transient thermal response can be considered to be a
combination of bulk and local effects, Each of these is assumed to

follow an exponential form, giving the temperature change, A T,
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for a wniform power distribution within the source as

() 7(t) - T(0)

]
]

=t -t
- — PO, (1 - —
PO (1 = oxp(37) + PO, - exp(3%))
(3.10.4)
vnere the subscripts s and b refer to local and bulk values
respectively.
7 is the natural thermal time constent evaluated at + =

Iiost operating conditions produce delay times vhich are

sufficiently small to allow Equation 3,.,10.4 +to be simplified to

T(+) = PQS(l - exp(-—h_;.-)) 5 g-i'-
8

b

(3.10.5)

vhere C.b is the bullk capacity.
The temperature change can be cxpressed entirely in terms of

local values when the time interval to be examined is very short

(Refs.59,60). The natural time constant is given by (Ref.51),
¥ & R°.J K, (3.10.6)

vhere R2 = (x—x‘)z + (y-—-y')z + (z—z‘)2

k’l‘ is the thermal diffusion coefficient

This is related to the thermal capacity by

7 = @¢ (3.10.7)

Typical values for the transistors investigated in the

experimental wvork are
7o
i

T1.04 ms.

146.9 Pt

- O =



68.7 °x/u.

e, =
6, = T.1107% 3/,
c,6 = 2.4 1074 3/%.
g ; 2 o
obteined using k, = 0,511 cm”/s. and K = 0.84 J/em.s. K
(Ref.61).

An approximate_va}ue 6f delay time_can be obtained by
consideration of the critical temperature gradient introduced in
Section 3,6, The current distribution is assumed to be uniform
over an cffective collection area, located under the emitter
extremities for foruqrd base bias, and under the emitter centre for
open base operations, The effective area can be obtained by
consideration of Equation 3.10.11, or a2 similar expression for
circular structures. The area is taken to be that containing 80%
of the current, The assumption of a linear temperature gradient
leads to the tempe?ature difference across the heat source, at

breakdowm, as

- 1 2
A TCI‘i'l: vTcri-b'2 (Ac/'a ) (3.10.8)
where v is the number of emitter segments.

The approxzimation improves as the source area decreases, A more
accurate expression can be found from the transient thermal
equation, 3.6.,6, but this results in a complex expression, which is
unnecessary for the present purpose. Immediately prececeding
breakdovn the heat source will have a small area and an aspect ratio
approaching unity, The approximation is most accurate for high

forward, or reverse, base terminal current.
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The delay time is obtained by using Equations 3.10.5, 3,10,8

and the expression for the critical temperature gradient, 3.8.8,

to give
A : . AnkTA(z - M)A, )%_
crit 4% D Ea
= POFFF, (1-exp(ZL)) + 2 (3.10.9)

w h A

9/3 b

The electric field distribution and the effective regional

dimensions are required to enable values of M, F, Fp

be obtained, Following the results obtained by Vhittier and

y and Fﬁ to
Tremere (Ref.30), it is assumed that base-width modulation and
lateral injection have equal effects upon conduction, for currents
exceeding the space-charge-limited threshold. The effective

collection area is therefore given by

_.3_:_'.
Aee = AJ(I/ID) for I D> I (3.10.10)

where IT is the threshold current for space-charge-limited
operation,
The current—induced base width is therefore related to the

collector region width by

I

p ~ VA pellpe )

: for I_>1
I, ~ avh gqlig c T

(3.10.11)

R =



The width of the heat source ig therefore

h = Vepi = Yoib for I > I, (3.10.12)
The effecctive base width is
Viep = Wy b W_.o for I > Iy (3.10.13)
These values of Aeff y h and Wap &re used in Lquation 3.10.2

to give values of F and I .
The electric field used in the evaluation of the avalanche
multiplication factor, I, is assumed to have the linear form given

in Bguation 3.7.5. This is related to the supply voltage by

V. = E(0)h + |E(O)—E(h)|% ' (3.10.14)

The avalanche multiplication factor is obtained by combining
Bquations 3.7.5, 3.8.5, 3.8.6°and 3.10.14.

The assumption implicit in the simple form of IDquation 3.10.9
is that the charge—carrier concentraﬁion, collection area, and
avalanche multiplication remain constant up to the thréshold of
breakdowm. These factors are all temperature dependont and the
simple form of the equation therefore leads to values of temperature
difference, and hence delay time, which differ widely from the

exnorimental values,

3101 Collection Area and Charge—Carrier Concentration

as Munctions of Temperature.

The charge-carrier concentration and the saturated drift

velocity are functions of temperature., The charge-carrier density
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exhibits a temperature dependence of the form (Refs.2,3,14)

£ (r-m1)
AT = a(r) ()77 exn("E ) (3.10.15)

The temperature dependence of the saturated drift velocity,

discussed in Section 3.5, is given by

W) = w(ny) k=l 107 1) (3.10.16)

(1 - 6.7 1074 TO)

In a transigstor supplied from a current source the total
collector current remains constant,so that the collection area
has o temperature dependence determined by Equations 3.10.15,

3,10,16 and

AS(T) = I, /av(T)n(T) | (3.10.17)

This is applicable for conditions below space-charge-limited
conduction, In space-charge-limited conduction the area of

collection becomes carrier—-concentration dependent according to

~ J(1) & (1L~ 6.710 %0 )
KC(T) - A (J T )2

o (3.10.18)
(1 - 6.7 10 Too)

vhere subscipt cc refers to values at the threshold of space-
charge-limited conduction,
The temperature dependent form of Equation 3.10.9 must be

considered for two conditions:.
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(1) Space — charge - neutral up to breakdown

Tcrit
1.5 - (T=1T)
Ll 36D LT =Ty k(e - ) B
7y ( n(To)gw ) exp§ st ) "~ o) Txz )
0 o P o
(3.10.19)
(ii) Space — charge —~ limited at breakdown, space -
charge — neutral at T = TO
Tcri‘h
3 _ e =
W((H(TO)ETTCSF“PE Zg(Tzzézz T'1‘0) T‘I‘o); ned
To o cc

kT(2 = M) ):‘—-.3- (3.10.20)

3.10.2 Avalanche Hultiplication as a TMunction of Temperature.

The avalanche multiplication factor, II, is defined in terms of

the ionisation coefficient,g, as

n o= 1/(a -foc(m) az) (3.10.21)
The approximate solution to the ionisation integral has the form
b -u - b
a(B) az = m(gz ) o exp(” 5) (3.10,22)
m e m

vhere Q and u are determined by the junction structure, (Ref.36)
Em is the maximum electric field

oio is the asymptotic value of ac as Em approaches infinity.
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b igs a constant dependent upon the type of charge carrier.

h is the space-charge-layer width,
Consider the current flow to be space—charge-limited. The

space—-cherge region has o width
h = wepi(n - HDG)/(ncc - Mpys) (3.10.23)
vhere n_ is the charge carrier concentration at the threshold of

space—~charge—limited current flou.

This can be expressed in its temperature dependent form as

BEY = w (ncc(T/ch)Eéxp(— Zg(T - ch)/(4kTch)) - ”bc)

epi nco - NDC

(3.10.24)

The maximum clectric field is therefore temperature dependent and

is given approximately by

<3
]

2v_/h

v, 2 (ncc — Nbc)

wapi(ncc(T/ch)%éxP(— (T T /4T ) = 1)

(3.10.25)

The ionisation integral is therefore temperaturc devendent

«(B) &z = Qe (h/zvs)““ ;
(W (ncc(T/ch)%exp(- Z(r -1 )/4aT ) - Nnc)gl‘“)
( epi Vo = HDC )

(-'bt-reni(nGC(T/ch)%exp(—fg(‘l‘ - ch)//.lk‘l"l‘oc) - HDC) %

exp(
QVB (ncc - NDC) )
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This can be substituted into Eguation 3.10.21 to give the

temperature dependent value of Ii,

Considering an initial charge-carrier concentration less than

and T

n
cc ce ’

introduces more complex terms containing To’ T
similar to those shovm in Equation 3.10.20.
The simple form of the temperature, avalanche multiplication,

delay time relation,given_in Bguation 3,10,

5

unction with Bquations 3.10,18, 3.10.20 and 3,10.26.

must be used in conj-—

PO F W T, (1 - exp(—t/‘)’s)) + P'b/O.b =

ol

k‘I‘AAc(l - GT )(noof(T,ch) - IIDC)

Kp £, (1 - GTO) (;nGG - NDG)

(
E]z',—%(n(To).f(T,ch,To) - 1)

. Q&E b ; (z.,em(ncof(w,-r c)_I-IDC))(l-Z(_w 51 (R F(TT )=l )y
i °°(sz) ( R ~ Ung ) ( 2v3(ncc - HDC) )
(3.10.27)
§ (m&(r-1)
where f(T;TCG) = Eﬁf;g GxPE iﬁmToc ; = fl
T\ (- 3 (7, (2F =T ) =TT )
and f(T,ch,TO) = E 2 %exp% £ 2T T g
= fg

- 101 -

)



For n, . > Iy, this simplifies to

PO F_F, F, (1= exp(-t/7)) + Pt/c, =

: -4
I:TAAG(l -_6."!' 10 © T)

L
T A, Tgy
Kp 0(1-6.7 10 TO) :

—-u (1-u) 1
1 - 2Q ac‘o(b/zvs) ("’enifl) exp(-bwepifl/zvs) X
-u (1-u)
1 -0 ogo(b/zvs) (nepifl) —exp( bwepifl/avs)
(3.10.28)
At collector currents for which n(TO) > n,. the above

equations are simplified by replacing f(T,TCG,TO) " and f(T,TCG)

by the single expression f(T,TO) where

é 3 -2 (T - To)
£(r,e ) = T )% exp( ——5-———-4mo ) (3.10.29)

Beuations 3,10.27 and 3,10.28 express the dependence of_delay
time upon temperature and avalanche multiplication. This is a
description of second breakdoun in ferms of energy gap modulation
and avalanche multiplication, The effects of base width modulation
and lateral injection are congidered for charge-carrier
concentrations of appropnriate magnitude, These equations can be
used uith successive approximation itechnigues to provide values of
the maxinum tompcrgture, the maximum charge-carrier concentration
and the delay time. These va;ues ore given as functions‘of supply
voltage and collector current, wnich determines n(TO) . The

values obtained will be those existing at the onset of second
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ﬁreakdown current constriction,

The magnetic pinching forces have been neglected in the above
analysis, This approximation has been found adequate for ambient
temperatures as low as 195°K. Overation at lower tempcratures,
however, malkes the magnetic pinqhing force significant in comparison

vith the thermal pinching force.
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4. CALCULATIONS,

The critical collector currents for open-basc and foruard
base-bias ﬁere calculated for a temperature range 400°K. to TTOK.
using Bquations 3.5.14 and 3.10.19 respectively. The values of

the constants used were

A = 3,5.107

a = 1.33

B = 5.5.106

b = 1.5

¥ =  36.307% o0/
v, o= 7.3.107 cn/s

The dependence of the characteristic uvon the electric field
strength wvas examined and a set of curves obtained for field
strengths up to 5.107 V/m. These results are shown in Figs. 4.1
and 4,2 vhere the collector currents are normalised to the value at
3OOOK. for zero clectric field. This allows a comparison with the
experinental curve which gives a mean value of electric field
strength at the threshold of breakdowm.

The open-=basc mode of opefation produces a sect of curves
indicating an electric field strength greater than 108 V/m. For
the devices tested the field is in the region of 5.106 V/m.

Forvard base-bias oporation produces a set of identical curves
displaced from the curve for L = lO6 V/m., used as a reforence,
according to B_g.

The temperature distribution in the hot spot formed by the

current constriction was calculated using Bquations 3.4.5 and 3.4.8.
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to I_ at 300°K. and E = 0 (Open Base Operation)
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Fig. 4.1 (D) Critical Collector Current as a Function of
Ambient Temperaturc (Open Base Operation)
(Line represents theoretical relation for an
electric field E = 6 104 V/cn., points are

experimental results averaged from 5 transistors)
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Fig. 4.2 Critical Collector Current as a Function of

Ambient Temperature for Forward Base Bias
Operation., (Lines represent theoretical values
obtained from Equation 3,9.18, assuming the drift
velocity to be independent of electric field
strength, Points represent normalised average

experimental results for BFY 72 transistors)
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The constants used in these equations are derived from Equations
3.4.5 and 3.4.7 respectively in conjunction with the temperature

dependent expressions for the charge-carrier density and mobility

n o= n, pled exp(--»fg / 2kT)

i

H = 55 108 ¢~1+5

The temperatupe distribution was obtained by taking an initial
estimate of the maximum temperature and using the temperature
gradient, in an incremental process,to obtain the temperature at the
edge of the hot spot. This value was compared with the ambient
temperature and the maximum temperature adjusted until the
re—galoulated temperature at the edge of the hot spot was within
loK., of the ambient temperature. The hot spot radius was assumed
to be determined by the emitter width at the breakdowvm site,

The effect of each breakdown mechanism was demonstrated by
reducing the magnetic effect to zero., These calculations were
restricted to zero recombination current conditions., The resulis
are shown in Tigs. 4.3 and 4.4 for two values of ambient
temperature.

The charge-carrier distribution in the hot Spo%_was obtained
using these temperature distributions and Equation 3,.3,27, the
result being shown in Fig. 4.5.

The approximate delay time-breakdowm energy characteristic was
obtained using the system of equations given in Section 3.10.2 to

give a value of delay time related to collector current, supply
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voltage and ambient temperature, An iterative technique was
employed to give a delay time with less than l/a s deviation
between consecutive values. The results are shovm in Figs., 4.6 and

4.7 for forward base-bias operation.
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Fig. 4.3 - Plot of Relative Temperature Against Distance From

The Hot-Spot Centre, ( obtained from Equations

3,4.6 and 3.4,8 at an Ambient Temperature of 297°K)
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Fig, 4.4 Temperature Distribution in a Hot Spot (using

Equations 3,4.6 and 3.4.8 at an Ambient

Temperature of TTOK.)
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Fig. 4.5 Charge~Carrier Distribution in the Hot Spot

(from Bquation 3.3.27 and Fig. 4.3)
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Fig, 4.7 Delay Time as a Function of Ambient Temperature for

BFY 72 Operating with Forward Base-Bias and VGE = AOQV.
Lines represent theoretical values (magnetic effects
.neglected) and points are experimental results)
All values are nocrmalised to the value of td at
300°K. Collector Current = 250 mA.
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5e BXPURIMGNTAL  TIVESTIGATIOIN.

The devices used in the practical investigation of sccond
brealdoim were‘ n - p —n Silicon epitaxial transistors, Samples
were taken from commercially available devices having a revrcsent—
ative range of cmitter profiles, The sclection of medium-pover
suitching transistors was a compromise betueen the need for a large
arca and the complexity of transmitting clearly defined high~power
pulses through long cables,

.Tne exnerimental procecdure was divided into five sections,
These were designed to justify the acceptance of the techniques,
provide & basis for the theoretical work and, where possible, verify

the theory. The outline of the investigation was as follows :

(1) Preliminary Investigation — determination of the limiting
conditions under wihich sccond breakdown could be induced in
each type of device.

(i1) Device Degradation — the effects of repetitive breakdoun
upon the transistor characteristics were examined.

(iii) BElectrical Breakdown Characteristics - a detailed ’
examination of the terminal characteristics of each type of
device was made over a wide range of input power condition,
This was performed in forward and open base nodes.

(iv) The Temperature Distribution — infra-red radiation fron
the transistor surface was detected by means of an infra-red
microscope. The radiation level was taken as an indication

of the mean temperature of the.small area under

observation,
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(v) The Critical Current - the collector current required to
cause second breakdown under given conditions of supply

voltage and ambient temperature was determined,

Bl Preliminary Investisgation,

During this stage of the experimental work, the time which the
test transistor spent in the breakdoim state vas limited by an
inhibiting circuit, This was discarded as soon as the operating
range of the devices had been determined, since the load it
presented to the test circuit affected the values of delay time and
energy required to cause breakdovm.

This investigation was used to verify the general findings of
previously reported work, vhere appropriate.

(i) Reverse base-bias required higher voltages to cause breakdovm
than zero base~bias operation, The collector-emitter voltage after
breakdowvn was found to be lower than for other modes of bias. Delay
times were very short, generally less than 100 ns., and appeared
almost independent of the collector current once the critical value
vas excoceded,

(ii) Toruard basce~bias produced second breakdown at the lowest
supply voltages, avalanche breakdovm not being required provided
that the collector current was large enougn., Delay times were an
invimate function of collector current and were appreciably longer
than for other modes of opefation.

During these experiments it wvas noted that the devices with
circular cnitter configurations required much higher input power to
causce breakdovm in the forward bias mode, than for other emitter

configurations. There appearced to be two distinct regions of
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breakdotn characteristics in the forward bias mode of operation.

5.2 Degradation Due to Second Breakdowm.

A selection of each type of device uas subjected to a series of
revetitive brealkdoim testg to QOtepmine_tho effect of testing uvon
the transistor charaqteristics. The parameters selccted for
examination were, (a) current amplification factor (b) collector
leakage current (¢) delay time., These varameters vere measurcd
under carefully established operating conditions after each set of
breakdovm excursions. lieasurements were taken before the first
breakdovm excursion to establish reference values for (a) and (b),
the reference value for (c) was taken to be the value obtained from
the first breakdowm. Subsequent values uvere normalised to these

7

refercnce values and a pnercentage deviation over 2,10 breakdowm
excursions obtainced,

The initial tests were performed with a pulse width l.ltd .
Variations over the entire range were very small, the change being
megligible after the first 100 breakdowm excursions. The effect of
a higher input encergy wvas investigated by increasing the pulse

decrease d-
width / delay time ratio to 2 : 1, The input powver was meressec
t0 provent the mean device temperature rising significantly., A
greater variation in the selected parameters was evident in this
test, the leakage current showing a significant incrcase towards
the end of the experiment. The results are shown graphically in
Fig. 5.1.

It can be scen from the results obtained here that the values

obtained from the subsequent series of tests can be accepted over a

wide range of breakdown excursions, The pulse width to be used will
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Fig. 5.1 The Effect of Second Breakdown on Transistor
Performance,
Broken Line (1) Vog = 40 V., I_ = 300 mi.,
= 80/43., Pulse Width = 9O/A 8.

[

Full Line (2) Vop = 40 V., I = 500 mA.,

i

t

A 3(“!/;3., Pulse lidth = 60/. S.

- 119 =



be restricted to times as close to td ags stable breakdovm

conditions allovy,

Be3 Breakdoun Terminal Characterisiics,

A nminimum of twelve transistors of each type were subjected to
a more detailed investigation of their electrical characteristics
under breakdovn conditions at room temperature. A number of these
dovices werc examined at ET3°K., and 195°K. Tests were performed
in the forward and zero base-bias modes using a pulse sevaration of
40 ms., a collector-emitter voltage range up to 160 V., and a
collector curreni pulse amplitude up to 1 A,

A detailed investigation was made of the relation between delay
time and collector current, collector-emitter volitage and input
energy to cause breakdovm. The long term stability of ambient
conditions in the laboratory allowed results to be obiained over o
veriod of weeks, the consistency being maintained within 5%.
Typical sets of results, together with a device outline diazram,
are showm in Figs., 5.2 to 5.5.

It can be seen from the diasrams that, as the supply voltage
approaches the avelanche breakdown voltage, the forward base-bias
characteristics become similar to the open-base characteristic, At
these high voltage levels the transition in the collector—cmitter
voltage changed from a single step to a double step as the current
was increased, The biasing arrangement caused the emitter—base
junction to be reverse bhiascd by the initial voltage step. A
small resistor placed in the base lead shouved a reverse base current
flow, It was found in subscquent investigations using an infra-red

microscope that the breakdovn sitec moved to the centre of the

- 120 -



AU ANNANN N

s

//OLLECTOR

o
LR

AR
N
NN

s

NAVAVAN

IAANRRNANRNN

\

AN NN NN

BFY T2 Cont

2 (a.)









td (/uS)

1200 |
1000
800 F
600
VCE= 50V / 45V
400 [
200 |
1 1 L 1 [ d
100 2.0 3.0 4.0 5.0
E
EIRGY (mJ) 3
3
Fig. 5.3 (2) BFY T2 Delay Time ~ Breakdowm Energy p)

Characteristic at Ambient Temperature 29701{.

(Forward base - bias)

- 124 -



1200

1000

800

600

400

200

1 1 1 1 1

1.0 2.0 3.0 4.0 5.0

ENERGY’ (mJ)

Fig., 5.3 (b) 21 2218 Delay Time — Breakdown Inergy
Characteristic at Ambient Temperature 297°K.

(Forward base-bias)

- 125 =



1400 |

1200 |

1000 L

800 |

600 }

400 |

200

2.0 4.0 6.0 8.0 10.0

ENERGY (mJ)

Fig. 5.3 (c) 2N 2195 Delay Time — Breakdown Energy
Charactaristic at Ambient Temperature 29701{.

(Foruard base-bias)

- 126 -



t& (/y,s)

600

500 F

400 L

300 p

200

100

1 L —l 1 1

Fig., 5.3 (d)

1.0 2.0 3.0 4.0 5.0

ENERGY (mJ)

21 914 Delay Time — Breakdown Energy
Characteristic at Ambient Temperature 297°K.

(Forward base-bias)

- 127 -



tq Q/,s)

700 |}

600

500 |

400 L

300 1

200 L

100 [

4.0 6.0 8.0 10.0 12.0 14.0

ENERGY (mJ)

Fig. 5.3 (e) BFY 52 Delay Time — Breakdown Energy
Characteristic at Ambient Temperature 297°K.

(Forward base~bias)

- 128 -



ty gjbs)

600 |

500

400

300

200

100

1 1 ] 1

0.5 1.0 1.5 2.0 2.5

BNERGY (mJ)

Fig. 5.3 (¥) 2l 3734 Delay Time - Breakdown Energy
Characteristic at Ambient Temperature 297°K.

(Forwvard base-bias)

= 10 =~



‘td (/‘s)

600

500

400

300

200

100

30

Fig. 5.4 (2)

32.5

35 37.5 40 42.5

Collector Emitter Voltage.

BIfY 72 Delay Time as a Function of Collector—
Emitter Voltage. Ambient Temperature 297°K.
Forward base-=bias operation.

Collector Current as an independent variable.

- 130 -



ty (/,s)

500 L
200mA,
400
300
200
100 +
40 45 50 ‘55 60 65
COLLECTOR — EMITTER VOLTAGE
Fig. 5.4 (D) o2 2218 Delay Time as a Function of Collector-

Emitter Voltage. Ambient Temperature 297°K.
Collector Current as an independent variable.

Forward base-bias.

- 131 -



T3 (/*S)

1200}

1000[

8oo

600f

400

600mA.

200t

1 L 1 1 1

40 45 50 55 60 65

COLLECTOR-EHITTER VOLTAGE

Fig, 5.4 (c) 2N 2195 Delay Time as a Function of Collector-
Emitter Voltage. Ambient Temperature 297°K.

CGollector Current as an independent variable,

- 132 -~



1200 | l
1000 |
800 }
600 [
400 |
200 [
1 [ 1 : 1 1
0.1 0.2 0.3 0.4 0.5 0.6
COLLECTOR CURREHNT (A)
Fig. 5.5 (a) BFY 72 Delay Time as a Function of Collector

Current. Collector-Emitter volteze = 40V.
Ambient Temperature 297°K.

(Forward base-bias)

~ 133 =



Ty (}&s)

1000 L
800 |
600 |
400 f
200

1 1 1 1 1

0.1 0.2 0.3 0'4 0-5 0.6

COLLECTOR CURRENT (A)
Fig. 5.5 (b) 2Nl 2218 Delay Time as a Function of Collector

Current. Collector-Emitter voltage = 50V,
Ambiont Temperature 2970K.

(Forward base-bias)

- 134 -



1400 [

1200 1

1000 |

800 f

600 |

400

200 [

0.1

Fig. 5.5 (c)

0.2 0.3 0.4 0.5 0.6 0.7

COLLECTOR CURRENT (A)

211 2195 Delay Time a8 a Function of Collector
Current, Collector-Emitter voitage = HOV.
Ambient Temperature 297°K.

(Forward base-bias)

- 135 =



enitter under these conditions (the normal forward biased breakdowm
site is located at the edge of the emitter).

In the fortard base-~bias mode of operation samples of 2112218
and 2112195 +transistors exhibited an unstable breakdovm over a
limited range of collector current and supnly voltage. The
instability was evident as an oscillation of the opllector-emitﬁer
voltage between the supply voltage and the breakdowm voltage. The
instability was more readily obtained with the 2112218 devices,

It can be seen from the td/ Ic and t&/ﬁ, characteristics, in
the forward base-bias mode, that there is a distinct difference
between the low and high éollector current relationships. The
transition is not a2brupt and repeatable breakdown conditions can be
established in the intermediate region, This phenomenon is most
evident in the tdfg characteristic for non-circular emitter
devices, At low sunply voltages the transition showed a marked
increase in the energy required to cause breakdovm over the
internediate range of collector current levels. As the suppnly
voltage increases the change in energy requirements is reduced,

The unstable breakdovn mentioned above occurs at suoply voltasges

at which the twfﬂ_ curve has a negligible distortion, but at a

poiﬁt vaich a distortion would be expected from the extrapolation
of the low voltage resultis,

lultiple breakdowm levels uere observed at high power levels.
The first step was similar to that alrcady described above and
caused the collector—emitter voltage to fall to a value
approximately half the avalanche voltage., This voltage was found
to be current dependent, the voltage rising slightly as the current

increases, The first transition occurred almost instantaneously,
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subsecquent transitions being associated with a delay time, as showm
in Fig., 5.6, The third and subsequent voltage steps were closely
current dependent, the voltage reductions being of the order of

2 to 3 volits.

The deviation from a smoqth curve Tor the td/Z and td/ I,
characteristiqs became nore pronounced as the ambientv temperature
decreased., The energy input required to ceuse breekdoim in the
forwvard basc—bias mode increased as the tenperature fell,

A sclection of 2if2218 devices with a spread of current
amplification factor covering a range of 2 ¢ 1 at a collector
current of 300 mA, Devices haviné similar values of hfe had
similar values of delay time over the entiroe range of foruard base-
bias operation., At all current levels the delay time was secen to
decrcase as the current gain increased, sce Fig, 5.7.

The results of an investigation of the effoct.of ambient
tenperature upon the delay time, for several values of collector
current, are showm in Pig., 5.8. It can be scen_that the temperature
dependence is much sironger at low power levels, At large collecctor
currents the delay time is almost independent of temperature. This
indicates the increcasing importance of non—thernal effects as the
collector current rises,

It was found that results taken over a period of deays showed a
small deviation, Results obtained in the same series of readings
performed in a single day vere consistent. Vhen taking low
tenperature rcadings therefore, the room temperature value was
cheoclked betueen cach reading at reduced temperature and & complete

series of results vas obtained in one session.
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inhibits Second Breakdowm.
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5.4 Surface Temperature Distribution.

Four transistors from each batch were selected for their close
approximation to the mean breakdown electrical characteristics. The
metal can was removed from the header to expose the semiconductor
chip and the transistors were mounted on a vero-board block to
facilitate testing while situated on the microscope platform. It
was found that thq_lqng pillars carrying the base and emitter
connections made accurate focusing of the microscope objective
difficult with some devices,

The emissive properties of the transistor surface were examined
by raising the device temperature by means of an external heat
source, A scan of the entire surface was made, readings being takeq
at 10 um, intervals. This investigation was carried out at 80°C.,
the assumption being made that the ratio of results obtained forlthe
different regions would be maintained over the entire temperature
range, The thin layer of Silicon Oxide ensured a small difference
over the entire surface, The results obtained in this test were
used to modify the readings taken with the transistors operating in
second breakdown,

The temperature distribution during breakdovm was obtained by
scanning the device surface to locate the centre of the hot spot and
taking readings at 5/um. intervals in four directions from this
point, Typical results are sﬁown in Fig. 5.10 where the temperature
is shown as a normalised value, taking the reading obtaiﬁed at the
centre point as the reference level, It was found that all devices
had a similar temperature distribution, the heated region being
approximately symmetrical in all directions., A% low power levels

with the transistor operating with forward base-bias some asymmetry
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Fig. 5.10 Temperature Above Ambient in the Hot Spot.
Curve derived from Equations 3.4.6 and 3.4.8

Points are experimental results (average of 4

transistors).
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Fig. 5.10 (b)

(i1)

40 60 80 100

% DISTANCE

Distribution of Temperature with Two Hot Spots.
(Forward base-bias)

BFY T2, Hot Spots located at the extremities
of one arm of the emitter. Plot taken over

emitter metallisation. I, = 600 mA,, V ov.

cE =
2l 2218, Hot Spots located at the extremities
of adjacent emitter segments. Plot taken
over semiconductor regions. Ic = 200 mA,

Vop = 60 V. (Avalanche injection is high in

this case)

Spot Separation : (1) 210 um. (i1) 120/m.
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became evident. This is attributed to the risc in the bullk
temperature of the chip with the larger pulse widths, Uith very
long delay times the finite lateral dimensions of the chip become
significant, particularly in the forward base bias mode,

Figure 5.10 (b) shous the temperature distribution for
conditions producing two hot spots. The conditions for double
breakdowm site formation with the BFY T2 are restricted to high
current levels, due to instability in the site location for high
voltage - low current breakdown conditions, This instability was
not as prevalent in the 2ii2218 samples tested and may be
characteristic of the paricular BFY T2 transistors used, since a
limited supply was uscd for these tests.

The curves for the 202218 transistor follow the curve obtained
with a single breakdown site near the breakdown centre. Deviation
from the single curve at the edge of the hot spot is attributed to
general device heating, due to the higher input power, and
interaction of the two hot spots. The curve for the BFY T2 device
differs greatly from the single hot spot curve. This is thought to
be a result of the high mean vower level required to form the double
breakdown, The high thermal conductivity of the metal contact will
tend to create an isothermal surface over the emitter, This effect
was not significant at the low pouwer levels used for the single
site breakdoun tests, the energy input and mean power levels being
much lower, Uith the BFY 72 transistors the second breakdown site
was obtained by establishing a single breakdown condition and
reducing the pulse veriod until a2 sccond site formed. The closer
thermal linking of the two sites with these transistors was probably

significant in the formation of the second site,
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ot all breakdovm conditions produced symmetrical temperature
distributions, such as thosc shown in Fig, 5.10 (b). The most
gtable twin breakdown conditions, however, were those in which the
maxinun temperatures differed by less than 305, 1ith sites having
widely differing temperatures the position and existence of the

r
second site (lowest temperature) was unstable,

5.5 Critical Current.

The minimum collector current a2t which second breakdown occurs
with a given collector—emitier voltage, was obtained over the range
of ambient temperature 333°K. to TTOK. The minimum current was
determined by reducing the collector current pulse amplitude until
breakdovm no longer occurred in a 10 ns, time period., Several
values were obtained using a 100 ms, time period, the resultant
minimun collecctor current showed negligible difference from the
values obtained with a 10 ms, period., The value of collector
current obtained in this way was taken to be the critical breakdowm
current for the particular combinatidn of transistor and supply
voltese, Tests were performed with forward base terminal current
and open base configurations,

Pigures 5,11 and 5,12 show the results in graphical form,
values plotted being the average of five randomly selected devices.
The nmaximum deviation of any individual result from the mean wvas

Poiinid to be Jess than o 104,
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BFY 72 Critical Current as a Function of
Ambient Temperature. (Forward base-bias)

Experimental values averaged over 4 transistors.
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Pig, 5.11 (b) 2N 2218 Critical Collector Current Variation

with Ambient Temperature. (Forward base-bias)

Experimental results averaged from 4 transistors.
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2I1 2195 Critical Collector Current as a
Function of Ambient Temperature. (Forward
base-bias). Experimental results averaged from

4 transistors.
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Fig., 5.12 Normalised Critical Collector Current as a
Function of Ambient Temperature, Open base

operation,

The normalised critical current values for all
of the transistors tested lay close to this curve,

irrespective of type.
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6. DISCUSSION,

Direct verification of the theory of second breakdovm requires
detailed neasurement of the transient charge—carrier distribution
within the base and collector regions. Readily obtainable
experimental regults arc confined to terminal relations and bulk,
or mean, values, Th; theory has therefore been extended and
_tailored to produce expressions vhich relate to physically
observable characteristics. Although not direct proof, the corresp;
ondence of cxperimental and theoretical characteristics covering a
wide range can be taken as an indication of the validity of the
premises upon which the theoretical expressions are based,

The complex structure of vractical devices and the inter—-

dependence of the factors affecting charge—carrier transport and

sccond breakdowmn result in a great number of approximations to make

the expressions manageable, Great care must therefore be taken in

the application of the equations describing detailed characteristics
t0 other devices and to the devices considercd under conditions
differing from those specified. In particular the assumptions made
about device geometry and recombination current flow in the base
region can lead to significant errors if applied erronecously.

The proposal that second breakdovm is dependent upon Lnergy Gap
llodulation, llagnetic Constriction and Avalanche Hultiplication is

supported by several facts arising from the experimental resulis :

(1) The close fit between the theoretical and experimental values
s o
for critical collector current over the temperature range 77 K., to

s

3OOOK. Although the agreement is closer for the open-base condition
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the basic temperature dependence is showm clearly for the forward
bias mode'of oneration. The exact values obtained theoretically

can be adjusted to give a betlter it to the experimental results by
modifying the approximate expressions‘for the current distribution,
The agreement betwecen these results indicates that, at low values of
collector current, the thermal mechanism is dominant at room
temperature and the magnetic mechanism becomes nore significant as

the embient temperature falls (Fig. 4.2).

(ii) At low collector currents in the forward biased mode of
operation the delay time is highly “temperature dependent, As the
collector current increases the temperature dependence is reduced,
indicating the growing importance of a non—-thermal breakdown
“mechanism., The corregspondence betvieen the theoretical and experi-
mental delay time / Bnergy Characteristic supports the proposal
that this mechanism is related to ionisation in the region of the
collector-substrate junction., The wide spread in values obtained
in the experiments preventis close comparison with calculated values,
the nature of the characteristics preventing the use of mean values,
It is clecar from the graphs shown, however, that there is a good

correspondence in the detailed form of the characteristic.

(iii) The agrecement found between the calculated and measured
temperature distribution in the hot spot supports the theory of
Energy Gap liodulation as a principle causc of brealkdowm, These
experinents uvere conductod at collector currents producing
negligible ionisation at the collector-substrate junction. Some
error is introduced througzn ignoring the surface layers above the
hot spot, although normalisation of distance from the centre and
temperature with resovect to the maxinum value minimises the

discrepancy. The use of pulse widths very close to the delay time
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and a large mark-space ratio reduces the influence of the cmitter
motallisation upon the formation of breakdovm sites and the surface
temperature distribution., Uith high input power the rapid time
constant of the metal contacts, coupled with the power dissipation
in the contact and metal-semiconductor junction, is expected to
exert some influence over the location of the breakdovm., The metal
contact areas tend to produce a more uniform temperature
digtribution than is found in non-metallised regions., This is
particularly noticeable at high power input and with multiple

breakdoym sites,
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1. CONCLUSIONS.

The theoretical analysis of transistor operation in the region
of second breakdown has resulted in equations demonstrating the

effects upon second breakdovn of

(1) Energy Gap temperature dependence
(i1) Avalanche multiplication

(iii) llagnetic constriction forces

(iv) Base width modulation

(v) Lateral injection

(vi) Ambient temperature

(vii) Device construction

(viii) Input power.

Although dealing specifically with triple-diffused epitaxial
collector transistors, the principles and a large portion of_the
development, are applicable t0 most semiconductor junction devices
subject to second breakdowvm.

Several points are demonstrated by the theoretical and experi-
_ mental results :

(1) Reducing the ambient temperature reduces the critical
collector current for open-base operation but, increases the

critical current for forward base-terminal-current operation,

(ii) Circular single emitter transistors have a higher

resistance to second breakdowm than multi-emitter devices and those
with a high horigzontal aspect ratio,

(iii) In epitaxial collector transistors the transition to space-
charge-limited current flow increases the energy required to initiate
second breakdown for forward base bias operation,

(iv) Hultiple breakdovm collector voltage steps can be caused
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by avalanche breakdowm of the collector-substrate junction followed
by true sccond breakdovm. Further voliage reductions can be
attributed to the formation of multiple hot spots and the
penetration of the consiricted column to the substrate layor, thus
reducing the resistive potential difference across the device.

The theoretica_.l ar_la_.lysis shous that even a perfect transistor
will exhibit current constriction and second breakdoim at some
calcuiable collector current which is dependent upon the base biasg
and supply voltage. Defects in the base and collector regions can
lead tq second breakdown at much lower values of input povier.
These devices usually oxhibit wide variations in other character—
istics such as current gain, collector—base breakdovm voltage and

reverse base—cmitter breakdowm voltage.
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8. SUGGESTIONS TOR FURTHER INVESTIGATION,

(a) Experimental.

The effect of ambient temperature upon the second breakdowm
characteristics requires a more detailgd examination, The
temperature distributiqp at low_tempgratures_cquld be ueed to
establish the significance of magnetic congstriction of current in
practical devices,

Transient temperature measurements would lead to a closer
analysis of thermally controlled breakdowmn, This type of invest—
igation would require specially constructed transistors which would
provide a detectable surface temperature change having a very short
delay time on the power pulse,

A detailed investigation of defects and composition of
transistors and their relevance to the present theory is required,
o attempt was made to establish the presence, or nature, of defects
in this investigation. (The only precaution taken was to discard
transistors exhibiting terminal characteristics which differed
widely from the norm,)

Although moving breakdown sites have been mentioned briefly
here, there are other effects associated with non-uniform transistor

structure which have not been considered,

(v) Theoretical.

Theoretical analysis of second breakdovm will be greatly
improved by the development of a programme for the general equations
derived here, This will provide an analysis of the transient

behaviour during second breakdown and provide accurate current and
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voltage time dependent profiles related to the properties of the
seniconductor and to the structure,

The theorctical analysis requires extension to include the
detailed effects of base terminal current and transistor geometry.
An accurate analysis of second breakdown characteristics may then
be possiblq for praetical transistors under all operating
conditions, The extension of the theory is neceded to include
transistors not having the epitaxial-collector structure and other

semiconductor junction devices,
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AvPolDIX 1,

m

Bxamination of Space Charge lleutrality and Ambivolar Continuity

Baquations.

The derivation of the ambipolar continuity equations was based
upon the assumption of space charge necutrality. This has been shown
to be a good approximation for the low injection levels or heavily
extrinsic semiconductors, Space charge neutrality is violated
under conditions approach;ng the intrinsic state, The distribution
of charge carricr is defined by ambipolar diffusion processes,
(Refs.1,2).

Local electrical neutrality can be achieved by assuming cither
zero dielectric relaxation time or infinite coulomb forces, The
presence of a space charge will, therefore, be more important in
naterials with a high resistivity and large relaxation times. 4An
estimation of the tolerance of the space charge ncutrality can be
obtained by considering the general processes involved in the decay
* of an excoss of charge carriers,

Consider an increasc of space charge concentration in the
x=-direction., The continuity equation will be

23

¥F.  _
_5-5-:+-f-_0

¥ T

Poisson's equation becomes

|
4
=

VAl

- §
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Ohms Law states that J = ¢n

Therefore combining the above gives

m-F0-¥

This leads to the time dependent relationship for charge

density

ls exp(= ot/s )

~
I

The time constant for a positive space charge concentration
change in intrinsic silicon is approximately 0.2/us. and for
inftrinsic germanium is 70 os,

The preservation of space charge neunbtrality depends upon the
impurity charge being compensated by the mobile charge (Ref.3).
The charge carriers available for pinching processes are therefore
obtained from two sources :

(2) An egqual number of electrons and holes limited to the
ninority carrier concentration.

() Charge carriers injected by the emitter or by avalanche
processés.

In heavily extrinsic semiconductors it is only the small number of

charge carriers (a) thet can be involved in a current constriction.

The assumption of space charge neutrality is not essential,
The added complexity of the methods discussed in (Refs,4,5) arec

seldom justified in the light of other assumptions generally made,
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APPENDIX 2,

Electron-Hole Pressure.

The velocity wvector of charge carriers in a semiconductor can
be separated into a drift component, ;d s and a random velocity

component, 1-:1 , (Ref.1). The charge carrier velocity is

v = V3 + vy
Lvyp o= Vs
<vpr = 0

Consider the Boltzman Transport Equation in the form

Y £ - 3 f
3Tt vvrf + uvuf = 33

3% o1l

where v

r

[t}

( I | )
ox * dy ? 3z’

9 ) 3 )

b ?
u, 3uy auz

and vu=(3

Continuity equations can be obtained by substituting
appropriate expressions ¢)( r,u,t ) for f and integrating over
velocity space. To obtain momentum continuity 5—75 = m¥v vhere m¥
is the effective mass. Separating v into its component parts and
assuming m¥ and v are independent of % and r yields (Ref.l1)
v
ot

d . 1%1'* Vr.(m*@rrl.;-lm + Vr.( <n§d.?d> Y =ni = ValgD>

the term  m¥ (n?1.$l> is a pressure tensor (Ref.2).
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The »resence of a magnetic field does not affect the
equilibrium condition of the charge carriers, so that a Haxwellian
distribution can be maintained in spite of the curvature of their
paths (Refs.3,4). Bauipartition of encrgy avplied to a laxwellian

velocity distribution yields

KT

roj

% Il <V2> =

The pressure of a plasma having a carrier density n is

P = % Il n‘;v%>

This lecads 1o the relationship

P = nkTl
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APPENDIX 3,

Fields Associated with Charged Particle llotion,

Consider a system in which charge carriers can be represented
by point charges having a uniform velocity. The magnetic field,
B , is related to the electric field, E , by an expression

derived from Relativity Theory,

B = (EXE)

G
where ¢ is the speed of light and u is the charge-carriexr
velocity. The force exerted on a hole having velocity, Vv , by an

electron having a velocity, u , in direct opposition to v is

(See Fig. A3)

f=q(§x§)
= ‘I("xgz (uxE))

If the velocity, u , makes an angle, ®, with the electric

field then

—
0

x = u E siné

=1 |

and

vx(uxE) = vuBlsin®

The magnitude of the torm, v x ( W x E ) , in the direction of
the electric field is therefore v uw E . In an infinite system all
forces of the cos® form sum to zero so that the force F can be
written as

F = uvEq/ 02
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Fig. A.3 Forces on Charge Carriers.
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The Lorentz ecquation gives the forece cxerted by an electron on a

hole as

o = @ ( Enp + vx3B)

el

I

s 2
q Enp (1 + uv /o)

Sinilarly

Force botween two electrong

- 2 2
m = B (1-u%/0e")

Force between two holes

F = qFf - v/ o2
PP T Bpp ( 1=/ o)

In general, u,v are small compared with c¢ , so that the
magnetic effects are of minor importance, Under conditions of
space-charge neutrality, however, the eclectric field forces sum to
zero and the magnetic forces are then of significance.

Assuning electrons and holes to be moving in oopoosite
direciions, the magnetic forces are attractive in all cases., The
injection of charge carriers into a space=charge ncutral systenm
(under conditions of high injection, holes and electrons are injected)

results in a constricting force on the charge carrier flow.
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APPENDIX 4.

LTemnerature Dependence of lobility and Thermal Conductivity.

(a)  lobility.

Gharge—carrie?_mobility is dependgnt upon scattering processes
of tuwo kinds ; thermal, or lattice, gcattering giving y“r , and
ionisation impurity scgttering-givingjp:. The total mobility can

be approximated by (Ref.l)

1 1 1

—

= = 4 -
A e M
Over a limited range of temperature the thermal mobility is the

doninant term. Conwell (Ref.3) derived an empirical form for +the

temperature dependence

Moo= b

as
Reference
n P

A 2 Ay 2
1 15.107 1.5 5,107 1.5
3 2,1,10° 2.5 2.3.107 2.7
4 5.5.10° 1.5  2.4.10° 2.3
2 2.6 2.3

(b) Thermal Conductivity.

Two mechanisms play a major role in determining the thermal

conductivity. These are associated vith the electrons involved in
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the electrical conduction and lattice scattering.
The term associated with the electrons can be expressed as

(Ref.5)

8 n k2 T Lj
3(27r m¥kT)®

The lattice conductivity, Kl s due to phonon scattering
processes has been shown to be almost inversely proportional to

temperature. An approximate expression is given as

L C uwlk
v

3

"

!

where Cv_ is the specific heat
u is the velocity of sound

L is the mean free path of the phonons involved in the

'soattering.
Both Ke and Kl obey the Lorentz relation
K = TLroJ
vhere o~ = electrical conductivity
L = Lorentz HNumber
T

Glassbrenner and Slack (Ref.6) expressed the total conductivity
in terms of temperature as

K = ot o+ BT + O

vhere o , ﬁ and @  are constants.
In semiconductors the major contribution is given by the
scattering term, The reduction of thermal conductivity with

increasing impurity concentration indicates that the increase in
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scattering due to the impurity is of greater importance than the
availability of extra electrons.
The thermal conductivity over a wide range of temperatures of

general interest can be approximated by (Ref.G)

-b
T
K = BT T
1 B 3.10°
vhere o = 3.
bT = 1|330
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APPENDIX 5.

Current Ampnlification Factor as a Function of Temperature.

The current gain of diffused epitaxial-collectior transistors is
generally found to be very tempnerature sensitive. Investigations by
Buhannan (Ref.l) have shoin that the current gain temperature
coefficient is of an extremecly complex nature and is linked to the
impurity concentrations in the emitter and base regions,

The current amplification factor can be expressed as a function
of emitter injection efficiency X’c , base transpori factor, ﬁ ’

and collecctor multiplication factor, I .

L = Te P H_

bxpressing these in terms of device dimensions, material

properties and supply voltage leads to an exopression of the form

(Refs.1,2)
o aech(w/Lnb) .
L+ (D /D) (o e/n ) (/L) 1 = 2(V/v)"
vhere W = base width
6B & electron diffusion length in the basc
LDO = hole diffusion length in the emitter
= hole Diffusion Coefficient in the emitter
i electron Diffusion Coefficient in the base
Py T minority carrier concentration in the base
Pios = mnmninority carrier concentration in the emitter
VB = Avalanche brealiddowun voltage
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\'s = sunply voltage
f and n are constants, dependent upon the type of material
and charge carrier. (For Silicon n=4, 0.5< £ & 8.8
1.0 < fp < 1.02, (Ref.2) )
The temperature dependence of the current amplification factor

Can be obtained by a detailed consideration of the above equation.

Diffusion Coefficient,

In most diffused transistor structures, the emitter has a high
impurity concentration (greater than 1019 atoms/cms). This reduces
the temperature dependence of the mobility in this region, owing to
the predominance of scattering by impurity centres (Refs.1,3). The
diffusion coefficient in the emitter, Dpe’ is therefore directly

proportional to temperature, through the Einstein Equation

D = ak T

q

The lower impurity concentration in the base region reduces
the importance of impurity scattering and increases the dependence
of mobility upon lattice scattering. This gives the temperature

dependent mobility discussed.in Appendix 4, which approaches

/u,: A.TTL.T
more nearly as the impurity concentration is reduced.

The temperature dependence of the base diffusion coefficient

is therefore given by ( )
1_
= &

Dnb =

AT k
q
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tthich leads to the ratio

D
pe

liinority Carricr Path Lensth,
The minority carrier diffusion path length is dependent upon

the carrier lifetime, and the diffusion coefficieant
L
L= (7

The lifetime is a complex term which is dependent upon impurity
concentration and rccombination centre concentration (Ref.4). Terms
involving.the concentration of trapping and recombination centres
are relatiﬁelx insensitive to temperature changes, The temperature
dependence of minority carricr lifetime is substantially that of

1'112 (Ref.2)
Y & niz/qnD
4 > cxp(= ( 8g - A& )/kr)

The path length will therefore be temperature dependent in the

following manner

(2 - 3a,)
L, & T = exp(~- Eg/2kT)

2
Le o T exp(- 25/21&)

The base width is considered to be indenendent of temperature
for all practical conditions., The change in base transport factor

involving Ln is conpensated by the change in emitter efficiency

b
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involving L .
pe

Hinority Carrier Concentration.

Dislocation and deformations in the lattice structure of the
emitter region, arising from the high impurity conoeut?ation are
associated with a lowering of the energy band-gap (Ref.1), This
results in a change in the temperature dependence of the charge-
carrior concentration, Thoe intrinsic charge—carrier concentration
cxpression relating to the emitter region will differ from that

relating to the base region accordihg to

3
ST 2 AT
Britter P, = nie/HD = _ﬁ; exp(- ( fg o INE ) /kT)
3
) 2 B T
Basc By = nib/HA = =5 exp( - fg/kT)

A

The ratio of the concentrations in the two regions will
therefore be dependent upon temperaturc to an extent determined by

this energy-gap change

pno/np'b = X exp( Aﬁ/k‘l‘)

where K is a constant for all but lou temperatures at which all

of the impurities cannot be considercd to be ionised,

Collector lMultiplication IMactor.

Avalanche breakdovm voltage has a temperature dependence which

has been expressed as (Ref.5)
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h
7. - (5 % 1/n + B/5.) (P“b/-“"m)&’“fb;

vhere 9 = 8.3.10-4 /7K,
= 15,%.40™ P
b = i /qu
( Z; = cnergy at threshold of ionisation
Lr = mean free path for optical phonon scattering.)

m and p are constants depending upon the nature of

the junction,

abrupt linear
n ) 1 2
p 0.63 0-35
1 = maximun electric fiecld strength.

In gencral this temperature dependence will cause a variation
in current amplification factor which is much smaller than the
changes due to the other factors.

The temperature dependence of the current amplification
obtained by combining the effects of the above considerations,

neglecting the effect of breakdowm voltage change, can be written as
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(2 -3
sech(w/FT TT)exp(— Eg/QkT)) 1
< - (o = 2) ' .
1 + BuT exp( ( ?.’ig + 20Z)/2xT) 1 - £(V/V)

wnere B and ¥ are constants.
Under normal operating conditions, the controlling tempverature

dependent term will be the exponential function in the denominator.
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APPENDIX 6,

Time Denendent Thermal Dissipation for a Circular Siructure.

Analysis of a circular emitter structure can be simplified by

assuming angular symmetry. Dgquation 3.6.1 can therefore be written

— me—

T = e
k o ,332 1““1‘ ?

> pYiL 3T 1 27
el ) +

The temperature due to a point source can be cxpressed as

Q 2, 2
T = TIE exp(- m“/ §°)
€

where the gquantity of heat produced is Q'€ C.

2
55 = Akt -1%)
2 2 2
m - (» - ro) + (z - zo)
Consider an clemental volume, V = 27rr dr dz , in which

the power dissipation per unit volume can be expressed as P(%) /V .
The temperature distribution for a cylindrical power source can be

written as
P(r,z,%) =

P(t)

. e s )?

exp(~ m2/ 52) . 27y dr.dz.dt

r
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A step input of power produces the temperature distribution

t b
T(r,z,%) Z—E-G-E-?—_; I 1/ 53 dt. J' T exp(—rz/‘;z) dr.
t
0 0

2 52

~ o 2 b 2

~(z - z_) ~(z -z )

Ef exp( ———2 ) dz + | exo( ———-'--?-)dz;
H-wb ) W

which leads to

.t
P ' L T 1 op®
™(r,2,t) = 5o OV 3-3( 2r erf(:,—) + E.(-exp( 3-2) - 1))
tO
H+w.b+z -1, = 3
( erf( 3 ) + erf( ; )
- ‘ )3 ¢
v ont{ By 4 epe( B . “ )y at.

The natural time constant for the radial transient temperature
change is rm2/4kT , where T is the maximum radius considered.
An input pulse duration which is short,compared with this time
constant, leads to an approximate tempeorature distribution of the

form (Ref.1)

where 158 is the power density distribution at time t+ = 0 .
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APPEIDIX 7.

FHultiplication Factor at the Second Breakdown Threshold.

The following assumptions are made for the collector spacec-

charge region : -

l'. Recombination is negligibly small.

2? Thermal generation is negligibly small.

3. Blectron and hole ionisation coefficients are cqual,

4, EBlectron and hole drift velocities are equal to the saturation
drift velocity.

5e The system can be represcnted by a one-—-dimensional

approximation,

The electric field distribution on a crogs—scction of the

transistor is shown in ¥Fig, A.7 for high collector current density.

The electric field strength is current dependent

B(z) = EB(w

qz J
) + T, ( v Npo ) (1)

¢ib
In the region 24421 there -is negligible ionisation and
= 0,

In the region zl< z <weni the clectric field is greater than

+the ionisation threshold wvaluc Eo and & > 0
At Z = Woib ' J n = J P
and J =3, + 3 = a, (n+p) (2)

wvhere v_  is the ambipolar saturated drift velocity.

a
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EMITTER BASE COLLECTOR SUBSTRATE

—wb z=0 “epi
1 i
oF 5 Y = S
o |
Fig. AT Bletric Field Distribution.
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The charge.continuity ecquations take the simplified form

th
@ = % (3)
dJD
o = &J (4)

The multiplication factor, M, is the ratio of current leaving

the region to current entering the region

(5)

Il
e R
= ‘:’
= :
= o
e
I
ﬂ
S
[

As a function of the electric field strength multiplication is

given by

W N
epi

# = L/ (1= £ (E) dz) (6)

Combining Equations 2, 5 and 6 leads %o

W

3 ( ) °pt J
1 = le = j £ (B) dz = —Eéf'll‘ (1

1

As the current density increases, 24 approaches wepi « In the
limiting condition as n, p and J approach infinity, the

difference p - n must remain finite and {he condition

Talzy) J (z;)

1 |
—3 J = 2 (8)

is approached,
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Substitution of this condition into Equation 7 yields a

limiting value of ionisation coefficient integral

W .
epi

Lim, « (E) daz =

B W
1 epi

o=

Z

This giveé a limiting value of multiplication factor,

I'I = 2 .
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Collection area
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Charge on an eleciron

Radius
Pogition vector

Meximum constriction radius

Line vector

Ambient Temperature

Temperature at space-oharge-limited conduction threshold
Local electron temperature

Reference temperature

Local hole temperature

Second breakdowm delay time

Reference time (start of a specified time period)

Transit time (diffusion in the base region)

Eima

.
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u Constant (ionisation integral approximation)

u Local velocity vector
v Volume
VﬁB Collector-Base Voltage
VGE Collector-Emitter Voltage
VS Supply Voltage
¥ Velocity vector
vy Saturated drift velocity
¥y Saturated drift velocity at 0°K.
HG Width of collector space-charge region
Wy Base region thickness
e Effective base region thickness
LIS Current induced base region thickness
Wepi Width of epltaxlal_layer
Wooo Function associated with the solution of (B) az
b d Co—ordinate direction
y Co—ordinate direction
Z Co~ordinate direction
Current amplification factor

; Ionisation coefficient for electrons

“en Asymptotic value for the ionisation coefficient
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g

Ionisation coefficient for holes
Coefficient of Energy Gap Hodulation by Temperature

i
- 2
(41c,(% = £))
Permittivity of free space

Bulk thermal resistance
Thermal resistance under reference conditions

Local thermal resistance

Potential
Potential

Energy (N k T)

Charge density

Density of medium

Hobility

Ambipolar mobility
Mobility of electrons
Permeability

llobility of holes

- 207 =



N Humber of emitter sections

[ Electrical conductivity
8 Relaxation time constant (scattering approximation)
?; Thermal time constant associated with bulk effects
z; Thermal time constant associated with local effects
Subscripts.
a Ambipolar
b,B Base
c,C Collector
crit Conditions at breakdown threshold
e,B Emitter
f Field
n Electron
P Hole
r Radial
pr Pressure
s Local
T Thermal process,
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