Aston University

Some pages of this thesis may have been removed for copyright restrictions.

If you have discovered material in Aston Research Explorer which is unlawful e.g. breaches
copyright, (either yours or that of a third party) or any other law, including but not limited to
those relating to patent, trademark, confidentiality, data protection, obscenity, defamation,
libel, then please read our Takedown policy and contact the service immediately
(openaccess@aston.ac.uk)



http://www.aston.ac.uk/library/additional-information-for/aston-authors/aston-research-explorer/takedown-policy/

The Application Of Computerised Modelling Techniques In
Manufacturing System Design

VOL. 1

Keith Bridge

Doctor of Philosophy

THE UNIVERSITY OF ASTON IN BIRMINGHAM

November 1990

This copy of the thesis has been supplied on cqndition that
anyone who consults it is understood to recognise that 1ts
copyright rests with its author and that no quotatlon from the
thesis and no information derived from it may be published

without the author’s prior, written consent.



The University of Aston in Birmingham

The Application Of Computerised Modelling Techniques In
Manufacturing System Design

Keith Bridge Doctor of Philosophy 1990
Summary

The absence of a definitive approach to the design of
manufacturing systems signifies the importance of a control
mechanism to ensure the timely application of relevant design
techniques. To provide effective control, design development
needs to be continually assessed in relation to the required
system performance, which can only be achieved analytically
through computer simulation. The technique providing the only
‘method of accurately replicating the highly complex and
dynamic interrelationships inherent within manufacturing
facilities and realistically predicting system behaviour.

owing to the unique capabilities of computer simulation, its
application should support and encourage a thorough
investigation of all alternative designs. Allowing attention
to focus specifically on critical design areas and enabling
continuous assessment of system evolution. To achieve this
system analysis needs to efficient, in terms of data
requirements and both speed and accuracy of evaluation.

To provide an effective control mechanism a hierarchical or
multi-level modelling procedure has therefore been developed,
specifying the appropriate degree of evaluation support
necessary at each phase of design. An underlying assumption of
the proposal being that evaluation is quick, easy and allows
models to expand in line with design developments. However,
current approaches to computer simulation are totally
inappropriate to support the hierarchical evaluation.

Implementation of computer simulation through traditional
approaches 1is typically characterized by a requirement for
very specialist expertise, a lengthy model development phase,
and a correspondingly high expenditure. Resulting in very
little and rather inappropriate use of the technique.
Simulation, when used, is generally only applied to check or
verify a final design proposal. Rarely is the full potential
of computer simulation utilized to aid, support or complement
the manufacturing system design procedure.

To implement the proposed modelling procedure therefore the
concept of a generic simulator was adopted, as such systems
require no specialist expertise, instead facilitating quick
and easy model creation, execution and modification, through
simple data inputs. Previously generic simulators have tended
to be too restricted, lacking the necessary flexibility to Dbe
generally applicable to manufacturing systems. Development of
the ATOMS manufacturing simulator, however, has proven that
such systems can be relevant to a wide range of app;ications,
pesides verifying the benefits of multi-level modelling.

Keywords: Simulation, Manufacturing system design, Generic
models, Manufacturing simulators, Hierarchical modelling.
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Chapter 1 Introduction
1.1 Focus On Manufacturing Systems

The importance and impact of a manufacturing system on a
company’s success in the market-place is only now being
realized ([Martin, 1987a]. In the face of resent increasing
world competition, in both domestic and international markets,
companies have 1looked to survive through the coherent
integration of manufacturing operations with product design,
sales, marketing and other functional areas. Implementation of
a manufacturing system has therefore concentrated on the
development of an effective and efficient design with
particular emphasis on resource requirements and capabilities.

Traditionally customer orders were won on the basis of
product quality and cost, however, even though today they are
still relevant, they are not sufficient. No longer do quality
and cost alone represent "order winning" «criteria, for in
addition companies now aggressively compete on the basis of
product variety and delivery times. The relative importance of
delivery times being recently identified by both Mckinsey &
Co. management consultancy and B. Dumaine [1989]. Dumaine
suggests that the quick delivery of products and services does
produce growth in a company’s market share. Whilst Mckinsey
identifies that the development of a new product which is on
budget but six months late in delivery will earn 29% less
profit over five years than a delivery on time but 50% over
budget. Thus the realization of delivery dates 1s of Kkey
importance.

The rising expectations of customers, fuelled by the

increasing market competition, has created a greater demand

19



for product variety, resulting in shorter product life cycles
and clearly identifying the importance of flexibility and
productivity in manufacturing systems [Iwata et al, 1984). 1In
the design of manufacturing systems therefore the most
efficient structure, in terms of financial measures, has to be
developed, which effectively satisfies all objectives and
requirements relating to operational performance.

The approach to manufacturing has not been simply to add
new technology hardware to the problem. As automation alone is
seen as further weighing down the system with unnecessary
technology, 1in addition to its present restrictions. Instead
attention has focused on the important and substantial
benefits to be gained through simply reorganizing existing
facilities. The potential benefits being quickly and
significantly realised by four British manufacturing sites
[Caulkin, 1988]. These have all experienced improvements in
manufacturing flexibility, productivity, product quality and
delivery through the redeployment of existing resources.

In order to fully achieve the benefits from a systen
reorganization, attention has focused on the specification of
manufacturing system design methodologies to provide a frame
work for successfully completing the re-design process. The
necessity for a structured approach being due to the lack of
any overall manufacturing system design panacea and an
abundance of locally oriented optimizing methods. The aim of
the methodology being to recognize the principal 1issues

involved and then simplify the design complexity, so as Dales

et al [1986] says:

" .... an effective arrangement can be established for
the de51gn and manufacturlng of a range of products in a
competitive manner.
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As the design complexity increases so the decision-making
processes are further complicated, capital investment,
maintenance and operating costs increase and ultimately
greater 1is the risk of failure. To support and implement an
appropriate design methodology therefore requires the use of
practical tools which focus on the overall optimal design of
manufacturing systems and the effective training of engineers

for their ideal utilization.
1.2 Role of Simulation

Simulation 1is one of the most important and valuable
techniques available for the design and development of
manufacturing systems. All other techniques focus on a
particular aspect and subsection of a system, whereas
simulation provides the only means of comprehensively and
accurately predicting the overall performance and behaviour of
a design. The technique utilizes a combination of logical and
mathematical processes to represent both the individual member
elements of a system and their highly complex and simultaneous
interactions. This system representation is then evaluated
over a period of time in order to predict its likely behaviour
and performance characteristics. Simulation therefore is able
to consider the complex and time based dynamic interactions of
a manufacturing system and predict likely system behaviour in
similar terms to those in which the original design
requirements or objectives were specified, that 1is desired
overall performance (e.g. component lead-times, WIP, resource
utilization, etc.).

The industrial application of simulation, with respect to

manufacturing systems, can be operational [Bollinger, 1981]:
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- identifying potential design benefits,
- reducing possible design and operational risks,
- maximizing system performance,

- training personnel in operational procedures;
and educational:

- teaching engineers the principles of manufacturing
system design and operation,

- identify the elements of a manufacturing system,

- providing experience of both design and operational

decision making in a "save" environment.
1.3 The Project

originally the principal objective of the project was to
investigate the role of computer simulation in the teaching of
manufacturing system design techniques. The work primarily
focusing on the training requirements of personnel for future
system design projects.

Oone of the 1initial conceptual ideas was to develop
simulation techniques to fulfil two separate roles. It was
hoped that the technique would be so developed that it could
provide the basis for training manufacturing system engineers
whilst also being a suitable and highly practical tool in the
actual design process. However, an initial survey (chapter 4)
of the application of simulation techniques in system design
projects within Lucas Industries Plc., highlighted a
significant misconception. Although the necessity for and
potential benefits of using computer simulation in the design
of manufacturing systems was clearly understood and promoted,

in reality, however, very little, if any use was actually made
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of 1it. The survey only identifying a couple of instances in
which computer simulation was utilized in the design process
and then only to verify the final design proposal. The reason
for this being due to the combination of excessive training
and development time involved in the current methods of
applying the technique.

Consequently a fundamental investigation of the role and
application of computer modelling techniques in the design of

manufacturing systems was undertaken. The objectives were:

- to identify the requirements for computer modelling
in manufacturing system design;

- to establish were in the design process computer
modelling would be most effectively applied and the
respective functions it would fulfil; and

- to develop coherent computer modelling procedures
which would satisfy the varying requirements of a

manufacturing system design process.

The intention was to derive a computer modelling procedure
that would promote the effective design of manufacturing
systems by supporting and complementing existing design
processes. As way of data inputs and reference material, the
project therefore took full advantage of the extensive work
and experience gained within Lucas Industries Plc., during the
reorganisation of its manufacturing facilities. Inevitably the
examples presented in this thesis are bias towards the Lucas
cellular manufacturing organisation and Just-in-time
manufacturing philosophy. However, any bias in the examples
does not detract or invalidate the findings presented here in,

the work having been undertaken from first principles.
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Chapter 2 The Manufacturing System Design Problem

2.1 The Reasons For Design

Manufacturing system design is the translation of both
business objectives and operational requirements into a system
specification and implementation plan for either a new
facility or for alterations to an existing one. Having been
implemented all manufacturing systems are continually updated
or re-designed until they have no further use.

Regardless of whether it is the design or re-design of a
facility, the necessity to undertake such processes can arise

from:

- the introduction of a new product;

- change in a product’s life cycle;

- introduction of new production technology;

- growth/decline of a company’s market share;

- change in market requirements;

- introduction of new control methods;

- excess stock, high raw material, WIP and finished
goods inventory;

- poor product quality;

- previously poor system innovation;

- introduction of manufacturing cells;

- introduction of autonomous working;

- expansion/contraction of the number of manufacturing
sites;

- government regulations.

However, what exactly are the objectives and requirements

that have to be translated? Furthermore what precisely is
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being specified? To answer these questions the role of a

manufacturing system and its composition has to be reviewed.

2.2 Role Of A Manufacturing System

The prime objective of any company is to make money
[Goldratt, 1984] 1in an efficient manner so as to be
profitable. This process of money making is generally achieved
through a manufacturing system whose principal function is to
produce products that meet specific market requirements. To
this end the system utilizes limited resources, such as
machines, 1labour and material in an integrated way so as to
turn raw material into saleable products. To ensure the proper
integration of the resources business strategies,
organisational structures, data flows and control systems
[Parnaby, 1988a] are all employed to plan, initiate and
monitor the activities within a manufacturing system.

A manufacturing system must be managed efficiently in
terms of return on capital employed for a company to survive.
However, with the current growth in world competition in
nearly all markets efficiency alone is simply not enough. A
successful company has also to be effective. For long term
survival depends on a company’s ability to respond to the
continually changing demands of customers. This is even more
pertinent when future market requirements are considered as
more and more customers are demanding higher variety, lower
volume, better quality and shorter delivery times whilst also
expecting lower product cost.

Thus all successful companies simultaneously strive for
economic product manufacture and market competitiveness

[Knight et al, 1987]. This directly relates to their
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responsiveness, flexibility and quality of service and can be

encapsulated by such system features as:

- short lead times;

- improved customer service and reliable deliveries;
- low operating costs;

- low inventory investment;

- high quality;

- advanced product and process technology;

- high resource utilization.

These features therefore exemplify the type of objectives
which must be translated into a manufacturing system
specification. Furthermore they <clearly illustrate the
potential conflict between various design requirements which a
final system specification must resolve. For high resource
utilization generally goes against improvements in both
customer service and inventory management. Whereas better
customer service tends to oppose low inventory investment and
high resource utilization. Design therefore involves having to
compromise and make trade-offs between conflicting

requirements.
2.3 The Composition Of Manufacturing Systems
2.3.1 Manufacturing System Elements

For any given set of objectives there is no 1ideal
manufacturing facility, each alternative simple offers a
different combination of system performance and behaviour
characteristics. No one system is flawless or perfect, each
has potential benefits along with specific drawbacks. This

lack of any form of manufacturing system panacea and the
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necessity to make trade-offs between conflicting objectives,
(each weighted according to a given set of circumstances) has
generally resulted in vastly varying production facilities. No
two systems being exactly alike. For each company, even those
in the same markets, have their own unique requirements or
anomalies in such things as the mode of working or method of
production employed.

A manufacturing system therefore is a collection of
individual elements [Iwata et al, 1984] each designed so that
the overall system satisfies a company’s specific business,
market and operational requirements. However, it must be
appreciated that these individual elements do not exist in
isolation from each other. In fact complex interrelationships
simultaneously exist between many, if not all system elements.
Consequently the individual elements and associated dynamic
interrelationships, which constitute a manufacturing system,
collectively determine its overall behaviour and operational
performance.

Each manufacturing system is unique largely due to its
sheer complexity and the vast range of possible alternative
element configurations. Therefore as no two systems have the
identical product ranges and manufacturing objectives then
each has its own unique combination of system elements.
Further differences are created by the way in which a company
interacts with its social and business environment. Within
manufacturing systems the selection of the production process
and therefore technology is both a very difficult and vyet
critical activity. Critical in that it determines a system’s
basic operational and organisational characteristics and

requires a high level of investment. wWhilst difficult because
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manufacturing systems are highly complex and future production
requirements must be taken into consideration. Furthermore the
specification of a manufacturing system through the design of
individual elements is difficult to control. For each separate
element cannot be considered in isolation. However, the
evaluation of element interactions and overall system
integration 1is generally beyond the capabilities of any

analytical techniques.
2.3.2 The Nature Of Systems

The various subsystems or elements that constitute a
manufacturing system can be classified [Iwata et al, 1984]
into one of three groups, either physical, control or job
(section 2.3.3). The actual type and number of elements in a
specific system depends on a number of factors. However, the
relationship between the demand for a product and the
investment in the system determines the basic manufacturing
process [Hill, 1985) and indicates therefore the general
nature of the elements required. High demand for a product
justifies a dedicated process whilst low volume demand points
to a flexible process able to meet the manufacturing
requirements for a number of products.

There are two important decisions which must be taken
prior to adopting, for a given set of circumstances, a
particular manufacturing approach. The two decisions relate to
what and how much to buy-out therefore determining the size of
the production task and secondly identifies the appropriate
technology to undertake the required tasks. The choice of an
appropriate manufacturing process therefore 1is Dbased upon

these decisions whilst also understanding the implications of
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any constraints that they may impose. However, although
constraints can alter and effect a specific process, they do
not change its overall nature. Fundamentally the selection of
the appropriate manufacturing process for a company directly
relates to the markets and associated volumes involved.

There are five principal approaches to manufacturing
[Hill, 1985] and these are project, jobbing, batch, line and
continuous processes. Each process and therefore relevant
technology has different implications for a company relating
to its market responsiveness, manufacturing scope and
manufacturing characteristics such as level of investment,
type of control, organisational structure and types of staff
employed. The scope of each type of manufacturing process 1is
illustrated in figure 2.1 and their individual characteristics
are summarised in table 2.1. For a detailed discussion of the
five approaches reference should be made to Hill [1985].

Recent developments in production technology, however,
has lead to the introduction of hybrid processes, which have
the combined advantages of two or more of the principal
approaches (figure 2.1). The most significant hybrid at
present is the flexible manufacturing system (FMS) which
combines automated material handling with computer controlled
machines. This hybrid fits in with the batch approach but has
the advantage of reduced work in progress, dgreater flexibility
and lower costs. However, all hybrids have the same
disadvantages in that the technology is generally new to a
company, the initial investment in the process is very high
and the resulting system incorporates greater complexity in
both its operation and control [Musselman, 1984; Yong et al,

1983]. Therefore although these systems offer substantially
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Figure 2.1 Manufacturing Scope (After Hill 1985)
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greater rewards, the cost of failure is far more expensive,
with possible long term repercussions.

The specification of a new manufacturing system generally
implies the development of new production techniques within a
company which may have very little or no previous experience
of such methods. The inherent complexity of the resulting
manufacturing system creates difficulties in understanding its
behavioural and performance characteristics and therefore in
evaluating alternative design solutions. This lack of system
knowledge and behaviour can only be redressed through studying

the dynamic interactions inherent within a particular system.
2.3.3 System Differences

It 1is clear that most manufacturing systems are unique,
having been developed explicitly to satisfy a company’s
specific requirements. Even so the systems can generally be
classified into one of five broad manufacturing approaches, as
identified above. However, in relation to their principal
function, it appears that all manufacturing systems are
identical. Each processes raw material in a prescribed
sequence utilizing appropriate machines, labour and tools to
produce a saleable product. Therefore the differences between
various manufacturing systems can be classified into four
categories, system characteristics, physical system, control
system and job descriptions (figure 2.2). Each of these
factors have a rather limited number of variables and are

merely modifiers to the basic production process.

I. System characteristics
These are the performance measures of a system (e.g.

lead-times, product costs, resource utilization, etc.), which
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Figure 2.2 Manufacturing System Element Classification
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form the basis for deciding whether to accept or reject a
design. However, no design decisions are taken which directly
relate to system characteristics. Instead decisions are taken
regarding the various system elements which in turn determine

the overall manufacturing performance measures.

II. Physical system

This classification represents the resources or hardware
of the system, which includes anything that 1is directly
involved 1in the transformation process whereby raw material

is converted into a finished product.

ITII. Control system

The control system or software elements include those
procedures which plan, monitor and control the activities
within the manufacturing process. Such elements determine what
to do next after an operation has either been started or
completed or when some unusual conditions occur. Here also an

employee hierarchy and reporting structure are defined.

IV Job Description
This is the identification of all jobs within a system.
They are specified in the form of job specification and

responsibilities, with specific training programs developed

where necessary.

The above classification of system elements represents the
overall spectrum of questions that a design should answer as
well as identifying the data requirements to perform the
process (figure 2.2). Furthermore this rationalization
provides a structured and simplified approach to the problem

of designing manufacturing systems, identifying precisely
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those aspects of a system that must be both elucidated and

quantified in its design.
2.4 The Design Of Manufacturing Systems

In designing a manufacturing system the appropriate
physical, control and job elements have to be identified.
However, there are no simple answers, for the range of design
possibilities and combination of system elements, especially
at the initial stages of design is immense. In an ideal world
a designer would thoroughly and systematically consider and
evaluate every possible alternative combination of system
elements, before any firm decisions or conclusions are made.

In the real world though a designer is constrained by
available resources, 1i.e. time and money. Thus he relies
heavily upon previous experience, intuition, ingenuity and
personal judgement. However, increased competition within
world markets together with the substantial costs associated
in implementing new manufacturing systems technology has
created a need to ensure that any design proposal is correct
before being installed. For the true cost to a company of a
poor design not only comprises the expense of system
installation but also a reduction in market share and
therefore future profitability. Consequently, manufacturing
system design processes must ensure the development of
appropriate and complete proposals. Unfortunately though
relying totally on previous experience, personal judgement and
so forth does not guarantee design excellence, as these
subjective approaches can be misleading, invalid and
inappropriate. Hence the use of mathematical algorithms.

Algorithms are generally employed in order to produce an
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objective and qualitative approach to manufacturing system
design. However, the sheer size and complexity of the design
problem makes it difficult to define mathematical procedures
which are both appropriate and optimizing. For manufacturing
systems are normally too large, ill-defined and ill-behaved to
allow any kind of design optimizing algorithms to be
developed. Furthermore, it is very rare for a problem such as
design to be wholly expressed in terms of mathematical
equations which can be solved. As Solberg [1979] says in order
that mathematical equations are tractable, simplifying
approximations have to be made regarding a manufacturing
system. However, the vast number of manufacturing variables
and the fact that many of the interrelationships between
elements are either unknown or the behaviour so complicated
means that mathematical models provide an over simplified and
unrealistic representation and are often therefore
inappropriate. Consequently, there is no one technique which
can solve the manufacturing system design problem. Instead
design is an iterative process, utilizing a variety of design
techniques to make specific decisions regarding the various
elements of a manufacturing system.

The existence of interrelationships between individual
system elements indicates that in specifying a constituent
part of a design, the effect that it will have upon other
areas and the influences other areas place upon it, have to be
taken into account. Each design decision cannot be evaluated
independently and often there is the need to make compromises
between a number of conflicting decisions in order to achieve
a better or the best overall system performance. Furthermore

as each design decision directly relates to either individual
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elements or their interactions, all decisions therefore effect
the overall system behaviour and performance. Thus throughout
the design process the overall system has to be continually
evaluated to fully assess the consequences of all decisions.
The decision making process is further complicated by the fact
that it 1is difficult to quantify improvements in terms of
quality, flexibility, system response and dependability.

A designer has to simultaneously cope with detailed
information about system elements in an integrated manner
whilst not losing sight of the design requirements. As design
is iterative, highly complex and of a time dependent nature
there 1is a need for guidelines or a procedure to both reduce
and optimise the search time for the most appropriate
solution. This need for a design procedure or methodology 1is
even more pertinent as a recent report indicating that new
technology alone simply adds additional cost burdens to a
systems existing confusion. Whereas in contrast the
reorganisation of current facilities can produce outstanding
results [Caulkin, 1988). For when comparing American and
Japanese industries, Harbour [White, 1983] has suggested that
the performance differences are not due to technology but
rather the way they are both designed and managed. To ensure
the competitiveness of a company therefore effort has to be
focused on the effective implementation of currently available
resources rather than the development of new technology.
Furthermore the incorporation of new technology generally
brings with it complexity, which can easily render a
manufacturing system inflexible and unable to respond to
market changes. Consequently for a number of reasons there 1is

a need for a general approach to the design of manufacturing
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systems.

The next chapter therefore discusses the actual process
of design in order to then identify the specific requirements

of a manufacturing system design methodology.
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Chapter 3 The Function Of Design Methodologies

3.1 The Process Of Design

The design process is not a scientific activity as has
been suggested ([Siman, 1969; Popper, 1963]. Science is
concerned with the investigation into the nature of things
that exist, whereas design focuses on how things, that
generally do not already exist, should be formed and operated.

As Gregory [1966] says:
"Science is analytic; Design is constructive"

In science a hypothesis is developed so that it can be shown
to be incorrect. Whilst as March [1976] states:

"a good design hypothesis is chosen in the expectation

that it will succeed, not fail".
Furthermore Dr. Genichi Taguchi [Dunn, 1988] presents a view
that in science there is only one true law, whilst in design
there are a number of alternatively correct solutions. The
question is simply which is the most appropriate for any given
situation.

Why therefore has there been a tendency towards matching
design with science if they are so diverse? In answer to this
Cross [1981] suggests that the attraction is not,

"in the method of science, but in the values of science..
rationality, neutrality and universalism".

He further states that design is a technological activity

defined as:

"the application of scientific and other organized
knowledge to practical tasks by social systems including
people and machines"”.
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The implications of this definition are that there are various

types of knowledge utilized in the process of design.
3.1.1 Knowledge In Design

It has been identified [Ryle, 1949; Russell, 1910) that
there are two types of knowledge "know-how" and "know-that".
"Know-that" is knowledge which can be explicitly passed on
through procedures, rules, reference manuals or advice. It
ensures that no errors are made and therefore determines
competence. Whilst "Know-how" cannot be explicitly explained,
it can only be gained via experience and relates to quality.
This latter type of knowledge goes beyond "knowing-that" and
sets standards of performance or ability.

In general the most commonly used method of designing a
factory is a manual, rule-of-thumb [Fisher, 1986] or “Know-
how" approach. It seems that formal, "Know-that" techniques

are not that often utilized because:

- of the effort in learning how and when to use them;
- the inaccessibility of the techniques;

- their inability to solve a range of design problems.

As has been previously stated, manufacturing system design
cannot rely on a designer’s "know-how" or previous experience
there must be "Know-that". However, it seems that formal
design techniques have not been very popular. This implies the
need for a design procedure or methodology that indicates when

and how to use appropriately available techniques.
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3.1.2 The Role Of A Design Methodology

Having identified the need for "Know-that" and before
developing a specific manufacturing system design methodology,
the general objectives of such a procedures must be reviewed.

The purpose of a design methodology is to guide a
designer through the design of large and complex systems in an
incremental fashion. Popper [1966] states that the design

process follows a given pattern, specifically:

Pl ———— TS > EE > P2

where
Pl is the current problem;
TS is a tentative solution to the problem;
EE is error elimination of the proposed solution TS;
P2 is the solution to the problem P1, which represents a

new problem, in which new relationships exist.

This representation of design introduces a number of important

aspects regarding the process.

- Design 1is an investigative process. Identifying the
requirements and expectations of the design,
evaluating the current situation and available
resources and studying any previous design solutions.

- Design is a creative process. There is no mathematical
procedure or simple equation based answers to solving
the problem. Also there is no one technique that can
produce an ideal solution. A solution is developed
through a combination of "Know-how", brain storming,
random searching, ingenuity, good memory, etc. The

process is such that it cannot be automated.




- Design is a rational process. The analysis and testing
of possible solutions entails scientific, mathematical
and logical analysis which can be automated.

- Design is a decision making process.

Thus design is a trial an error or iterative process and

therefore Popper’s pattern needs to be modified to clearly

show this.
Pl —— TS — EE - P2 + IS

|

IS is the 1ideal solution, which will represent future

where

design problems.

As Rzevski [1981] writes, a design methodology is a means
of:

"controlling the complexity of both the design process

and the system which is being designed."
It therefore provides a systematic and structured approach to
the identification and quantification of those elements
required in a particular system. It orders the sequence of
design decisions. So allowing a designer the opportunity to
investigate the near infinite range of solutions before
selecting the most appropriate one. Also the methodology
ensures that appropriate techniques are used in a logical
manner at the relevant stages of the design process. Thus
design methodologies are specified to help ensure that design
aims and objectives are realised whilst coping with the detail

and complexity of the task itself.




3.2 Scope Of A Manufacturing System Design Methodology
3.2.1 Manufacturing System Design Objectives

Having discussed the purpose and aims of design
methodologies in general, the detailed objectives of
manufacturing system design tasks must firstly be understood
before the specific requirements for a structured procedure
can be identified.

The objectives for a design project provide a focal point
for the development of an effective and efficient
manufacturing system. Before considering any project specific
design objectives it must be realised that there are a number
of prerequisites that any manufacturing system design task
must achieve. These arise due to a number of factors. Firstly
there is no one technique which can produce a complete system
design solution because of the sheer scope and complexity of
manufacturing facilities. Furthermore there 1is no "ideal"
solution as design 1is a compromise between conflicting
objectives which dictates the necessity for an iterative
process. Also although these objectives are currently correct
and appropriate, they are likely to change in the future, with
an additional shift in emphasis, thus making the original
system invalid. The combination of these factors therefore
creates the need for a structured, systematic approach to
using the available design techniques and evaluating the
alternative solutions, which a design methodology provides.
However, it further establishes the necessity to produce
system designs which are modular, adaptable, expandable and
documented ([Martin, 1987b]. These being the four basic

prerequisites of any manufacturing system design. The
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objectives can be defined as:

Modularity: The development of designs in small individual
modules. The interrelationships between modules
must be determined. With a design done in small
modules it is easier to modify and will cause

less disruption to the rest of the system.

Adaptability: Tailoring the design to a specific
implementation, thus ensuring that it is
appropriate.

Expandability: Designing in the ability of a system to change
and evolve in the future, in accordance with
varying or new operating objectives. This will
increase the life of a system. However, it is
often difficult to identify all the prospective
users let alone their precise needs and
expectations that would be valid over the
years.

Documentation: Ensuring that in the future it 1is «clearly
understood how the system was constructed and

works.

An important requirement in the design of a manufacturing
system is to produce the simplest possible structure that
satisfies specific objectives. There is never simply one
objective. In fact there 1is generally a wide range of
objectives with some inevitably conflicting. These detailed

objectives not only specify the expected system performance

characteristics, such as:

- product lead-times;

- order delivery achievements;
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- return on investment;
- 1inventory levels;

- operator/machine utilization;

but also establishes the requirements for the work performed

by the designers. This includes [Bollinger et al, 1981]:

- specification of a system design and implementation
plan within a time duration of, on average four to six
months;

- presentation of monthly management reports;

- demonstration of proposed design feasibility;

- reduced risk of system design failure;

- identification of system design and cost implications;

- design of personal training programmes.
3.2.2 Requirements For Manufacturing System Design Methodology

The aims of a design methodology are well documented
[Warnecke, 1982; Fisher, 1986; Parnaby, 1986], but simply it
has just two main objectives [Dales et al, 1986]. Firstly to
bring about a better understanding of the fundamental design
issues and current situation and secondly to simplify the
complexity of the problem by establishing effective design
procedures.

Design should be a step by step development (as Fisher
[1986] and Rzevski [1981] say), starting with highly aggregate
and rough decisions and progressing at the end of the process
to very detailed, micro design. This approach to design
suggests a hierarchical representation of a system. Thus
initially the design process starts by considering the overall

system (e.g. factory). Progress is then made by designing the
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subsystems (e.q. departments) within the overall structure and
then further subsystems within those, until the lowest level
of design is reached (e.g. operators, machines and fixtures).
Such an evolutionary approach allows the designers to learn
and understand how the elements of a system work and interact
with each other, as the complexity increases (figure 3.1).
Furthermore such a strategy constrains the designer to making
a relatively small number of decisions at a time. This is very
important as it reduces the occurrence of system errors. If
these decisions could be verified before passing onto the next
stage, it would ensure that future decisions are taken on the
basis of previously substantiated information. Otherwise
decisions would be based upon assumptions and only verified,
along with the final system design, at the end of a project.

If a manufacturing system design methodology is to be
generally applicable it cannot be a rigid, uncompromising set
of procedures. Ideally it should highlight the design action
which is appropriate in specific circumstances.

A manufacturing system design methodology should:

- be applicable to any type of manufacturing system
design problem;

- aid the designer’s creativity;

- help designers to perform the appropriate design
tasks, using the relevant techniques at the correct
stage of design;

- help select the "best" design that satisfies all
objectives by making value judgements;

- help create designs which are easy to modify;

- aid an incremental design development, starting with

global decisions and ending with very detailed ones;
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Department 1 | Department 2 | Department 3

Section 1 Section 2 Section 3
Machine 1 Machine 2 Machine 3
Fixture 1 Fixture 2 Fixture 3

Figure 3.1 Manufacturing System Hierarchy
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- ensure only a small number of decisions are made at

a time.
A methodology must not [Rzevski, 1981]:

- de-skill the design work;
- restrain designer’s creativity and value judgement;

- impede proper design considerations.

A suitable methodology therefore would include the following

stages:

- establish a clear understanding of the requirements
to be satisfied;

- establish an understanding of the current situation;

- consider new and existing technology;

- determine the relationships between system elements
(e.g. operators, machines and transport);

- specify and select different types of manufacturing
elements (e.g. for machines this 1includes lathes,
mills, furnaces, CNC machines, etc.);

- analyse the overall design performances;

- select the "best" design.
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Chapter 4 Manufacturing System Design Evaluation

Having examined the function and specification of a
manufacturing system design methodology, attention can now
focus on the procedures that have been adopted to facilitate
the development of appropriate designs. However, any
discussion on the process of controlling and evaluating the
formulation of a system specification, requires a reference or
focal point, in the form of an established and proven design
methodology, against which it can be set. In order therefore
to put into context a discussion on design approaches and
problems to evaluation, a highly valued and currently

prominent methodology is first presented.
4.1 A Manufacturing System Design Methodology
4.1.1 Introduction

This section presents a manufacturing system design
methodology which has been developed from the work of Parnaby
[Parnaby, 1986; Parnaby, 1988a], Dales and Johnson [1986] and
a survey undertaken by the author. The survey was of five
manufacturing system re-design projects in Lucas Industries
Plc., which covered systems ranging from small batch to volume
line or flow production. The relevance and importance of the
re-design work undertaken in Lucas being exemplified by the
transformation of the Lucas Diesel Systems plant at Sudbury.
Through simple reorganization, the factory operating cost have
been reduced by £10 million, lead times have been dramatically
cut from 55 to 12 days, quality has improved by between 12-15%
and productivity has risen by 50%. The success of the plant is

further underlined by single-sourcing agreements from both
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Ford and Cummins.

The aim of the survey (Appendix A) was to determine
whether or not an effective design procedure could be
identified and adopted to aid in the design of any type of
manufacturing system. Furthermore the study reviewed the use
of available techniques to support the various stages of the
design process and identify their individual roles.

The design methodology discussed below is based on the
five stages of designing a manufacturing system as stated by

Parnaby [1986]. These are:

- market and product analysis;

- steady-state design assuming average system
performance;

- dynamic design taking account of system variability on
operating performance;

- design of data collection and information flow systems;

- control system design including the organisational

structure;

From these five basic stages, a step by step design
methodology can be developed (figure 4.1, a product of the
aforementioned survey) to provide a framework for undertaking
a re-design project. Each stage of the methodology is intended
to provide answers which will themselves aid in resolving the
overall questions regarding a final design proposal.

The following description of the stages involved in the
design methodology 1is only intended to provide a basic
understanding and reference point for discussions later in
this chapter. However, for a more detailed explanation of each

stage reference should be made to Dales and Johnson [1986].
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4.1.2 The Stages of Design

Initial identification of the type of market a company
competes in is important, helping in both defining and re-
designing a manufacturing system. Identification is by product

and important factors include:

Volume - Ranging from Jobbing e.g. 30/month to
mass production e.g. 500,000/month;

Product complexity From 1 to over 1000 parts in a bill

of material;
Variety - From 1 unique product to over 500
variations of a particular product;
Product age - Relative to its particular market 1i.e.

new, mature or old;

The stages of the design methodology (as identified from the
results of the re-design survey and described by Dales and

Johnson [1986]) include:

I. Objective Setting
The first stage in the design of any production facility
is the setting of competitive manufacturing objectives, in

order that it succeeds in the market place. Typically defined

business targets include:

Stock turn ratio,
Lead times,
Product cost,
Selling price,
Stock levels and

Quality.
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However, other objectives are also set depending upon the

specific circumstances. These include:

(*) cellular manufacturing,
(*) Job flexibility,
manpower reductions,
simpler product units,
product range rationalisation,
no-value-added activities reduced,
(*) supplier development,
(*) change over reductions,
(*) new control methods e.g. kanban, and

floor space reductions.

These latter requirements clearly indicate (*) that, from the
outset, particular design solutions are often imposed upon a
project. Such prescriptive goals as these infer prior
knowledge of system characteristics and behaviour by senior
management and illustrates how certain design decisions are

made as early as the objective setting stage.

II. Data Collection And System Analysis

Before any problem analysis or system design can take
place certain data has to be collected and it is important to
identify the relevant data, understanding the use to which it
will be put. Therefore data selection must come before
collection. For example if some aspect of design is based upon
component size then there may be no need to collect data
regarding component weight. Further the use of standard units
and specific dimension comparison can ease design. As well as
collection, the storage of data is just as important [Dales et

al, 1986] for traceability, retrievability and manipulation.
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System analysis 1is the evaluation of the current
situation and future trends in both the internal and external
relationships of a business.

The external evaluation or market analysis identifies the
company’s market place and future trends, so providing an
indication of current and future product volumes and varieties
for which a manufacturing system has to be designed. The
analysis identifies all customer requirements which a system
must satisfy to ensure any chance of success.

The internal evaluation, comprising of machine capability
studies, material flow charting and no-value-added activity
analysis identifies the suitability of alternative production
resources and methods which could be utilized in a proposed

manufacturing system.

ITII. Cell Definition

Here the structure for the manufacturing system 1is
identified that best satisfies market and customer
requirements and which lends itself to simple methods of
control. The development of a simple design solution is
generally derived from the grouping of products and/or
components into families. Family groupings are based on such

things as:

- bill of material

- material used,

- physical attributes,
- production processes,

- batch size and production frequency.

Generally the groupings are produced using production flow

analysis [Burbidge, 1971] or classification and coding [Love
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and Love, 1988].

The design should establish simple and minimum material
and information flow patterns and provide a basis for

relatively easy future development and growth.

IV. Steady State Design (figure 4.2, from the survey)

This involves determining the type and quantity of
resources (e.g. men, machines, material and storage) required
to achieve average production requirements, based upon average
constant system performance. Furthermore the average level of
service required from manufacturing support departments 1is
established. Thus a design 1is developed which will, on
average, achieve the required production volume and mix.
However, life does not allow systems to operate at average
levels of output and so from steady state, the process must

proceed to dynamic design.

V. Dynamic Design (figure 4.3, from the survey)

Here the effects of potential variations from the average
values (assumed at the steady state stage) are assessed on
overall system performance. These changes can be due to
uncertainty in the market analysis or variations in

performance of certain elements. They include such things as:

- sales volume variation;

- product mix variation;

- product changes;

- machine breakdowns;

- operator performance variation and absenteeism;
- supplier delivery variations;

- scrap level fluctuations.
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A number of "What if ...?" questions are asked. What if a
machine breaks down? What if an operator goes 1l11? What if
scrap rises? As a result of this questioning it may mean going
back to steady state and changing the design based on

averages. Dynamic design caters for change.

VI. Physical System Design (figure 4.4, from the survey)

This 1is the design of work stations and assembly lines
and their location within the appropriate work centre, cell,
module, and department on the shop floor. It also involves the
design of storage areas, (based on maximum and minimum stock
levels) work containers, offices and material handling

methods.

VII. Job Definition

This is the identification of all jobs that are necessary
within the manufacturing system, specified in the form of Jjob
specifications and responsibilities. Having produced job
specifications and thereby establishing the necessary skill
requirements, the existing skills must be audited to determine

and develop training programs.

VIII. Control System Design (figure 4.5, from the survey)

This entails identifying the various functions (e.qg.
production management, production control, stores control,
sales control, etc.) within a manufacturing system and
determining their individual data requirements. Then
developing a distributed information and control system which
will provide up to the minute data relevant to the various
parts of a manufacturing system. Also by referring to set
points or plans the system will draw attention to when planned

events are not actually being met and therefore where
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immediate action is required. Furthermore the organisational
structure is designed and should be simple, providing a very
flexible arrangement. The aim must be to reduce information

flows and develop accountability and ownership.

IX. Financial Assessment

This is an integral part in the design of a manufacturing
system as it relates system performance to the business
targets. A manufacturing solution can provide a number of
performance benefits but unfortunately some of these are very
intangible. However, the financial assessment of a design
provides an effective basis for evaluating alternative design
solutions. Financial assessment or costing is not performed at
a specific stage in the design process but is a continuous
activity which provides a mechanism for monitoring and guiding

the development of a design.
4.2 System Requirements And Design Performance Correlation
4.2.1 General Design Techniques

The design of a manufacturing system commences with
establishing the strategic business objectives. These targets
determine the minimum system performance measures that any
manufacturing facility, implemented in the future, must
achieve. Due to the underlying urgency to correct or improve
the performance of an established manufacturing system through
its re-design, such projects are typically completed in four
to six months. On completion a final design proposal is put
forward which, on evaluation, best satisfies the 1initial
system performance criteria. As each decision affects overall

system performance, it is important to evaluate each one
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bearing in mind the simultaneous existence of highly complex
interrelationships between many system elements. This enables
the consequences of all decisions on the general behaviour and
performance of a coherent design to be assessed.

During design, while a lot is known about the behaviour
of individual system elements under different circumstances,
very little information is available with regard to the manner
in which they interact with each other. This is borne out by
the fact that there is no one stage in the design process that
considers all aspects of a system’s overall performance.
Instead each stage concentrates on certain subsections and
specific aspects of a system. Furthermore the majority of
design techniques only apply to system elements in 1isolation
from their neighbours, thereby discounting interactions. This
is bewildering in a process where objectives are specified 1in
terms of the required overall system performance. Consequently
because of the inherent limitations of most design techniques
[Wemmerlov et al, 1987] a phase of overall system design
integration and evaluation is essential. The objective being
to assess overall system behaviour and performance in order to
compare with the desired performance criteria.

A number of techniques used to aid the design of
manufacturing systems do not have explicit design objectives
associated with them, e.g. material flow charting or
classification and coding. Therefore there has to be a
separate evaluation of a decision to that of its formulation.
However, even with techniques such as production flow analysis
which do have explicit or implicit objectives (i.e. minimum
material movement) they may conflict with the required overall

objectives, therefore making the technique inappropriate.
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Thirdly and in relation to the previous point, the optimum
setting of specific elements of a system does not necessarily
produce the best overall design configuration. The benefits
gained from achieving local design optimization may be offset
by interactions leading to poor performance elsewhere. Thus
irrespective of the techniques all design decisions must be
evaluated relative to the performance of the overall system.
Furthermore it is inevitable that there will be a certain
amount of conflict between design decisions which can only be
resolved through appropriate compromise made on the basis of
overall system performance evaluation.

The basic or informal way of progressing through a design
project is to rely wholly on value judgement or experience and
then revise the design once it has been implemented. A pilot
scheme is generally developed whereby the performance can be
observed and, with techniques such as Taguchi [Taguchi, 19861},
experiments undertaken in order to optimize the system.
However, the high costs associated with the design and
implementation of a manufacturing facility, have placed
significant emphasis on the minimisation and justification of
design risks and cost, respectively. In addition the increase
in market competitiveness has created a desire to achieve the
manufacture of a product right first time. However, relying on
a person’s past experience and skill provides no reliable
guarantee of obtaining an adequate design. Furthermore the
introduction of new technology 1into a company generally
implies the existence of little or no previous experience to

rely on. Thus financial assessment is performed to aid in the

design of a system.
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4.2.2 Financial Assessment

The fundamental problem with financial assessment or cost
analysis 1is its dependency on other methods or techniques of
evaluation. For <cost analysis does not directly evaluate
system performance. Instead it merely provides a basis for
comparison between alternative design solutions and/or against
desired performance criteria. Though the process can identify
design benefits or deficiencies, ultimately the assessment can
only be as thorough and accurate as the evaluation techniques
upon which it is based. As these techniques predict the
expected system performance, such as WIP, resource
utilization, scrap, etc. upon which cost analysis can be
performed. Consequently having established the limitations of
current design techniques, the deficiencies of cost analysis
are all too apparent. If the underlying design techniques
cannot assess overall operational behaviour or evaluate the
highly dynamic interactions inherent within a system, then a
financial assessment cannot compensate for their deficiencies.
A financial assessment requires an integrated and coherent
performance evaluation, to avoid diminishing the accuracy of
the cost analysis and hence the justification of a design
which, as Mackulak et al [1984] states, must be:

"extensive, and must consider, as completely as possible,

all aspects of facility performance.”

An additional restriction of cost analysis is the necessity
to establish and quantify performance measures in appropriate
financial terms. This 1is obviously difficult as certain
aspects of a systems performance (e.g. customer satisfaction)

are hard to quantified in terms of cost.
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In the design methodology presented in the previous
section it is very apparent that each step of the process is
only concerned with certain individual sections of a
manufacturing system. The design process does not explicitly
define one stage that considers the integration of individual
sections into a coherent manufacturing organization, then
subsequently assess the effects of interactions, between
system elements, on the behaviour and performance of the
specific system design. However, this is essential in order to
establish a particular designs "correctness" against desired
performance criteria, generally specified in terms of overall
measures. Consequently it is important to identify methods
which will eliminate some, if not all, of the above
shortcomings. Computer modelling and in particular computer
simulation therefore are very important and powerful design
techniques [Wemmerlov et al, 1987; White, 1983}, as they
provide the only effective means of evaluating the dynamic

integration of system elements.
4.2.3 Computer Simulation

Simulation allows a problem to be defined in a simplified
form in order to understand and resolve it through a trial and
error approach. Computer simulation provides the only means of
thoroughly investigating the dynamic behaviour of a
manufacturing facility, other than directly experimenting on
the real system. Simulation can represent all individual
elements and interactions that collectively constitute a
manufacturing system [Solberg, 1978] and, with the resulting
model, predict likely performance measures by emulating system

behaviour as it evolves over time, through various state
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changes. The development of a model facilitates the
investigation into the effects that resource availability
and/or different operating procedures have on the overall
behaviour and performance of either an existing or proposed
system. This provides a means of thoroughly understanding how
well a conceptual system design would operate if it were
implemented and identifies possible areas of weakness.
Furthermore by being able to quantify a system’s performance,
simulation enables a far more accurate financial design
assessment to be performed.

It is possible to use mathematical models to evaluate
designs, so long as the system is fairly simple and no complex
interactions exist. Solberg [1978] states that, below a
certain level of detail the mathematics of an analytical
approach become intractable. Mathematical models are therefore
unable to accurately represent all aspects of a manufacturing
system’s behaviour and so have a rather limited application in
the evaluation of such systems. Consequently computer
simulation is a very powerful technique, providing the only
detailed and accurate method of evaluating all elements and
interactions inherent within a manufacturing system.

During the early development of computer simulation its
practical application was said [Bollinger et al, 1981] to Dbe
too costly or of little value (with models often unable to
incorporate sufficient system detail to provide a realistic
representation) or difficult because of the problems of
gathering enough real data. However, with significantly
cheaper computing power, improved techniques to  develop
computer models and a requirement to minimise design risks,

simulation has become more widely accepted. The benefits of
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using the technique in support of manufacturing system design
projects now being generally recognised [Norman, 1983; Brown,
1988].

Some of the benefits of computer simulation include the
ability to study and evaluate a system’s dynamic potential
behaviour and overall performance characteristics even though
it exists only as a paper design. The technique builds
confidence in design decisions ensuring no unrealistic
assumptions are made and that a design does not contain any
major pitfalls. Also control systems and contingency plans can
be formulated and assessed before implementation. Basically
simulation provides a way of determining whether specific
design objectives will be met.

The role of simulation in the design of manufacturing

systems, as seen by the author includes:

- aid and support the creative design process by
providing a better understanding of a design;

- provide a realistic representation;

- give dynamic insight;

- determine the feasibility and capability of a designj

~ confirm or otherwise any assumptions about a design;

- verify resource requirements;

ascertain the effects of changing system parameters.

The primary role of simulation should be that it both supports
and guides the design evolution of a manufacturing system. The
remaining points therefore define the mechanisms by which
simulation achieves its first objective.

In the future it is envisaged [Shodhan et al, 1987 and

Mellichamp et al, 1987] that as well as simulation, artificial
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intelligence techniques will be aiding manufacturing system
design. Moreover it has been suggested [Mellichamp et al,
1987; Fisher, 1986] that expert systems could perform the
whole design process. However, this goes against the idea that
design is a creative process [Rzevski, 1981], and would stifle

manufacturing system design innovation.
4.3 The Role Of Computer Simulation In Design
4.3.1 The Prescribed Use of Simulation

In the previously defined manufacturing system design
methodology the specification of how and where to apply
computer simulation results in a rather inefficient use of the
full potential of the technique. There is a general temptation
[Parnaby, 1986; Smith, 1985] to limit the application of
simulation to only dynamic design, but this neglects certain
fundamental decisions regarding strategic design parameters.
Therefore such decisions taken both before and after dynamic
design, are done so without any consideration being given to
the consequences of such action on overall system performance.

In the design of a manufacturing system it must be shown
that a final proposal achieves the original objectives.
Therefore all relevant benefits, performance measures and cash
flows have to be identified and quantified. This being the
case, it 1is peculiar to note that the methodology suggests
that one of the key strategic design decisions is taken
without any reference to the likely resulting system
behaviour.

The aim of the cell definition phase 1is to focus
attention on one general design alternative which is

subsequently developed throughout the remainder of the
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project. Ultimately therefore cell definition determines the
eventual configuration, operation and behaviour of the final
system design proposal. In effect this one stage tries to
identify the best overall design specification from the vast
number of alternative solutions. This is achieved through the
use of either inexplicit or locally optimising design
techniques, which necessitates an independent decision
evaluation phase on the basis of overall system performance.
However, in the absence of any specified application of
computer modelling or simulation techniques at this stage,
design proceeds from cell definition with limited
consideration for the validity of the key strategic decisions
that have been taken. Furthermore the lack of any evaluation
into overall system  behaviour implies only partial
investigation of alternative design solutions. The selection
of one particular design therefore can quite easily result in
the most appropriate system being overlooked. Consequently if
at this early stage the best or optimum solution is missed,
then subsequently a lot of time and effort is unknowingly
wasted on the development and evaluation of an inferior system
design [Brown, 1988].

The application of simulation techniques only at dynamic
design implies that decisions taken in subsequent stages will
not be evaluated with regards to their effects on the overall
system performance. This omission 1s rather startling when it
is realised that at the dynamic design stage approximately
only half of the manufacturing system design has been
completed. One significant stage that remains outstanding 1is
the design of the control system. This, by its very nature, is

generally the most sophisticated part of a design as it
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controls the activities within a manufacturing system. The
control system determines such things as what work a machine
and/or operator should do next, what to do if a machine 1is
busy or broken-down or an operator is absent. Thus decisions
regarding the control system specifically relate to the
interactions between system elements and have significant
impact on the overall performance and behaviour of a design.
Therefore to validate any decisions regarding the design of a
control system requires the evaluation of the whole system
design. The only technique able to do this 1is computer

simulation, however, its use at this stage is not specified.
4.3.2 The Actual Application of Simulation

Having established the role and importance of computer
simulation, it is peculiar to find that very limited and
rather ineffective use is actually made of the technique
within manufacturing system design.

The survey undertaken by the author of the actual
practices adopted in the design of manufacturing systems
highlighted that during most, if not all of the process,
system elements are considered in isolation from each other.
This was identified within the survey by the fact that none of
the design teams interviewed undertook any form of dynamic
system evaluation. Furthermore there are manufacturing system
design methodologies [Shodhan et al, 1987] that suggest that
individual element design should be undertaken without any
consideration of a system’s dynamic interactions. The combined
artificial intelligence and simulation design methodology,
presented by Shodhan and Talavage, suggests that the

evaluation of a system, via computer simulation techniques
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does not commence until after the whole design has been
specified, including the control system and operational rules.

It is accepted that the ability to evaluate the
integration of 1individually designed system elements 1is a
major benefit of simulation techniques. As White [White, 1983]

says:

n

.. one of the most valuable contributions of simulation
is the ability it gives us to model and study total
systems. "

In addition Dunham and Kochhar [Dunham et al, 1983], having
reviewed the use of computer simulation in the manufacturing
environment, concluded that there are three main areas of
application: production scheduling, line balancing and in-
process inventory. These processes are highly influenced by
overall system structure and operation and therefore require
complete system evaluation, as undertaken by Hollwey et al
[1983], Bassett et al [1985], Buckley et al [1987] and Grant
et al [1988].

However, there are some inherent problems with only
evaluating overall system behaviour and performance once the
total design specification has been completed. Inevitably the
specification requires decisions regarding the type, quantity
and operation of the individual elements from which it 1is
comprised. The evaluation therefore of only completed system
designs implies that the development of individual elements is
based upon previously unsubstantiated decisions. The earlier
individual decisions can be evaluated, in relation to overall
system behaviour, the better future decisions will be, leading

to more suitable final design specifications requiring less

modifications.
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Design, by its very nature is an iterative process,
however, only evaluating complete system specifications does
mean that the design loop is particularly large. This is due
to the fact that the identification and quantification of
system elements can take between two to four months, thus
leaving the evaluation process to be performed relatively late
in a project. 1If at that point a design does not satisfy the
specific performance objectives several stages of design would
have to be repeated. An alternative design is then developed
which 1is again evaluated. All this occurs 1in the latter
stages of the project, where due to the restricted opportunity
for system changes and a lack of available time, no
significant design amendments can be implemented. Since no
significant part of the design process can be repeated, only
minor design adjustments can be incorporated. Hence the
development of a manufacturing system specification is
inevitably founded on largely unverified design decisions.

In considering the actual application of computer
simulation therefore, there 1is no indication that the
technique is used to control and verify either the direction
or progress of a design project. It is not fulfilling its
major role (section 4.2.3). Instead where computer simulation
is used it only checks and confirms the features and
performance of a final design proposal, rather than supporting

the evolution of the system.
4.3.3 Modelling Strategy Justification

The previous design methodology provides a very
structured and appropriate approach to the design of

manufacturing systems. However, it does fail to wutilize the
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full potential of computer simulation techniques. Furthermore
it seems to ignore the fact that the greatest opportunity to
incorporate design changes is at the beginning of the process.
By only considering overall system performance and therefore
design validity at the dynamic design stage or latter, after a
lot of time, money and effort has been invested, there is far
less opportunity for change, especially strategic ones.

The accuracy and completeness of the investigation into
alternative design solutions, adopted by the methodology, is
questionable. The methodology focusing predominantly on the
development and specification of just one possible solution,
identified very early in the process, at which stage the
available data and information, regarding alternative designs,
is both limited and incomplete. In addition the subsequent
investment of time, money and effort cannot be truly justified
on the bases of strategic decisions which are not validated
with respect to overall performance criteria.

The application of computer simulation in the design of
manufacturing systems should fulfil a number of roles. Taking
into account the inefficiencies of currently available design
techniques, and the unique ability of simulation to evaluate
the dynamic integration of individual system elements. Firstly
simulation should encourage the continual evaluation of
decisions, with respect to overall system requirements, as
they are made. Future decisions would then be Dbased upon
previously substantiated ones, resulting in fewer design
errors. So simulation would provide an effective mechanism to
monitor and control the development and evolution of a design

that was directly related to overall performance criteria and

so aid the decision making process.
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Secondly simulation should encourage a thorough
investigation of all design alternatives in an efficient
manner. Understanding that at the beginning of a study there
is a near infinite range of design alternatives that should be
evaluated but very little information available. Therefore
modelling has to be quick but not particularly accurate.
Whereas at the end of a project when there are only one or two
alternatives left, design evaluation needs to be thorough.
Consequently modelling has to be very detailed and extremely
accurate, but not necessarily fast. The various design stages
therefore require different levels of support from simulation.

There is therefore a requirement for a modelling strategy
which will complement the actual design process by integrating
computer modelling techniques. Such a strategy would work 1in
parallel with thé previously developed design methodology,

making the process far more efficient.
4.4 A Multi-level Modelling Strategy
4.4.1 Overall Modelling Philosophy

A new multi-level modelling strategy is therefore
proposed which partitions the original design methodology into
four sections (figure 4.6) producing a process which contains
a number of small iterative loops, with each loop resolved
before passing onto the next. Thus design development 1is
continually checked against overall performance objectives and
never more than a quarter of the design process has to be
repeated at any one time. This resolves the problem of the
original approach, where a design was only evaluated at the
completion of a project, and which often resulted in having

to reiterate the whole process and several months of work.
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Figure 4.6 Multi-Level Manufacturing System Re-design
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Therefore by sectioning the process into a number of discrete
decision making stages, which are supported by efficient and
appropriately detailed dynamic design evaluation techniques,
then the whole approach to identifying and developing the best
system configuration is changed.

The present methodology aims to identify the most
suitable design configuration at the cell definition stage and
then add the detail throughout the remainder of the process.
The new approach, however, allows all feasible solutions to be
considered until shown to be inappropriate. Therefore as
design progresses and more detail is incorporated the worst
alternatives can be rejected on the bases of the overall
system evaluation until, at the end of the process only one
solution remains i.e. the Dbest. The strategy quite
deliberately and methodically takes its time to identify the
most appropriate design solution. Whereas the methodology
quickly focuses on a particular alternative, which 1is not
necessarily the most appropriate or whose selection 1s not
thoroughly substantiated. Figure 4.7 clearly illustrates these
differences in identifying the final design solution.

The modelling strategy initially considers the whole
spectrum of design alternatives at the first-pass stage and on
evaluation the worst are rejected. The remaining designs pass
to the rough-cut stage, more detail is incorporated into them
and again the worst are rejected. This is repeated at the
macro-level, so that on reaching the micro-level only one or
two designs, at the most, remain and from which, having
considered each in detail, the best or optimum design 1is
chosen. This approach allows a more thorough and structured

investigation for the optimum design, given any objectives.
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In the multi-level modelling strategy as design progress
from left to right the amount of available data significantly
increases whilst at the same time the possible design
alternatives decreases from near infinite to one. The strategy
allows an approach whereby the overall factory or departments
are designed at a highly aggregate level and attention can

then focus on critical or bottleneck areas.
4.4.2 Modelling Strategy Definition
The full definition of the multi-level modelling strategy is:

1. modelling should match and support the design process
(figure 4.6), i.e. first-pass, rough-cut, macro-level
and micro-level.

2. modelling should encourage a single multi-level model
approach, i.e. different levels of detail in one model.

3. modelling should support a progressive detailed design

process, i.e. reject the worst alternatives at each
stage.
4. modelling should encourage extensive design

investigation by being efficient in terms of both:
- evaluation at each stage of the design process
i.e. appropriate modelling techniques; and
- model development

i.e. quick and reliable in appropriate time scale.

4.4.3 Multi-Level Modelling Definition

The contrast between the four alternative levels of
detailed consideration and evaluation through which feasible
design solutions pass, as defined in the above strategy, 1is

primarily conceived to Dbe due to data. Specifically the
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difference in the completeness of the data available at each
stage and the necessary detail to which system elements need
to be considered. That 1is at each 1level of design a
manufacturing system 1is conceptualized in a completely
different manner. These alternative views can either be
represented diagrammatically (figure 4.8) or by input/output
charts identifying the relative data  requirements and
performance measures considered in the evaluation processes at
each level of design respectively (figure 4.9 to 4.12).
Perhaps a better appreciation of the differences between
the various levels of design can be acquired by closely
studying the separate approaches to system evaluation and
highlighting the data inputs into the process and the

performance measures that are examined.

I. First-Pass

At the first-pass stage (figure 4.9) of design there is a
vast, if not near infinite range of possible alternative
system configurations. Therefore evaluation here has to
provide accurate and reliable results quickly (i.e. in
minutes) to allow all possible alternatives to be evaluated.
Also at this stage of the procedure very little detail of the
alternative designs has been formulated. The various
alternative design solutions are highly conceptual and
therefore system evaluation need only provide long term,
steady-state performance measures.

At first-pass a factory, department or any group of
machines are simply viewed as a black box, with raw material,
bought-in components and sub-assemblies feeding 1in and
completed parts or products coming out the other end. The main

focus here is on the average output of the box and the average
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duration for something passing through 1it. Whilst 1limited
consideration is given to the individual operations which

convert raw material into finished products or components.

II. Rough-Cut

The rough-cut level of design (figure 4.10) considers the
dynamic behaviour of a system in fairly broad terms. The
individual activities taking place at the work centres are
depicted in a relatively simplistic manner, where a work
centre 1s a group of similar machines that can do the same
work. Furthermore discrete batches of work are modelled
passing from one work centre operation to another through the
system. Now a more accurate evaluation can be performed,
indicating the volume and mix of parts that can be produced
along with the total time to make them. Whereas before the
calculated production output and lead-time were single values
averaged over all manufactured parts. However, at this level
of design no attention is given to the operation of individual
machines within a particular work centre.

The step change from first-pass to rough-cut design is
accompanied by a significant increase in the amount of data
that is now considered. Whilst the range of design
alternatives being developed has reduced through weeding out
the inappropriate alternatives in the previous stage. Computer
modelling at this stage is more detailed in terms of both the
data and activities that are analysed. In order to evaluate
the dynamic behaviour of a system at this level of detail,
consideration is given to the individual operations occurring

over time. The evaluation is therefore more accurate although

the model data is still aggregated.
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III Macro-Level

At the macro-level (figure 4.11) individual machines are
considered working at average levels of performance. As well
as more accurate predictions of the total output and lead-
times from the system, the behaviour and performance of the
individual machines can be studied. Furthermore queue sizes,
queuing time, component scrap, machine utilization and output
can all be investigated under different working procedures and
scheduling priorities.

In the macro design stage attention is focused on
providing an adequate level of machine capacity, taking into
account system variation in order that the design will achieve
production output requirements. In addition work sequencing
rules are established which provide the mechanism for
selecting the "next job" at specific work centres. At this
level of detail tool resources and limitation are considered.
Fewer alternative design solutions now remain having been
further whittled down by the previous stage. However, those
that are left are considered in greater detail. Therefore a
modelling technique to support this stage of design needs to
allow a more detailed description of the proposed systems than
in the rough-cut model, but still accommodate some level of
(i.e. performance and scrap values and operator

aggregation

considerations). Again modelling at this level considers the

individual operations occurring in the system.

IV. Micro-Level

The micro-level design stage (figure 4.12) is the most

detailed and therefore most accurate study of a system. Here

the operators are considered undertaking a range of activities
along with discrete machine breakdowns, operator absenteeism
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and alternative material routes. Control rules for allocating
operators to set up, process, maintenance and material
handling jobs are also established.

Here only one or two design alternatives remain from
which the appropriate system configuration and operation has
to be decided upon. That is the system proposal that best
satisfies the initial design objectives and company policies.
This stage of design is different to the preceding ones in
that here the best alternative is identified, whereas previous
to this it was the worst proposals that were highlighted and
then rejected. To support this stage of design modelling needs
a microscopic representation of a manufacturing system design.
At this level speed of evaluation is of 1little importance,
instead it 1is the comprehensive study of highly detailed
discrete operations and activities in order to accurately

predict the precise dynamic behaviour and performance of a

system.

This chapter has identified the need for a new multi-level
modelling strategy to support and improve the efficiency of
established manufacturing system design methodologies. The
modelling strategy defines the requirements for a wide and
varied range of appropriate computer modelling tools for the
evaluation of system designs. Therefore the next chapter
provides a general discussion on available modelling
techniques. Whilst chapter six looks more specifically at the
approaches available to develop computer models, with close

attention being paid to the particular requirements of the

modelling strategy.
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Chapter 5 Computer Modelling

5.1 Introduction

Computer modelling has over the past 25 years been
developed and established as one of the most effective and
commonly used techniques to aid decision-making in business
and industry. However, modelling itself is not new and has in
fact been practised for centuries. The term modelling has been
applied to some extremely diverse forms of model building
ranging from pre-historic cave drawings to renaissance
paintings and sculptures and from models of supersonic jet

airliners to ball-and-stick models of molecules.

5.1.1 Why Model ?

The construction of "mental" models is inherent in the
human thought process but such models have a number of
significant defects which severely limits their wusefulness.
Therefore "real" models are constructed and utilized in order
to compensate for the intrinsic deficiencies of mental ones.

Mental or descriptive models generally contain a high
degree of contradiction, due to their contents being
continually changed, without it even being realized. Also such
models are impossible to review or challenge as it is unclear
what information and experiences they are based upon.
Furthermore, the obscure and vague nature of the mental

process makes it difficult, if not impossible to coherently

describe the model in words.
The unaided mind is simply incapable of relating all the

complex factors in a system and mentally tracing their

interactions through time. Therefore "real" models are
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utilized which specifically require us to describe the

behaviour of a system in Very precise terms.

The Dbest definition of g model is provided by Shannon

[1975], who say it is:

"the representation of an object system or idea in some
form other than that of the entity itself ..."

. /

to help in explaining, understanding or improving it. A model
differs from the real system in at least one characteristic.
Rarely are all features of a system relevant and so in general
a model is simply developed in terms of those characteristics
of interest. As the irrelevant features of a system are
ignored, a model is easier, cheaper and more convenient to
study. However, a model cannot be expected to reproduce the
exact behaviour of a system, as this is the price for the
simplicity and accessibility. Therefore there is a compromise

in modelling between the faithfulness of reproduction and the

simplicity of construction and operation.

5.1.2 The Modelling Function

The range of computer modelling applications 1is fairly

diverse, but there are several standard reasons for its use,

which include:

_ to aid thought: Provides a vehicle for discussion

and evaluates the validity of ideas;

to aid communication: Ideas and descriptions can be

communicated without ambiguity in an efficient way. A

model is comprehensive, revealing important 1internal

system features;

f prediction' The behaviour of a system can be
— or .

]9



predicted with a model;

aid experimentation: Modelling allows experimentation
of systems where direct analysis would be impossible,
impractical or prohibitive. Also it allows a more
detailed evaluation of a system as it provides an

ability to control and vary individual parameters.

5.1.3 Model Classification

This section provides a classification [Shannon, 1975] of

models to help put into perspective computer modelling

techniques (figure 5.1).

Physical models exactly replicate reality either directly or
indirectly.

In iconic models the properties of the model itself
represent the relevant properties of reality, e.g. scale
models, photos and maps. They may be static to visualize space
relationships e.g. plant layouts, or dynamic to evaluate
variable stability e.g. wind tunnel testing.

In analog models the properties of a real system are
represented by substituted features that behave in a similar

manner. Problems are solved in the substituted state and

translated to the original properties e.g. graphs and slide

rules.

Symbolic

the real problem,

models are always an abstract idealization of

in which simplified assumptions have to be

made if a solution is to be found.

In analytical/mathematical models, mathematical symbols

and processes are ysed. These models represent a deductive

solution to a problem using calculus, differential equations,

queuing theory, etc.
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| |
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Figure 5.1 Types Of Models




In conceptual/schematic models reality is represented in
the form of a diagram e.g. flow diagrams.

In numeric models, numbers, variables and logic are used,
but not necessarily mathematically to imitate or replicate

reality as far as the modeller chooses e.q. computer

simulation.

Of all these types of models, mathematical and numeric
modelling techniques are the most appropriate to aid in the
design of a manufacturing system, as they can accommodate and
emulate the complexity of such systems. They are further

discussed in more detail in the following sections.
5.2 Mathematical Models
5.2.1 Introduction

Mathematical or analytical models provide a quick and
easy solution to the evaluation of systems. Basically there
are two types of analytical models, with static ones being by
far the simpler in comparison to dynamic models.

Static models are equivalent to capacity balancing
techniques used in manufacturing. Here the total work load
allocated to each resource (i.e. machine or operator) is
accumulated in terms of time and then compared to its actual
available time. Unfortunately these models cannot incorporate
any dynamic interactions or uncertainties of a system and so
provide no realistic estimation of the total time for a
"ocustomer" or entity to pass through the system. They can,
however, identify potential bottlenecks and effectively
support a highly aggregated steady-state system evaluation.

Such models being produced fairly quickly and easily through
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computerized electronic spreadsheets like Lotus 1-2-3 and
Supercalc 5.

Dynamic models are far more comprehensive being founded
on the theory of queuing networks. Such models predict steady-
state performance by considering collectively a system’s
dynamic interactions and wuncertainties. The performance
measures that are derived from these models indicate the
expected behaviour of the actual systems, whilst in a state of
equilibrium. The results therefore predict the medium to long
term performance characteristics of a system. However, dynamic
models cannot predict the behaviour of a system as it changes
from one state to another, caused by variations in system
parameters. This means that transient behaviour cannot be
modelled, which could be the result of the removal or addition
of a resource or change in the level of scrap, absenteeism,
standard times, etc. It is possible though to consider a
system with or without a resource or at one level of
performance or another and obtain a number of sets of results,
based upon the system in different states of equilibrium.
Recent work on queuing theory models has indicated that they
do provide acceptable performance estimates, generally within
5% to 15% [Suri et al, 1985a] of those obtained from
simulation techniques. As dynamic models are based on complex
mathematical representation of systems, they require
specialist expertize to develop them. Two examples of
established dynamic mathematical models are CAN-Q [Solberg,

1976; Solberg, 1977] and Manuplan [Suri et al, 1985a].

5.2.2 Queuing Theory Models

Mathematical and more specifically queuing theory models
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cannot investigate any time dependent properties of a system.
They do not provide a step-by-step investigation but, via
mathematical theories and equations, do evaluate the long term
average system performance. That is the system’s steady state
behaviour.

The theory behind queuing models assumes that a
“customer" requires at least one "service" from a system.
Inevitably the "customer" may have to queue at each service
centre before it can be served and thus the system is viewed
as a network of queues. Therefore many service facilities,
(e.qg. banks, garages, ticket offices, etc.) production
systems, communication and computer systems and transport
systems can be viewed as queuing systems.

In the CAN-Q mathematical model, “customers" move
randomly from one service centre t. another, in accordance
with a range of routing probabilities reflecting the
frequencies with which the specific centres are visited.
Whilst service times are regarded as random variables, though
only the average times are required. Although the specific
"customer" routes are redundant within the actual evaluation
process, they are still necessary to determine the routing

probabilities and average service time for each centre.

5.2.3 Input Requirements and Output Results

Queuing models are unable to represent extremely detailed

system features or pehaviour. The specification of a very

detailed or complex system model is generally impossible to be

represented mathematically or any equations which are derived

are simply intractable and unable to be solved. Whereas if too

little detail is expressed then the model  does not
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realistically represent a system. Thus a compromise between a

model’s

representation and ease of solution has to be made.

Generally a queuing model’s data input requirements include:

the number of service centres and servers at each
centre;

types of customers and their mix ratio;

total number of customers in the system;

frequency visit probabilities for each centre;

the average service time at each centre.

The system performance measures provided by a model include:

average production rates;

average throughput times;

average centre utilization;

average number of customers at a centre;

average number of queuing customers.

5.2.4 Queuing Model Advantages

The advantages of mathematical models include:

very easy and quick to use, providing rapid
evaluation;

data driven, new models are created simply by changing
input data;

simple data requirements;

includes certain dynamic interactions and

uncertainties;

predicts the medium to long term average performance

of a system.
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5.2.5 Queuing Model Disadvantages

The disadvantages of mathematical models include:

unrealistic assumptions assumed;

e.g. All service centres have an unlimited queue size,

thus queue blocking cannot be studied.

- reduced user confidence in the model;
e.g. The theory behind mathematical models 1is very
complex and the calculations are difficult to
comprehend.

- difficult to validate models, due to the highly
aggregate assumptions that are made;
e.g. Usually validation is done against simulation
models incorporating the same assumptions.

- relatively low accuracy and .imited output;

- cannot support short-term transient or dynamic
investigation;

- care must be taken in interpreting the results due to

averaging effects and neglecting certain important

system interactions;

- time-dependent features cannot be studied.

5.3 Computer Simulation

Simulation provides a means to investigate and evaluate
real systems, for which it would be unsuitable to directly

experiment upon due to ethical, disruptive or economical

reasons. Systems that are unavailable for investigation due to

being only at the conceptual or design stage, or are simply

too unwieldy to manipulate, can also be simulated.
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5.3.1 Definition of Simulation

There 1is, unfortunately, by no means a consensus among
modellers as to the exact meaning of the word simulation.
Recently due to the exponential growth of computer power and
increase in computer modelling, it has taken on a rather

restricted meaning. Naylor et al [1966] and others have

defined simulation as:

«+.. a numerical technique for conducting experiments
on a digital computer."

It has also been defined by Mcleod [1986] as:
".. the use of the model to perform experiments..."

However, simulation 1is a process which 1incorporates the
construction and manipulation of a 'wodel to study a problem.
Furthermore, a definition of simulation should not be
restricted to experiments performed on computers. Therefore a
more appropriate and general definition 1is provided here,

adapted from Emshoff and Sisson [1970].

Simulation is the process of designing and
developing a model which describes the behaviour of a
system in terms of mathematical and logical processes and
manipulating it to evaluate and predict the dynamic

performance of a system over a period of time.

5.3.2 The Use of Simulation
Simulation is not the most effective way to solve a

problem. It is said that the technique is a last resort or

brute force approach to problem solving, because of its lack

of any analytical procedure.
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Simulation is an iterative process which does not
directly solve a given problem. It merely provides information
or 1insight into the performance of a system, which in turn
contributes to solving the problem. By iterating a simulation
experiment with parameters changes from one run to the next,
an optimum or near optimum solution can be obtained for a
particular problem.

It 1is certainly true that whenever a problem can be
correctly represented by analytical or mathematical procedures
then there is no need to simulate. However, whenever a problem
contains the combined effects of uncertainty, dynamic
interactions and the need to examine it over a period of time,
then it is too intricate to be solved by explicit functions.
Therefore analysis has to Dbe done via controlled
experimentation and observation thus. as simulation allows the

construction and evaluation of a model, then it is an ideal

technique.

Execution can be done manually using pen, paper and a
pocket calculator and provides a very clear and detailed
understanding of how a system operates. However, this approach
is very time consuming, prone to errors, (especially over long
periods of time) difficult to obtain a series of reliable

results and can be extremely costly in terms of resources.

Whereas the computer implementation of a simulation model

provides a very quick evaluation process, dgenerating far more

reliable and consistent results. Unfortunately the development

of such a model is generally a very lengthy and time consuming

process. However, a computer simulation model enables a number

of experimental runs to be performed in a relatively short

space of time, whilst a graphical representation helps to
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illustrate a models behaviour.

Simulation has become very popular. In trying to identify
where it can be applied and which systems can be modelled it
is apparent that almost any type of system can be analysed.
Simulation is being applied to a very broad range of diverse
systems 1in a number of different ways. Models have been
developed using pen and paper, high level languages,

spreadsheets or special purpose simulation packages in such

areas as:

Design of woven fabric patterns [Shyong, 1987],
storage and retrieval systems [Perry et al, 1984},
planning services for renal patients [Davies et al,
1987], and analysis of third world ports [Sheikh et al,
19877, traffic congestion [Jacobs, 1987], robotic
movement [Yong et al, 1983], aerospace, brewing, food
processing [Istel, 1988], air and water pollution, social
and economical systems [Shannon, 1983] and many, many

more.
5.3.3 The History of Simulation

I. Pre 1958

The origins of simulation go back to the work of Von

Neumann and Ulam in the late 1940’s, who termed the phrase

"Monte Carlo analysis" for a mathematical technique they used

to solve a nuclear shielding problem. However, it was only

with the advent of the computer in the early 1950's that made

simulation a viable technique. All the early models were

written in specific machine code. Thus they were not

transportable between computers and generally digital

computers were relatively slow, had small storage capacity and
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the man/machine interface was extremely limited and difficult.

II. 1958 To 1979

The development of simulation languages began in the late
1950’'s through the pioneering work of K.D.Tocher who
established the fundamental principles of simulation. It was
recognized that all simulation models, regardless of their
application, contain a range of similar standard features. The
first special purpose simulation languages were GSP (General
Simulation Program) written by Tocher, and GPSS (General
Purpose Simulation System), both of which were developed
almost simultaneously by two different research groups. It
must be realised that these simulation systems appeared at a
time when there were no high level languages (e.g. BASIC or
FORTRAN) and so were restricted to specific computers.

The emergence of high level languages, and especially
FORTRAN, in the early 1960’s meant that subsequent simulation
systems would be machine independent and therefore more
readily available. Two such languages were CSL (Control and
Simulation Language) and GASP (General Activity Simulation
Program).

Also during this time system dynamics or continuous
simulation was being established. System dynamics was
originally called industrial dynamics by J.W.Forrester

[Forrester, 1961]. Forrester provided a simple and systematic

mechanism for modelling in terms of feedback control loops.

Here a system would be described in terms of differential

equations which were easily simulated on a digital computer by

approximating them to first order difference equations.

' ' interactive
puring the early 1970’s the idea of the 1

production of gimulation programs appeared. The most prominent
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work 1in this area was that of Clementson (1973] in the
development of CAPS for ECSL. This was the start of symbolic
modellers which, given the model logic, will automatically
produce an error free simulation program in a particular
language. Generally the logic is specified either in a
diagrammatical form or via a questionnaire. Other modellers
appeared in the late 70’s, early 80's and these included
Express for See-Why [Istel, 1985], Forge for Foresight and
Draft [Matthewson, 1982), which incorporated multiple target
language capabilities.

During this time 1958-1979, when computers were expensive
to run, simulation exercises required large amounts of both
computing power and time. Therefore only large scale, capital
intensive, high risk projects justified the expense of being

aided by simulation.

IIT. 1979 To 1988

By 1979 micro computers were emerging and showing
considerable potential for profitable application, including
the running of simulation models. Of particular interest was
the exploitation of colour graphics terminals which resulted
in bringing the price down and capability and flexibility up.
Such terminals offer, via shapes and colour together with
alpha-numeric characters, clear easily understood diagrams of
simulation models. Hurrion [1978] capitalized on this
capability when he proposed a visual interactive simulation

(VIS) system. VIS systems provide a graphical representation

of the state of a simulation model over time and allows a user

to suspend model execution at will, change any parameters and

resume the run. VIS became generally available in 1979 when

See-Why was introduced. With graphics, simulation results are
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more readily accepted as a user or customer can "see" both the
problem and solution. Immediately  understanding the
significance of any changes to a system, by being able to see
and therefore verify the validity of any system alterations.
As computers were becoming smaller, cheaper and more
powerful more and more non-specialists were using them.
Attention therefore focused on the development of far more
"user-friendly" packages. Interactive symbolic modellers were
now quite popular, with packages such as Hocus adopting the
activity cycle diagram logic as a means for users to define
and input a model. However, a practitioner still required a
detailed knowledge of simulation techniques and experience in
using the various interfaces and packages. Thus effort
concentrated on reducing the simulation exXpertise necessary to
produce a valid model. Known as a geaeric model or simulator,
one such system is Witness, released by Istel in 1986, which
can be used quickly and easily to model a range of different
systems. Other simulators, like Mast and simfactory, have been

developed specifically to model manufacturing systems.

5.3.4 The Arquments for Simulation

In resolving the question of when to use simulation it is

important to consider the advantages that it offers. These

include [Law et al, 1982]:

- simulation can evaluate complex, real world systems,

incorporating randomly variable elements, which cannot

be accurately described by analytical methods;
new operating procedures Or policies for an existing

system can be evaluated without disrupting its current

operation;
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new, non-existing systems can be evaluated before its

implementation;

simulation allows along period of time to be evaluated

in a relatively short, compressed space of time, or a

system can be investigated under expanded time;

- system features and phenomena can be studied by
evaluating their performance and interactions;

- more detailed and controlled experiments can be
performed than with the system 1itself, as it 1is
possible to fix system variables during an
experimentation;

- with simulation, the actual process of developing a

model can provide valuable knowledge and understanding

of how a system really operates.

However, simulation does have some significant drawbacks,

including:

- the development of a model is generally very expensive

and time consuming;

- the simulation of a randomly variable system can only
predict likely behaviour, therefore several runs are
required and all the results statistically analysed;

- a model must Dbe validated. If a model does not

correctly represent a system, the results will be of

1ittle relevance to the real system.

5.3.5 Classification of simulation Models

Computer simulation models can be classified in a number

of ways although none are completely satisfactory. Some of

these classifications are:
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I. Deterministic vs. Stochastic.

A model is deterministic if all the components in a
system behave in a completely predictable way. This is rare as
most system components behave in a randomly variable
(stochastic) manner. However, the random behaviour of
components can be ignored with expected values of behaviour
being used, making a model deterministic. Better results are,
however, obtained from stochastic models which more accurately
reflect reality and incorporate effects of random system
components. In stochastic models variables can, under
identical conditions, take on various values allowing the

resulting effects on the system’s behaviour, to be assessed.

II. Static vs. Dynamic.

A static model is appropriate for those situations in
which a derived solution remains valid until some basic
structural change occurs. Simulation models are, however,
generally concerned with systems that are dynamic. That is,

system variables are frequently changing with time.

III. Equal vs. Non-equal time increments.

The simplest way of controlling the execution of a
simulation model is to proceed in equal time increments. Thus

up dating and examining the state of the system at reqular

time intervals. In other cases a model is only updated and

examined when it is known that a state change is due. These

changes are usually called events and as time progresses from

one event to another it is called the "next event” technique.

IV. Continuous vs. Discrete Vvs. Combined.

This is the most common classification and is to do with

the way system variables in a model change value.
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In continuous models variables are continually
changing with time and are often an explicit function
of time and figure 5.2 illustrates this behaviour.
Some variables are inherently continuous, like
temperature or a car’s speed, but discrete variables
can be represented in a continuous fashion. For
example, by considering the human population in
aggregate terms it can be modelled as a continuous
variable, although in fact it changes discretely via
births and deaths. Continuous modelling, also known as
industrial or system dynamics, describes and develops
a system model in terms of differential equations
which can be approximated to first order difference
equations.

In discrete models variables change value
discretely at specific points in time, which are
called events and this behaviour is illustrated in
figure 5.3. Consequently the application of discrete
models does raise the question of how to ensure that
events occur at the proper time, in the correct
sequence and in the right relationship to other

events. This can be achieved by formulating models in

one of three principal ways (figure 5.4):

_ Event where a model’s operation is defined in terms
of unconditional events, with each event detailing a

specific state change. Model execution is then the

continuous, time sequenced processing of events

until reaching the termination time, with each event

generally triggering further events that will

be actioned at some future time.
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- Activity describing a model’s operation in terms of
individual elements or entities which engage in
activities, subject to certain conditions. An
activity being a state change, occurring over a
period of time and in effect represents a pair of
associated events which identify the start and
finish of an activity. Models are first initiated by
scanning the activities in priority order so as to
activate those whose starting conditions are met.
The clock is then updated to the earliest activity
finish time (determined by scanning the activities)
and the appropriate activity completed. All
activities are then scanned to test if any starting
conditions can now be met. This <cycle 1is then
repeated until reaching the termination time.
Activity based models are rather inefficient in
comparison to an event approach, although as models
become "busier" this is not as apparent. However, an
activity model is easier to write and modify. This
compromise was achieved by Tocher in the GSP
simulation language, which combined the simplicity
of the activity model with the efficient running of
the event approach by replacing the termination scan
with an event list for recording the unconditional

future completion of activities.

_ process defines the sequence of operations that a

model element or entity passes through. Each entity

has its own process which it follows as a simulation

model executes. An entity progresses through its

various operations until it is blocked or delayed.
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3. A combined class of model has emerged due to
the introduction of simulation languages such as SLAM
IT [Pritsker, 1984] and ECSL [Clementson, 1985]. Here
both continuous and discrete models can be combined in

one. Figure 5.5 shows both discrete and continuous

behaviour in a model.
5.3.6 Development of a Simulation Model

The process of producing and implementing a computer
simulation model is an iterative one, with a number of stages
being undertaken in parallel, as illustrated in figure 5.6.

Each stage is identified and discussed below.

I. Problem Definition.

To ensure that an appropriate model is developed for a
given problem, the problem itself must be clearly identified
and described in detail and understood by everyone. On
occasions the existence of a problem can be identified but its
exact nature is unknown. This therefore can lead to the re-

evaluation and hence re-formulation of a problem as the

exercise proceeds.

Here the objectives of the exercise are established along

with <the actual boundaries to the problem and therefore the

factors, parameters and variables to be included in a

gsolution. Now the modelling technique(s) that is most

appropriate for this type of problem can be identified.

Assuming simulation 1is selected an action plan can Dbe

formulated which will specify the costs and duration of the

work. The plan further identifies all alternative systems and

associated features, which are to be considered along with a

method of evaluating each proposal relative to the others.
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II. Data Definition.

This 1is the identification of the inputs and outputs of
the system under investigation along with information
regarding the various system components and their inter-
relationships. Important factors which need to be resolved
include establishing the sources, availability, accuracy and
form of the necessary data. Normally data can be obtained from
historical records, by taking samples or consulting experts,
however, there are cases for creating it artificially from
theoretical ideas or assumptions.

The requirement for data is so that variables and
parameters can correctly represent system characteristics and

that initial values can be set.

III. Model Formulation.

This stage involves the process of representing the
relevant characteristics of a system in terms of mathematical
and logical procedures suitable for manipulation and
computerization. A model should be designed around the
objectives and scope of the investigation rather than
emulating the real system exactly. However, the model should
contain sufficient and appropriate flexibility so that it
could, if necessary accommodate additional features at a later
date.

An effective approach [Carrie, 1988] to model formulation
is through the use of activity cycle diagrams developed by
K.D.Tocher and refined by P.R.Hills. The technique 1is to
system into entities and produce a diagram for

decompose a

each, showing their "life” cycle or behaviour pattern in terms
4

of alternating periods of activity and queuing. The diagrams

are an excellent means of communication and ensures that
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correct and complete models are built.

IV. Data Acquisition.

This is the collection of the data required for the study
and its manipulation into an appropriate form (i.e.
statistical distributions). The use of sensitivity analysis

techniques can be very valuable in determining how thoroughly

this task should be undertaken.

V. Model Translation.

Since simulation models are of highly complex systems,
they require a computer to accurately manipulate them. There
is therefore a requirement to convert the logical
representation of a real system into a computer program. The
major prerequisites of a any computer program of a simulation
model are that it be logically valid, complete and capable of
sustaining experiments. The issue therefore is how best to
proceed. There are four basic approaches to programming a
simulation model, each with their own advantages and

disadvantages (section 6.1), and include the use of:

- high level languages,
e.g. Pascal, C, FORTRAN and BASIC;

- general purpose simulation packages,
e.g. Simscript, Genetik and GPSS;

- symbolic modellers,

e.g. Hocus and cAPS for ECSL;

- generic simulators,

e.g. Witness, Mast and Simfactory.

VI. Verification.
Verification establishes that the program produced in the
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previous stage 1s a correct representation of the model
formulated to replicate the system under investigation. That

is ensuring that the program executes as intended.

Verification methods include:

- good programming practice;

e.g. modular construction, testing and documentation.
- manual program checking;
- monitoring the evaluation process by periodic program

dumping and a manual check of events as they occur.

VII. Validation.

Validation is the most important and essential stage in a
simulation exercise. This stage establishes a model’s
credibility, ensuring that it provides a sufficiently accurate
representation of the real system. Thus any inferences drawn
from the simulation results do correctly relate to the system
under investigation. The process of validation 1s not an
either-or decision (i.e. it is or isn’t valid), but 1is the
degree of confidence that there is in the reliability of the
results for a particular purpose. There are two approaches to

the validation of a model [Shannon, 1975]:

_ the rationalist proves that a model 1is wvalid by

accepting basic 1ideas as a foundation and then uses

logic to derive different effects, and
- the empiricist does not accept any assumptions which
cannot be verified separately by experimentation or the

analysis of data (e.g. historical data).

Ideally validation needs to involve both the consideration of

a model’s structure and the comparison of its output
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statlstlcs with historical data. Therefore validation should

be established against a number of criteria, which are, as

suggested by Hermann [1967]:

internal validation

i.e. low output variance from a constant model;
- face validation
i.e. does the model look correct, this 1is achieved
principally through the use of computer graphics
which animate the evaluation process;
- Variable-parameter validity i.e. sensitivity testing;
- hypothesis validity
i.e. Jjustify and prove every change of state in a
model;
- event or time-series validity

i.e. compare model against historical data.

VIII. Experimental Design.

This is the specification  of alternative  model
configurations to simulate and the design of experiments to
perfornm on them, so that they produce the required
information. The length of simulation runs, the duration of

the initial run in period and the number of runs for each

experiment have also to be determined.

IX. Experimentation and Analysis.

This involves the execution of simulation models and the

analysis of subsequent results, to draw inferences and reach

conclusions relating to the original purpose of the exercise.

Based on the analysis it can be determined if more simulation

runs are required and if so what form they will take.
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X. Documentation.

Done clearly and concisely for future reference.

XI. Implementation.

Putting the model to an operational wuse, by making

changes to the real system based upon the results obtained

through simulation.

XII. Maintenance.

Improving and updating the model as new data becomes

available. This is where documentation becomes important.
5.3.7 Future Simulation Developments

Currently the largest area of interest in the world of
simulation is in the introduction of artificial intelligence
techniques. An expert system with its built in "expertise" can
construct simulation programs enabling non-specialists to
directly obtain the benefits. Since such systems will be
extremely user-friendly and targeted at the engineer instead
of the simulation expert, they will significantly enhance
symbolic modellers. Furthermore expert systems can analyse the
results of simulation  experiments, identifying and
highlighting areas of further evaluation or even recommending
appropriate action. This would be an important asset in
promoting the use of simulation techniques by non-specialists.

Significant future improvements in the performance of

simulation models has become possible through parallel

processing techniques due to new multi-processor hardware

[Wilson, 1987]. Parallel processing is even more relevant with
, .

the introduction of a new style of programs incorporating

object-oriented programming [zeigler, 1987]. Object-oriented
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programming potentially provides the ideal mechanism for
producing complex models in a well structured manner. The
approach revolves around objects. These are autonomous program
modules containing relevant information pertaining to a
specific item, along with those procedures that either
retrieve or alter this information. Objects have very rigid
boundaries and interfaces, the latter of which provides the
mechanism for object execution through parameterized messages.
The object related information can only be accessed by the
internal procedures, therefore objects only perform those
activities that constitute its instruction set. Thus this
independent modular approach, with its standard interface
lends itself to parallel processing.

Normally simulation techniques are used to decide upon
the trade-offs between various systean configurations and gain
insight into the performance of a system. This can be
effectively achieved by under-taking sensitivity analysis on
system parameters. This is limited, with current approaches
requiring a large number of detailed simulation experiments
to be performed and results analysed. However, there are now
techniques which reduce the required number of experiments and
one is known as perturbation analysis (P/A), encompassed
within Sense [Suri et al, 1985b]. P/A simply needs to observe
a single simulation experiment or the actual working system,
during which it considers what would have happened if certain
ifferent. Also there is Taguchi which, rather

parameters were d

than performing all experiments, uses statistics to select

' iat
only those experiments necessary for the appropriate

conclusions to be drawn. Taguchi can and is generally used for

experiments on the real system.
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Chapter 6 Manufacturing System Design Modelling.

Previous chapters have considered the problems associated
with the design of manufacturing systems and have established
the requirement for a new modelling strategy to improve the
performance and efficiency of current design methodologies.
Specifically the modelling strategy has identified and defined
four 1levels of design evaluation and decision making, within
the process of manufacturing system design, which requires the
support of appropriate dynamic system evaluation techniques.
The last chapter therefore, provided a general discussion on
available modelling techniques. This chapter aims to identify
the most appropriate computer modelling approach (or
approaches) that best supports the new modelling strategy.
Hence all available modelling apprnaches are put in context
and specific modelling requirements, necessary for the

effective implementation of the strategy, are identified.
6.1 Methods of Developing Dynamic Computer Models

6.1.1 Introduction

The development of the multi-level modelling design
strateqgy (section 4.2.4) to both support and complement the
current approaches to the design of manufacturing systems, has
identified the requirements for a highly versatile computer
modelling system. This system must be applicable to all design
stages, ranging from the initial conceptual first-pass phase
through to the detailed micro-level design study. This section
therefore provides a general discussion on the five different
alternative methods of undertaking a computer modelling

exercise and in particular focuses on the problems associated
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with their application. The range of possible modelling
systems include high level langquages, general purpose
simulation packages, symbolic modellers, generic models or
simulators and mathematical models, each with their own
specific set of associated benefits and disadvantages. Table
6.1 identifies the typical characteristics of the various
methods, but being a generalisation it must be realised that
there are exceptions, individual systems within a category may

vary from the group norm or average.
6.1.2 High Level Langquages

High level languages are used for the development of
simulation models simply because they are so readily available
and are generally already known. Furthermore they provide the
greatest flexibility in a simulation exercise with regard to
what is undertaken and how it is achieved. There are no
restrictions on the range of systems or specific features that
can be replicated, the kind of experiments undertaken or the
type and format of output reports and graphics. However,
programming or model translation is a very lengthy and time
consuming activity, with no helpful simulation debugging
features readily available. Also every new model goes through
a process of "re-inventing" the wheel, with regard to the
production of standard simulation features, which 1is in
addition to the development of the more specific model related
procedures and functions. High level languages include such

systems as FORTRAN and pascal, along with spreadsheet packages

like Lotus 123.
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6.1.3 General Purpose Simulation Packages

General purpose simulation packages (GPSP) take advantage
of the existence of certain standard simulation features in
all computer models, to provide an easier approach to the
development of a particular model, than that offered by high
level languages. GPSP simplify the task of writing the
computer code for a given simulation model by providing pre-
developed routines to perform all the standard simulation
functions as well as error checking procedures, without losing
the scope of the previous high level languages. The standard
simulation functions include the time advance mechanism,
random number and statistical distribution generators,
recording of simulation statistics, defining initial model
conditions and producing output reports. In addition to
reducing the program development time, the main advantage of
these systems is that they generally make several man-years of
simulation experience available in the form of error-free
computer code. Furthermore they provide a well defined
programming structure within which to develop a model. Thus
GPSP are developed for the specific purpose of performing
simulation exercises and are therefore far more appropriate
for the simulation expert or specialist.

The disadvantages of the GPSP approach are that often no
previous experience of the packages exists, they are nmore
expensive than high level languages, are not so readily

available and still require the specific model logic routines

to be written.

There are two types of systems that come wunder the

classification of general purpose simulation packages. These

are simulation libraries and languages. What separates them is
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a subtle difference in the way they provide standard

simulation routines for developing computer models.

1. Simulation libraries simply provide a library
of pre-programmed routines written in a high level
language such as FORTRAN. The model logic code is then
simply written in the same language with program calls
to the library routines to perform standard simulation
activities. No new computer languages or syntax rules
have to be learnt, just additional procedures and
functions. An example of such a package is GASP.

2. With simulation 1languages a completely new
computer language is provided with is own vocabulary
and syntax rules. Here the whole simulation model will
be written in this languace alone. A new computer
vocabulary therefore has to be learned. These systems
tend to present a far better modelling structure and
allow more meaningful variable names and English-like
statements to be included, thus making the code easier
to read than say FORTRAN. Furthermore one line of
simulation code <can represent a number of FORTRAN

procedures. Simulation  languages include  ECSL,

Simscript and Genetik.

6.1.4 Symbolic Modellers
The principal problem with the application of any type of

computer language is the necessity to have to develop, write

and debug a computer program. Thus having to know and

understand the appropriate language vocabulary, syntax and

semantic rules. In other words whether using a high level

language or general purpose simulation package the technical
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problems of model formulation, translation, verification and
validation (section 5.6) have to be addressed before a
computer model can be confidently utilized. Therefore in order
to reduce both the time and programming expertise required to
produce a computer simulation model, attention has focused on
the development of symbolic modellers.

Symbolic modellers incorporate an interactive interface
or "user-friendly" front end. This dispenses with the need to
write any programming code by allowing a model to be defined
in a diagrammatical or symbolic way, from which a symbolic
modeller can produce and evaluate a computerized
representation. Ideally the conversion of the symbolic
description, produces a well structured and error free
computer simulation model which reduces, if not completely
alleviates the requirement to undertake any model translation
or verification. The description of a model can be achieved
through activity cycle diagrams, as in Hocus (figure 6.1) or
by using linear block diagrams depicting the flow of entities,
like Siman uses (figure 6.2). Thus such systems provide error-
free models with the inclusion of diagnostic and validation
features including the facilities to graphically display a
model and allow user interaction during model execution.
However, as each symbolic modeller adopts its own unique
approach to the representation and description of simulation
logic, they all entail a significant degree of specialist
knowledge and expertise. These types of system include Hocus,
Siman (with blocks) and CAPS for ECSL.

The major disadvantage of symbolic modellers though 1is
the fact that they can rarely accommodate all the necessary
for a particular model [Crookes, 1987; Paul et al.

features
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1987]. A good modeller, it is suggested can only represent
between 70% [Crookes, 1987] to 95% [Paul et al, 1987] of
features for any given model. Furthermore Uyeno et al [1980]
states, that no symbolic modeller can ensure the development
of a complete working model. Thus a modeller has to be able
to add a certain amount of program code to accommodate complex
system features into a model. Much therefore still depends
upon the users expertise. Consequently, symbolic modellers are
only appropriate for use by computer simulation specialist.
With symbolic modellers the relevant characteristics and
benaviour of a system have to be defined in terms of
mathematical and logical procedures before an appropriate
computer model can be developed. This is exactly the same
when using a high level language or simulation package. That
is, the process of model formulatior. has to be performed even
though model translation and verification may not. However,
the problems associated with the phases of translation and
verification are very insignificant when compared to those of
model formulation and validation. The latter phases are the
two most important, and therefore time consuming, stages in
the development of a model. It can take nearly as long to get
a model implemented using a modeller as it can using a
simulation package, even though the latter requires both model
translation and verification. As Smith [1986] states the
process of model translation and verification accounts for no
more then 10% of the total time to develop a model. The
process of model validation is a very necessary activity
regardless of what type of model is being considered. Be it a

simulation, mathematical or any other type of symbolic or even

physical model. Thus if the development time for a computer
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simulation model is to be significantly reduced and the
technique therefore made available to a far greater range of

non-experts, then the elimination of the model formulation

phase has to be investigated.

6.1.5 Model Simulators

Over recent years people unfamiliar with the application
computer simulation techniques have come to wrongly believe
that an exercise can be undertaken and completed in a matter
of hours, or days at the latest. This has largely occurred due
to the marketing of simulation packages and symbolic
modellers, such as See-Why and Hocus. However, contrary to
what is implied both systems do take a considerable amount of
time and experience to develop an appropriately valid
simulation model. In more general t=rms, the excessive time
and costs associated with the development of a model through
any of the three previously discussed approaches, does not
readily promote the regular use of computer simulation
techniques. Currently simulation is only ordinarily applied in
projects with high capital risks and/or long lead-times.
Furthermore with the above approaches, it is the specialist
who produces, manipulates and alters a computer model.
However, there is an alternative: generic computer models or
These are far more comprehensive than

model simulators.

specific application models, in which the odd parameter can be

changed but are not as widely appropriate as symbolic

modellers or simulation packages.

Model simulators are pre-written and verified computer

models designed for the evaluation of a specific type and

range of system, 1ike FMS, automatic guided vehicle systems
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and automated warehouses. Then within the identified range of
applications, the model provides sufficient features and
parameters to accommodate any system specification, and which
can be configured through relevant data inputs. Hence model
simulators totally avoid any computer programming, only
requiring the input of parameter defining data, which is
generally controlled by the system through a dialogue or
"conversation" with the wuser [Lucker, 1984]. Thus these
packages are relatively simple to apply, requiring very little
computer or simulation expertise and provide a very quick
approach to the implementation of a computer simulation model.
Furthermore along with eliminating the model translation and
therefore verification phases of the development of a
simulation model, simulators remove the requirement to
undertake any model formulation activity. The mathematical and
logical representation of the relevant characteristics,
pertaining to the type of system under consideration, being
established and checked, together with the program code,
during the initial development of such a package. This further
leads to an additional advantage of such packages, in that
they can evaluate partially defined systems. To be effective,
all other approaches require a coherent system to be defined
before a corresponding model is produced, whilst simulators
encourage system evaluation prior to the completion of any
design or data collection activities [ISTEL, 1988]. Model
simulators, being data driven, do not require either model
formulation or programming and so redress the skills and
necessary to undertake a simulation exercise to

expertise

those specifically relevant to the system under investigation.

Thereby making the technique accessible to both specialists
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and non-specialists alike.

The major disadvantage of model simulators is the
restricted range of systems to which they are applicable and
therefore can evaluate [Crookes, 1987]. It is acknowledged
that any type of computer language or symbolic modeller is far
more flexible in what it can simulate. Hence before developing
a simulator it is important that detailed and thorough
consideration 1is given to exactly what the model should be
able to represent. Otherwise the system could be so restricted
as to be only valid for the representation of one or a nominal
number of unique systems, and therefore have no obvious
advantages over a specific model developed by one of the other
approaches. This is important [Almodovar, 1988] as non-
simulation experts will be able to produce their own models
relatively easily. A simulator must ensure that modelling does
not lead to an unrealistic representation of a system and
totally 4invalid results, by supporting all possible system
features. Furthermore the initial development of a special
purpose simulator is far more expensive and time consuming
than that required to produce a specific model in either a
computer language or modeller. To develop, let alone
incorporate additional features into an existing simulator,
requires at least the same expertise, if not more than that
necessary to produce a model in any computer language, because
of the highly intricate nature of such packages. This

therefore further highlights the importance of clearly and

precisely identifying the appropriate features to include in a

simulator very early on in its development.

To all intents and purposes model simulators are a

compromise between  the quick application  of specific
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simulation models and the flexibility of symbolic modellers.
Therefore model simulators encourage a far greater application
of computer simulation techniques by providing the full
benefits of the technique without the threat of wasting
valuable resource time and money on an unsuccessful exercise.
In other words, a simulator based modelling exercise 1is
substantially easier to  justify. However, containing
sufficient flexibility to be applicable to all possible
alternative system configurations, (for a given type of
system) entails significant programming complexity and
inherent intelligence in order to accommodate the necessary
modelling adaptability. Far greater than that generally
required for a given modelling exercise and therefore
incorporated in a specific application model. Ultimately this
could impede the actual evaluation process, resulting in a

relatively slow model execution which may overshadow any

potentially advantages of the approach.

6.1.6 Dynamic Mathematical Models

Dynamic mathematical modelling is not a very commonly
applied technique in industry largely due to the theories and
procedures upon which it is based. Generally such techniques
utilize queuing theory and markov chain  procedures.
Significantly mathematical techniques are restricted to
relatively small areas of application because of their limited
ability to consider highly complex multi-server and multi-

sequence queuing systems. whilst those models which can

accommodate the complexity are Vvery detailed and highly

mathematically orientated. To apply existing techniques

generally requires specialist expertise to simply derive and
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prove the mathematical derivations on which they are based,
irrespective of developing a new modelling procedure.
Therefore due to the highly abstract and involved nature of
mathematical models, it is often necessary to make the problem
fit the available technique, by deciding how much detail to
include in a model [Buzacott, 1985].

The application of mathematical models is complicated by
the fact that they are difficult to validate. The internal
mechanism of such models, being equation based, does not allow
for any form of validation by comparison to the operation and
changes 1in state of an existing system. Models have to be
viewed as "black boxes" and validated on the basis of "face
value" or output results. Though this is complicated by the
format of the model input data (e.g. probabilistic component
routes) and averaging of output results (e.g. average
production output and average dqueue sizes). Therefore
validation is performed at a highly aggregated level of detail
by comparison to long term results taken from historical data,
simulation models or experience.

The appropriate application of a mathematical modelling
technique can, however, provide significant advantages. Models
such as CAN-Q [Solberg, 1977] and Manuplan [Suri et al, 1985a]
supply quick approximated average long term system performance
results from fairly limited data requirements. In addition it
has been demonstrated that CAN-Q can provide good "first-pass”
evaluation results for a significant range of manufacturing

systems [Co et al, 1986]. Furthermore the equations upon which

these models are based are generic, and do not have to be re-

formulated for each specific application. The models therefore

are data driven with inputs specifically manufacturing
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orlentated, hence CAN-Q and Manuplan can be viewed as model

simulators, with the potential advantages of both speed and

reduced data requirements.

6.2 Customer Requirements For A Simulation Design Tool

This section investigates specific customer prerequisites
for the application of computer modelling techniques. The
discussion will ultimately provide the basis for identifying
the approach that best implements the defined modelling
strategy for the dynamic evaluation of manufacturing systems.
Furthermore the customer requirements will establish the broad
system features necessary for a computer modelling package, as

opposed to the functionality of the modelling system.
6.2.1 A "User-Friendly" Computer Modelling System

It 1is important to understand how prevalent computer
modelling is in manufacturing industries, 1in order to
highlight how acceptable and effective such techniques are,

along with identifying the constraints which limit their more

general adoption.

In recent years the general impression has been that a
significant number of manufacturing industries do not apply
operations research and specifically modelling techniques in

production planning and control. In 1378 Kochhar [1978]

undertook a survey into the application of computer and

analytical techniques for the production planning and control

of manufacturing activities in 173 companies. He concluded

that the use of computer modelling techniques was less than

10% and this was totally confined to high  technology

industries. Such industries were associated as having a high
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research and development activity and/or care was taken over
the production of their products. Since then there has been a
steady increase in the general use and application  of
computers, due in particular to the development of personal
computers. However, it is believed that the use of computer
modelling techniques has not significantly increased. This is
born out by two further surveys into the use of production
management techniques in U.K. manufacturing industries.

The first survey [Lockyer et al] in 1980 investigated
the use of management techniques made by the members of the
Institution of Industrial Managers (IIM) (it should be noted,
however, that this study is slightly biased due to the fact
that IIM members have to study such techniques as a condition
of entry). Then a study in 1986 [Oakland & Sohal] took a
random sample of 131 companies from the 1983 Key British
Enterprises (KBE) list comprising the 20,000 largest U.K.
companies by annual turnover. The IIM report indicated that
87.5% and 80.8% of participants made no use of queuing theory
and simulation techniques respectively, whilst the KBE survey
found the proportion of no usage to be even higher, 93.9% and
90.9% respectively. Thus in the eight year gap between the
Kochhar and KBE studies there is no indication that there has

been any 1increase in the use of manufacturing modelling

techniques. Furthermore all the studies indicated that the

interest in and use of a technique diminishes as its level of

sophistication rises. Finally the KBE study concluded by

identifying the key factor affecting the use of all analysis

techniques as being the,

» lack of knowledge and scarcity of adequately trained
personnel.”
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In contrast to these three surveys a recent report in The
Engineer [Dunn, 1989] suggests that by the vyear 2000
production engineers will be proficient in three times as many
new manufacturing processes and technologies as they are
today. Specifically the report identifies a 240% growth in the
use of simulation techniques, which corresponds to an
estimated 40% usage level. If these figures are to be
realised, the previous problems of insufficient knowledge and
training have to be addressed. This is further supported by
the fact that the role of the production engineer in the vyear
2000 will become increasingly varied. He will be expected to
provide a greater contribution to corporate decision making,
across a wider range of issues not currently associated with
his job. It is anticipated that production engineers will have
to provide input into business and market strategies,
financial decisions, product design and software programming.

There can be no doubt that computer modelling techniques
are fundamental in the design of manufacturing systems,
especially now as such systems are becoming so technically
sophisticated. The design process, as has previously been
described requires two types of knowledge (section 3.2.1). The
explicit rule based "know that" and "know how" that can only
been gained through experience and which determines the
quality of an activity. However, as manufacturing systems are
becoming more and more complex, incorporating new production
technology and methods, it is conceivable that the experience
gained in the design of one system may not be relevant to the
consequently to extrapolate the performance

design of another.

and behaviour of a new manufacturing system design based upon

previous experience can be potentially dangerous. Whereas
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computer modelling can provide valuable experience regarding
the way in which a specific manufacturing system may behave as
well as an insight into how it operates.

At present computer simulation exercises, with few
exceptions [DTI 1990], involve two kinds of people. Those who
own and understand the problem (e.g. manufacturing system
engineers) and the model builder (e.q. a simulation
consultant) who undertakes the study. The fundamental problem
with such an arrangement is the isolation or separation of the
problem owner from the actual evaluation process. The owner
having a rather limited involvement in the generation of a
computer model, generally providing only an initial problem
definition and system specification. Consequently, the owner
has to rely heavily on the expertise and judgement of the
builder to correctly undertake the system evaluation. Although
it is suggested [CACI, 1987a] that the two groups should work
closely together, the owner is often prevented from doing so
because of a lack of understanding in the concepts, vocabulary
and implementation of the technique. Ultimately, due to
insufficient participation in an exercise and an uncertain
understanding of the implemented algorithms, the owner lacks
any confidence in the results. He can then only gain
confidence by watching it execute. However, a graphical

representation cannot illustrate all aspects of a model’s

operation, and often it is the more subtle, concealed features

that can invalidate a model. This owner/builder relationship

therefore can significantly limit the experience and knowledge

that a designer or non-expert could gain through the wuse of

computer modelling techniques, regarding the behaviour and

performance of a system. Furthermore it makes it difficult for
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the owner to retain control of the design process.

The current practises adopted in the application of
computer modelling techniques therefore emphasize the need for
an alternative approach which is simpler and far more
accessible by both experts and non-experts alike. Thus the
requirement is for an approach which involves no computer
programming or modelling expertise to create, manipulate or
analyse a model. The development and adoption of such an
approach obviously making modelling easier to learn and apply,
and as a result would greatly increases the general interest
in the use of such techniques. Remembering that any modelling
system must provide the end user with the ability and control
to decide and select what features and assumptions are to be

included in any particular model.
6.2.2 Appropriate Modelling Techniques

It has been suggested in Lucas [1987] that the approaches
currently adopted in applying computer simulation techniques
to manufacturing system design (i.e. simulation systems and
symbolic modellers) are incompatible with the design process
and specified methodology. Generally design projects only have
a life span of between four to six months. Whilst, even with
the necessary computer and simulation skills, in 1981 it would
typically take six months to undertake a computer simulation
exercise [Bollinger and Crookall, 1981], though more recent
experiences have shown that, through the introduction of PCs,
it currently takes only two to three months. However, even
with such a significant reduction in lead-time, it is obvious
simulation is potentially a "bottleneck"

that computer

activity, it still being possibly for the exercise to take at
4
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least half the total time available for completing a
manufacturing system design project. However, the actual work
involved in each modelling exercise is not necessarily
unique. The stages of model formulation, translation, and
verification are only concerned with developing an appropriate
model of a specific system. Thus if only systems of similar
type (e.g. FMS or automatic guided vehicle systems) are to be
evaluated, then a significant proportion of the effort
involved in the three stages will be duplicated in each
exercise. Therefore there is an opportunity, in certain cases,
to improve the efficiency of the simulation procedure.

The development of an efficient, coherent and
maintainable simulation model using a high level language,
general purpose simulation package or symbolic modeller
requires the complete and integrated design of a model before
any form of model translation is undertaken. The piecemeal or
evolutionary development of a computer model makes it
difficult to maintain a well structured and coherent model,
due to the addition of new features and functions which may
not readily conform to or fit within the original design.
Ideally during the design of a manufacturing system the
development of a computer simulation model should not commence
until after all the elements of the corresponding system have
been clearly identified and documented. Only after a complete
system design specification has been prepared, can an
appropriate, specific application computer model be defined
and subsequently developed. However, because of the highly
focused design of such a model, it is questionable whether it
in the future, accommodate system design changes easily

can,

and effectively without the model structure being altered or
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the whole model rebuilt. Furthermore the generation of a full
system design, in which all physical, control and job elements
and functions are identified and quantified, takes between one
to three months. The time generally accounts for over half
that available to complete a project and represent the major
phase in which design decisions are taken. Computer simulation
therefore has to be applicable within these time scales.
Consequently there are a number of factors which effect
the application of computer simulation and determine the
effectiveness of the technique. In order for simulation to be
a viable technique in the re-design of a manufacturing system,
the time to develop and produce a computer model has to be
dramatically reduced. Furthermore the necessity to fully
identify all system features before developing a model, has to
be alleviated and so allow the technique to be applied before
a design has been completely specified. It is essential that
future alterations to the operational logic and resources
within a given simulation model can be accommodated relatively

quickly and easily, without having to produce a new model.
6.2.3 The Justification of Computer Modelling.

Currently computer modelling has an image of being a very
time consuming and costly technique requiring a great deal of
expertise and to which there is a bit of an art! It is true to

say that at present to undertake a computer simulatior

exercise generally requires expensive specialist software, a
lot of time and significant amount of training. Thus the use
of simulation has focused on costly, high risk projects
inevitably in large companies. This is born out in the Kochhar

[1978] survey (section 6.2.1) and by the fact that a major
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part, if not all, of the more recent literature on the subject
of simulation refers to the modelling of automatic guided
vehicles (AGV), flexible manufacturing systems (FMS) and
computerized warehouses. Also consultancy groups indicate that
a major proportion of their work is in one of these areas.

Emphasis on computer simulation for the evaluation of
sophisticated, high technology manufacturing facilities, is
substantiated by the development of commercial generic models,
specifically for these types of systems. With particular
attention being given to FMS generic models [Bevans, 1982;
Carrie, 1988], as such systems involve a substantial
investment, in terms of millions of pounds, and a complexity
which makes it difficult to predict thei