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SUMMARY

This thesis reviews the existing manufacturing control techniques and identifies
their practical drawbacks when applied in a high variety, low and medium volume
environment. It advocates that the significant drawbacks inherent in such systems, could
impair their applications in such a manufacturing environment. The key weaknesses
identified in the system were: capacity insensitive nature of Material Requirements
Planning (MRP); the centralised approach to planning and control applied in
Manufacturing Resources Planning (MRP II); the fact that Kanban can only be used in
repetitive environments ; Optimised Production Techniques's (OPT) inability to deal with
transient bottlenecks etc. On the other hand, cellular systems offer advantages in
simplifying the control problems of manufacturing and the thesis reviews systems
designed for cellular manufacturing including Distributed Manufacturing Resources
Planning (DMRP) and Flexible Manufacturing Systems (FMS) controllers.

It advocates that a newly developed cellular manufacturing control methodology,
which is fully automatic, capacity sensitive and responsive, has the potential to resolve
the core manufacturing control problems discussed above. It's development is
envisaged within the framework of a DMRP environment, in which each cell is provided
with its own MRP II system and decision making capability. It is a cellular based,
closed loop control system, which revolves on single level Bills-Of-Material (BOM)
structure and hence provides better traceability between shop level scheduling activities
and the relevant entries in the Master Production Schedule (MPS). This enhances the
prospect of undertaking rapid response to changes in the status of manufacturing
resources and incoming enquiries. In addition, it also permits automatic evaluation of
capacity and due date constraints-and facilitates the automation of MPS within such a
system.

A prototype cellular manufacturing control model, was developed to demonstrate
the underlying principles and operational logic of the cellular manufacturing control
methodology, based on the above concept. This was shown to offer significant
advantages from the prospective of complete automation of all operational planning and
control functions. Results of relevant tests proved that the model is capable of
producing reasonable due date and undertake automation of MPS. The overall
performance of the model proved satisfactory and acceptable.

KEYWORDS : Cellular Manufacturing Systems, Distributed Manufacturing Resources
Planning, Production Control, Material Requirements Planning
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Introductﬁi‘dﬁ?

This thesis reviews the resource planning and control problems in manufacturing
and it examines the major attributes of such problems and the practical implications for
the future development of manufacturing control systems. It also explores the
development of a manufacturing control methodology that has the potential to offer total

automation of all operational activities.
1.1 An Introduction to the Research Problem

Over the years, manufacturing systems have become increasingly complex, in

order to cope with the increase in product varrety and complex1ty Thls has maJor

implications for the management of manufacturmg systems For example hlgh product
variety increases the complexity of the factory plant layout srnce 1t must accommodate
numerous route options within the system. Thrs leads to an attendent mcrease in the

complexity of work flow patterns and wmk-m-progress [Lew1s, F A 1973] Complex

material flow poses a serious physical progress control problem [Burbldge J L 19 ].

enhances the prospect of inflating the manufacturmg lead tlme ThlS also increases the

likelihood of extended completion or due date of products manufactured wrthln the

system, thus resulting in late delivery.

The increase in product variety and eomplex1ty has a maJor 1mpltcatlon for the :
nature of resource planning because it entarls management of large volumes of data and "‘

more complex calculation of material or capacny requlrements The Complextty stems ~

in part, from multi-level Bills-Of-Material (BOM) and a mgmﬁcant degree of part’s
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commonality between products. Thes 1araci

control information can flow between the levels in the. system hier.

flow up the system is difficult since the complex product stmcturehmderstrac
between shop floor activities and higher level planning such as Master Production

Scheduling (MPS). awidve B

As discussed earlier, the presence of high product variety and complexity poses a
major resource allocation problem since it is relatively difficult to schedule non identical
parts as compared with a families of identical parts due to different manufacturing
resource requirements. For example, the set-up requirements (e.g. change overs) for
high variety items are much greater compared to families of parts. The scheduling
process is therefore relatively complex and the calculation of precise manufacturing lead

time or due date is problematic in such an environment.

The characteristics of manufacturing systems discussed above, have a significant
influence on the planning and control systems used in such an environment. Many
manufacturing control systems have been developed (e.g. Material Requirements
Planning (MRP), Manufacturing Resources Planning (MRP II), Optimised 'Pr_-oduction
Techniques (OPT), Flexible Manufacturing Systems (EMS) controllers, Distributed
Manufacturing Resources Planning (DMRP)) and implemented in ~man~ufa_etm:i1;1\fgz\
industries. Some of them are tailor'made for specific applications (e.g. FMS process
controllers) whereas, others were developed for a much broader application (e.g. MRP,
MRP II, OPT). These systems can be broadly classified under manual (e.g. Kanban );
semi-automatic (e.g. MRP II, DMRP) and automatic control systems (e.g. FMS
controllers). Generally, fully automatic control systems have been implemented only in
low level, process control applications. These may respond to status changes, arising
from low level inputs (e.g. machine breakdown) but they are limited in'their-ability to
provide a similar function for top level inputs such as incoming orders or-enquiries.

Furthermore, these systems attempt only low level replanning in response to system
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status changes and they do not trigg ing
hierarchy (i.e. MPS). For example, an FMS breakdown will o

purchasing plans.

Most of the current control systems involve a significant degree of manual
intervention. For example, in MRP, modification of the highest level plan (i.e. MPS) is
always performed manually. However, the ultimate aim of control system development
should be complete automation of all aspects of operation of the manufacturing control

system.

The practical implications for the manufacturing control system would be to
eliminate all major forms of human intervention in the management of such a system, in
particular, in response to changes in the status of manufacturing resources or in the key
inputs into the factory. In this context, changes in the status of manufacturing
environment arise from disturbances on the shop floor (i.e. machine breakdown)
whereas of the major inputs to the system, the most significant is incoming orders or

customer enquiries.

An automatic control system would provide a better prospect of dealing with the
dynamics of the manufacturing environment, that is, it would enable such a system to
replan all the relevant activities if necessary in response to status change. This would
also be capable of providing rapid response (e.g. accurate and realistic due date) for any
new orders or incoming enquiries. In this context, realistic due date implies that there is
a high probability that the products can be delivered in time as demanded by the

prospective customer.
Although some of the existing manufacturing control systems, have some of the

capabilities required to fulfill the above requirements, none can offer the potential for full

automation in the context discussed above and this is attributed to the inherent limitations
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concept, open-loop control structure ) adopted in the current
systems. The main aim of the thesis is to develop

the capability to offer automation of all operationél contro‘lac,tii;ities as discussed above.
1.2 Research Objectives

The main objective of the research is to develop a manufabturing control system
methodology that could automate the operational control function. In this context, the
prospective methodology should be capable of providing the following control

functions:-

- rapid response to changes in the manufacturing environment, arising from
top level inputs (e.g. incoming customer orders or enquiries ) and bottom

level inputs (i.e. changes in the status of manufacturing,resbmces) and

- offer inherent flexibility in the means of decision making, so that the

control mechanism can match a variety of manufacturing environments.
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Review of Manufacturing Control Problems ‘

This chapter discusses the major control problems associated with manufacturing

systems. It explores the key factors that influence the control problems and their

implications on operational planning and control of such systems.

2.1 Traditional Manufacturing Systems

Manufacturing systems can be classified into four traditional categories, namel_yf,

the job, flow, project and continuous shops respectively, each having unique and distinct ‘
characteristics from the other [Huang, P.Y. et. al 1985]. The following sections discuss

the characteristics of each system.

2.1.1 The Job Shop

The job shop is the oldest of the traditional rfianufacturing systems in whicih: the

transformation of the raw materials to finished products follow different sequences

through different machines or processes. It is characterised by ﬂex1ble gener al purpose_
machines, high product variety and highly skilled operators. It requires a great deal of

manual material handling, involves a lot of indirect labour and the lot sizes range-ﬁom

small to medium [Black, J.T. 1983]. A typical job shop environment based on functional
layout is illustrated in Figure 1. Machining is carried out in a machine shop which is
arranged in a standard functional manner where the lathes, milling and drilling machines

are arranged according to the types of operations which they perform.
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2.1.2 ‘The Flow Shop »

The flow shop is generally characterised by product ﬂow layout, sp
single function machines with long productiorf runs, éﬁéﬁstant‘}proccss timcs.];);er'u‘ni't,, eté.
A typical flow line layout is illustrated in Figu;e 2A. It is gerig:rally designed to cater for
products which are made in large quantities. The conviersion ef raw materials to finished
products normally follow the same sequence of operaﬁ6;is through the same machines
with practically no backtracking. Transfer lines represent typical examples of such
systems where the mode of control is fully computeﬁ§ed. In a flow shop manufacturing
environment, it is permissible for a part to jump a machine, that is, it is not absolutely
necessary that every part must be processed by each machine in a line, though parts must

travel in the same order of sequence of operation of the machines.
2.1.3 The Project Shop

The project shop is characterised by general purpose machines and it is designed
with specific objective such as the completion of a spéci;fi'c’/project or set of orders. Its

application is therefore quite limited compared with other types of ma'nufacturing

systems. In most cases, the project is generally supported by either a job shop or flow
shop system which manufactures all the components or parts subassemblies to the

project.
2.1.4 The Continuous Shop

The continuous shop is designed to cater liquids or gaseous associated products

made in large volumes. The continuous process flow concept is also one of the key

features of the Just-In-Time (JIT) production systems where the parts processing and
movements are designed ideally to flow like water through the production System. It is

generally characterised by small in-process inventories, continuous flow process etc.
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2.2° Manufacturing ControlPre lems

The following discussions aim to highlight the manufactunn
and their attributes. The major control problems prevalent in a traditional manufacturing

environment can be broadly classified as follows :-

- material flow (i.e., movement of materiél wit]ﬁn the manufacturing
environment ) ; |

- information flow (i.e., monitoring and feedback of manufacturing status
and incoming enquiries) ;

- resource allocation/utilisation (i.e., jobs, parts, operator ‘allocation);\énd

- database management or processing (i.e., data sforage, processing; data

accuracy/integrity), etc.

These problems are influenced by the characteristics of manufacturing systems

which have major implications for manufacturing control. A main factor which
contributes to such problems is the ever incrca’sing complexity of the job shop, Which is
attributed to an increase in product variety and ’Com}r)'léx/i?ty of parts. High product variety
offers a wide range of route options involving diverse range of prd.cesses in Vari‘?us
sequences. This presents numerous and complex material‘or‘ work flow p.attéfns.
through the shop floor and therefore increases the manufactuﬁhg flow time 'z:i,h,d
work-in-progress. As a result, this also leads to a similar increase in manufacturing lead
times and due date. As shown in Figure 1, the complexity of t}}e jobk shop is influenced
by complex work flow and high volume of work-in-progress {Lew1$, FA 1973]. This
has a practical implication for manufacturing control’*béé'auSc,giffi)oSes a major material

and physical progress control problems.

The manufacture of high product variety often entails the need for frequent change

overs from one product variety to the other. For example, the set-up requirements (e.g.
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change over frequency) are much highe;
This leads to an increase in the total flow times through the :Syfs:fe:f m, §
lost in change overs from one part type to the other [Kekre, Sunder 1987] ‘
this leads to extended manufacturing lead time, completion or due date. In a majcf

review of job shop problems, Ballakur, A. et. al [1984] wrote :-

"The flow of production orders through a job shop is one of the most complex
type of flow structures in manufacturing systems. The network of job routing
poses a challenge in understanding and controlling job shops. Likewise, product
mix, machine capacities and capabilities, variations in operation processing times,
and labour assignment to machines, etc., are other factors adding to the
complexity of the job shop control system. The conflicting interactions of various
activities and the resulting dilemma on the shop floor can be visualised through the
following example (see Figure 2B). The orders arriving in the shop have due
dates associated with them, usually based on customer needs and plant workload.
Consider the case of the job shop where due dates are being missed, perhaps due
to work input demand being greater than the work capacity of the shop. The
management intentionally increases the operation of the lead times and therefore
releases the orders to the shop somewhat earlier. This corrective action increases
the number of jobs in the shop, causing increased machine/work centre loads,
queues, and queue waiting times. Now, the increased workload only increases
congestion, extends job throughput times, and ultimately results in more jobs
missing due dates."” = Rt S o

f" s
Due dates \ £
are
missed :
2
Lead times Decision
are to -increase
increased lead times
Orders
Queues are : are
increased released
. earlier
Work g )
centre “Input -to /
loads are plant is {
increased increased
. ‘ y

FIGURE 2B THE VICIOUS CIRCLE
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Although, batch sizes could be increased to
time, this often leads to an increase in work-in-progress. In connectio

Schaffer, G. [1980a, 1980b] wrote:-

" For an average batch type production shop, a part spends only 5% of its time on
the machine tool. The remaining 95% of the time is spent waiting for moves from
one machine to the other or waiting for machines to become free for processing.
The large amount of waiting times increases the manufacturing lead times and
gives rise to substantial work-in-progress inventories. It also becomes difficult to
keep track of parts when there is excessive material handling ".

The processing of high product variety entails the need for a wide range of tools,
fixtures, jigs, etc. This requires the maintenance of an accurate bill of tool invcntor@g;%,
manufacturing data, Bills-Of-Material (BOM), etc. High product variety and complexity
has a major implication for the nature of resource planning because this entails the
processing of large volumes of manufacturing data. Maintaining data accuracy and
integrity under such conditions will be difficult. The Material Requirements Planning
(MRP) calculation becomes increasingly complex due to- the large Gomputa‘cj?qn@l
requirements and thus takes much longer to perform or requires more powerful

computing resources.

The processing of a high variety of parts means that some sequen

generated with a lower overall makespan time than others if delays between kcompletijr‘lg-‘
one operation and starting the next can be minimised. In this context, the problem of
sequencing is to determine the order of processing parts which produces this effect.
Although operational research techniques have been utilised to provide an appropriate
solution to the problem, the number of alternative sequences generated can be immense
and the actual process involved in generating these sequences is simply too complicated
for the shop scheduler to understand and implement. The calculation of part or job flow

time and productivity are therefore difficult under such an environment.
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In a review of related matter, Browne, J [198

" On the other hand the complex mdnufact-urmg sys IS
based layouts in traditional batch production systems Iead't
scheduling problems and are arg guably responsible for et
batch production systems where it has been shown that a batch typically
95% of its time on the shop floor in non-productive queuing and ¢
activities".

The combination of complex and long process routes fi‘h_Cre;/z:is‘é;s the complexity of
job flow through the shop. For example, parts spend much rli)n‘g‘e’r time on the shbp floor
than originally anticipated by the scheduler, thus resulting in a sig/niﬁcant increase in the
manufacturing lead time than was originally anticipated. In such an environment the
shopfloor becomes immensely difficult to schedule manually and this impairs the

prospect of achieving accurate and realistic due dates.

It was cited [Rolstadas, A. 1988] that the material flow through a traditional

throughput time. The impact of manufacturing layout was also hiéﬁifg'hted byBurbldge,

J.LL [1971] who wrote :-

" The traditional method for organising factories was process orgamsatlon

Organisational units specialised in particular Processes ............. because of'
different parts use different combinations of processes in dxfferent sequenc
creates extremely complex material flow systems through which th
material flow is very difficult ".

This has complications for due date accuracy since, if it is difficult to trace the
movement of orders and batches of goods at the shopfloor level, then the control system
will not be able to provide a rapid response to changes in the manufacturing status

because the accuracy of progress data available may be limited.

The manufacturing control problems are also compounded by the loss of valuable:
production time due to inefficient utilisation of manufacturing resources. Studies by

Hollier, R.H [1980] and Dudley, N.A [1970] have shown that any undue emphasis-on
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high machine uuhsauon leads to ex e ;
Similarly, studies by Gallagher, C C et. al [1986] suggests that lon.
throughput times are the source of due date‘ (delivery) problems whrchcemmon k

in small batch manufacture. In a review of the limitations of current control s:y.ste;rns,

Spooner, P.D [1985] wrote :-

"The batch manufacturing industry, generally suffers from problems of not
meeting delivery dates, inefficient use of men and machines and too much stock.
Taken together, these indicate a process which is out of control. If stock levels,
both work-in-progress and finished goods are reduced significantly, a lot more
emphasis is placed on the control process.................. Constraints are often
applied to the control available by the type of machinery in use. A lot of these
plants have machines with large setting times, which has dictated the use of large
batches, to minimise setting overheads. ThlS can lead to large levels of
work-in-progress and a very inflexible system." ,

2.3 Implications for Manufacturing Control

The problems inherent in existing manufacturing systems have a major implicatilen
for manufacturing control systems since they influence the operational plannin'g and
control functions. A schematic view of traditional manufacturing control sys_tenti li;s,
shown in Figure 3. The complexity of the shop floor (i.e. complex work ﬂow) coupled

with large database system, based on multi-level BOM structure renders a major control

problem because it is difficult to establish any link between the downstream ’aetiv '/i‘eﬁ\s '

(i.e. shop level scheduling) and the relevant entries at the high level pla‘nl (1i.,e;;: Master
Production Schedule (MPS)). Therefore, this hinders ;the proce‘s‘s: of closing the loop
between these levels (i.e. infinite/finite scheduling and f;the MPS) in the control Sys,tern
hierarchy. As a result, it is difficult to establish a truly closed loop feedback control
system and to undertake dynamic control functions 1n response to top and bottonr level

inputs respectively. This has a major implication on/cilfeeiSion making functions at the

high level plan since it limits management's ability to replan (i.e. reschedule all_? its

manufacturing operations in response to changes in the manufacturing environment).
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The numerous route option
complexity of shop floor \whic:h:' is attributed to complex

presents a serious resource allocation (i.e. job and machine s

alternative, simplistic techniques based on?i;fi'riﬁﬁl; scheduhngareoften adopted 0
resolve such problems. In this context, itis assumed7thaf'?iillﬁhiit@,jcépacity 1savallable at; '
all the work centres. However, the application of this technique is iim‘i.ted, due to
massive computer time required to process large volumes of /rnanufacturing data
associated with the high product variety. The process of balancing the available a‘gé‘-i,nst
required capacity, as implied in the finite scheduling exercise, is also limited by
problems (i.e. material and information flow ) posed by the complexity of shop floor and
time required to undertake such an exercise. Itis therefore difficult to c—losefthe“fcedbggk "
loop between the downstream activities and high level plan (as shown in Figure 3) and it
limits the management's ability to undertake dynamic evaluation of capacity and due date

constraints.

The complexity of database (i.e. BOM) coupled with the difficulty in tracing
movement of orders or batches of goods at the shop floor level hinders the prospect of
undertaking a complete MRP run since this requires massive computer time [Fox, B
1983a] and this renders the process impractical. Therefore, this limits the -managemenpﬁ;s.
ability to undertake 'what if" analysis in relation to master production scheduliﬁéf-or

detailed capacity planning.

The complexity of the multi level BOM compounded by the effect of commeonality
and lot sizing policies, leads to severe difficulty in establishing traceability between the
shop level scheduling activities and the MPS, because it is difficult to identify the
relevant entries in the MPS which cause the overload problems. - In this context, the ’
problem of closing the loop is attributed to the complexity of the product (i.e. BOM)

structure.
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The computational requirements associated v

of data used in the bill of resources are generalfl’iy' high dﬁé:’ to procu
product variety. However, this is offset by some simplistic assumptions us
Rough Cut Capacity Planning (RCCP) referred to in Figure 3. In this context, ‘thiasei
assumptions include ignoring work-in-progress, lot sizing rules and shop control
policies and lead time offsets. In brief, it adopts a global view which makes the system
efficient and therefore feasible, but the benefits of rapid analysis and generation of the
MPS are offset by a lesser degree of accuracy. Under such circumstances, the Rough
Cut Capacity Planning (RCCP) technique is followed by the Capacity Requirements
Planning (CRP) process and overtime is used to accommodate the MPS. The
assumption that local replanning can overcome any capacity problems which emerge

from CRP may not always prove feasible.

In addition, traditional manufacturing systems embark on the utilisation of skilled
but non multi-disciplinary work force. This implies that the operators in such
environments generally perform only one type of operation [Huang, P.Y. et. al 1985].
The scope of utilisation of the work force and the overall system efficiency are normally
low. In this context, it was cited [Spooner, P.D 1985] that traditional manufacturing
environment generally suffers from the problems of inefficient use of manufacturing

resources (e.g. men and machine).

As discussed above, the problems inherent in traditional manufacturing systems;
have major implications for manufacturing control, since it limits the system's ability to
undertake automatic rescheduling of all manufacturing activities, in response to changes
in the status of manufacturing resources, arising from 'top level' inputs (i.e., incoming
enquiries) and changes arising 'bottom level' inputs (i.e., machine breakdown). This
hinders the control system's ability to provide automation of MPS in a dynamic

manufacturing environment.
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2.4 Concluding Remarks

The above discussions have demonstrated that ;t-hepmbléms; inhere
manufacturing systems, have serious impiiéaiﬁons for manufacturmgcontrol probierﬁs ;
because these affect the operation of control systems and in particular it hinders the
prospect of undertaking rapid evaluation of capacity and due date constraints in response

to changes in the status of manufacturing environment.

In view of these limitations, there is a need for a practical and realistic
manufacturing concept and control system architecture. However, any prospective
solution should consider the advantages offered by the concept of cellular manufﬁcfuﬁhé
because it has the potential to minimise the complexity of manufacturing systems and the
corresponding control problems. Hence, this warrants a review of the cellular

manufacturing concept and the relevant control techniques applied in such systems.
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Developments in Cellular Ma
3.1 An Introduction to Cellular Manufacturing

The discussions in this chapter provide a formal introduction to cellﬁlar
manufacturing systems, their characteristics and impact on manufacturing é.o,ntro_l_. It
reviews the different manufacturing control concepts applied in such a system, namely,
centralised, hybrid and distributed systems. Subsequently, it highlights the lge\y’,
problems related to above control systems and their implications on the operation and

control of the overall system.

3.1.1 Group Technology

Group Technology [G.T] is a complete manufacturing system where fgmilieas,bf
similar components are processed in groups of non-identical machines and the technical
and economical advantages of mass production extended to jobbing and mass

production. Thornley, R.H.[1972] defined Group Technology as :-

" Group Technology or Part Family Manufacturing is a method of achieving some
degree of mass production technology in the batch production industry ".

Burbidge, J.L [1975] defined Group Technology as :- 7

" A new approach to batch production based on group layout and the
simplification of material flow. It seeks to achieve batch production, the same
advantages as those obtained with line layout in the batch production industry ".

Group Technology had its origins in the U.S.S.R. and it was mooted in the

1940's by a leading Russian engineer, namely, Mitrofanov, S.P.[1966] who made
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significant inroads into the aspects of job simpli

Opitz, H.A [1970,1971] of Aachen Techmcal Umversny advan

Germany in the early 1960's and produced the Opitz part codmg syste m based on such
concept. Professor Burbidge, J.L. [1969] of United Kingdom promoted the concept 'of
G.T. in the 1960's at the International Centre for Advanced Technical and Vocational
Training, Turin, Italy. In Great Britain a government supported Group Technology
Centre was established in the 1960's and the concept was also advanced by the British
Institution of Production Engineers. Since then the advancemen/t‘ nnd application of the
GT spread to other parts of the world, namely, United States of America, Europe, Japan

etc.

The concept of GT was also initiated at the University of Manchester's Institute of

Science and Technology (U.M.L.S.T) by Connolly, R. et. al [1970, 1971] and

subsequent work was undertaken at the Mechanical and Production Engineering
Department of Aston University by ProfeSsof/‘Thorniey,;R.:H 11972]. zFurt:her’mor-é’,; a

commercial part coding or classification package, called CAMAC [Computer Alded

MAnufacturing Classification System] which w/arg':based on GT concept, was developed

at Aston University by Love, D.M [1986a] .

A typical GT manufacturing layout is shown in Flgure 4 The GT co cept

provides a significant improvement in many aspects of manufacturmg, namely,

planning, control and productivity of manufacturing systems. -Its major contributions. are

simplified work flow, reduced work-in-progress. [Lew13,FA1973], minimim set-up

time, better loading and scheduling of parts. Baldwin, K.I et. al [1975] and Athersmith,
D et. al [1972] claimed that the concept of group manufacture produced Significantz
reduction of greater than 24% on work-in-process and 39% on transportation distance;;

The authors also claimed that the 24% reduction in /iv:;/ork-in~p'ro'cess implies a 24%

reduction in throughput time. Gallagher, C.C. et.al [1986] advocated that GT pro\‘ii‘dééu

manufacturing rationalisation, simplifies the needs for Material Requirements Planning
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FIGURE 4 GROUP TECHNOLOGY LAYOUT - SIMPLE WORK FLOW AND LOW |
VOLUME OF WORK-IN-PROGRESS
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(MRP) and scheduling (i.e. less parts or rou

As shown in Figure 5, Thornley, R.H. [1972] cited that a numb ;;;;;; ' S1g

benefits can be derived from the implementation of GT , namely :-

- reduction in setting time, down time, work-in-progress, work movement,
overall production times, finished parts stocks, overall cost, planning effect,

paper work, etc., and

- an increase in productivity, order potential, customer service, costing
accuracy, reliability of estimates, -equipment standardisation and

rationalisation, effect of machine operation.

The GT concept embraces three major aspects of manufacturing, namely, cellular

manufacturing, part classification and coding and set-up design and among these

subsets, cellular manufacturing has in particillar received gre tentlon and thlS 1s

particularly more evident from the number of dIthlCS published since the 196() s.

3.1.2 Cellular Manufacturing

Cellular manufactumng is a part oriented system and it is based on GT prmc1' )
for its part families [Teng,S.H. et. al 19891 It can be defmed as the physmal'
segregation of the manufacturing facilities into nghtly controlled machining or work

cells, where each cell is specialised in the mdnufacture of a :,dl't farmly which utlhses

similar machinery. Greene, T.J. et. al [1984] wrote:-

" Cellular manufacturing is the physical d1v151on of the functional job shop S

manufacturing machinery into production cells. Each cell is designed to produce a
part family. A part family is defined as a group of parts requiring similar
machinery, machine operations and jigs and fixtures. The parts within the famﬂy .
are transformed from raw material to finished part within a single cell". -
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Rolstadas, A. [1988] wrote :-

"Cellular manufacturing is based on two fundamentals, name
parts into families with similar manufacturing requirements anc .
machines into cells capable of complete manufacturing of one or rnore farmhes of
parts. Each cell is a 'flow line' and thus offers short throughput time". ~

Schonberger, R.J [1984] stressed that cellular design being product orientated,
makes Just-In-Time (JIT) production possible whereas Burbidge, J.L [1975] advocated
that the prerequisite for the successful application and implementation of cellular
manufacture is that the production control needs to be changed from stock control to
flow control. The concept mooted by Burbidge is commonly known as the Period Batch

Control (PBC).

The underlying reasons for the popularity of cellular manufacturing can be
attributed to its ability to simplify the complexity of manufacturing systems; reduce
product variety, reduce product mixture etc. Cellular manufacturing concept eanial‘sozbe.k
used to strengthen the notion of decentralisation of key planning and controlffuthiDnﬂs;
This feature has been very strongly advocated in the design of the proposed c‘el%lulfaf
manufacturing control model. It has-also been cited [Sundaram, R.M.et.al. 19;8,8,]; that
cellular manufacturing systems offer the same advantages as a flexible manufac;;uping ‘,
system but at a much lower cost. A comprehensive review of the major adVéhtégéS:of .
manufacturing systems based on cellular design have been illustratéd by Burbidge, JL
[1975, 1971, 1988], Black, J.T [1983], Wemmerlov, U. et. al [1987], Hyer, N.L et. al
[1982], Greene, T.J. et al [1984] etc. .y =

3.2 Characteristics and Implications of Cellular Manufacturing

Cellular manufacturing has:characteristics which are unique in many aspects as
compared to other manufacturing systems and these provided some of the major sources

of attractions of such a concept in many manufacturing industries. The following
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discussions highlight the fundamental ch

Cellular concept has the potential to simplify the compl

systems and the corresponding control problenis:}f’;?Eor example, it can be “t-akén td -
strengthen the concept of decentralisation of planning and conirol functions. This entails
that each cell is only required to maintain Bills-Of-Material (BOM), inventory records,
routing and other associated data relevant to the product range manufactured within the
cell. This simplifies the database system, improves the integrity of data and provides.a -
more accurate and realistic data to drive the entire cell.- Decentralisation of planning and
control functions facilitates the organisation of the manufacturing system into. tightly
controlled cellular units. This enables all the manufacturing activities to be performed

within the cell and require no external interaction.

The process of decentralisation of planning and control activities enables each cell
to exercise greater degree of freedom in managing local activities and. thus;.facﬂvvitatﬂes;the.
implementation of the concept of cell ownership.  The cell manager may:then be regarded
as the 'owner' of a manufacturing business unit (the cell) and may be measured against
broader performance objectives than would be common in conventional manufacturing

systems. Hence, this provides the cell management with greater degree of autonomy

over its manufacturing activities.

The application of cellular concept in conventional manufacturing systems can lead
to the development of an autonomous cell in which each cell is provided with its own
Manufacturing Resources Planning (MRP II) software. This simplifies the BOM,
database and improves the management of the cell: In addition, ‘it provides greater
management flexibility since changes in production can be implemented with less

changeover and set-up time [Huang, P.Y. et. al 1985].

The degree of ownership and autonomy resulting from decentralisation of
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planning and control functions provides
over the management of manufacturing activities. Thus, instead of bei
one process as in the job shop manufacturing system, t;he;fou_fpé.

responsible for all the operations needed for a part family.

Cellular concept also enhances the simplification of manufacturing systems into
cells and facilitates the complete manufacture of a family of parts, assemblies or finished
products within the cell. This permits the use of simpler routings and databases which
enable the implementation of a more structured material flow within the system than is
implied in a job shop manufacturing environment. This is attributed to the simple layout

of manufacturing facilities reflected by the process routes of part families.

The operation of the cell can be undertaken with the aid of a specific set of data
related to the product or part range. This can be exploited to strengthen the notion of
simplified material flow which contributes to a major reduction in ‘manuffae»mrinfgifleéd,
time. The simpler material and information flow accrued from the implementation of
cellular manufacturing system has the potential to provide the benefits. of reduced
work-in-progress and throughput times [Burner, L. et. al 1980]. This enables cell
management to derive the benefits of Just-In-Time (JIT) production. Therefore/parts,.-,axe. ,
delivered to the work cells when needed and not otherwise. iFUrther_mOIé.;'vécliu‘,l;al?‘
concept also offers greater opportunities in improving manufacturing performances even
in circumstances unsuited to Kanban or other material flow control systems. This is
more evident from reduced set-up time and work-in-progress and minimum shop floor
utilisation around the processing centres [Zisk, B.I. 1983] that can be derived from the
application of such concept. This has the potential to. minimise ihe-complexity of local
control problems, which is significantly lesser than is implied in a conventional
manufacturing system. As a result, there is a better prospect of achieving minimum

throughput or flow time under such environment.
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The relatively small numberofprodu

exploited to strengthen the benefits of less c‘han_;ge‘QVGESs ands
changes in production can be accommodated without muchdlff
1985]. This implies that retooling of machines is only essential when changing from one
lot (families) of components to another. This provides a significant reduction in set-up
times and dramatically alters the economics of lot or batch production to permit economic

production of very small lots [Bing Liu 1988].

Similarly, the smaller product range or part families manufactured in cells,
requires each cell to maintain bills of data that are relevant to the specific part family:.
The BOM is therefore much simpler in structure and size and this naturally improves data
integrity, storage of accurate and realistic data and enhances the overall management of
database system. The concept of predefined product range although in this context the
product may actually be a component or an assembly, permits the design of
manufacturing facilities to reflect the process routes of parts family manufacturéd ina
cell. The application of such a concept in a conventional manufacturing environment,
provides the potential to simplify some of the core manufacturing control problems

discussed in the previous chapter.

The concept of flexibility has gained great popularity with the devél@iﬁrﬁcmﬁftan\d '
implementation of Flexible Manufacturing Systems (EMS) and other programmable
automated manufacturing systems [Wemmerlov,U.et.al 1987]. ‘Although flexibility can
be classified under different categories (e.g. volume, product mix, routing), it is the
routing flexibility that is of particular importance. to cellular manufacturing since it
provides the potential to use simpler alternate routes and hence structured material flow

within each cell. v edhsler raossls

Cellular manufacturing systems incorporate characteristics of conventional

manufacturing systems, namely flexible machine types from job shop; product flow
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layout from flow shop, small lot s |

inventories from the continuous flow shop. It is thereforccemm
cellular manufacturing system employs flexible, general puthSjcg‘mac 1nes
set-up times are usually shorter due to the similarity of parts produced in f_he same célfl

[Sridharan,V.et.al 1987/1990].

A major strength of the cellular concept is its potential to provide each cell with
greater degrees of freedom and flexibility in decision making with regard to the
implementation and execution of various manufacturing policies. This enables each cell
to adopt policies that suits its local needs. Similarly, the multi-disciplinary work force
used in a cellular manufacturing environment provides each cell with a flexible labour
force and a greater degree of flexibility and freedom in the assignment of operators to
various manufacturing resources. Operators can therefore be alternated among key
machines to keep the manufacturing system functional and this is anticipated to provide

an indirect saving in labour costs [Huang, P.Y. et. al 1985].

The smooth material and information flow within the cellular manufacturing
system generally improves the utilisation of high investment machinery to 80 - 90 % as
compared to 10 - 15% rate common in most traditional manufacturing systems [Zisk,
B.I1.1983]. This is influenced by the application of flexible, general purpose rnachmes,
reduced set-up times and improved material flow and this provides a be‘tter ‘oppoftuhity

of achieving higher productivity. sl
3.3 Background to Cellular Manufacturing Control -

The methods of control applied in cellular manufacturing systems can be

classified under centralised, distributed (discussed in Chapter 4) and hybrid control

systems. Despite the numerous advantages offered by these systems, practically all of

them have limitations in their ability to provide automatic evaluation and reg-ulati’cin\-df-
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Schedule (MPS). This shortcoming is attributed to a

elaborated in great detail in the following discussions.
3.4 The Centralised Approach to Cellular Ménufé//ct'uring Control

Manufacturing control systems are concerned with all the resources needed to
fulfil a given production schedule. The major concerns are therefore control of
materials, people, plant, etc. Most of the well known 'systems’; namely, Optimis_ed
Production Techniques (OPT), Material Requirements Planning (MRP), Manufacturing
Resources Planning (MRP II) and Kanban are generally concerned with control df‘
material flow from suppliers and within the factory. The following discussions hi‘gh’li-g-h,t\
control systems which are based on a centralised approach to planning and control. It

also discusses the drawbacks of such systems and the practical implications for

operational planning and control. T r 5 2 &
3.4.1 The Optimised Production Techniques [OPT] Philosophy

The Optimised Production Techniques's concept was developed by the Goldratt,
E. [1981] brothers of Creative Output Incorporated. It is a sophisticated s’I\lop-\ ﬂbdr
control system based on finite loading procedures. It resolves imanufactuﬁh%g;resdurcc.
problems by stressing special emphasis on a subset of work centres (bottleneck) and it
performs such tasks by using a sophisticated bottleneck 'optimising' algorithm for
planning and scheduling production. A comprehensive review of OPT concept is:
provided by Goldratt, E [1981] and Jacobs, F.R [1983]. -

The OPT concept is believed to have the capability to offer 'optimised' throughput
whilst minimising inventory and operating expense [King, J.R. 1979]. Despite these

advantages, it is claimed [Love, D.M. 1988c] to have some shortcomings, namely, it
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resolves capacity constraints by concentratit

cope with transient overloads. In this context, transient overload

a work station, which on average has ample capacity, ils'f“ nable to make the progra

demanded in the required time frame.

Capacity constraints which may occur at a fli%ottlzeneck operation, at the
'downstream' level may cause serious loss in throughput.: Since OPT finite schedules
only the bottleneck operation, it cannot spot such probl},ms. Fui‘t,hermore,_ OPT uses
infinite scheduling procedure on non bottleneck and this p;cvides only an ‘average' view

of work centre load status.

Vollman,T.E. [1986] cited that OPT is truly difficult to understand and analyse the

schedules produced by the secret algorithm and often requires substantial faith. It is a

concept which adopts a centralised approach to planning and control and therefore

difficult to institute the concept of ownership and control of key system paramete

Although OPT is capable of generating a practical due date or MPS. ased on the Current

manufacturing status, it does not provide automation of MPS. _

3.4.2 The Manufacturing Resources Planning (MRP II) System

Material Requirements Planning (MRP) and its derivative MRP II are typlcal

computerised inventory planning and control systems M/ P recognises the need for a

materials management system that takes into account the specific timing of demands for

materials at all levels of manufacture As shown in Flgur 6, MRP begins with a master

schedule of demand for each finished goods.- It uses a manufacturing oriented explosion

to break the demand for the product into its primary sub
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the MPS which specifies the requirements of an end prod
- the BOM which defines the end product structure and
- the inventory status system which provides the stock level at the factory

and outstanding orders.

Standard MRP system uses the lead time offset normally specified by the process
plan to calculate the launch date for an order. The common practice of usinglead time
offsets based on estimation provided by shop management results in MRP system
generating earlier launch dates than are really needed. This results in extra work to-be

released to the shopfloor, thus resulting in an increase in work-in-progress.

MRP system calculates the requirements for the complete parts range by either
generative (regenerative) or net change technique. //I'nrzigf’én'era.tiﬁe/regenerfatwe run,
required parts are calculated only occasionally, namely, once a week or month. This
often results in the deterioration of control actions because as time progresses these
actions become less relevant until the next updated run. This limits the system'’s ability
to provide rapid response to rescheduling of orders by customers or suppliers.
Infrequent runs limit management'’s ability to use MRP to c‘va'l‘uatck’What%iﬂ«i:\«’ineflytaéi'fS?fstp-j -

alternative manufacturing policies.

Conversely, the net-change systems calculate requirements for parts which are
directly affected by external events, namely, changes in the MPS for a particular product
requirement's date. In this technique, only parts which make up that particular product
will have their status recalculated. This permits frequent replanning because of itéﬁfabi?liit_yr
to provide rapid response to changes in the MPS. However, this could 'easily'lé,adf to
excessive number of order actions, which could result in the cancellation of prevﬂ'i‘"ou\sl-y :

established action. Such a phenomenon is known as ' nervousness ' and it is dampened
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by batching the inputs mtothesy ste

MRP is a typical deterministic materlals control system.be‘ .aus

changes in the manufacturing environment. For exafnple the lead time used in such a
system takes no account of the dynamics of shopfloor activities. It makes no attempt to‘
evaluate the practical implications of work load status on throughput time of the orders
concerned. The effectiveness of MRP depends on accuracy of input data and if
deficiencies exist in the inputs or the calculation assumptions, then this will also. impair
the quality of MRP results. Similarly, the planned order release, launch date and due

dates will also suffer.

Standard MRP is a typical centralised based planning and control system, in both a
logical and computing sense. This delegates the responsibility for MRP policies with a
central function and therefore the management has little influence over key policies which

affect the performance of the system. MRP -hasa number of limitations, namely :-

- it is effectively an open loop material control system and it makes no
attempt to reassess the high level plan (i.e.. MPS) in response to
changes in manufacturing status ;

- MPS calculation is generally based on regenerative mode and the
resulting work load and purchase orders are established without: any
due consideration of the available resources ;

- MPS is established without any means of assessing the practicality
of the production plan and

- MRP is only concerned with generating the material requirements: plfzfn
but lacks the ability to plan other important resources, such as labour ;
neither does pure MRP provide the tools needed to execute and control

the plan, even for materials.
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Manufacturing Resou

it includes 'downstre

,purchasing, etc. By adding the capabi‘liit}y' me" ép‘@df abov

‘closing' the loop. An overview of MRP II mec hown in Figure 7.

The Rough Cut Capacity Planning;(g}c_éii’)},@cg orated within the MPS module,
is designed to provide a quick and rough chéck”on the viabilit& of the MPS prior to a full
MRP and CRP run. However it does not attempt to produce precise load analysis, since
it only considers product families (not individual itéms), key production areas (not
individual machines) and long time frames. Iﬁ addition, it is based on simplistic

assumptions since it ignores work-in-progress by assuming the plant is empty; it does

not take into account lead times of sub-components, that is, anything below MPS
demands; it assumes that all assemblies can be complétcd in the period they are
demanded; it ignores any MRP or shop control policies and batch or lot sizing. In the

light of these assumptions, it is difficult to generate an accurate and reallstlc MPS.

A key element in the MRP IT ﬁr()c;,s Requirements Planning

(CRP) module which calculates time phaséci wor oa, s for all the work centres in the

factory. It is generally based on infinite capacity planning to highlight the amount of ;

capacity which will be rrequired to meet the plan and this action i‘S-.us,g. by loc

to determine what actions need to be taken. However in the event of capaeity shortages,

MRP II mechanism provides a number Spﬁ/ons’to revise the MPS and rerun MRP.

Normally the time taken to complete MPS-MRP-CRP cycle an be 81gn1ﬁcant and

this depends on the complexity of the product and 1 lity of components in the -

BOM across the range of products. Time ¢ (S, §uch process imprac.tz_ical,
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The prospect of undertaking 1t analys
and detailed capacity analysis is equally difficult under s
Love.D.M.et. al [1988c] wrote:--
"The number and complexity of the transactions i?ﬁ{/bli/cd in calculating material
requirements may limit the frequency of calculation to once per week or month.
Each regenerative calculation may take many hours of dedicated computer time and
have to be performed when all other activities have ceased (e.g., at the weekend).
This constraint may seriously impair management's ability to support "what if"
analysis in relation to master production scheduling ordetailed capacity planning.
The length of the MRP recalculation is dependent on a number of factors but is
particularly related to the size of the manufacturing database and the number of live
inventory items held in the system".
The lack of ' what if ' capability also poses serious difficulty in testing the
reliability and viability of production schedules. It is difficult to evaluate the

implications of various manufacturing policies and shop floor scenarios; on high level

plan (i.e. MPS).

In reality, MRP II mechanism has the potential to. iden-t;ifyfi;t,hefwbrk centre: @Ve‘,‘r
and underloads in each time period but lacks the ability to indicate the changes deemed
necessary to generate a feasible production schedule. In most occasions, the MPS are
adjusted manually [Oden, H.W. 1987} and decisions to change -kéy operational

parameters are delegated to the discretion of the scheduler.

The CRP mechanism used in the MRP 11 is also limited in its ability to r‘eﬂe_b;f the
true capacity status at each work centre. For example, requirements calculation ignores
the capacity constraints of the manufacturing resources, it takes no account of available
capacity at dependent work centres in the calculation of required due date. The
manufacturing lead times are calculated on the basis of ?fijé(edfle@d times which reflect
only the total processing time and a (fixed) queuing allowance. The fesulxting duedateis '

therefore inaccurate and unrealistic because it is based on assumptions which are too

simplistic and impractical. This contributes to the deterioration in the quality of the

resulting MPS.
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the end product structure and lot s’i?zin{g- policy, renders

to achieve. Therefore this limits the prospect of closing the

which is evident from the CRP analysis of suggestéd Wor Orders

MRP II adopts a centralised and top-down approach to planning and control and
hence it is difficult to institute the concept of autohomy and ownership. This removes
much of the key decision making functions from the shop floor-and hence, it is difficult

to implement local manufacturing policies and to exercise complete control over the

manufacturing activities under such an environment. The application of a smgl
processor or computer to undertake all the manufacturing activities, limits the systwe_m"s-‘\
ability to process all data simultaneously and as the data size increases, the control
mechanism becomes increasingly inefficient and ineffective to operate. The failure of
the central processor (computer), could halt the entire opgré-tién’ of the system and

paralyse all the manufacturing activities.

The centralised approach to planning and control operates on a centralised

database system [Weber,D.M et.al 1989]. This does not always guarantee an d

solution for a large, flexible and highly integrated manufacturing system becétis_e; when .

the system is heavily loaded, the users have to queue ln front of the database ; in,'gh,eﬁ;cfasc:
of a crash in the database the entire manufacturing activities are blocked. This leads to a
negative trade off between efficiency and volume of data that can be stored (e.g. the
performance of the system worsens as the volume of data igq;eas;s),A schematic view

of the centralised database concept is illustrated in Eigurg 8A. e

The centralised database concept used in MRP II system implies that all the data

required to support the conversion of raw materials to finished product need to be
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FIGURE 8A CENTRALISED DATABASE CONCEPT [AFTER WEBER; D.M. (1989)]

maintained in a single and massive database system. ining adequate lcvclfspf

accuracy in the BOM, routing and inventory data %poﬁs%s a major database management '

problem. For example, modification of data can be tedious and labourious and use of

such a system requires high level of competence from system managers. The prospective

end users require extensive training to gain an adequate operational knowledge of the
system. The problem becomes more critical as the number of pr'-oducts.tof be proce_Ssgd
increases since this leads to a further increase in the amount of data to be processed and

maintaining data accuracy and integrity can be problemétic. prospect of ac,hieving an

accurate and realistic due date under such an environment is also extremely remote. An

overview of the centralised approach to planning and contr own in_,Figufe 8B. All
the work cells in such an environment are driven from a centralised MPS and MRP

modules respectively. It utilises a central (global) dat,aba,sc: which holds all the

operational data required to support manufacturing activities within the system.
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are discussed in Chapter 5.

3.5 Hybrid System's Approach to Cellular Manufacturing Control

The hybrid approach to cellular manufacturing control referred toin the. following
discussions is based on a combination of centralised and distributed control systems
(concepts). The application of such a concept is aimed at providing an integrated
manufacturing control system. The approach to manufacturing control referred to'in the
subsequent discussions are based on a hybrid of Kanban/MRP and GT/MRP II

systems.

3.5.1 A Hybrid of Kanban and MRP

The underlying principles of Kanban, a Japanese invention to material flow
control problems, stresses on the availability of the right material, in the rightsquanti‘.ty;,-at

the right place and at the right time. It is designed to identify and rectify problems at the .

shop floor level. Unlike the-MRP system (discussed previously), Kénbanl'\'édQP' : a o
decentralised approach to planning and control and it's application if properly conceived
can lead to significant reduction in work-in-progress and system throughput time [Sinha,
R.K.et. al 1984] and [Parnaby, J. et.al 1987]. -

The application of Kanban demands constant and frequent replenishment of parts
and its successful operation is critically dependent on constant and high degree of |
repetition in demand. Furthermore it does not tolerate deféctive;,items;-‘ortpartSim,OMi,ng'

forward between production processes and its implementation is critically dependenton'a

smooth MPS which may lead to comparatively large holding of finished goods stock. It
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is predicated on the assumption that set-t
great emphasis on priority control [Rice, J.W. et. al 1982]. In reality
these requirements could pose serious difficulty, especially, in a dynamic manufae

environment.

Kanban is designed specifically to deal with internal material flow control and
makes no attempt to reschedule parts or components in response to shop floor problems.
Since these activities are carried out by outside suppliers, it is difficult to anticipate part
or component shortages and the application of Kanban under such an environment can
therefore be problematic. The prospect of automating MPS under a hybrid of Kanban
and MRP (limitations discussed earlier) systems is difficult due to practical limitations

inherent in them.
3.5.2 A Hybrid of GT and MRP II

A hybrid of Group Technology (GT) and Manufacturing Resources Planning
(MRP II) systems was mooted by Hill, J.F. et. al [1986] and was applied in the
coordination of production activities and simplification of production control functions.'
The integration and potential benefits of a hybrid of GT and MRP II systems, namely
reduction in queuing, setup times and decrease in transfer time have‘bée\n reportedby

Hyer, N.L. et. al [1982].

Despite these claims, the application of such a concept in a real manufacturing
environment are constrained by differences in philosophies used in each system. For
example, MRP II is critically capacity insensitive because it does not consider the shop
floor manufacturing planning and control policies in the generation of planned order
releases. On the contrary, GT is critically concerned with broader aspects of shop floor
activities and it uses horizontal relationships as opposed to vertical relationship of parts

applied in MRP II [Hsu, J.P 1978].
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applied in the MRP II planning and control methodology For example, potenti: 1
benefits, namely, the prospect of instituting local ,decision making_ functions ;
management of production processes through simplification of iohting ; reduction in the
number of data elements present in GT systems, /tho oppiication of simple
MPS-MRP-CRP modules are severely impaired by limitations inherent in a centralised
MRP II system. Practical limitations inherent in MRP II system pose a major obstacle

towards the automation of MPS in a hybrid system based on GT and MRP IIL.
3.6 The Flexible Manufacturing System's Control Approach

Flexible Manufacturing Systems (FMS) represent a technically more advanced

version of cellular manufacturing systems. - Itis a ty—piéal / fmpl‘e of GT _C;,ané,p‘tr

blended in an automated form of manufacturing under thei ol ,trol of a superv1sory
computer or stand alone computer control system [Hartley, 11986]. It mcorporates

automatic material handling system under the supervision of the main computer.

FMS adopts a distributed approach to planning and control, in whlcheachsystem
is complete with its own local database and control mechanism. Thio ena‘bl’es thc sy-Sté‘m»
to exercise complete autonomy and ownership over all manufacturing activities withio 1ts
operating environment. The control algorithm applied in the system is generally
complicated but it offers considerable degree of flexibility in decision making. The
control mechanism used in a typical FMS has the capability to respond to dynamic
changes arising from 'bottom level' inputs (i.e. machine breakdown). But, it providgs -

no response to 'top level' inputs arising from new incoming orders or enquiri‘cs.

Normally, the status of manufacturing resources in a FMS is not fedback to high level

plan (i.e. MPS) and hence it is not possible to automate MPS under such an environment
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and furthermore, standard EMS dej;niot:

3.7 Concluding Remarks

The above review has demonstrated that existing manufacturing control systems
are limited in their ability to provide automatic replanning./ In this context, replahning is
referred to the control system's ability to respond to changes arisir{g from the top (i.e.
incoming orders or enquiries) and bottom (i.e. machine breakdown) level inputs
respectively. This hinders the prospect of undertaking dynamic evaluation of capacity
and due date constraints under such an environment. This also limits the system's ability

to provide automation of MPS.

In view of these shortcomings, there is a need to explore an alternative
manufacturing control system architecture, that has the potential to resolve the key
manufacturing control problems discussed abévé. It 15 antlupatedthat deéehtrélisafion
of key control functions provides a better prospécf ofrmmmlsmg existing éohtrol

problems and hence, this warrants a review of decentralised control concept.
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The Distributed Manufacturing/Resgurces‘ Planhiﬁg Approach

In view of the fact that the concept of decentralisation appears to be a prominent
and key element to any potential control solution to existing manufacturing control
problems, it is therefore necessary to review research work related to such a concept and

in particular its practical implications for cellular manufacturing control.
4.1 The Distributed Planning and Control Approach
4.1.1 The Distributed Data Processing Concept

The concept of distributed data processing was first mooted in the field of
computer science, where it was widely used in data distribution and processing. It is
based on the distribution and processing of data across a number of computers It can be
perceived as a number of processing centres sharmg a common Central Processmg Umt
(CPU) [Hawkes, B 1988] linked together via local area network. This enable_,s
communication between different processing units and facilitates data sharing and
distribution. The main advantage of the distributed data processing concept is its abilit-y’
to provide various functions within an organisation with its own computer processing
and data sharing facilities, thus reducing the dependence on a centralised data processin g
department. In this connection, Hares, H [1980] wrote:-

"The facilities offered by the distributed database software mean changes are

occurring in the way that information is handled and business is conducted. The

days of monolithic, all powerful, centralised data processing department are over.

The growing user-friendliness of data software is increasing the independence and

power of managers and users in using and developing information systems.

Because of the long lead time and back log in the data processing (DP) department

for developing application systems, many have gone their own way-and created
their own personal systems on PC's".
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The advantages of distribu ted |
literatures. Weston, J.A [1982] described. t

context of distributed manufacturing systems Where-a
manufacturing. Briefly, the main advaxita»ges
- faster and efficient data processing .

- better data accountability and integrity;

- small and simpler database ;

- better management over local activities, and

- improved response to incoming enquiries.

4.1.2 The Decentralised (Distributed) Planning and Control Concept

The distributed planning and control concept referred to in thlS thesis has a much

broader definition than just ordinary data d1str1but10n In the context of manufactunng'

control, not only all the relevant data are downf:loadedﬂmto smaller processing vat-s or

computers but some of the key central functions are also distributed to smaller cells in the

system.

The application of such a concept in théﬁufactoﬁngisystems permits. manufactuting
functions, namely, planning and control to be dlstnbuted across the computers in

individual manufacturing cell. This method of managmg mdnufactunng actlvmes is.

commonly known as distributed planning andf ‘conttoli syste:m. chematlc view: of the
distributed planning and control system is shown 1n Figure 9A Each work cell op“er’at_,es
on its own, local (micro) Manufacturing Resources Planning (MRP II) system and it is

driven by a local database, which provides all the operational data required.to support

manufacturing activities within the system.
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The development of distributed

significant milestone towards simplification and rationalisation

activities. Briefly, the potential benefits that can be derived fmméttlhezijmplemep__, i

such a concept in a typical manufacturing environment can be classified as follows :-

- simplification of planning and control functions ;

- simplification of database and database processing ;

- refined control of the overall system ;

- ownership of data and control functions ;

- rationalisation of complex into simple tasks, and

- provides rapid and better quality response to changes in the operating

environment.
4.2 The Distributed Manufacturing Resources Planning [DMRP] System
4.2.1 The Underlying Principles of the DMRP System

The underlying principles of the Distributed Manufacturing Resources Planning
(DMRP) approach, was derived from the distributed data processing technique discussed
above. This has the potential to provide decentralisation of plan\hing’ and 'contrélr
functions in a cellular manufacturing environment. The DMRP system is a hybrid
production and inventory planning and control approach, based on cellular structure. It
is designed to exploit the cellular plant layout and organisational structure and has the

potential to minimise complexity of production planning and control problems.

The concept was originally mooted by Lung.W.M [1988], however the control
system developed was limited in its ability to provide automatic or manual feedback of
manufacturing resource status to high level plan (i.e. Master Production Schedule -

(MPS)). This is due to lack of a truly closed loop feedback control system [Burcher,
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P.G. 1985]. However, the current DM
and it is an improved or enhanced version of previous system an
that it incorporates a manual feedback mechanism which provides manage nen|

relevant shop floor information.
4.2.2 The Operational Aspect of the DMRP System
An overview of DMRP system is illustrated in Figure 9B. It entails that major

planning and control functions such as Master Production Scheduling (MPS), Rough

Cut Capacity Planning (RCCP), Material Requirements Planning (MRP), Capacipy

Requirements Planning (CRP) are local to the environment in which it operates. Ech
manufacturing cell therefore maintains its own micro MRP II (MPS, RCCP, MRP
CRP) system and is totally responsible for the management of all manufacturing and
control activities within individual cell. This has the potential to minimise the complex1ty
of manufacturing control problems; as compared with an equivalent manufacturmg

system, based on a centralised planning and 190n,tr{ol architecture.

The DMRP system is based upon t;hé/i ,,ilﬁbn of planning and contfcl

functions across the computers located in each of the manufacturing cells and hence, the

database in each cell, maintains Bills-Of-Material (BOM), route data, 1nventory rec

and other information which are relevant to the product family of individual cell. Thls

enables the implementation of smaller and simpler d/ata/bé:se within each cell and therefore

all cell activities (i.e. operational planning and control ). can be’dnven with accurate and

realistic data. This also provides a better prospect of achlevmg accurate and realistic

action reports which are essential for the overall operatlojn/cf thecell'.
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manufactured or procured by individual cell and the same \appl?‘i"e;s_. to 111
for parts or components manufactured within the cell. This simplifies the ‘CQmpIeﬁffy= of
BOM and enhances the prospect of establishing better traceability between shop level

scheduling activities and the high level plan (i.e. MPS).

An overview of the planning and control activities in a typical DMRP" based ;
manufacturing environment is shown in Figure 9B. The central planning cell resides at
the top level of the control hierarchy and its main input is incoming customer orders.
The main function of the central planning cell is to convert these orders into a finished
product plan and generate a viable Master Production Schedule (MPS) that can be
achieved within the scope of available manufacturing resources. In view of its
supervisory role, the central planning cell is totally precluded from any form of
manufacturing activities. In addition, it does not have manufacturing resources of its
own but relies mainly on other cells, namely, the assembly and manufacturing cells to

fulfil the requirements of incoming orders.

A built-in Rough Cut Capacity Planning (RCCP) facility ( as shown in Figure 7),
enables each cell to assess the viability of global or overall Master P‘roduc;ti‘@h; Schedule
(MPS) subject to the assessment of potential manufacturing resources and capacity
constraints. This requires each cell to maintain relevant data on products manufactured
within the system. On confirmation of the global MPS, the net customer order is
dispatched to the assembly cell where the relevant order is exploded and requisition for
parts manufacture are issued to relevant manufacturing cells where it is treated as an

incoming customer order.

The operation of the assembly cell is in principle very similar to the central

planning cell with the exception that it undertakes assembly operations of the final
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product based on components supﬁ;h
own local database and control al gonthm that governs the a" vitie

communicates interactively with the central plannk

respectively. The validated MPS from the assembly cell is then cascaded downz Ot he

manufacturing cell which undertakes the actual manufacture of components reqmred by
the assembly cell. Under the existing DMRP system:,lme;feedfﬁogward and feedback of
information between cells is undertaken with the aid of the human scheduler and this is

shown by the dotted and solid lines in Figure 9B.

The main input to the local MPS in each manufacturing cell is derived from the
assembly cell or orders generated by other cells. Using the local RCCP proccssand
stored bills of resources, each cell assesses the viability of MPS and potential \'
manufacturing resources and capacity constraints. The RCCP process enables each cell
to undertake 'what if' analysis to master production scheduling prior to detail MRP and

CRP run.

In the next hierarchical level within individual cell control system, is the MRP.

module and its input is derived from the MPS module. Using locally held BOM and

inventory records, the local MRP system generates three main orders, namely, work =~

orders for batches of parts to be made in time to support the local MPS ; orders for p 1ts
to be processed by dependent cells and purchased orders for parts which are handled by

an independent purchasing cell.

Using the work orders generated by the MRP system, the local CRP process
examines the short-term capacity problems using techniques which vary from simple
infinite capacity planning to complex finite scheduling. If the CRP process highlights:
problems ( e.g. insufficient capacity available to fulfil the orders), this results in

subcontracting part of the orders to other manufacturing cells or alternatively:it m

may also

lead to the modification of local MPS. In the event of the failure to meet the customer
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cell specified due dates, the relevant - |
the current DMRP system, the feedback process within 'and?-be,ttwé ;
with the aid of a human scheduler. On receipt of this mform 0 |
reschedules all its operations and generates a vial;lé;ﬁioducﬁ,on’:schedule'tha,t,feﬂectSj the ‘
current status of manufacturing resources. In this context, the shop level scheduling
activities, namely, the evaluation of capacity and due date constraints are undertaken

with the aid of a human scheduler and this implies that the system is potentially slow.

As shown in Figure 9B, the actual calculation of requirements, cascades from the
top level (i.e. central planning) cell to final assembly cell. This is then cascaded down
to the dependent manufacturing cell where the arrival of this order triggers thelocal :
scheduling process. The purchase orders generated by each cell is passed on to the
central purchasing cell whereas parts which could not be processed within individual cell
is subcontracted to other manufacturing cells. The supplier cell schedules all its
operations and generate a due date that can be achieved under tﬁc éurrent manufac;t:uﬁfr;x‘gi
status. If it fails to meet the due date required by the customer cell, then this requiics;th‘e! '
latter to reschedule all its operations and the tentative due date generated by the cell is
then fedback to the immediate customer cell, higher up  the hierarchy and the

communication of information between cells are handled by the human scheduler. =

Changes in the due date within-a supplier or customer cell has two major effects,
namely, it triggers the local scheduling process and it also leads to a chain reaction where
other dependent cells are required to reassess their MPS to ‘accommodate changes

reflected by the bottom level cell (s). = 2

The process of determining the required due date initially starts from the top level
(i.e. central planning) cell and then cascades upwards from the bottom level cell which

performs manufacturing operations, through intermediate cells to that concerned with

final assembly. Under the current DMRP system, the modification of due date or MPS

is undertaken manually and therefore it is potentially slow.
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operational planning and control as compared with equivalent conventional
manufacturing control systems discussed in the previous chapter. The major benefits of

the DMRP approach are described in the subsequent discussions.

The concept of decentralisation enables key manufacturing functions, namely,
planning and control to be distributed across each cell. This enables the simplification
and rationalisation of complex manufacturing activities [Gallagher, C.C. et. al 1986] into
simple and well defined functions. This offers each cell with a greater degree of
responsibility and accountability over its activities and hence, improve the efficiency and
performance of the system. It provides a better prospect of simplifying the nature of

control problems present within such a system.

The DMRP concept offers a better prospect of instituting cell ownership and
autonomy. Each cell is therefore completely autonomous and are totally accountable
over all the activities within its operating environment. It permits local management to
plan or replzin their activities to suit local operating conditions and environment. It also
enables local control policies to be implemented without the need to extensively update

other parts of the system.

The DMRP system permits the cell manager within individual cell: to make full
use of local MRP II system. The delegation of responsibility to allow shop floor
controllers to manage various functions within each cell'is therefore equally matched
with providing them with the tools they need to carry out their tasks professionally and
efficiently. This offers a better prospect of simplifying the key production control
activities into a set of visible and easily definable tasks and hence, this permits the

delegation of total responsibility to individual cell manager.
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Since each cell has its own dlstrlbu ;

this provides the opportunity of using local MPS, wh
which may originate from other cells (that is, for components or st
planning cell (finished products). The localisation of cell activities, naniely, local MP ’
RCCP, MRP, CRP provides the cell management with greater degree of f-,ree,d’o,m,,
flexibility and a powerful tool to undertake the viability of local production programme
and MPS. This can be taken to strengthen local management structure in which
manufacturing activities, namely planning and control functions are much more

simplified and refined to suit local needs and policies.

Similarly, the local CRP is much simpler in design and functions, since 1t is only /\j

required to undertake requirements planning of parts built within each cell. Since the
DMRP system is supported by a manual feedback mechanism, it is therefore potentially

capacity sensitive. This provides the system with the ability to feedback relevant

information on manufacturing status to the scheduler and nables the local cell manager .

who is responsible for making key decisions to evaluate the effect of such action on ,

capacity and due date constraints. This prov1des the cell management Wlth a potenttally

cells. Each cell is only required to hold bills of data that are relevant t@ products or parts k

manufactured within the system and since 1t 1s based on/’} ;smgl’e, level B:‘OM struCtur%e,' f

each bill contains only the levels between the 1nput and output stages of the 1tern

manufactured by the cell, that is, a bill hnkmg ﬁmshed parts w1th raw: matenals ThlS

simplifies the complexity of BOM (e.g. resolyes:feth  of cemmenahty ) as

compared with an equivalent multi-level BOM system.

The database is designed primarily to support local activities and hence, it is only.

required to maintain inventory records, BOM, routing data, etc., for parts manufactured
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by the cell. This provides high

management system. Data accountability is also significantly it

of information to be processed in a distributed chIr@nmentlsm
with an equivalent centralised system. The smaller and simpler BMtogetherw1th
extensive local knowledge of cell entities improves ihe;l-inkagc;bctwcen MPS entries and
the shop level scheduling activities (i.e. work centre overloads evident from the CRP
run). This helps to minimise the overall manufacturing control problems within

individual cell. A schematic view of the distributed (local) database concept is illustrated

in Figure 9C.
r P
SHOP
LOCAL bB
CELL 1 " CELL2 CELL 3
LOCAL DB TLOCAL DBI LOCAL DB

FIGURE 9C LOCAL (DISTRIBUTED) DATABASE CONCEPT [AFTER WEBER. D.M. (1939)]

By distributing the control functions across a number of computers, each cell is

only required to deal with the inventory items related to the product range manufactured

within the system. This provides the local computer faster localised data processing
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capability, improved ﬁr‘.oc:es‘s'vif_
equivalent centralised planning and control system. T )
within individual cell implies that it is relatively \fa.st‘qr- te
cycle and this enhances the management's abilit ;
analysis to master production scheduling and detailédicapgcn: analysm

The cellular based DMRP system provides an/irriprov.ed plant layout with
relatively small numbers of processing centres and well defined product or part families.
This simplifies material flow within the system as compared with an equivalent
centralised cellular manufacturing system. It also enhances the prospect of minimising

the complexity of local manufacturing activities and provides improved ma.nuf&rlc_,turingzz .

performance within such a system.

4.2.4 Summary of the Major Benefits of DMRP System

The major benefits of the DMRP system discussed ‘above can be summarised

briefly as follows:-

- greater potential in decision making capability and flexibility ;

- refined control of activities within the cell ;

- simple database and database management ;

- greater 'what if' capability ;

- simple, accurate and realistic CRP mechanism ;

- simple and potentially accurate and realistic MPS ;-
- greater ownership and autonomy, and

- improved response to changes in the status of manufacturing resources.
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4.3 Problems and Limitations of DMR

A review of above discussions suggest that the DMRPsystemoffc . S
advantages from the prospective of cell planning and control. However, despite fh'es,e
advantages, it suffers from a number of critical problems which limits the system's
ability to provide effective and dynamic control functions. The main limitations of

existing DMRP system are described in the subsequent discussions.

A distinct difference between the existing and previous DMRP systems, lies in the
feedback mode applied within each system. Existing DMRP system is based on a
manual feedback technique and so this implies that it is potentially slow and limited in its
ability to provide rapid response to changes arising from top and bottom level inputs. In
this context, top level inputs are referred to incoming orders or enquiries whereas,
bottom level inputs imply changes in manufacturing status (i.e. machine breakdown).
This offers the potential to limit the management's ability to respond with accurate and

realistic data to changes in the manufacturing environment. -~

In a DMRP system, the shop level scheduling (e.g. evaluation of capacity and due
date constraints) activities are performed by a human scheduler and this implies f.that;;fh.e
prospective solution or corrective action to a particular problem is p@tenﬁaﬁ&* sr\low«::anjd?* .
hence the quality of solution is also likely to deteriorate. This could produce a.'.négat_ii‘ze:
effect in a dynamic manufacturing environment where the speed of response is very
critical. The prospect of achieving an accurate and realistic due date, under a dynamic
manufacturing environment is therefore severely impaired. Furthermore, this limits the
prospect of undertaking dynamic 'what if’ analysis or evaluation in response to changes
in the status of manufacturing environment and hence it is difficult to evaluate the impact

of various manufacturing policies on due date performance and MPS.

72




4.4 The Need for a Realistic Ce v

In view of the above shortcomings in existing manufacturing control syste
there is a need for an alternative manufacturing control architecture that can provide a

more pragmatic and realistic control functions as described below :-

- undertake automatic evaluation of capacity and due date constraints ;

- provide rapid response to changes in the status of manufacturing resources
arising from inside (e.g. machine breakdown, operator absenteeism) and
outside (e.g., incoming orders or enquiries ) the cell, and

- undertake automatic evaluation and modification of MPS.
4.5 Concluding Remarks

Existing cellular based manufacturing control system (i.e. DMRP) has
demonstrated that it has the potential to offer significant advantages (described in section
4.2.4 ) compared with equivalent traditional control systems based on centralised

approach to planning and control. This helps to minimise some of the key control

problems present in an equivalent traditional manufacturing environment. Despite these

claims, it is still critically limited in its ability to provide automatic replanni\hg.’in:réépoh&ér -
to changes arising from top and bottom level inputs. This is largely attributed fo manual
scheduling and information feedback technique applied in such a system which weakens
the link between downstream activities (i.e. shop level scheduling) and high level plan
(i.e. MPS). It is therefore difficult to provide automatic (rapid) feedback key

manufacturing status information to MPS.
However, automating the MPS and shop level scheduling activities will provide a

better prospect of resolving the core control problems present in existing manufacturing

control systems. In the light of these findings, there is a need to review the existing
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Review of Master Production Sched,u=1ii_n-g' andManufa uring

Resources Planning

In view of the fact that automation of all aspects of the manufacturing control
system and in particular high level planning is the key to the development of a coherent
and cohesive control system architecture, there is a need to review Master Production

Scheduling (MPS) and Manufacturing Resources Planning (MRP II).
5.1 The Need for Master Production Scheduling

The Master Production Schedule (MPS) is a statement of the anticipated build

schedule for selected items produced by a manufacturing facility. The development of an

effective MPS system is frequently cited as a critical elémentfin obtaining the full benefits
of Material Requirements Planning (MRP). The need for MPS has been elaborated by -
Proud, J. F [1981] who wrote:-

"The Master Production Schedule is defined by APICS as a statement of wh;

company expects to manufacture. It is the anticipated build schedule for selecte
items assigned to the Master Scheduler. The Master Scheduler maintains this
schedule and in turn it becomes a set of planning numbers which "drives” MRP

By nature of its definition, the MPS is the tool that is used to plan the company's
material and capacity requirements in the right priority sequence. Since the MPS
is usually the highest level of planning done in most Production and Inventory
Control systems, it is vital that good, credible plans be established and maintained.
Besides being a plan, the MPS must facilitate order processing and establish

......................

Although numerous articles (see section 5.4) have ‘béér‘l:ﬁﬁbzlished during the last
decade on the development and implementation of manufacturing control systems, there
is hardly any evidence to suggest that any research work being directed towards the -

automation of high level plan (i.e. MPS).
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5.2 Existing MPS Evaluation Methodolog
5.2.1 An Overview of the MRP II Approach to MPSEValua ion
5.2.1.1 The Rough Cut Capacity Planning (RCCP:) Process

The main goal of the MRP II process is to produce a pfaétical and realistic MPS
within the framework of available manufacturing resources. A conceptual overview of
the MRP II iterative process is shown in Figure 10A. The MRP II mechanism
recognises the needs of the scheduling system to consider the customers requirements
and the capability of manufacturing resources to meet such demands. In aitypical MRP
IT system (shown in Figure 10A), the practicality of the MPS is checked at two different
stages, each resulting in different levels of accuracy in the MPS. The first stage of the
check (RCCP) is carried out within the MPS module prior to a MRP process whereas

the second stage involves a more detailed evaluation of MﬁPfusin'gft’he Capacity

Requirements Planning (CRP) module.

The RCCP process involves an analysis of MP'S/to identify the existence of
critical manufacturing resources that are potential bottlenecks in the flow of pro,duc.t_ion\;:f
It translates the market requirements for products into load profiles for various key
manufacturing resources. Failure to generate a satisfactory production schedule, leads to.
manual modification of MPS or production schedule and this is generally used to
compensate for under or overload conditions in the plant andit(i)/sati,sfy both the customer
(market) requirements and existing capacity coh's:t-ra'int’:s;.: The MPS or production
schedule generated by the RCCP process is generally uﬁreélistic. because it does not
always reflect the current status of rnanufacturing/ﬁrcsegrc‘esii:/.'Furt-her,morc:, the RCCP ‘
process adopts a gross view (e.g. it only considers préduction, areas, not individual
work station ; product families not individual items) which makes the application of suc}f.

technique feasible.
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FIGURE 10A A CONCEPTUAL VIEW OF THE MRP II ITERATIVE PROCESS




For example, the RCCP mechanism :i-s;bél-sed‘. 0
namely :-
- it assumes no work-in-progress ;
- the plant is empty ;
- sub-assembly and final assemblies can be made in the required time period ;
- production is not governed by any batch or lot sizing and shop control
policies; |
- it does not take into account lead times of sub-components, that is, anything
below MPS demands, and
- it only considers production areas (not individual work station), part or
product families (not individual items) and long time frames (not minutes,

hours or days).

The production schedule is normally based on simplistic capacity planning
technique, which uses far less detailed information than the standard CRP technique.
Benefits of rapid analysis and generation of MPS is offset by lesser degree of accuracy.

In connection with this issue, Fox, B [1983a] wrote:-

"In reality the master scheduler seldom has the opportunity to make adjustments
in the master schedule. The computer time required for an MRP-CRP ru
extensive that only one run is usually made each week.... we do no hayv
luxury of unlimited computer time. This is the reason the Rough Cut C apacity.
Planning process was developed. We needed a short cut, even if it had
51mp11fy1ng assumptions, to incorporate capa01ty limitations into our master
schedule".

5.2.1.2 Material Requirements Planning (MRP) Process

The subsequent process in the h1erarchy of the MRP II process is an MRP system
(shown in Figure 10A) which is used to generate work and purchase orders respectlvely
As discussed in Chapter 3 (section 3.4.2), convennonal MRP mechanism has a nu’m.ber—

of serious limitations, namely : -
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- ignores shop floor (manufacturing) policies ;
- not responsive to changes in the manufact}ui;i‘ngsz.en, ironment

- lacks " what-if " capability, etc.

It adopts a centralised approach to planning and control and this removes much of
the key decision making functions from the shopfloor. It is therefore difficult to use the
system in the evaluation capacity and due date constraints. - Furthermore, it does not
provide any direct links between shop level scheduling activities and high level plan and

it 1s therefore difficult to automate MPS under such an environment.

5.2.1.3 The Capacity Requirements Planning (CRP) Process

CRP is a technique designed to 'fine tune' the master schedule produced by the

RCCP process. In the MRP process, the nett part requrrements are generated by nettmg‘

off the gross requirements from the planned order recelpt and on-hand ~1n‘ventor1es§
These requirements are then backward schedulcd from thelr due dates by the CRP
module so that work centre load profiles can be generated for 1nd1v1dua1 processmg

centre to satisfy the requrred production schedule. The role of CRP mechams‘ has

traditionally been used in the comparison of alternative schedules:; ' ere_-?the‘: lo.ad

generated by a proposed MPS proves unsatlsfactory due to srgnrficant overload in the

planning periods, the schedule is then modlﬁed ona tnal and -error ba51s and the process

is repeated until a feasible schedule is achleved.

As shown in Figure 10A, the mzrster’sehedule—rs adjustedmanuallyto resolveany
over or underload conditions that may exist in the MPS plannmg horizon. The fact that
MPS is modified manually implies that conventronal CRP is used to hlghhght the
potential capacity problems but limited in its ability to provide automation of M‘PS.- ,In

this context, CRP process cannot be considered as a dynamic and interactive method for
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and this renders the technique impractical and undesirable. Tt

of operating the system under 'simulation' or 'what if' mode to view. the prac

implications of various manufacturing policies on ,thefMPfS/:

The complexity of multi-level Bills-Of-Material (BOM) ( as shown in Figure 101’3),
coupled with the effects of commonality and lot sizing, makes the conventional MRPII
process difficult to achieve without load pegging facilities. For example, it is difficult to
identify the parts which cause work centre overload problems with the relevant entriesin =~

the MPS. This impairs the prospect of closing the feedback loop between shop '\’iév_cl\

scheduling activities and high level plan (i.e. MPS).

~
MULTI-LEVEL BOM
PRODUCT
P
PEGGING IS
[ 1 DIFFICULTIN
A B : TRADITIONAL §
__ MNFG. SYSTEM ¢
BASEDON
MRP MULTI-LEVEL
C . BOMSYSTEM &
L 21 9
Al _
X Y Z - | X,Y,Z Z
PARTS
L | | A
SUB-COMPONENTS OF PRODUCT P :
N .

FIGURE 10B LOAD PEGGING IN A TRADITIONAL MANUFACTURING SYSTEM

As shown in Figure 10B, load pegging referred to in this context, is
analogous to requirements pegging illustrated by Orlicky, J [1975] but here it is

perceived in the context of CRP process through which the load generated on a particular
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work centre can be traced back to the
shown in Figure 10B, it is difficult to esta!bli?sh‘ a cbm-mrén link
sub-components X ,Y, Z which cause the overload problems W1th the rel i |
the MPS (i.e.product P). Other techniques such as manual load pegging is vu'tually' "
impossible to perform under such an environment due to time constrains posed by such
an exercise. The common technique used is therefore based on RCCP [Fox, B 1983a] at
the MPS level, followed by conventional CRP process and overtime to adjust the MPS.
Existing technique used to resolve such a problem stresses great emphasis ron, key work
centres and popular items and thus, it ignores the effects of other items and hence
renders the system potentially inaccurate and unrealistic. Practical limitations such as
complexity of the shop floor, high product range or variety and complex materialiﬂqw' \
structure makes this process difficult to achieve. In connection with this issue Kruse, G
[1990] wrote : -

"The problem with most master schedules is that they are frequently developed,

without sufficient knowledge of a plant's products and/processes. For example,

they ignore the limiting factors on the shop floor, such as wandering bottlenecks.

and no amount of sophlstlcated factory scheduling can compensate for a poor
master schedule "

In brief, the inherent limitations in MRP II méchanism, poSc se_rious.driffié.u'l_t&yl m

automating the MPS under such an environment.
5.3 MPS in a Distributed Manufacturing /R/esoprqujs Planﬁing Envnronment
5.3.1 The Influence of Cellular Structure on MPS

The potential benefits offered by the cellular conéép; 1n /si:r/n/plifvyyin g the Complemty
of traditional manufacturing systems and associated éénf;ol p;oblenis wére diséﬁsséd

extensively (Chapter 4) in the context of cellular based, Distributed Manufacturing

Resources Planning (DMRP) system. The following discussions highlight the major
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roles of cellular manufacturin

(MPS).

The use of single level BOM structure in

,pl_h, es
complexity of such a feature because only the cell ' pr appear in it . ThlS =

improves the management of database, since the amount of data : amtamed in e’achf cell is

relatively small compared with an equivalent centralised database system. This provides
improved data accountability and integrity and offers a better 'pr,ospect of using simple

process routes and smooth material and information flow within the cell. A major

contribution of such a concept is its ability to simplify the complexity of manufacturing

control problems by providing a direct path (link) between downstream aetixn, es(le
CRP) and high level plan (i.e.MPS). The requirements planning is also relativeify--
simple, since only the cell ' products ' should be ordered. There is therefore a better

prospect of executing the MPS-MRP-CRP cycle and this enhances the prospect of

undertaking ' what-if ' analysis to Master Productlon:'S he

analysis.

As illustrated in Figure 10C, the pfo;;spec t ertakmg the process of load ',

pegging in a cellular manufacturing env1ronment is much easier com ared

equivalent traditional manufacturing system, based on mu‘l't:i.—l'e'velé BOM st
example, the overload conditions created by either parts X Y Z at the shop ﬂoor level

can be easily traced back to the relevant entnes m;the MPS due to the s1rn11anty of the ',

items at both ends. It is therefore relatively easy to ms ,

ite theconcept of traeeabﬂfityv

between MPS entries and those parts which cause overloa problems This proVides a

better prospect of establishing a truly closed loop feedback control systern that enhances

the automation of MPS and 1mp1ementat10n of an automated DMRP" system

However this also requires automation of low level schedulmg act1v1t1es and

manufacturing status feedback mechanism.
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FIGURE 10C LOAD PEGGING IN A CELLULAR MANUFACTURING SYSTEM
BASED ON DMRP CONCEPT

5.4 Existing Research on Master Production Scheduling

A review of relevant literatures, suggest that a srgmﬁcant nurnber of Master -
Production Scheduling related research work are focussed/on the automatlon of shop»w
level scheduling activities, using a wide range of technrques ranglng from hlerarchrcal
expert system, operational research, 31mulatlon to s1mple analytrcal techmques An'

extensive coverage of research work related to general shop level scheduhng has been .

highlighted by Savell, D.V. et. al [1989], Kerr, R.M. et. aI [1988] Ragahavan :
[1988], Hulaiga, M.I.B. et. al [1988], Kanai, N et. al [1988] Fox and Srmth [198

Lepape, C [1985], Zhang and Hahns [1985] Semeco A C [1986] OGrady, P. J et. al
[1988], Villa, A [1988], King, B.E. et. al [1988] McClelland M.K [1988] Falster P
[1987], Kusiak, A. et. al [1988], Solot, P [1990] Young, R.E. et. al [1988], Kim, Jv
et. al [1988] and Buxey, G. [1989]. Although these represent a srgmﬁcant mllestone in
shop level scheduling and automation of manufactumng control there is hardly any
evidence to support of any credible research work, Wthh provides dynamic (i.e.
automatic) link between shop level scheduling activities and high level planni’ng\

(i.e.MPS) and vice versa. The shop floor activities are therefore not immediately
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apparent at the MPS level and hence, it is difficult to esta
between shop floor scheduling activities (i.e. capacity constraints

relevant entries in the MPS.

Similarly, a number of research works related to MPS have been discus,sed>by'
Wilson, E.L [1987], King, B.E. et. al [1988], McClelland, M.K [1988], Gonzalez, J.J.
et. al [1983], Sridharan, V. et. al [1990] and Proud, J.F [1985]. Although these
represent a major contribution towards the development of MPS, they are strictly
confined to Master Production Scheduling and hence, donot address the critical shop.

level scheduling activities and their practical implications-on MPS.

In addition, a number of relevant literatures, namely, by Browne, J [1988] ‘a“n‘,d
Morton,T. et. al [1984] represent examples of MPS related work which provide a link
between MPS and shop level scheduling activities. The Production Activity Control
(PAC) technique advanced by Browne, J. and PATRIARéH:;mdoted by Morton are
examples of multi-level (hierarchical) planning and'control-;sfyiSt;émS that integrate key
manufacturing activities, namely, strategic ,a“ndipapracizﬁy% planning, scheduling,

dispatching. For example, the system mootedby:iBftéwﬁé,, J. is capable of providing |

automatic response to changes in the manufacturing status (i.e. bottom level inputs) and

to generate a viable due date, that reflects the current status oﬁ’mannfﬁctﬁﬁﬁg\m& urces.
However, it does not provide automatic cascading of due date upwards' tQ the high ‘leVel-
plan (i.e. MPS). Although such systems have the potential to provide automation of
MPS, there is hardly any evidence to support the development of a control system, based
on a truly closed loop feedback mechanism, which provides a "two way" link between
the MPS and shop level scheduling activities and vice versa. It is fherefor,e difficult to

undertake automation of MPS under such an environment,
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5.5 Concluding Remarks

A review of relevant literatures suggest that existing MPSmethodolog is

in its ability to provide automation of MPS. This is attributed to a number of kfa,c‘tor;s‘k,
namely, the manual scheduling technique ( applicable to DMRP system ) and the lack o,f
a formal feedback mechanism and truly closed loop control system. The problem is
compounded by the lack of a truly flexible, intelligent reasoning and decision making
mechanism. However, the difficulty posed in establishing a dynamic; closed loop
feedback between the MPS and shop level scheduling activities is also attributed to the
complexity of multi-level BOM structure ( applicable to traditional manufacturing
systems ). This limits the prospect of undertaking effective and dynamic load pegging

and automation of MPS.

Furthermore, there is simply no credible research work that has been undertaken
towards this direction, particularly in a DMRP environx/nént'*’(bééédlon single leVSl BOM)
where the problem of load pegging (which is a critical factor in this context) could be
easily resolved. In addition, the above findings has also underlined that an effective and
dynamic linkage between shop level scheduling and MPS is a crucial factor in the

automation of the prospective control system. This will provide significant advantages

from the prospective of better traceability between ' downstream ' activities and the high

level plan (i.e. MPS).

Broadly defining, what is required to resolve the existing control problems, is a
control system architecture that can provide automation of all aspects of operation of the
manufacturing control system. Briefly, the criteria for the selection of an alternative,

cellular based, manufacturing control methodology can be classified as follows :-

- provide traceability between MPS and shop level scheduling activities and

vice versa ;
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provide automation of Master

intervention ;

capacity sensitive ;

responsive to changes in the status of manufacturing resources and new

incoming enquiries ;

provide dynamic feedback of shopfloor scenarios ;

provide flexible and dynamic reasoning and decision makmg capability, and

provide dynamic 'what if’ éapabll;ty
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Development of New Manufact/oléiné/Co’tlftr‘oli Methodology .

This chapter discusses the development of a new manufacturmg control
methodology as an alternative to existing control systems It underlmes the key control
system characteristics which form the basis for the development /antl implementation of a

new control system architecture.
6.1 Control System Characteristics

The prospective manufacturing control methodology should be characterised by
features which are practical and realistic since these have major influence on the
operational aspect of such a system. Broadly defmlng, the methodol/ J4% should exhlblt

the following characteristics :-

- Cellular design ;

- Decentralisation of planning and control functions ;

- Automatic replanning ;

- Bottom-up planning ;

- Inherent flexibility in the means of t:lec/islon maklng ;

- Broader applicability ;

- Simplistic design and operation etc.

As discussed in Chapter 3, the cellular concept tozmanufactunng has the potenttal,,

to minimise the complexity of manufacturmg systems and related control problems as

compared with an equ1valent traditional manufacturlng system For example t'he o

reorganisation of the manufactunng fac111ty has a 51gn1flcant effect on the s1rnphf1cat10n




significant changes to other modules. Breaking the manufactuﬁng Systemsdow .
small and tightly controlled units, simplifies the nature of material and informatijohaﬂow*
within and between cells. Furthermore, it has the potenti’a'l'fté ‘~inr§r0vc manufacturing
performance even in circumstances unsuited to other::materia-liﬂo.w control system. In
connection with this characteristic, major benefits have been claimed for the application
of cellular concept, specifically in relation to reduced throughput time and
work-in-progress [Burner, L et. al 1980]. In view of the potential advantages that can
be accrued from the implementation of such concept, the adoption of cellular design in
the development of an alternative manufacturing control methodology \youl‘d\be ‘of

paramount importance.

Most of the existing manufacturing control systems (e.g. Manufacturing
Resources Planning (MRP II), Optimised Pnoductfonifréchniques (OPT)) adopt a
centralised, top-down approach to planning and control. " Centralisation " of computer
facilities normally implies centralisation of responsibility  for system operation and
policies. Therefore local management lacks ownership of the system and this removes
much of the key decision making functions from the shop floor. The top-down conwp;;
is normally based on the assumption that the same control practices. are applicable in .
many different applications. This makes the system more complex than is required by
one module. On the converse, the decentralised approach to planning and control
enables the simplification and rationalisation of complex manufacturing functions into
simple and well defined tasks. This permits the institution of cell ownership and
autonomy and enables the cell management (i.e. cell manager) to exercise greater control
over the operational planning and control aspects of each cell. For example, cell
management can select or design policies and control rules to suit local needs or
requirements. This also provides a better chance of instituting the concept of local

database within individual cell. Each cell is only required to maintain bills of data that
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designed to support local functions. Since the coﬁtrol fu=nctioﬁs ‘arf.‘;*‘:kc_léaﬂy‘- def ned and
the amount of data to be processed is relatively small, this enables :t"hie—,::fapplicat‘ion of
small processor (i.e. computer) to control individual manufacturing system (cell) and
thus, provides improved material and information flow within the cell. In this context,
the Distributed Manufacturing Resources Planning (DMRP) methodology would

enhance the realisation of the above functions, since it is based on a: cellular concept.

The adoption of DMRP concept would permit the delegation of responsibility for
operational planning and control to individual cell manager, who could operate the cell
from a micro version of MRP 11, installed on a local micro computer. From a managerial
point of view, this would simplify the high level plannin g and downstream activities into
a set of well defined tasks, since the cell manager is only required to deal with a smaller

and predefined product range and manufacturing resource

By instituting the concept of decentralised control, there is a better opportunity of
implementing local Master Production Schedule (MPS) within the cell. This improyes

the identification and processing of MPS entries, since the control mechanism iys‘f;onl\gy .

required to process small MPS entries relevant to the product range manufactured within =~~~

each cell and hence, the problems inherent in the system are relatively simple to resolve.

This also permits the implementation of local Material Requirements Planning
(MRP) which enables each cell to maintain its own Bills-Of-Material (BOM) relevant to
parts manufactured within the system. This simplifies the requirements planning and
enables rapid and accurate generation of the :pl-ann’ed;;érder releases. The éoncept of
distributed control simplifies the local Capacity Requirements Planning (CRP) function, -
since each cell is only required to deal with capacity problems within its :\o‘wn.\\operaﬁﬁzg«

environment. The shop scheduling problems can therefore be resolved more rapidly and
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accurately. In addition, it provides a better peotenti;

between the shopfloor problems and the relevant entries in the MPS

As discussed in Chapter 4, the adoption of DMRP concept would provide s‘imﬁ‘léf ‘
requirements planning and thus, the finite scheduler used within the CRP module would
be able to provide dynamic and effective scheduling function. In this context, it has been
cited [Norton, N 1988] that the finite scheduler can be considered as the basis on which

shopfloor control can be implemented and this is due to its ability to identify and quantify

true bottleneck work centre.

The problems inherent in the existing manufacturing control systems are also
attributed to the practices adopted in such systems. As discussed earlier, the centralised,
top-down approach to planning and control is capacity insensitive because key decision
making functions are not delegated to the shop floor control/ler./ ) However, a bottom-up
approach to manufacturing planning and cbntrdlZWOulﬁ?prd:\:f(ﬁi;aé"’;éf;béttér';pr’ospect for cell
management to be actively involved in the shop:ﬂoor'de,cif’szién;th?faking functions rather
than by the central organisation. For example, stock policies, batching or lot size rules

are determined at the shop floor level. An intrinsically bottom-up approach to p‘Ianﬁihg’;

and control should be included as a key design feature. This would provid\c\ngfeat;r.\\ -

autonomy in key decision making by shop floor personnel on a wide range of planning “ -

functions.

The existing manufacturing control systems can be classified under three main

categories, namely, manual (e.g Kanban), semi-automatic (e.g. MRP II) and automatic

(e.g. Flexible Manufacturing Systemsf(FMS’)‘GOHWOH@TQf:;:fgenera“‘yé'auromatic control

systems have been used only in low level, process control applications. These may‘
respond to low level inputs (e.g. machine breakdown) but they are limited in their ability
to respond to top level inputs (e.g. incoming orders ot enquiries). In addition, these

systems attempt only low level replanning in response to changes in manufacturing

90




status but they do not trigger replanning of systems &

example, an FMS breakdown will not affect material procurement pla
is related to manufacturing processes rather than MRP. M
manufacturing control systems rely on humanf;i-ntefv.éntibn for kein:DOHCy and Qp,dati@ﬁ;éi
decisions. For example, in a traditional MRP system the time required to calculate the
requirements for complete parts range by either generative or regenerative method can be
time consuming and therefore it is only calculated occasionally (i.e. once a week or
month). This results in the deterioration of control actions because as time: progresses
these actions become less relevant. The modification or preparation of Master
Production Schedule (MPS) in a MRP system is always performed manually. However,
the DMRP system offers significant improvement over the conventional MRP system.
For example, the MRP process implied in such a system is less time consuming since the
number of products or parts manufactured are smaller and based on a single level BOM.
However the modification of MPS in a DMRP system is still undertaken manually and
this makes the system potentially slow. It is dlfﬁculttoundertake ‘dy'rra'mi'c ' what-if !

analysis in relation to master production scheduling and detailed capacity planning.

Decisions made in an automated manufacturing environment are normally good for

three main reasons [O'Grady, P.J. et.-al 1988] namely. :-

- large volume of data can be generated to undertake decision making ;

- data generated automatically is likely to be more accurate than that produced

manually, and
- this enables data to be made available to the decision making mechanism

more rapidly than a manual isy's,temaapdfth,us;if impréves the quality of

decisions made.

The ultimate aim of the control system development is to. provide complete

automation of all aspects of the manufacturing systems. -In this context, the downstream
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activities (i.e. shop level scheduling), the cascading o :
plan (i.e. MPS) and the process of modification of MPS are automat
enable replanning of all manufacturing activities in rcsponse-'to-ch'an-géis.ai ing tof
bottom level inputs respectively. In this contcxt,’fépfiiéf}fei:/fi'nput'ﬂ is .rcfézfedi tomCOmlng -
orders or enquiries, whereas bottom level nput is’rela’tzédiftdiﬁ(éhanges in maniuffacturi;ng ;

status (e.g. machine breakdown).

One of the major limitations in existing manufacturing control systems is its
inability to undertake ' what-if ' analysis in relation to master production scheduling and
detailed capacity planning. Although this phenomenon is attributed to large time
requirements involved in executing the MPS-MRP-CRP cycle in a typical MRP IT
system, it is also posed by the manual scheduling technique applied in it. For example,
the shop level scheduling process in the existing DMRP system is undertaken manually:
and this slows down the execution of the above process. However by automating the
high level planning and downstream activities within/af manufactunngsystem, this would
enable the prospective control system to undér:t%xkq 'what—lf'analy31s to scheduling or
planning more readily. It would also enha-nc.ei:tih/e;pr,frésﬁggt}éf .undertaking,aummatﬁic

evaluation of capacity and due date constraints and automation of MPS. The concept of

automation should therefore be considered as an important feature of the new

manufacturing control system.

A major deficiency in the existing DMRP syétem is its inability to undertake

automatic replanning in response to dynamic changes in the manufacturing status or

incoming enquiries and this has a major implication for t :(iughty;t)f decisions made.

b

However, the automation of operational/,i;)lén/n-i:rfg:fzg}, ”’Qﬁt:le‘?f/uncitio, i
DMRP system, makes possible the devélép‘rri/@ﬁtiiﬁ/ojf;;,gn‘ja,ujgg)’;ﬁg{ed form .-of -‘di‘stﬁfblute d
MRP II. This can be used to strengthen (i.e. automate) the Crascading‘c,on'e,ep_t:%;,, in.
particular the feed forward and feedback mechanism within the cascaded cel{lﬁl_éf‘f

manufacturing system, based on automated DMRP concept. An overview of the
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cascaded cellular manufacturing system based on auto

Figure 11 and its operation is described below.

The central planning cell resides at the first level of the control hierarchy and its .

main inputs are incoming customer orders. Its main function is to transform the
incoming customer orders into a set of finished product plan and produce a viable MPS
As discussed in Chapter 4, the central planning cell does not undertake any formvof
manufacturing, but distributes the relevant orders to the assembly cell (s). The local
Rough Cut Capacity Planning (RCCP) mechanism (used in conventional DMRP)
evaluates the viability of the MPS and if no capacity problems exist, then these orders are
passed down to the assembly cell. However, in the automated DMRP system, th1s
feature becomes redundant because the new control methodology is capable kOf
providing rapid execution and analysis of/cbﬁlplete MPS-MRP-CRP cycle and accurate

and realistic due date.

In principle, the operation of the ssembly cell, is very similar to the central

planning cell, but its main function is td undertake assembly of final part/product, ﬁsigg,

components supplied by various manufacturir

. It explodes the orders from t_he

central planning cell and determine a viable MPS, which is cascaded..dow:;i.,tq,, vari

manufacturing cell (s) which performs the actual manufacturing of components réqugs@ .

by the assembly cell.

Each manufacturing cell maintains 1ts ow; MRP II system and

manufacturing resources and hence is responsible fo

, atedDMRP system.

purchase orders

handled by specialist purchasing cell and work orders for parts tobe manuf; "ct‘uré’.d

within the cell or sub-contracted to other cells.
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In the next hierarchical level (:’wi;tihihﬁ'the cell) i
Planning (CRP) mechanism and this checks the viability of the pr

by using both infinite and finite scheduling techniques but it iséﬁtiéai’  d

the finite scheduler to generate a feasible production schedule. In the event of a failure to

meet the customer cell specified due date, then the relevant information is fedback to the

relevant cell.

The actual calculation of requirements cascades from top level cell which performs
final assembly through intermediate manufacturing cells to the last manufacturing cell via
the feed forward path indicated by the dotted line. The presence of capacity problems
within the supplier cell triggers the local scheduling process. The resulting due date is
reflected at the customer cell which also readjusts its due date. This process cascades
upwards from the relevant manufacturing cell, through intermediate manufacturing cells
and to the actual assembly cell via the automated feedback loop (represented by the solid

line).

Under the new control methodology, the actual process of due date and MPS

modification is fully automated within the cell. This enables the local control sy,sl_t]em;:t_gf

reflect the current status of manufacturing resources and thus, the final due date is more

accurate and realistic. The actual calculation of due date is very similar to the manually

controlled cascaded cellular manufacturing system (discussed in Chapter 4) with the

exception that it is fully automatic and this permits the implementation of automated

DMRP system.

Unlike the existing DMRP system, the automated version uses a variety of route
and work pattern options around the bottleneck work centre to resolve the existing
capacity problems. The generation of a viable production schedule and due date invollv,e's’“
the use of different route, work pattern and operator assignment options. In the new

cellular manufacturing control methodology, the process of information feedback both
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within and between the cells is und"ert%aké auto
system to provide rapid response to changes in the manufactu
orders or enquiries. Furthermore the quality of due date or MPS generates

because it reflects the current status of manufacturing resources.

A major problem with existing manufacturin g control systems (e.g. MRP IT, EMS
controllers, DMRP) is their inability to provide dynamic response to changes arising
from top and bottom level inputs respectively. As a result, it is difficult to automate the
MPS under such an environment. However, by automating the feedback, reasoning
and decision making mechanisms, would enable the development of a responsive and:
capacity sensitive control mechanism. For example, an automatic feedback mechanism
would be able to reflect the current manufacturing status; whereas the reasoning and
decision making mechanism would be able handle conflict resolution and provide-an

accurate and realistic due date. In this context, it is also important that the control

mechanism has the potential to provide the following fun:

- able to quantify bottlenecks, where, when and how much ;
- inherently flexible, so-that the critical resource failures and dynamic

rescheduling can be undertaken immediately without waiting f ra

factory reschedule ;

- able to provide close control of those bottlenecks to ensure maximum

throughput and delivery of required jobs, and
- able to provide 'what-if' capability around the bottleneck work station such
that the various options, namely, route, jwéfﬂc;;fpa,t,temf;and operator

assignment can be-easily: faciiitated; :

Although some of the existing control systems, have some of the capabilities

required to fulfil the above requirements, none can offer the potential to fulfil all of them

and this is attributed to the limitations inherent in existing manufacturing control system
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architecture. For example, Optimised Ppgdﬁé_ﬁgn Tec
problems at a predefined bottleneck by using a large Q‘lel'ﬁme‘-"QPﬁQ |

ability to handle transient overloads. This normally occurs when a work statio

on average has ample capacity, is unable to make ftheigprognammewd‘emandcd mthe
required time frame. Since, OPT finite schedules only the bottleneck operation, it cannot
spot capacity problems which may occur at a bottleneck operation, located at the !
downstream ' level, which cause serious loss in throughput. - Although OPT is
responsive and capacity sensitive and has the ability to generate a practical due date; it
provides no means of automating the MPS. On the other hand, Micross (ive.:a control
system software based on finite scheduling) uses the infinite CRP run followed by
manual adjustment of overloads using overtime option at the bottleneck work centre and
this process is performed prior to the creation of the finite schedule. However, the
application of route and work pattern options as an alternative to existing techniques of

resolving capacity problems would refine the resolution of such a problem since this

selects options on a gradual and incremental basis,as’f(:)'ppéééaiitof a single (i.e. overtime)

option discussed above. This would also provide a/,bettér,jpbten_tialé to match the
capability of existing control systems (e.g. OPT) in resolving the dynamic (i.e. 'traveliing
bottleneck) capacity problems. Unlike OPT such a system could cope with transient
bottleneck thus providing a more effective capacity sensitive planning and control -

system.

One of the main problems with existing manufacturing control systems is
attributed to the complexity of the control structure used in /:the;n. For example, the
centralised, top-down approach to planning and control entails centralisation of
responsibility for system operation and policies. Itis t»hérefore;difﬁcult to. igstitute the
concept of ownership and autonomy. Furthermore the adoption of a centralised database
system, entails that all the manufacturing data are maintained in a single, massive and

complex database (e.g. multi-level Bill-Of-Materials (BOM)) and therefore, the system

becomes increasingly difficult to maintain and operate.
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A simplistic design based on distributed, bottos

complexity of planning and control aspects discussed above. For ex

database built on a single level BOM, as implied in a DMRP syste 1, 1t

maintain information on the product range manufacturedw1th1n its iﬁdividﬂafl iccl‘lf;ar‘ld:
this permits the implementation of simple database system; Ideally, the simplest ‘BO:M is
one that is based on a single level structure. As discussed in Chapter 5, this would
enhance the prospect of establishing better traceability between shop level scheduling
activities and the relevant entries in the MPS. This simplifies the closing of the feedback
loop between downstream activities and high level plan and thus, provides a better
opportunity of automating the MPS. There is a better prospect of achieving an accurate
and realistic due date under such circumstances. The implementation of a practical
manufacturing control system requires the main logic of the control algorithm to be
simple and precise so that the logical steps through the algorithm can be easily traced.

Modification of the operational logic of control program can be undertaken without

significant changes to the core control algorithm. :Brorildly;de n g, sunphcltymthe '

design and operation of the prospective manufacturmg control system should form one

of the characteristics of the new manufactunng control ethodology

Automation is the key to successful operation of a dynamic manufacturi
system since this has the potential to provide automatic reasoning and decision rnakmg

capability. In this context, a knowledge basediméniffagt‘u}"ing control system arch‘ite,omre. .

would enable human intelligence required tomakedec si Cl),e,emulated and transfered

to the computer hardware. The appliCaﬁon',ofcsuEh cept could be used primarily to

perform logic manipulation for COIlﬂlCt resoluuon equen ng an resource allocation.

Therefore many of the key de01s,1ons/ ,w-ﬂl*;b@ ymat 4ally without human

intervention. It has been acknowledged {Bullers,iW Te

concept is indeed useful in representing the control knowledge in a control system. The -

incorporation of such a concept in the new manufacturmg control methodology would

therefore enhance its application.
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in the means of decision making, so that the control mechanism can o
manufacturing environments. For example, MRP II or DMRP offers no routin;
flexibility in the event of manufacturing status change (i.e. machine breakdown)

although it has the potential to offer alternate routes within the cell.

The concept of routing flexibility would enable the use of alternate routes within
the cell. Routing flexibility is of particular interest in connection with cellular
manufacturing due to the fact that it is relatively easy to implement it in such an
environment. Its application is critical in resolving capacity problems (e.g. transient
overload) at the bottleneck work centre. With regard to part processing, the concept of
flexibility would accommodate a variety of product or part families to be processed in the
cell to meet demands of customer cell, without significant change overs. Inherent
flexibility in decision making in response to internal and external changes is one of the

characteristics that needs to be adopted in the new manufacturing control methodology.

The application of most of the existing manufacturing control systems are either
limited to automated or manually operated manufacturing environment. However, the -
application of these systems in a hybrid manufacturing environment can be problematic
due to the incompatibility of the core control mechanism with the manufacturing
environment. In this context, a hybrid manufacturing environment is referred to a
cellular based manufacturing system, made up of a combination of automated  cell(s)
operating next to a non automated cell(s). A control system architecture with broader
applicability would be able to meet the demands of cells with different nature or mode of
operation. In this context, an non automated manufacturing cell could derive the same
benefits as an automated cell. The incorporation of such a feature in the development of
a new manufacturing methodology would be of paramount importance. In this context,
it is important that the prospective control mechanism is able to provide dynamic control

functions under the following manufacturing environment :-

99




Automated manufacturing e
Systems) which depends heavily on automatic reasor

making functions ;

- Non automated manufacturing environment (i.e. manually operated cellular
manufacturing systems). If, the system could be operated under the
environments discussed above, there is a better prospect of implementing
the same control mechanism in a hybrid manufacturing system based on a

automated and non automated manufacturing cells, and

- Local cell environment (i.e. within the cell) where the control mechanism

(rules, policies, database, etc.) reflects the local needs and functions.

6.2 Concluding Remarks

A major review of above discussions demonstrate that the successful developmeynt
and implementation of a dynamic control system are dependent on a number of critical
factors as highlighted above. It is extremely important that the development of new
cellular manufacturing control methodology is envisaged within the framework of the

functional characteristics prescribed above.

In summary, the potential advantages of the new manufacturing control

methodology, postulated in this thesis can be classified as follows :-

- provide automatic evaluation and modification of MPS and hence facilitate

the institution of a cohesive and coherent control function ;

- cope with dynamic bottleneck problems so that shopfloor problems

can be easily identified and reflected to the scheduler ;
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applicable in product and compo

be extended to both types of cells ;

cope with dynamic cascading pfdibiém:whléﬁ is ‘a:critlé‘tél' ter_a»t-lfii'-_eloff‘ the ‘
DMRP concept and this is achieved by strengthening the feed forward and

feedback mechanism within the cascaded cellular fmefnufacturirig system,

and

cope with automated (FMS), non automated and semi-automated (hybrid)

cellular manufacturing systems.
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Design Considerations for the New Control Methodology "

This chapter highlights the major design features that were considered in the
development and implementation of the control algorithm which governs the operation of
the new (proposed) cellular manufacturing control model and this includes hardware and

software requirements.
7.1 A General Overview of the New Control Algorithm

A schematic view of the new cellular based manufacturing control model is shown

in Figure 12. The standard logical steps stipulated in the control algorithm are described

in the subsequent discussions. The development of the above algorithm was envisaged

in an enhanced (i.e. automated) /ve,ré on o QD_istribufed/Méﬁi;ifact‘uring Resources
Planning (DMRP) system. The plan 1d control functions, namely, Master

Production Schedule (MPS), Rough /C‘L:lt/ Capaoity Planning (RCCP), M%a‘té,ri?al

Requirements Planning (MRP), Capacity Requirements Planning (CRP) ar‘,‘eilood‘ to
individual work cell. ’

Complete automation of cell operations would allow DMRP system to replan all its

activities automatically, thus a new order enquiry could tri ger automatlc evaluation by

all the cell systems to yield the earliest feasible due date. ‘Breakdowns or other shop

failures would trigger not only local replannmg w1thln the cell but force rescheduling of

any cells which are directly or 1nd1rect1y related to the one in which the breakdewn

occurred.
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7.2 Detail Description of the Cie?lfl.‘

The key input to the high level plan (i.e. local MPS) module is derived from ¢
incoming customer orders originating either from the assembly or other WOrﬁk‘ cells.
These orders are pooled and processed together with the existing list of work orders
awaiting to be processed. In a standard MRP II system, the local RCCP process 1is used
to provide a quick check on the viability of the MPS without going throu gh the detailed
MRP and CRP processes. The RCCP process is generally less accurate than CRP. but
this is offset by the processing speed it offers. However, such a function is not required
(i.e. redundant) at least in the new control methodology other than in cells having

'product’ bills of material of great complexity or very large product families.

The output from the local MPS module is used to drive the local MRP system
which undertakes requirements planning by utilising local Bills-Of-Material (BOM),
inventory and standard manufacturing lead time ofrp'ar?tsspé,éi-ﬁed by the process plan. It
generates three main output files, namely, purchase orders for parts, local work orders
which are used for authorising local manufacture of parts and orders for items that are.
sub-contracted to other manufacturing cells, due to shortage of manufacturing r@souféés"'

to manufacture them. The requirements planning is relatively simple because the number

of components manufactured within each cell is small-and the cell's prOdudtS“éré.’l)feiSéL .
on a single level BOM structure. The amount of data processed is therefore lesser :
compared to an equivalent multi-level BOM manufacturing system and thus, the
requirements calculation can be performed rapidly.- This also implies that a full MRP:
calculation can be performed quickly and hence there is no need for an RCCP s,yst,em.'
The output from the MRP system, namely, planned work orders are casca;dééi
downwards to drive the local CRP system. The capacity requirements of parts at e}aeh;.
work centre are generated by using‘local route and work centre files. Up to this point the .

system uses conventional DMRP processing. The evaluation of capacity (and any
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necessary revision of the MPS) is handled by th

these are described below.

7.2.1 Infinite Scheduling

Normally infinite capacity planning is used prior to finite scheduling, to drive
capacity adjustment procedures, such as sub-contracting or overtime working. Since the
new finite scheduler has the ability to adjust resource availability to suit capacity

requirements, infinite capacity planning are no longer required.
7.2.2 Finite Scheduling
7.2.2.1 Backward Scheduling

The Finite Scheduling Algorithm (FSA) applii‘e‘s?iboth‘;;}s%backwardi’andf forward
scheduling to determine the actual start and completion date of a job. The algorithm
starts with the backward scheduling process which is based on a attribute (i.e. criteria)

within the due date (i.e. earliest due date which provides basis of initial allocation). The

purpose of backward scheduling is to determine the actual issue date of a particular job

and this is undertaken against the background of current work centre load status. A job

is backward scheduled from its due date by subtracting the process times (accumulated i’n‘
reverse order) from the due date. Precedence constraints are applied to control the start
and end time of each and every operation. Backward scheduling process highlights
whether a job is either ahead, on or behind schedule and such a phenomenon is
influenced by the current work load status of each work centre and, in this way it
determines the actual start date of a particular job. This process identifies those jobs
which could be made early, on-time or will be late. These conditions are considered by

the next stage of the scheduling process.
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current date, then it follows that the job cannot be completed on tir
forward scheduled from the current date in order to find the ‘earliest;c—_omp‘letien- date
can be achieved. The segregation of jobs in this second phase of scheduling process is

based on the job ' float '. The float is calculated as follows :--
(i)  Total Float Time = Order due date - Total production time ---=-=-==-==mmsezneza (7:1)

(ii)  Total Production Time = Sum of all the process times as calculated----------- -(7.2)

when an order is added to the system

7.2.2.2 Forward Scheduling

This is designed to provide the earliest date a job can be completed and in this
context, it provides the earliest due date that can be attained under the current work load
status at each work centre. The jobs are loaded according to the sequence based on float
or slack technique as described above. The magnitude of float determines whether the
job is early or late and it is used as the basis for sorting the job priority. The first step in
the process of determining the priority of jobs is-to arrange the orders in the order of
minimum float sequence. The sorting process starts with a job. that has the most negative \

float and this is given the highest priority in the forward scheduling process.

(i) Scheduling the Activities at the Work Centre (with Negative Total

Float) N IE T ¥ 3

The jobs with the most negative float are considered late and hence will not meet
the delivery date, even if no other orders are taken into,consideration.. These orders take
priority over all the other orders which are either deemed to be early (positive float) or

just in time (zero float). The order with the most negative float is planned first tb_y
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forward scheduling from the current date (i.e. iss

the minimum makespan and days late.

The start times at each operation are calculated by accumulating the process timés
to the current day and on completion of this, the system plans the activities for the order
with the second most negative float. It's start time on the first operation (if it is'the same
as the previous orders first operation), is the time that the previous order vacates the
machine. The rest of the activities are forward scheduled the same way as the previous
orders but the start times for any of its operations cannot precede the completion time of
the previous order. Precedence constraints applied in the algorithm ensure that the start

and end times of operations are not violated.
(ii) Scheduling the Activities at the Work Centre (with Zero Total Float)

The orders that have zero total float-are assumed to be going according to plan and
the start times for the activities are calculated by reverse scheduling to find the latest time
that a job can begin being processed on a particular machine without it resulting in the
order not meeting its due date.  In reality, reverse scheduling means subtracting the
process times (accumulated in reverse order) from the due date. The order is rth‘e’n_
scheduled by looking at the plan for the first operation at the latest start time. If \the
machine is free for the duration of the process time then the activity is scheduled and the
process is repeated for all the other relevant operations. However, if the machine is
unavailable for the order to be processed then the system must look backwards through
the machines schedule to see if there is a gap large enough for the order. This is to
ensure that the job is completed before the latest start time for the next operation but
however if no gap is available then whatever lateness is accrued must be accepted and the
system must look forward to fit in the order. The reverse scheduling process helps to
determine the precise time when a machine should be scheduled at an 'operatiOn'\~assurrlingz .

that the machine is available to process the job.
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When the first operation has been sched

with the latest start time for the next operation. If, for instance, t

negative, then the rest of the activities are scheduled in the same way as the nega

float as discussed in (i).

(iii) Scheduling the Activities at the Work Centre (with Positive Total
Float)

The orders with positive float are considered early and in theory it can be
completed before its due date. These orders are selected in the order of minimum float

and are scheduled very much the same way as the zero total float (ii).

7.2.3 Bottleneck Resolution

The FSA highlights the actual corxiplqtiqnjd&ié of ’/én 1tem and the over and.
underloads at each work centre, which are evideanrgththjciCI{Eﬁzinalysis of committed
work orders. The failure to achieve the t‘,axgét'c:d;gué:datgfis"gencrally attributed to
capacity problems posed by the bottleneck work centre. The capacity constraints may be

due to transient overloads or a permanent condition.

The process of bottleneck identification is not as simple as defining an acceptable
utilisation figure and checking the projected utilisation ﬁgure against it [Copas, C. et, al
1990]. In the context of the new manufag:turing/ control methodology, the identification
of bottleneck is undertaken by netting off the total available capacity from thatrequired,
at each work centre over the scheduling horizon. ~The~wor;1/cf’:0¢ntre’ with the least free

available capacity represents the potential bottleneck.

The capacity problems at the bottleneck work centre are resolved by using a -

combination of route and work pattern options. As discussed in Chapter 6, -most of the
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existing manufacturing control systems (e.g. Opt

MRP II, Micross) cannot handle transient bottlenecks. For example

towards the resolution of capacity constraints at predefined thf.tlenéck and whereas
Micross is based on manual adjustment of bottleneck capacity using overtime or other
options. A unique and important feature of the control algorithm is the refined
adjustment of capacity at the bottleneck work centre using a combination of different
route and work pattern options. The route options allow the selection of a number of
alternate process routes through the manufacturiflg facility. In this way, the bottleneck
machine may be avoided, perhaps at the expense of greater machining elsewhere. The

alternate routes would be specified in advance by the system administrator.

It is common for line management to resolve simple capacity problems by altering
the work organisation in the cell. They may move operations, arrange overtime; alter
shift patterns, work more days or recruit more people. The proposed algorithm includes
a series of work patterns which are selected incrementally by the system. Each pattern
will typically increase the working time available at the bottleneck machine. For
example, in most cases, the working days and hours differ from one work pattern to the
other. As the work pattern number increases, the working days and hours also increase

gradually.

The resolution of capacity constraints at the bottleneck work centre using work

pattern option requires a readjustment of work force (operators) at this centre because

successful implementation of a production schedule also depends on the availability of
sufficient work force (operator) to execute the plan. In this context, the new control
algorithm uses the operator assignment module to determine the actual number of
operators needed to fulfil a feasible production schedule. The control model ‘iri‘c:o:rporatesi
two different operator assignment methods, namely, manhours and operators techniques
and each has its own merit. The main technique applied in sorting operator a_s‘si?gnme'ntj* ’

is based on manhour technique and this is discussed extensively in Chapter 9. The
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system may detect that insufficient operators 2
pattern and will inform the user of the number (manhours) that sh

from other cells.
7.2.4 Due Date Evaluation

The resolution of capacity problems using the above options-are undertaken in
conjunction with the evaluation of due date. The actual completion (due) date, is
apparent at the end of the forward scheduling process and this is compared against the
required due date to determine the final status of the job. If the actual due date is greater
than the required, then the next route option is selected and applied in conjunction with
the current work pattern on the bottleneck work centre. The forward scheduling process
1s repeated and at the end of each run (cycle), the actual due date is checked against the
required date. If all the route options have been attempted but the actual due date is still
greater than the required date, then the next work pattern is selected and the route optibns,"
reinitialised (i.e. it is reset to original route). This process or cycle is repeated until a
satisfactory due date, that is, the actual due date is either equal to or less than the required

due date situation is achieved.

However, in circumstances where all the route and work pattern options have been
attempted and the final (actual) due date is still greater than the required, the latter is then
modified automatically and made equal to the actual due date. This becomes thé
legitimate due date that can be envisaged within the framework of current status of
manufacturing resources. The information is cascaded upwards to the high level plan
(i.e. MPS) via the closed loop feedback path which provides the vital automatic link
between the finite scheduling (shop level scheduling) module and the MPS. This
mechanism is simple where a single level BOM is used, since the MPS can contain a
record of related works order number: which is used<to access and mgdify:»_tihke

requirement date.
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In addition, status changes lower in the system may _u_pse_t‘; éssump.tibns orplan
made at higher levels. In connection with such a phenomenon the control algorithm
design ensures that sufficient link exists between levels to guarantee proper response to a
status change occurring in any of the control levels (hierarchy). For example, changes in
the status of manufacturing resources (e.g. machine breakdown) detected during the
scheduling process, leads to automatic termination of scheduling process, freezes the
capacity of the affected work centre over the breakdown period and triggers forward
scheduling and the subsequent processes. On the other hand, the arrival of new
incoming orders (i.e. top level inputs) lead to automatic termination of existing activities
and invalidation of previously established schedule. New orders are pooled with the
existing list of orders awaiting to be processed and the total capacity requirements are

recomputed.
7.3 Hardware Requirements and Selection Criteria

The design and development aspects of the new control methodology alsoneed to

be considered from the prospective of hardware and software requirements; suitable for

the implementation of the new cellular manufacturing control methodology. The

following discussions highlight the basic hardware and software requirements.

The development and implementation of the new control methodology: discussed
above requires a number of basic hardware systems (computers; printers) as described

below.
A 16 bit microprocessor, namely, any IBM XT or AT compatible computers (e.g.

Apricot 286/386) preferably with colour monitor, either EGA or V:GA: system are

adequate for the development of the system. - Although, an IBM XT compatible
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computer could be used for the developme:

however, computers with a 386 processor and 25 MHz clock speed w

significant advantage in terms of processing speed.

A Random Access Memory (RAM) of 640 kilobytes is adequate to run the
program, however, larger RAM would be an advantage because this would provide
sufficient memory space to undertake program loading, execution, creation of dynamic
database and the maintenance (storage) of data in the memory during program execution
mode. In addition, large memory space would permit more data to be added into the
memory during the execution of the program. It would also facilitate the development or
expansion of the program (source code) and execution of functional modules which
involve massive computation. Large memory space would be an advantage because this

permits the addition of new functional modules and data files to existing program.

A 5 MB (Mega Byte) hard disk space is more than adequate to instal and run the
program. The hard disk storage system enables files to be stored permanently for use
during program execution and provides a practical database management system because
the disk space is much larger than memory space and therefore more data can be stored
in the disk than in the memory. - Disk based databases are also extremely useful for
almost all large database applications. This facilitates database expansion, especially as \:
this grows larger and becomes more complex to operate. Although programs can be run
in a stand-alone mode under the Disk Operating System (DOS) and without the
application program, this requires executable files which are normally larger in size
compared with the source codes. This often requires a much larger disk Storage space

and the use of hard disk will therefore be an ideal choice under such circumstances.

A simple dot matrix printer would enable the listing of programs (source codes)
however, quality of print-out depends very much on the type of printers used. For

example, a laser or liquid crystal printer will provide better quality program listing as
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the major criteria, then the type or nature of device used is critical,
7.4 Software (Application Program) Considerations

The software system referred to in the following discussions would incerporate
computer operating system, programming language and other supporting software tools
which are essential and critical for the development, implementation and demonstration

of the algorithm.
7.4.1 Operating System (0OS)

The common choice of operating system for many micro-computers is currently
MS-DOS or PC-DOS. The Micro-Soft Disk Operating System (MS-DOS) is the
registered trademark of Microsoft Corporation and it is one of the most commonly used
disk operating system which can be implemented on all IBM compatible computers. A
major advantage of using MS-DOS is that it supports hierarchically structured directories
which are also known as 'tree' structured directories: ‘Programming languages, such as

Turbo Prolog are designed to operate under-such an operating system.

In addition, the operating system based on MS-DOS supports good networking
facilities and this is particularly important if the application program is to be implemented
in a cascaded cellular manufacturing environment where the medium of communication
is via the Local Area Network (LAN). It supports multi-user systems and provides good
disk file directory handling (supports the hierarchy of directories) and enables files
(programs or DOS utilities) to be stored in sub-directories that is related to the file

(function) and provides easy access to all the files and directories.
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Successful development and implementation of the apphcaﬁonpr@gra 6)
demonstrate the concept postulated in this thesis is to a large extent dependent on the
efficiency of the programming language. The selection of a suitable language is of
paramount importance in the development of the prototype ‘model.  The basic

requirements of such a language are described below.

A good programming language is one that is highly flexible in terms of program
development for different applications, so that the development, modification and
expansion of the program can be undertaken easily. This would permit different features
or functions to be incorporated or embedded into the application program without much
difficulty. A programming language which is portable would provide better advantage;
because it can be run on a wide range of (IBM) compatible computers, provided they

meet the relevant hardware requirements.

It is also important that the programming language is able to provide good data
handling facilities so that information can be processed faster and with great accuracy.
This would provide an improved information processing mechanism, thus enhan\e‘ing_\tﬂhq» '
prospect of providing fast response to input data. This would also enable large (\fiét‘a'f\

processing with less computer time and lower cost.

It is essential that the programming language supports different data formats in
order that files can be read in and out of individual module with great ease and the

matching of the common denominator within the file or record can be easily facilitated. It

is also important that the prospective programming language permits easy editing so that
program modification, editing and expansion can be undertaken within the source .codcj .
mode; this would make the application program more transparent to the user or

programmer.
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A programming language which supports goo

essential so that data can be processed or retrieved more rapidly

Similarly, this would also assure high data accuracy and i‘ntc‘gﬁity{:' Incorporatmno ;
good window facilities would be essential in order that various aspects of thema_-inli
program could be run in different windows. This would also enablé, specific aspect of‘
the application program to be viewed in isolation and in each window, thus permitting

fast analysis and diagnosis of program structure.

The incorporation of good tracing facility would be an advantage since this would
allow programs to be debugged more easily and every logical steps of the program or
software execution could be easily traced. This would also allow programs to be
diagnosed in isolation from the main part of the core program. Provision of a good
inference mechanism is important because this would permit the development of simple
program structure. In the context of manufacturing control, this would improve
handling of conflict resolution and permits consistent conclusions (inferences) to be

drawn in response to changes in manufacturing status.

Modularity is an important aspect of program development and thereforqai

programming language that supports modular structure would be an advant'a’gc:jsl"nq@ﬁ?th
would permit programs to be broken down into simple functional modules. This would
also allow programs to be edited, compiled and linked together to create a single
executable program. Modular programming would allow different modules to use the

same predicate and domain names in different ways and hence, enhance the overall

structure and operation of the program.

7.4.3 Popular Programming Languages

A number of different programming languages, namely, Turbo Basic (TBASIC),

Turbo Pascal (TPASCAL) and Fortran were evaluated and most of them were not
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particularly suitable for the development of the manufac gt

program due to the limitations inherent in such languages.

Traditional procedural languages such as Basic, Fortran, Pascal etc., have been
commonly used to implement application programs. While the efficiency of such
implementations is largely acknowledged, they cannot adequately satisfy many of the
other essential requirements, namely, transparency, modularity and flexibility [Giorgio
Bruno, et. al 1986]. For example, in procedural languages, the knowledge
representation is normally embedded in the program's control flow and therefore; the
process of updating programs in order to account for modifications in the control policy
could be a very tedious task [Bel,G. et.al 1986]. Similarly, adding, deleting and
updating the knowledge (i.e. control knowledge) is time consuming even for a skilled

programmer [Giorgio, Bruno].
7.4.4 Turbo Prolog as a Programming Language

The application program used to demonstrate the new manufacturing control
concept was developed with Turbo Prolog as the implementing language. This is due to
its ability to provide significant advantages from the prospective of program development
and implementation of the prototype manufacturing control methodology. The main
reasons for selecting Turbo Prolog as the programming language are described in the

subsequent discussions.

Turbo Prolog is a logical programming language suitable for general problem
solving applications, handling dynamic databases, natural language processing and
general problem solving using the structured representation scheme. It is suitable for:the
implementation of knowledge (rule) based manufacturing control system which has been

strongly advocated in the development of the application program.
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It provides good facilities for producing powerful

multiple windows, interactive input and output facilities and colourf
features are useful for the development and implementation of interactive and user

friendly programs.

Turbo Prolog is a compiled language and therefore it provides fast compilation of
source codes (fastest among all the Prolog implementations available for the IBM
personal computers). It supports stand-alone executable program which can be run under
MS-DOS environment without the main application language. The execution of program
under this mode requires less memory space and this improves the speed and efficiency

of the application program.

In addition, Turbo Prolog provides a good user interface which is useful for the
development and implementation of the application program. Its declarative aspect
(feature) enables the user to analyse the effects and outcomes of certain logic and
improves the efficiency of softwares. Its powerful internal unification routines enable
relentless search through all possible combinations of the relevant rules in attempting to
satisfy the goal set by the programmer. This simplifies the programming task and

enables the programmer to spend more time/effort on developing the algorithm.

It offers the advantages of modularity and flexibility since the data, knowledge and
control elements are segregated. This encourages structured development by step wiSe
refinement that incrementally adds and verifies new features and constraints. This also
enhances the prospect of broadening the scope of the control system and permit_s rapid
prototyping. Furthermore, it permits heuristic knowledge to be easily incorporated{in» the
form of behavioural rules that encompass the quantitative and qualitative aépects of
decision making. In addition, it allows each program module to be operated on ‘a‘ "
stand-alone basis and in executable form. This also enables individual program to be

debugged and diagnosed independent of other program modules.
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requirements at different processing centres, work pattern distribution etc.

It provides good tracing facility, where every logical step of program flow can be
easily followed and debugged. The short trace facility incorporated in Turbo Prolog
enables the programmer to run and debug smaller sections of the main program, whereas
the built-in interactive editor enhances the development of powerful software system or
program. This enables fast editing of programs and data files in interactive mode. It
supports a wide range of powerful routines which are available in the form of toolbox
options and this provides the programmer or user with a wide range of facilities,
namely, pull down menus, screen layout control, graphical routines, interfacing with

other languages, natural language processing etc.

The inference mechanism embedded in Turbo Proloé supports powerful reasoning
and program control functions. This allows control knowledge to be represented in the
form of rules and facts and thus, programs can be configured easily by only mo,difyiﬁg
the rules of the particular module without affecting the main and other programs. The
built-in inference mechanism frees the programmer from the control aspect of
programming and allows more effort to be concentrated almost entlrely on the logic
design of the application program [ Weber, D.M. et.al 1989] Turbo Prolog supports
knowledge representation using production rules techmque and this is useful for the
development of application programs based on rule-based concept. It allows control
rules to be more easily stored, removed and modified during ~th’é’4design process [Bel,G.

et. al 1986].

For these reasons Turbo Prolog was used in the development of the prototype

system which is described in the subsequent chapter.
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CHAPTER 8

Description of the Cellular Manufacturing Control Model

This chapter discusses the basic architecture of the cellular manufacturing control

model and provides a detailed overview of the operational aspect of the relevant
application program and its implications on cellular manufacturing control.

8.1 Objective of the Application Program [cocMacs]

The main objective of developing the application program, entitled COmputerised

Cellular MAnufacturing Control System (cocMacs) is two fold in nature, namely :-

- to develop a prototype model of the cellular manufag?tﬁrin g control system

based on the concept postulated in this 'thf’és'i;si},;arird‘

- to demonstrate the operational logic of the cellular manufacturing control

methodology.

8.2 The Architecture of the Cellular Manufacturing Control M‘Qd_‘felf

As shown in Figure 13, the prototype cellular ,man,,u,faétqring control model is

composed of four main elements, namely :-

- the user interface ;
- the data acquisition module ;
- the knowledge base, and

- the control module.
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The user-interface system accepts input data from the

inferred information back to the user: Depending on the type and n
input , the user interface communicates the relevant data to the control (inference) module

and passes the inferred information from the knowled ge base back to the user.

In the context of manufacturing control, the user interface is designed to provide
features such as menu system for the selection of different work order modes. This is
then communicated to the control module which selects and applies the relevant
production rules to generate a practical solution and communicates the inferred
information ( or solution) back to the user. Since the cell control model is designed as a
fully automated system, the function of the user interface is not particularly critical other
than for the incorporation of new control knowledge or data acquisition. The inferred
information is communicated to the user via the Visual Display Unit (VDU) or terminal

or by means of an on-line printer.

The data acquisition module is generally operated on an off-line basis and it is
mainly used for editing, appending or displaying the files of the declarative knowledge in
the form of facts on specific domain of application. It provides the user direct access to

the knowledge base and permits changes to be made to the information (database and

rules) held in the knowledge base. It also allows new modules or rules to be easily

accommodated into the system.

The prototype model was implemented in Turbo Prolog for reasons mentioned in
the previous chapter, however, a key reason for adopting such a language is due to it's
ability to provide an environment which is conducive for the implementation of thg
cellular manufacturing control model. For example, the development of the knowledge
base (facts and rules), user interface and in particular the built-in inference m,echanism

can be easily accommodated in Turbo Prolog.
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control model and its application enables the cell control system to-man ge |

would normally require the worker's or scheduler's experience. In this context, the

control model was built to include scheduler's experience and problem handling ability,
monitoring, intervening and decision making capability. This enhances the control
models ability to undertake automatic decision making and handle abnormalities (e.g:

work station breakdown) of cell's operations using computer control.

As shown in Figure 13, the knowledge base is the central part of the cellular
manufacturing control model and it consists of two main elements, namely, the factual
knowledge and the procedural rules (control knowledge) which govern the scheduling
and control tasks within the cell. The facts are represented in Turbo Prolog in the form
of first order predicate logic and these reflect all the essential information on parts-and the
manufacturing resources needed to manufacture them. This part of the control model is
made up of a two-parts data base, namely :-

- static data base, and

- dynamic data base.

The key facts or information held in the static data base can be classified as follows - .
- partrouting;
- work patterns;
- work centre data ;
- work orders ;
- work centre load profile ;
- operator data, and

- Master Production Schedule data etc.

The facts stored in this part of the data base are easily accessible to the control

structure or module and the relevant information extracted from it, is used by the control
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data acquired from the user or deduced by the application program (cocMacs) duringa
consultation (program execution). This information is either maintained in the memory
during program execution or it is stored in a disk file. Examples of the facts (static data

base) relevant to some aspects of the cellular manufacturing control model are described

below.

work order( Wo_no,P_name,P_no,Qty,O_date,I_date,D_date) ;
route(R,P_no,Id,Seq,Op_code,Wc_no,Lab,Set,Opt), and
work pattern(Wp_no,D,Wh_hr).

The first fact " work order " stores all the information related to a particular work
order and the arguments represent the key information related to the work order. For
example, the first argument describes the work order nurr;ﬁer foﬂowed by the part name,
part number, quantity, ordered date, issued date, required ducidate. The second fact
“route” maintains all the relevant information associated with the parts routing; the first
argument specifies the route number followed by the part number etc. The third fact
"work pattern” prescribes work pattern number, working day and working hours. Some
of these information are used in the calculation of the capacity required by each part at

different work centres.

The second major component of the 'knowledgéfibaSe‘/i/-S/the domain specific
problem solving strategy which are represented in thé’,:féfm’ of rules which provide the
required control function. It is designed to solve the problems that occur in a typical
manufacturing cell. It contains the knowledge about scheduling and control aspects in
the form of production rules. A production-rule base scheme has been used t‘o;rr.eprc}:s_ent;‘. ,
the knowledge groups in the application program (cocMacs). The knowledge groups |

can be classified as work centre knowledge, part knowledge, cell status knowledge etc.

123




Examples of these rules are as follows :-

- capacity requirement generation ;
- process time-summation ;

- minutes-hours-days conversion ;
- latest start date sorting ;

- slack computation ;

- just-on-time job sorting ;

- work centre freezing ;

- priority sorting ;

- route selection ;

- work pattern selection ;

- backward scheduling (based on finite scheduling) ;
- forward scheduling (base on finite scheduling) ;

- operator assignment ;

- bottleneck sorting/resolution ;

- work centre breakdown ;
- incoming customer order ;
- work centre configuration ; = ¥
- due date comparison, and

- MPS modification rules:etc.

A detailed overview of the factual knowledge (database) and (control knowledge)
key control rules applied in the knowledge based cellular manufacturing control model

are discussed in the later part of this chapter. -
As shown in Figure 13, the control module is the 'brain' of the cellular

manufacturing control model. The process of inferencing was performed by means of

searching and pattern'matching.  In Turbo Prolog, which is the implementing language
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of the cell control model, these tasks are performed |
and this is therefore implicit within the programming language an
programmer or user is only required to describe the relevant info_i?matibn,

so that it can carry out all the other related tasks.

In the prototype cellular manufacturing control model, the control module or also
commonly known as the control structure or rule interpreter or inference engine, contains
the rules to control the steps required to solve the problem by consulting the knowledge
base and in this context, it uses the 'TF<condition>THEN<action>' rules to form a line
of reasoning. It decides the type of rule to be applied to arrive at an appropriate solution
in solving a particular problem arising as a result of the changes in the status of the
manufacturing resources (cell status), namely, work centre breakdown ornew incoming
orders. However, in most cases the searching process is regulated by means of

appropriate heuristics which govern the searching process.
8.3 Discussion of Program Design Objectives and Features
The following discussions highlight the basic guidelines on critical aspects of the
application program, namely, the basic specifications and requirements of the
manufacturing control model, database, rule base, etc., which are critical for the
execution of each and every functional module.
8.3.1 General Requirements of the Cellular Manufacturing Control Model
The application program is designed to provide key operational and control
functions of the prototype control model. The fundamental requirements of the cellular ‘

manufacturing control model can be described as follows:-

to provide effective interaction with the local database, rule base and other
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control modules so that data access
facilitated; thus enabling smooth execution of specific s
functions; this enhances the prospect of instituting bette

communication of information between various modules :

to provide rapid response to changes in the status of manufacturing resources
or new incoming orders so that these can be easily accommodated and

reflected in the prospective production schedule ;

to reschedule all jobs on detection of changes in the status of
manufacturing resources; this encompasses the automatic invalidation of
previously established production schedule and the generation of a new

schedule which reflects the current status of manufacturing resources ;

to represent each work centre individually so that eapaéity constraints can be
easily identified and investigated in isolation from the ojher work centres; thls
facilitates the application of an appropriate policy (e.g. application of different
route, work pattern options) thatis required to resolve the particular bottleneck

work centre problem ;

to determine the dynamic capacity at each work centre, thus the resulting due -
date would therefore be based on the current status of manufacturing

resources ; this enhances the prospect of establishing an accurate and realistic

due date and MPS ;

to undertake automatic evaluation of labour/operator constrains and resolve

problems associated with operator assignment at a given work centre ;

to provide effective database management system so that the control model can
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be supported by a simple, small an

local to the individual functional module and ba:

Bills-Of-Material (BOM) structure; this p.érmiéts:*?eas;

accessing and retrieval and hence improves the data accuracy and ‘i’me;gmy;; .

all functional modules within the system can therefore be driven with accurate

and realistic data, and

the control rules which govern the operation of the control model are designed
to reflect the needs of individual module, hence providing greater flexibility in
the modification and implementation of local policies and control functions to
suit local needs; in reality this enhances the prospect of establishing a greater

degree of accountability both at the individual module and cell level.

8.3.2 General Specifications for the Database

The database is one of the key elements'fofff'tﬁé:‘éellu’larf5rﬁ£{hu~faetu‘ring' control

model because it provides the essential data required to drive the entire manufacturing

system and its role is therefore significant in the development and implementation of the

cell control model. The major factors that need to be considered in the design of the

database include:-

the size of the actual database ;-
the organisation of the data elements, and

the methods used in manipulating the database etc.

In addition, the database must be able to provide the following functions :-

add data to the database ;
delete data from the database, and

retrieve and output data from the database etc.
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that these can be analysed and processed rapidly and accurét{ely;- Tt

prospect of providing rapid response to changes in the status of manufact g

and decision making. Similarly , the standardisation of the input and output data formats
enables effective retrieval and storage of data. As a result, it improvcs, the
communication between functional modules by providing better interactions between

them.

The database is also designed to provide logical interaction with the main module
so that execution of control functions can be undertaken in the most desirable sequence.:
This enables the manufacturing resource status or shopfloor scenario to be readily
available to the scheduler and hence improve the opportunity of undertaking critical
control functions, namely, the invalidation of previously established schedule or

generation of new schedules.

As part of a broader manufacturing control objective, the database is designed to
provide good logical interaction with the rule base , which is an independent entity of the
knowledge base. This is designed to facilitate the application of relevant control rules to
resolve the arising control problems and hence provides smooth handling of co__nflict’
resolutions. This improves the prospect of attaining an accurate and realistic control

solutions for all the likely problem scenarios, either on a retrieval or generative mode.

8.3.3 General Specifications for the Rule Base

The main reason forusing a rule based control technique is due to its ability to
permit control and scheduling functions to. be represented by a set of event driven
activities which cooperate to solve the complex; ill-structured problem of cellular
manufacturing control. - In addition, it is also suitable for scheduling purposes because

this is one of the manufacturing functions which require a great deal of reasoning
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capabilities and expert knowledge.

Furthermore, a number of other factors were also con_sidered;i ‘_ thed
control rules, namely, the rules were developed to prov-idei{hc best possible logicaf‘lk sftcps‘ k
or procedures of executing a goal so that precise execution of each control function in
response to an input data can be easily accommodated. In addition, these rules are also
designed to reflect the needs of individual module and hence this facilitates the
modification of these rules to suit local requirements. In essence, this provides greater
flexibility in the design and implementation of local policies and to strengthen the
implementation of modular concept which is a critical design feature of the application

program.
8.4 A Detail Overview of Database System

The implementation of the application program'K(CQ:(:{MaCsf;)iirg’cmimS,the preparation
of essential input data files. Examples of key input files:us'ed in the application program

are as follows :-

[i] Work Order File

The work order file contains static data on the specific work order, namely :-
- work order number ;

- part name;

- part number;

- quantity ordered; e |

ordered date (i.e. the date on which the customer placed an order );

issued date(i.e. the date on which the items were issued to-the shopfloor),and

required due date (i.e the customer specified due date).
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[ii] Route File

The route file contains static data on the alternative process routes that may be used
by each part number and these are specified in a standard format of one record per
operation. The route file contains the following key information :-

- route number ;

part number ;

identification number ;

sequence number ;

operation code ;

work centre number ;

set-up time , and

operation time.

[iii] Work Pattern File

The work pattern file contains static data on alternative patterns and it incorporates
information related to working days and hours (shifts). Each record in‘the file contains

the following information :-

- work pattern number arranged in ascending order ;
- working day (e.g. Monday, Tuesday, etc.), Andie v

- working hours (e.g. 8,9, 10,11, 12 hours). ~—

[iv] Master Production Schedule File

The Master Production Schedule (MPS) file contains static data on specific work

orders, namely :-

- work order number ;-
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customer's name ;
- part number ;

- required due date ;
- ordered date, and

- Quantity ordered.

[v]l] Operator File

The operator file contains static data on the operator requirement, namely :-
- work centre number ;
- work pattern number , and

- number of operators allocated to the work centre.

8.5 A Detail Overview of the Rule-Base

Among the various knowledge representation methods, the rule-based concept is
one of the most commonly used techniques in the field of manﬁfacturing' systems for
reasons explained above. In the context of cellular manufacturing control, the rule base
technique contains a set of rules local to individual program module which is designed to
emulate the logical sequence applied in solving a particular problem scenario: It uses
static and dynamic data to provide an appropriate solution to a particular problem. The
relevant rules are invoked by 'forward chaining' technique in which the occurrence of an-
event, arising as a result of changes in the status of manufacturing resources (e.g.
machine breakdown) or new incoming enquiries, triggers a search of relevant subset of

the rule base (which is defined by the nature of event) to gather those rules whose

conditional parts are satisfied.

The rules used in the application program are classified according to individual -

function. Examples of rules; paraphrased in structured English are described below :-

131




[i] Order Priority Sorting Rule

This rule serves to establish a priority to each and every work O_Edér (part)that is
fed into the work order sorting module. The criteria used in the jo.bf ordering 61‘
prioritisation process is based on slack technique (discussed in Chapter 7) where thé job
with the most negative slack is given the first priority in the forward scheduling process.
On the other hand, the criteria used for selecting jobs in the backward schedulin g process
is based on the earliest due date, which implies that the job with the earliest due date is

scheduled first, unless it is specified otherwise.

Example of job priority sorting rule is presented below:-
Rule<name>
IF the slack (lateness) of part A100 is X,

and the slack of A100 is greater than the slack of part A200,

and the slack of A100 is greater than the slack of part A300,
THEN set first priority to part A100. :

[ii] Route Sorting Rule

The route sorting rule is designed to provide a variety route options which are
used to achieve the required due date target as specified by the MPS. The implementation
of different route options are specifically designed for resolving the capacity constraints
at the bottleneck work centre. In circumstances, where all the route options have been
attempted to achieve the required due date but still undble to achieve the targeted due

date, then a new work pattern option is selected and the whole process is repeated.

Example of route selection rule:-

Rule<name>

IF the existing route number is X,
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and the existing route number (X) is less than tk maximur
and the existing work pattern number(W) is less than the maxin
number (K), -

and the actual due date of part A100 is greater than its required due date,

THEN select the next route number option,
[iii] Work Pattern Sorting Rule

The work pattern sorting rule increments the work pattern from an initial number
of one to a maximum of ten. This incorporates a wide range of shift and working day
options. The process of incrementing the work pattern is carried out in an incremental
and systematically controlled manner. The implementation of different work patterns are
designed to resolve capacity problems at the bottleneck work centre. In situations, where

all the route and work pattern options have been attempted but still unable to achieve the

required due date, then the latter is set equal to the ac due date. The completion date

(due date) is normally apparent at the end of the fzdrvivafdlééhéduling process.

Example of work pattern selection rule:-

Rule<name>

IF the route number option is at its maximum,
and the work pattern number is less than the maximum number of work patterns,
and the actual due date is greater than required due ’déte.,

THEN select the next work pattern number.

[iv] Operator Assignment Rule

The operator assignment rule is designed to assign operators to individual work

centre so that a practical production schedule can be achieved. There are two distinct

techniques (options) of operator assignment used in the application program, namely :-
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[a] ~ Total available against required mant
meet the required manhours target provides an

equivalent number of manhours from other manufacturing cells.

[b]  Total available against required operators technique - in this option, the failure to
meet the required number of operators provides an option to recruit an equivalent
number of operators from other manufacturing cells. The merits and demerits of

these techniques are explained in Chapter 9.
Example of operator assignment and sorting rule, based on method 1:-
Rule<name>

IF the total available manhours are X,

and the total required manhours are Z,

and the total available manhours (X) are less than total required manhours (2),

THEN net manhours requirement (W) is equal to ernus Z.

Rule<name>
IF the net manhours requirement are W,

and net manhours requirement (W) are less than zero,

and new net manhours requirement (Wn{cw)sz(—wl),
THEN recruit Wnew amount of manhours frprp /,otrh;er g¢11.: N

Example of operator assignment rule, based on method 2:-

Rule<name>
IF the total number of available operators are X,
and the total number of required operators are Z,

and the total number of available operators (X) is _less than total number of
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required operators (Z),

THEN net operator requirement (W) is equal to X minus Z.

Rule<name>

IF the net operator requirement is W,
and net operator requirement (W) is less than zero,
and new operator requirement (Wnew)=W#*(-1),

THEN recruit (import) Wnew number of operators from other cell.
[v] Due Date Comparison Rule

The due date comparison rule compares the actual against required due date, at the
end of each cycle (run) and this is perfo£med in conjunction with a number of route and
work pattern options used to resolve capacity problems at the bottleneck work centre.
These options are designed to relieve the overload situation at the problematic work
centre and this process therefore incorporates a number of iterations involving various

combinations of above parameters.

Example of due date comparison rule:-

Rulel<name>

IF the actual due date of part A100 is greater than its required due date,
and the route number is less than the maximum available route option,
and the work pattern number is less than the maximum available work pattern
option,

THEN select and apply the next route option on the bottleneck work centre and repeat the

process.

Rule2<name>

IF the actual due date of part A100 is greater than its required due date,
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and the route number is greater than the maximu
and the work pattern number is less than the maximum' WOrk
THEN select the next work pattern option at the bottleneck work. centre, rein

and repeat the process.
[vi] MPS Modification Rule

The MPS modification rule is designed to modify the due date and MPS when all
the route, work pattern and other options have been attempted but failed to achieve the
required due date specified by the MPS. Under such circumstances, the required due

date is made equal to actual due date.
Example of due date or MPS modification rule:-

Rulel<name>

IF the work pattern number is greater than the maximum available work pattern options,
and the route number is greater than the maximum available route options;
and the actual due date is greater than required due date,

THEN set the new (required) due date equals actual due date.

Rule2<name>
IF the work pattern number is less than X,
and the route number is less than Z,
and the actual due date is less than required due date,

THEN make the new due date equals the required due date.

[vii] Work Centre Breakdown Sorting Rule

This rule specifies the nature of the breakdown which includes the relevant work
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centre number, time of breakdown, etc. Under suc] circu

affected work centre is frozen automatically over the breakdOWn‘{pe( _
invalidates the previously established production schedule. The bmakdOer of éé work
centre also triggers a chain reaction which eventually leads to rescheduling of all the :

relevant program modules (as discussed in the later part of this chapter).

Example of machine breakdown sorting rule:-
Rule<name>
IF a machine or work centre breakdown is detected,
and the work centre number is WCz,
and the day or time of breakdown is Td,
THEN terminate all scheduling activities and freeze capacity of the affected work centre

over the breakdown period.
[viii]Bottleneck Sorting Rule

This rule serves to identify the bottleneck work centre and its capacity status at the
end of each cycle (run). The capacity constrains at the bottleneck work centre is resolved
by applying a number of route and work pattern options: The identification off“’the;';}f
bottleneck work centre involves a number of calculations, that is, netting off the total
available from total required capacity over the scheduling horizon. The work centre with

the least capacity represents the potential bottleneck work centre.
Example of bottleneck sorting rule:-

Rule<name>

IF the total available capacity of work centre WC1 over the scheduling horizon (S)is X,

and the total capacity requirement at WC1 over the scheduling horizon (S)isZ, =

and the net (free) capacity at WC1 over the scheduling horizon is J (i.e.J=X-2),
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and the net (free) capacity at WCI is
work centres,

THEN WC1 is the potential bottleneck work centre.

8.6 Operational Aspect of the Control Methodology [Aspect of
Application Program]

The prospect of implementing a dynamic manufacturing control system depends
very much on the ability of each and every module to provide cohesive and coherent
control functions. In this context, each module is designed to perform a specific
function which is unique in its own right but it also interacts with other modules in oruer
to achieve the main or global objective. A schematic view of the cellular manufacturing
control methodology is illustrated in Figure 14A. The operational logic of the cellular

manufacturing control application program is described below.

The first program module in the hierarchy of the control program modules is
represented by the Master Production Schedule (mps.pro) and it is driven by incomiu‘g
orders originating from the assembly or other manufacturing cell. Tt maintains a list of
customer orders which describes the details of the particular order and this includes the
customer specified due date. The programiis designed to undertake dual rele,’namely, to

maintain a list of existing orders in its original form and a versxon of the same orders in

the new or modified form. Its main function i 1s to prov1de automatic modification of

MPS based on the current status of manufacturmg resource [his is last ;taski which the

cell control model performs and hence itis normally executed to ards the end of all the

relevant program modules. The dec131on to modlfy/the MPS i Amade when' the actual
due date is greater than the required, despite havingf 'attémpted ‘all the route and work
pattern options. In such circumstances, the actual due date reflected by the scheduler,

which is evident at the end of the program (complete run) becomes the legitiméite_ g_l_ue'

date.
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As discussed in Chapter 7, the MRP II mechanism u
incorporate a built-in Rough Cut Capacity Planning (RCCP) ;pr@g
automated DMRP concept permits a full MRP calculation to be performed quickly
hence there is no need for such a mechanism. In addition, the cell control ﬁlethodology
is based on finite scheduling and current status of manufacturing resources. It is

therefore capable of generating accurate and realistic production schedule and due date.

The Material Requirements Planning (MRP) program module is suppose to-be the
second key module in the hierarchy of control program modules. Its main input is
derived from the MPS output and its main function is to undertake requirements planning
by utilising local Bills-Of-Material (BOM), inventory and standard manufacturing lead
time of parts, etc. It generates three main output files, namely, purchase orders for
parts, local work orders which is used for authorising local manufacture of parts and
orders for parts that are sub-contracted to other manufacturing cells. However; the MRP
system was not incorporated in the cell control model and the incoming work orders
referred to in this chapter/thesis, therefore represent simulated outputs from an MRP
system. The main reason for not including an MRP program module is attributed to the
fact that the main objective of the cell control model (experiment) is to demonstrate that
the MPS generator and the automatic feedback systems function as it was originally
intended. So the role of the MRP mechanism in the illustration of the above concept‘ié_

not critical.

In the next hierarchical level is the finite scheduling (CRP) module which
encompasses a number of sub-programs which are invoked in the order determined by
the supervisory program and the current cell status. One of the sub-programs is the
work order generation program (wo.pro) and its main function is to generate (simulated)
work orders that are suppose to have been provided by the MRP program. The actual
work orders used in the control model are specified by the user or programmer via the

user interface, which facilitates the addition of new work orders. The work load
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simulated work order mentioned above. Using the route file_\,', it gene
capacity requirements of parts at different work centres. The capacity requirement file
is then used to drive the backward scheduling prog‘fani (back.pro), which is the ncx‘f
sub-program within the finite scheduling module. Its main function is to backward
schedule all jobs from the required due date, startingr wipb/;t/he last operation first and
followed by the subsequent operations. The criteria used tb §elect the order of jobs to be
processed 1s based on the earliest due date rule (illustrated in chapter 7). An overview of

the cell scheduling mechanism is illustrated in Figure 14B,

The backward scheduling program (back.pro) generates the actual start and finish
time (date) for each part at each work centre starting from the specified due' date and
loads the processing time requirements against each work centre by proceeding
backward in time. If the relevant work centre is not available on the speciﬁed due date,
then the program scans the work centre load profile ﬁle anc /allocates the JOb 0. the
relevant work centre on the next available date. The backward scheduhng process is
undertaken against the background of existing w,ork/ Ccntrc load profile. In reality, it
provides an indication of the true status of each job, that is, whether it is ahead, behind

or on schedule.

Jobs which can be produced on-time or early are segregated fro;b the list Qf
backward scheduled jobs by the on-time job sorting subipmgramk(early.pro) w’hich, is
embedded in the finite scheduling module. It generates an outpqt file which contains the
relevant information on those jobs that can be produced on tlme or early These JObS are
not considered in the forward scheduling process but the work centres Wthh process
these parts are frozen for a period equivalent to the processmg time requlred by each part
at each work centre, so that none of the other (late) jobs can utilise them. The rema;mgg

are the late jobs and these are processed by the priority sorting program.
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- * CAPACITY REQUIREMENT
NEW ORDERS [newwo.pro]
I-_p [wofworkmod.pro]

BACKWARD
SCHEDULING
[back.pro]

* capacity
requirement
file

ON-TIME JOB SORTING [early.pro

]
PRIORITY SORTING [primod.pro] :—I
I:DFORWARD SCHEDULING [newfin.pro]

DUE DATE COMPARISON
[ddcom/dued.pro]

NOT O.K

L—>| BOTTLENECK SORT [botneck pro] |
OPERATOR SORTING foperv1/2pro]

SELECTION OF

NEXT ROUTE OPTION
route regulation/comparison

- INCREMENTATION |
- OF WORK PATTERN
- WP fégﬁlation/cdmparison

e

FIGURE 14B DETAIL OVERVIEW OF THE CELL SCHEDULING MECHANISM

As shown in Figure 14B, the main input to the priority sorting program
(primod.pro) originates from the backward scheduling module. Its main function is to-k
determine the priority of each job, based on the techmque described in Chapter 7 and thlS
excludes all the on-time/early jobs discarded earlier. The job with the most negatlve
slack is given the first priority in the forward scheduling process, followed by the job
with the next most negative slack and so on. This program generates an output file that
specifies the priority (job loading sequence) of each job and the actual start date These_j
parameters are determined against the background of the existing work centre load :
profile and based on the current status of manufacturing resources and therefore the

resulting due date is potentially accurate and realistic.
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The forward scheduling program (n ‘
technique and it is driven by output file generated by the pmonty S0
and this excludes all on-time/early jobs. This program provides one of the mestcn ical
control functions, that is, forward scheduling of jobs designed to generate a pr_;lctica‘l-
completion or due date and production schedule. The technique used, is based on
accumulating the processing time against each work centre. To determine the actual
completion date (due date) of a part, the program uses the prioritised jobs to undertake

scheduling against the background of current work centre load profile.

The jobs scheduled by the above program module are considered late and thus, the
effective start date of each job commences on the current (i.e. "today") date but in some
cases this may not be possible to achieve because the relevant work centre may not be
available on that date. So the program scans through the work centre load profile file
and allocates the job to the relevant work centre on the next available date. In effect, this
program determines the practical start and finish dates/time for each and every job at the
relevant work centres. In addition, it also provides the actual completion date of each
job, which represents the legitimate due date. Generally, it is triggered by "top level”
inputs arising from incoming work orders and "bottom level” inputs resulting from

changes in the status of manufacturing resources.

The outputs from the forward scheduling program module drives the initial due
date comparison program (ddcom.pro). This program does the initial comparison of the
required against the actual due date. Its main function is to segregate those jobs that can
be produced on time or early, as a result of the changes in the route or work pattern
options. If the actual due date is greater than the required due date, then this information
is stored in a file allocated for late jobs, otherwise it'is maintained in a file meant for

on-time/early jobs which are segregated from other jobs deemed late.

The input to the due date comparison and option manipulation program (dued.pro)
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!

due date comparison ;

- route comparison ;
- route regulation ;
- work pattern comparison, and

- work pattern regulation.

The key decisions taken at this stage depend on the status of various operational

parameters, namely :-

- If the actual due date is greater than the required date but there are still
remaining route options to be applied on the bottleneck work centre to resolve

existing capacity constrains, then the next route option is selected.

- If the actual due date is greater than the required date and all the route options
have been attempted, but there are still remaining work pattern options, then the
next option is selected - and applied at the relevant bottleneck work centre to
resolve the existing capacity constrains. In effect, the work pattern incrementation \
is undertaken when two conditions are met, namely, the actual due date is
greater than the required date and all the available route options have already

been attempted.

- If the actual due date is less than the required date, then that job is ahead of
schedule and it is therefore removed from the pool of jobs to be forward
scheduled. Such a situation could occur as a result of using different route and

work pattern options to resolve bottleneck work centre.
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free capacity or greatest overload) and to resolve the capacity problems at the affecte:

work centre using different route and work pattern options discussed in Chapter 7.

The operator sorting program module (shown in Figure 14B) is an auxiliary
program which is specifically designed to assign and resolve operator constrains at the
bottleneck work centre. The operator assignments adopted in the control model are
based on manhours (opervl.pro) and operator (operv2.pro) techniques. The first
program (operv1.pro) is based on the manhours technique and it uses the total required
against total available manhours to determine the free manhours status . If the required
manhours are greater than what is available, then an equivalent number of manhours,
based on the difference between the required and available manhours are imported from

other cells.

The second program (operv2.pro) is based on the actual number of available
operators and therefore it uses the total number of required operators against total
number of available operators to generate a practical production schedule. If the total
number of operators required are greater than what is available, then an equivalent
number of operators based on the difference between what is required and available are

imported from other cells.

The merits and demerits of these techniques are influenced by-a number of factors,
for example, the first technique (operv1.pro) is relatively complex but it is a flexible and
realistic technique. Its application can be easily justified and hence, it is commonly used
in most manufacturing industries. The second technique (operv2.pro) is based on a
rather crude and relatively rigid method. It is simple to use but difficult to justify and
therefore not very commonly used. The problem of operator constrains (i.e. operator

shortages) at the bottleneck work centre is resolved by importing an equivalent number
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of manhours or operators from other manufacturir

Apart from the normal cell operations, the cellular manufactuﬁn:g. control model
also designed to cope with new incoming work orders (newwo.pro) and changes in the
status of manufacturing resources (e.g. workstation br’cgl;dpwn). For ekample, when a
new incoming work order (newwo.pro) is detected( ;sl shbwn in Figure 14B), the cell
control mechanism terminates the current activities (automatically) and invalidates the
previously established production schedule. The scheduling process is started all over

again, commencing with the work order generation program module (wo.pro).

As illustrated in Figure 14C, when a change in the status of manufacturing
resources, namely, work centre breakdown (break.pro) is detected, the cell control
mechanism terminates the existing production schedule ; freezes the capacity (work load
profile) of affected work centre over the breakdown period using a work centre
configuration program (newfig.pro) and then proceeds w1th rescheduling and the

subsequent operations as described above.

A supervisory program (start.pro) governs the execution of the cell control

programs. It controls the overall execution of the main and sub-program modules "bas'edf
on the current status of manufacturing resources. For example, if all the route and work
pattern options have been attempted and the actual due date is still greater than the
required due date, then depending on the cell status, this triggers the MPS modification
program module. This is represented by the automatic due date modifier in Figure 14A

and it is effectively a sub-program built in the MPS program module.

The process of MPS modification involves a number of iterations, involving
various route and work pattern options. As illustrated in Figure 14 A, the route cycle
(option) represents the inner loop; the work pattern constitutes the middle or intermediate

loop and the MPS modification process forms the outer loop. The MPS modification
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program is triggered when the inner and intermediate loops |

targeted due date.

RESCHEDULING
OF JOBS, ETC
[newfin.pro}

FREEZING CAPACITY OF
AFFECTED WORKSTATION
[newfig.pro}

DUE DATE
COMPARISON, ETC
[ddcom/dued.pro}

TERMINATE

SCHEDULING
[newfig.pro}
WORKCENTRE [WORKSTATION]
‘ BREAKDOWN
[break.pro]
. : /

FIGURE 14C THE IMPACT OF CHANGES IN THE STATUS OF MNFG. 'RESO,URCES

8.7 Program Output Results

The key input and output files related to the cellular manufacturing control model
are illustrated in Appendices A and B respectively. These files are presented in
numerical form, and are communicated to the user via the Visual Display Unit (VDU) or
terminal. Although Turbo Prolog provides good graphical facilities, it was not fully
utilised in the relevant application program, because it was not particularly important in

the demonstration of the concept postulated in this thesis.
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8.8 Concluding Remarks

A review of above discussions illustrate that the operatlon f
methodology is critically dependent on how thc corc /éontroi aIg‘or‘i'tlllﬂr‘h ié programmed,
because every logical step in the application program determines how a particular task is
to be executed. In addition, it also highlights the implications of knowledge based
concept from a programming aspect. This enriches the application program designed to
provide key control functions and enhances the cell control mechanism, changing it from
operator to computer controlled but still maintaining the operator's decision making
ability within the system and hence provides flexibility in the manipulation of core

control algorithm.

The application program discussed so far, demonstrates the operational logic of
the core control algorithm which governs the overall operation of ‘the control model.
However, in addition to the illustration of thcisystcm/’lbgic,/f’tﬁéré 1S aléé a}néed{ ‘fb
evaluate the performance of the model under different ihzfﬁufaétd}ihg conditions and

therefore this warrants further testing and evaluation of the cell control model.
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CHAPTER 9

Testing and Evaluation of the New Manufacturi:hg‘ Control

Model
9.1 Model Testing Objectives

As discussed in Chapter 1, the ultimate aim of the control system development is
the automation of key operational aspects of the manufacturing control system. This
would eliminate all major forms of human intervention in the management of such a
system, in particular, in response to changes in the status of manufacturing environment
or key inputs into the manufacturing system. In this context, changes in the status of
manufacturing environment arise from disturbances on the shop floor (i.e. machine
breakdown) whereas major inputs are derived from customer orders or enquiries. The
ability to replan all its activities enables the system to deal with the dynamics of the

manufacturing environment.

The evaluation of underlying principles of the control methodology cntails testing
of the model. Ideally to exhaustively test the concept postulated in this thesis, it would
require an automated version of the DMRP system, preferably running in a sin}u,lated or
real factory environment. This would facilitate the configuration of different shop floor

scenarios and allow a very broad range of policy testing to be completed.

However, the most important aim of testing the model is to verify the key features
of the control methodology, that is, automatic evaluation of capacity and due date
constraints in response to changes in the status of manufacturing resources and incoming
orders or enquiries. This can be achieved by concentrating on the MPS-MRP-CRP c;ycle

which is simpler compared with the full DMRP tests mentioned above.
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The DMRP mechanism (i.e. verificatio
a simulated factory environment [Barekat, M 1989]. However, tt
a manual control technique and therefore, the 6‘\/‘8111?8.&0135*Qf‘;‘ic:“a"pfa@i
constraints and the modification of these parameters were undertaken by "a'humé;n
scheduler. ~ Whereas, the testing of the model implied here is focussed on the core
control algorithm within the cell. The test is therefore intended to illustrate the core
control functions discussed above. In essence, the relevant tests should demonstrate the

following :-

- The proposed control algorithm performs all the major functions originally

intended, namely :-

- provide automatic replanning in response to changes in the status of
manufacturing resources, arising from top and bottom level inputs’;

- provide automatic low level scheduling and high level planning ;

- provide automation of MPS ;

- provide dynamic load pegging and better traceability between
downstream activities and high level plan'; and

- provide automatic resolution of capacity and labour constraints.

- The complete system would work successfully in automating the control
loops discussed above. In this context, it is expected that the status of
downstream activities (i.e. shopfloor to scheduler ) can be cascaded

upwards to the high level plan (i.e. MPS).
- The performance of the algorithm used in the prototype system is

satisfactory and reasonable. Performance is referred to its ability to produce

a reasonable due date or MPS as compared with other heuristic algorithms.
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The first two objectives d‘iv,sv\cus,séd, above are
programme which involves: the development of a testbed in ‘
program. This is used to conduct the testing and evaluation of the core control sy k‘
methodology under different shopfloor scenarios: It is also used to emulate the key
control functions of the control model in a DMRP environment. An extensive
discussion of this aspect is presented in section 9.2. The last objective led to the need
for a comparative study of the scheduling algorithm performance and this is described in

great detail in section 9.4.
9.2 Experimental Programme

As part of the evaluation process, a comprehensive experimental programme needs
to be formulated that would facilitate the relevant tests to be carried out in the most
practical and realistic sequence. What is required is a set of guidelines which prescribe
the basic test procedures necessary to undertake a comprehensive evaluation of the
control model.

Briefly, the relevant tests were carried with two different sets of data, namely :-

- the first test involves a relatively large number of MPS data but smaller

number of work patterns [refer to Appendix A, Table 1(i)], and

- the second test involves relatively smaller number of MPS data but large

number of work patterns [refer to Appendix B, Table 2(i)]
9.2.1 Basic Preparatory Procedures

The convention used in the representation of relevant dates in this

experiment/thesis is illustrated in Figure 15. The first digit from extreme right represents
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(3) = DAY OF THE MONTH

[i] Example 1
DATE =30127

30 12 7
| I 1 I 1 j

L @ = YEAR 1987

@ = MONTH OF DECEMBER

(® = 30 TH OF DECEMBER

(ii] Example 2
DATE = 1038

1 03 8
i 11 Il I ees, T
I @ = YEAR 1988

@ = MONTH OF MARCH

() - 1sTOFMARCH

[iii] Example 3
DATE = 10039

10 03 9
i il I 1 |

[ @ = YEAR 1989

@ = MONTH OF MARCH

@ =10 TH OF MARCH

FIGURE 15 REPRESENTATION OF DATE
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the year, the next two digits indicate month of the year, and la
month. For example, the date 30127, represents 30th of December, 198

date 1038 can be read as 1st of March, 1988.

The experimental process entails that prior to commencement of each test run, all
the relevant input files are initialised and presented in the correct format so that all the
functional modules can be driven more effectively. The key data files used in the testing

of the prototype model are illustrated below :-
[i] Master Production Schedule

The MPS records vary according to the number of incoming customer orders. The
relevant experiment was set up to incorporate a number of multiple work orders; the first
test includes ten different MPS records and work orders whereas the second test was set
up to accommodate four different MPS data and work orders. The first test represents a
more vigourous analysis and evaluation of the cellular manufacturing control

methodology.

The MPS file contains all the relevant information on incoming customer orders
and in the relevant experiment , it has been classified under two main categories, namely,
the original and updated MPS files. The main difference between these files is that the
former is based on the due date specified by the customer whereas the latter represents
the actual completion date based on the current status of manufacturing resources and it
represents the practical and legitimate due date that can be achieved under the current

circumstances.
The original MPS files used in Test Run 1 and 2 are illustrated in Appendix A

[Table 1(i)] and Appendix B[Table 2(i)] respectively. Similarly, the updated MPS

representing Test Run 1 and 2 are shown in Appendix A [Table 1(vii)] and Appendix
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B[Table 2(iv)].

The number of MPS data used in the experiment has noe major mﬂu cec
operational logic of the control methodology and therefore, this does not entail the use of
large sets of data in the testing and evaluation of the model. As with other parameters
(factors), a more extensive MPS would only serve to increase the program execution

time.

[ii] Original Work Orders

A built-in user interface program allows dialog between the user and the system
and permits the user to edit work orders and run the model in single or multiple work
order modes. A single work order is a lot faster to process because it involves less data.
The multiple work orders data file is very similar or identical in data structure to the
above file with the exception that it contains more work orders. However, the actual
experiment was carried out under multiple work order (and automatic) mode. The
relevant work orders files are shown in Appendix A [Table 1(ii)] and Appendix B[Table

2 (ii)] respectively.

[iii] Work Centres

The work centres represent the various processing centres that undertake the actual
manufacture of parts within the cell. A total of five different work centres, each
representing five work stations were used in the experiment. The relevantinformation
on each work centre used in the cell is stored in a static data file. This can be configured
in editing mode and loaded into the memory whenever the need arises. ‘The work centre

file used in the cell is highlighted in Appendix A [Table 1(iii)].
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[iv]l Part Process Routes

The route file specifies the path through which a part starts and finishes :
operations before leaving the system. It provides essential information required to
process a component, namely, set-up and operation times and other related data required

to support the manufacture of a component.

A total of three different routes, representing a diverse range of sequences were
used in the experiment. The decision to use only three routes is to minimise the
complexity of the experiment, that is, to minimise the number of iterations, since large
route options imply more iterations and hence longer execution time. Furthermore, the
number of routes used are adequate to test the relevant part of the system logic although

the number of options could be increased if that is deemed necessary.

The three route files used in the verification of the control methodology are
illustrated in Appendix A [Table 1(iv)] and Appendix B [Table 2 (iii)]. These are static
data files which are entered and maintained in the local database and loaded into the
memory prior to commencement of the test run. The configuration of the route data can
be undertaken off-line using the built-in editor incorporated in Turbo Prolog

programming language.
[vl] Work Patterns

The work patterns reflect the working days and hours, ranging from a standard
eight hours (single shift) to a maximum of twenty four hours (three. shifts). It
incorporates a variety of overtime patterns and working days ranging from a minimum of
five to a maximum of seven days. In reality, the work patterns are analogous to the

shift systems used in most manufacturing industries.
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A total of ten different work p,afclferhs:«“ Wi
manufacturing control model. These are arranged in ascend_ing orde
static database file which can be accessed by the user or programmer and configuredin
the editing mode. The number of work patterns used are adequate to test the operational
logic of the control model. The relevant work pattern data which applies to both tests in

the experiment is shown in Appendix A [Table' 1V)].
[vi] Operator Assignment

This file provides key information on the assignment of operators to a work centre
corresponding to a particular work pattern. The actual number of operators allocated
vary in accordance witﬁ the work pattern number and work centres. This information is
used in the assignment of operators to various work centres, as discussed in Chapter 8.
The relevant operator assignment data which applies to both tests is illustrated in

Appendix A [Table 1(vi)].
[vii] Work Centre Load Profile 5%

This represents the load profile at each work centre over the scheduling horizon
and it was set up for a period of twenty weeks. This is a practical scheduling horizon for
a typical cell system. However, if deemed necessary, the work centre load profile can be
configured to include much longer scheduling horizon but this could result in-a much

larger database and a lengthy scheduling process.

The work centre load profile file is used to represent different work load scenarios
at the various work centres. It offers the user or programmer greater flexibility in setting
different work centre load profile and bottleneck scenarios which are essential to test the.
performance of the cellular manufacturing control model. Itis a static file but once it'is

loaded into the memory during program execution, it can be considered as a dynamic file
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and it's status change from one run to the othe
[viii]Planning Calender -

The planning calender is used primarily for configuring the working and non
working days and to incorporate the initial work pattern for every work centre prior to
commencement of the test run. It was set up for a planning horizon of twenty weeks
with the prospect of extending it to a much longer scheduling horizon. However, the
scheduling period referred above is adequate to test the performance of the cellular
manufacturing control model. This does not pose serious problems on the utilisation of
(RAM) memory and data storage. The calender is also used in the configuration of work

centre load profile file, corresponding to a particular work pattern.
[ix] Work Centre Breakdown

The occurrence of work centre break down is a common phenomenon in any
manufacturing environment and it's incorporation in the experiment is important in the
evaluation of the control model. The actual experiment was designed to include é
relatively small number of work centre break downs, partly to- minimise the total run time
required to test the model. Broadly defining the ultimate objective of the experiment is
to test and verify the basic control algorithm and therefore the frequency: of work centre

breakdown is not particularly critical in this context.

The relevant information on work centre break down, namely, the work centre
number and the day or time of occurrence of such an event is maintained in a static file
which is triggered when the date and work centre prescribed in the work centre load
profile file matches with those specified in the relevant break down file. It is stored in

the database and loaded into the memory prior to program execution.
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[x] New Incoming Work Orders

The injection of new incoming work orders are attributed to the arrival of ne
incoming customer orders which trigger the Material Requirements Planning (MRP)
mechanism. Since the model was developed without an MRP system (discussed in
Chapter 8), it is assumed that the work orders used in the experiment represent a
simulated output of an MRP system. The experiment was set up to accommodate a
small number of incoming work orders. Since the ultimate objective of the exercise is to

test the logic of the control algorithm this does not warrant the use of large test data.

The information on incoming work orders are maintained in a file which specifies
the part number, name, required quantity, due date and other related information. The
format of this file is very similar to that of the original work order. It is invoked when
the date in the scheduling horizon matches with that specified in the new incoming work

order file.
9.2.2 Descriptions of Case Study

The actual experiment was designed to incorporate a wide range of operational
scenarios, namely, multiple and new incoming work orders, work centre breakdown,
operator shortages etc. The reason for incorporating these test conditions is to generate
different shopfloor scenarios that would reflect the events which are predominant in a
typical manufacturing environment and to highlight the practicality of the relevant tests

and their implications on the cell control model.
9.3 Experimental Findings

The results of the experiment, discussed in the subsequent section can be

classified under two main categories, namely :-
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section 9.3.1), and

- the run time required by individual module and the whole model ‘

the actual output of key module

(see section 9.3.2)

9.3.1 Main OQutput Results

9.3.1.1 Output Results of Test Run 1

All the key input and output files associated with Test Run 1 are illustrated in

Appendix A [Table 1]. The first part of Table 1 indicates the key input files, whereas the

subsequent part consists of key output files. All the files are accompanied by a brief

explanatory note, which applies to both Test Run 1 and 2 respectively and this provides

a brief description of various operational parameters used in the input and output files.

The tables depicting relevant output files are listed below ;=

Table 1 (vii)
Table 1 (viii)
Table 1 (ix)
Table 1 (x)
Table 1 (xi)
Table 1 (xii)
Table 1 (xiii)
Table 1 (xiv)
Table 1 (xv)
Table 1 (xvi)
Table 1 (xvii)

Table 1 (xviii)

Updated Master Production Schedule (MPS)
Capacity Requirements Data

Job Loading Sequence Report

Detail Capacity Requirements Report
Manhours Status Report [First Technique)
Manhours Shortage Report [First Technique]
Operator Status Report [Second Technique]
Operator Shortage Report [Second Technique]
Total Capacity Status Over Scheduling Horizon
Bottleneck Work Centre Report

Backward Scheduling Results

Forward Scheduling Results
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A summary of the MPS results based up

whereas an extensive discussion of the results is elaborated in sect
9.3.1.2 Output Results of Test Run 2

All the key input and output files associated with Test Run 2 is illustrated in
Appendix B [Table 2]. The first half of Table 2 are the main input files whereas the
others represent key output files. The explanatory notes (on various operational

parameters) used in Test Run 1 are also applicable to Test Run 2.

Table 2 (iv) - Updated Master Production Schedule (MPS)
Table 2 (v) - Capacity Requirements Data

Table 2 (vi) - Job Loading Sequence Report

Table 2 (vii) - Detail Capacity Requirements Report

Table 2 (viii) - Manhours Status Report [First Techniqu¢]
Table 2 (ix) - Manhours Shortage Report [First Technique]j
Table 2 (x) - Operator Status Report [Second Technique]
Table 2 (xi) - Operator Shortage Report [Second Technique]
Table 2 (xii) - Total Capacity Status Over Scheduling Horizon
Table 2 (xiii) - Bottleneck Work Centre Report

Table 2 (xiv) - Backward Scheduling Report

Table 2 (xv) - Forward Scheduling Report

A summary of the results of Test Run 2 is illustrated-in Table 4. An extensive

discussion of these results are covered in section 9.3.3.
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9.3.2 Supplementary Results Based on

The second category of results referred to above, is the run time of both indivi

and all the key program modules used in the cellular manufacturing control mbde_l. This

provides a measure of the processing time required to complete an order under various

shopfloor scenarios.
9.3.2.1 Run Time by Individual Module

The run time referred to in this exercise, is the approximate time required to
process a given set of work orders through different modules. This varies with the
number of input data, which includes all the supporting data required to drive the model.
In effect, the run time is determined by a number of other factors as described in the
subsequent discussion. A summary of run time by individual module related to Test

Run 1 is shown in Table 5.
9.3.2.2 Total Run Time

The total run time referred to in this experiment is the actual time required to

complete the test and it depends on a number of factors, namely -

- number of work orders ;

- number of routes ;

- number of work patterns ;

- input/output files display mode (e.g. on/off-line display of files), and
- types of hardware used (e.g. IBM AT/XT).
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M ODULE

WORK ORDER GENERATION

CAPACITY REQUREMENTS ‘ b 15
[WORK LOAD GENERATION]

BACKWARD SCHEDULING 20
ON-TIME JOB SORTING 25
PRIORITY SORTING 20
BOTTLENECK SORTING 20
OPERATOR SORTING 20
DUE DATE COMPARISON 30
NEW WORK ORDER SORTING 20
WORK PATTERN SORTING 30
WORK CENTRE LOAD PROFILE 20
CONFIGURATION :

FORWARD SCHEDULING ' 30
MASTER PRODUCTION SCHEDULING 30

TABLE 5 SUMMARY OF RUN TIME BY INDIVIDUAL MODULE

With reference to the operational logic diagram specified in Figure 14A (Chapter
8), the inner loop is represented by the three different routes whereas the outer loop
comprises the ten different work patterns. Each work pattern is processed thrdugh'thrée
different routes and thus a complete test may constitute a total of thirty di’f‘ferént lo,6ps,

that is, total number of work patterns (10) multiplied by total number of routes (3).
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The total run time in this experiment is also influ

output files during program execution.

The total run time to complete each test run is as shown below :-

il  Total Run Time of Test Run 1 = 20 minutes

[ii] Total run Time of Test Run 2 = 37 minutes

9.3.3 Discussions of Results Based on Test Run 1 and 2

The results of Test Run 1 and 2, confirm some of the critical and core aspects of
the control methodology discussed in this thesis. For example, a summary of Test Run
1 and 2, illustrated in Table 3 and 4 respectively, indicate marked difference between the
required and actual due dates and such a phenomenon is attributed to a number of

factors, namely :-

- the initial work centre load profile ;
- the quality of the scheduler, and

- the setup and operation time used in individual route option.

The results suggest that process route is one of the major contributing factors to
the presence of such a phenomenon and this is supported by the results shown in
Appendix A [Table 1 (viii)] where the total capacity requirements-of part A100 is 3800
minutes (i.e. summation of capacity requirements at individual work centre) is
significantly higher compared with other parts. This suggests that the process route
(e.g. operation time) has an influence on the work load profile and manufacturing lead
time (i.e. completion or due date) since some routes could result in more parts being
processed at a particular work centre than others, thus resulting in a bottleneck situation

and long throughput or flow time. A practical solution to the problem is to use alternate
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routes which could avoid the bottleneck work centre a
elsewhere but resulting in less total flow time through the syst
demonstrate the importance of alternate routes concept and the need to advoca

new manufacturing control methodology.

On the other hand, the work centre load profile is also a major contributing factor
that influences the final due date. Since the initial work centre load profile was setup to
reflect heavy utilisation of processing centres, this resulted in Jjobs being completed
behind schedule and this is reflected by the results shown in Appendix A [Table
1(xviii)]. For example, the start and end time/date of part A100 on WC 100 was 20038,
but the start and end time/date of the subsequent operation on WC500, was 3048 and
5048 respectively, that is, it amounts to a delay of 14 days between subsequent
operations. This is a clear manifestation of heavy utilisation of the particular work centre
over the above period of time and as a result, the job was completed late. In this context,
the control algorithm resolved the problem by using a combination of route and work
pattern options on the bottleneck work centre. Results shown in Appendix A [Table
1(xviii)] and Appendix B [Table 2(xv)] prove the effect or implications of work centre
load profile on completion or due date. As shown in the relevant table(s), the work
pattern reflected at the bottleneck work centre is higher than others and this confirms the

presence of heavy load profile (i.e. overloads) at the particular work centre.

Examination of the results shown in Tables 3 and 4 respectively, suggests that the
order in which the jobs are processed is influenced by the job loading sequence. For
example, in Test Run 1, Table 1(ix) confirms such a claim and the same argument can
also be extended to Test Run 2. For instance, according to the job loading sequence
results (Test Run 1), part A999 was loaded first and as expected, it was completed
earlier than other parts. On the other hand, part A100 was started last and it Was*
therefore completed later than all the others. The results demonstrate that the control

algorithm functions as it was intended, that is, it is capable of determining job loading
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sequence and process all the jobs in the same orde

The effects of bottleneck work centre and the need to resolve sﬁch-_ aproblemw S
elaborated in Chapters 6 and 7 respectively. The control model's ability to identify
transient and non transient bottleneck is manifested by the results indicated in Appendix
A [Table 1 (xvi) ] and Appendix B [Table 2(xiii)]. For example, in"Test Run 1, the
travelling bottleneck happened to be WC 600 ; this is also supported by the results
highlighted in Table 1(xviii), where the work pattern used on WC 600 is higher than the
others. This demonstrates the control algorithms ability to identify and resolve such

problems using the route and work pattern options.

The significance and implications of the single level Bills-Of-Material (BOM)
structure in enhancing the automation of MPS was discussed in Chapter 5 (Figure 10C).
It was advocated that the single level BOM structure has the potential to provide better
traceability between the shop level scheduling activities and relevant entries in the MPS.
Results shown in Table 1(xviii) and Table 2(xv) demonstrate the control model's ability
to exploit such a feature in establishing better links between top and bottom level
activities. For example, Table 1(xviii) reflects the completion (due) date status of all
parts at the end of the program (cycle) but these are identical to that reflected in the
original MPS file shown in Table 1(i). As a result, it is much simpler to undertake load
pegging and comparison of due date status under such an environment. This enhances

the prospect of automating the MPS process.

As discussed in Chapter 7, it was stressed that the execution of a production
schedule is dependent on the availability of adequate operators to execute such a plan:
Results of Table 1(xii - xiv) and Table 2(xi - xiii) demonstrate that the cell control
mechanism has the ability to undertake automatic evaluation of operator or labour
constrains at the bottleneck work centre and to resolve the relevant problem using

techniques discussed in Chapter 8.
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The individual and total run times refle

given number of orders through various processing centres. The mags i

is influenced by a number of factors, namely :-

- the number of work orders to be processed ;
- the static and dynamic data size to be processed in order to generate the
required due date, and

- the processing speed of the related computers.

The individual run time shown in Table 5 (applies to Test Run 1) whereas the

total run time is illustrated above. The results reflect the effects of above parameters on

the processing speed (run time). In this context, they are not attributed to the operational
logic of the core cellular manufacturing control algorithm. The Total Run Time of Test

Run 1is less than Test Run 2, because the first test was carried out with small number

of work patterns as compared with the second test.

The above discussions highlighted the main findings of the: experimental program
and it confirms the substance of earlier arguments presented in Chapters 3 till 8, which
were used as the basis for the development of a new cellular manufacturing control
model. Supplementary results on the performance of the model based on a comparative

study is highlighted in section 9.4.

9.4 Discussion of Experimental Results Based on Comparative Studies

As part of the experimental process, there was a need to evaluate the quality of

performance of the cellular manufacturing control model, in particular the effectiveness

of the scheduler. A comparative study was therefore carried out involving a number of

heuristic algorithms, namely :-
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Johnson's algorithm
[ii] Campbell's algorithm

[iii] Branch-and-Bound algorithm:

It has been acknowledged that there is no single heuristic which consistently
provides the best values for the performance measures over the entire range of either job
or flow shop facility configuration. Articles by Baker, K.R [1974], Conway, R.W.
et.al [1967], Elsayed, A.E et.al [1985] and Wild, R [1984] provide a comprehensive
review of above algorithms and an insight into specific scheduling techniques. Among
the variety of algorithms that have been used in job scheduling, the above represent some

of the most commonly used algorithms.
9.4.1 A Comparison of Cell Scheduler (cocMacs) and Other Algorithms

Although the objective of the research is to develop-a cellular manufacturing
control methodology ; the quality'of its performance is critically dependent on the
scheduling mechanism. A comparative study was therefore initiated to evaluate the
performance (quality) of the scheduler used in the cellular manufacturing control model
with other algorithms, namely, Johnson's, Campbell's and Branch and Bound. The
main reason for using these algorithms as the basis of comparison is due to their ability
to generate an optimal load sequence. Hence, they are suitable for testing and comparing
the effectiveness of the cell scheduler. The measure of performance used to evaluate

these algorithms are based on the following parameters :-

- makespan (measured in terms of the due date);
- number of jobs produced late ;
- number of jobs early, and

- work centre utilisation (percentage).
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scheduler (algorithm) was therefore tested without its inherent caps

selection of various route and work pattern options and it's ability to detect and se

g i
early from late jobs. These conditions impose serious restrictions on the ﬂéki’bﬂityfdfl
the core cell scheduling algorithm. Major findings and discussions of the comparaﬁve

studies based on the above algorithms are highlighted in the subsequent sections. |
9.4.1.1 Cell Scheduler (cocMacs) and Johnson's Algorithm

It is known that for M jobs to be processed by three work centres, Johnson's
algorithm generates an optimal sequence and it's main objective is to minimise the
makespan. Furthermore, there is no general solution for any problem of M jobs if the
number of work centres are more than three [Lee, T 1988]. Johnson's rule works well
for situations in which the same processing sequence must be maintained on both work
centres and there are no over riding individual properties. This comparative study was
therefore setup to reflect the constraints mentioned above. Johnson's algorithm for n
jobs, two machines can be applied to n jobs, three machines and an optimal solution is

obtained if either of the following conditions holds :-

min til >=max ti2 = - [9.1]
or
min ti3 >=max ti2 = - [9.2]

where t1] is defined as the processing time of job i on machine J, thatis, if the minimum
processing time of all jobs on either machine 1 or machine 3 is greater than or equal to
the maximum processing time of all jobs on machine 2, then the three-machine,

Johnson's algorithm applies.
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The results of the relevant comparative study is-

these results suggest that there is little difference between t

algorithms. This implies that the performance of the cell scheduler is almost as goo
Johnson's and thus, it has the potential to generate optimal sequence. The main reason
for the early delivery of one of the jobs is due to the severe conditions (as discussed
above) imposed on the cell scheduler algorithm. Similar argument can be extended to all
the early jobs that were generated by the cell scheduler in the subsequent comparative

studies.
9.4.1.2 Cell Scheduler (cocMacs) and Campbell's Algorithm

As discussed above, there is no general solution for any problem where the
number of work centres are greater than three, but there are heuristic techniques that are
capable of providing good or optimal sequence. Campbell's algorithm is one of them,
which is capable of generating a good schedule but it produces the relevant schedules by

actually using Johnson's algorithm as a subroutine.

The results of the comparative studies between the cell scheduler and Campbell's

algorithm are presented in Table 7. These suggest that there is marginal difference
between the performance of the two different algorithms. However, if the performance

measure is to be based on the number of days the jobs are early or late, then Johnson's

algorithm performs marginally better than the cell scheduler. In general, the performance

of the cell scheduler is satisfactory.
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MEASURE OF ALGORITHMS
PERFORMANCE ‘
PARAMETERS [CELL SCHEDULER] JOHNSON
COCMACS
REQUIRED ACTUAL | AcTuAL
(1] MAKESPAN DUE DATE DUE DATE DUE DATE
? A100 14039 15039 14039
A200 15039 14039 14039
A300 15039 15039 15039
A400 16039 16039 16039
! [2] NO OF JOBS 1 1
? EARLY
[3] NO OF JOBS _ 1 .
LATE
[4] WORK CENT