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Following suigestlons in the literature, it is shown that inter-
molecular van ier Waals dispersion forces can be considered to be
described by two machanisms. The first is due to the reaction field

. +he szolute via the solvent and the second is due to a localized
non-continuin 'buffetting' interaction essentially between the
peritheral atoms of the solute and solvent.

it is shown tnat there is no nscessity to introduce a site-factor
into reaction field eguations to calculate the nuclear screening con-
atant in *y or 1?? nmr. The site-factor was probably only needed

reviously because of the neglect of the 'buffetting' interaction.

The 'buffetting interaction produces a nuclear screening,
@ == By (2 )*, that for a particular nucleus in the solute
m3¥ecule is governdd by the screening coefficient B which is a solute
rarameter, the constant K which is a solvent parameter, and ﬁ&m and
E,n‘dnch are measures of the steric accessibility of the solute atom
o)

Ataining the resonant nucleus to encounters by the solvent molecule.

1 The characterization of o' on the above base is tested exhaustively
on "H ana 9# chemical shifts of appropriate systems, through the
evaluation of B - values that agree satisfactorily with literature
values and of ¥ for hydrogen - hydrogen interactions that agree with
the theoretically derived value, H~oreover it is shown that }5 and
ET can be calculated on a hard atom contact basis, imnplicitly

églecting renulsion forces.

The extended reaction field/continuum theory and 'buffetting’
theory are utilized to calculate van aer waals a=-values, heats of
vanorization, and vibrational and electronic spectral intensity
changes in massing from the gas phase to the liquid phase. all
these non-nmr nroblems appear to be well accounted for on the basis
of the theoretical interpretation rresented.

The overall consistency of the apcroach suggests that B .. and
can be deduced reliably from experimental data and may the;efore
afford a method of elucidating molecular structures.
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Chemical 3hifts

Yan der jJaals Dispersion Forces

3eaction field/Continuum models

Steric Contributions to Intermolecular Chemical Shifts
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A llote on Units

Although it is appreciated that S.I. units should be used whenever
possible, the electrostatic units used in this thesis are cgsesu units
(Gaussian system)*. The reason for this is to facilitate comparison
with the past literature dealing with reaction field problems, especially
with regard to nmr screening. “here necessary a conversion factor to
S.I. is quoted in the text. Similarly some thermodynamic rarameters
are quoted in non-S.I. units,

One note of caution with respect to the esu units is that a linear,
square or inverse electric field may all be guoted as esu. Therefore
care must be exercised when converting to the more preciscly defined

S.I. units,.

* W, J. DUSPTY *"Flectricity and Masmetism", 2nd @dn., Melraw-Hill (1973).
T, VIGOUREUY "Inits and Standards of lectromagnetism", .ykeham (1971).
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CHAPTER 1

INTRODUCTION TO NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY

1:1 Introduction
The idea that certain atomic nuclel possessed magnetic moments was
proposed to explain the hyperfine structure observed in optical
atomic spectra?' It is now a well accepted fact that certain nuclei
have magnetic moments. Advantage is taken of this phenomenon in
nuclear magnetic resonance spectroscopy. (nmr).

When situated in an applied magnetic field, nuclear magnetic
moments experience a couple and tend to adopt specific orientations
with respect to the applied magnetic field direction. These
orientations correspond to different energy levels of the nuclei.
The quantization of the nuclear energy levels is governed by the
nuclear angular momentum which may be expressed in terms of
integral or half-integral multiples of ‘K, the reduced Planck's
constant, h/2v’, as h (I (I + 1))%. The number of energy levels
available to a particular nucleus in an applied magnetic field is
given by 2I + 1, where I is the nuclear spin quantum number. I
may take half-integral or integral values.

It was shown in molecular beam experiments?“’3 that the measur-
able values of nuclear magnetic moments are discrete, correspond-
ing to the space quantization of the nucleus when placed in a
staticmagnetic field. When situated in a magnetic field, B, the
energy levels of a nucleus with spin quantum number I are separated
by/pB/I, where p is the maximum measurable value of the ruclear
magnetic moment. Having determined magnetic moments using such
molecular beam experiments it was found that if the molecular beam
was subjected to a second magnetic fJ'.eI!_dL'L oscillating through a
range of frequencies, there was a reduction in the number of

molecules reaching the detector when the frequency of the
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oscillating magnetic field correspond with}yB/Ih, due to an
absorption of energy from the second oscillating magnetic field.
The observation of an nmr signal from other than a molecular

5

beam was first shown using paraffin wax~ and wateré. With the

advances in instrumentation and the theory of nmr the technique
is an invaluable tool in chemistry and physics7-9. The intention
of this introductory chapter is to present the basic theory of
nmr with a particular emphasis towards intermolecular nuclear
screening and especially the van der Waals screening constant

which is the subject of this thesis.

Nuclear Energy levels in a Magnetic Field

As indicated in section 1l:1 the maximum measurable component

of the nuclear angular momentum must be an integral or half-integral

multiple ofjﬂl and the component of the angular momentum along any
direction has the 2I + 1 values FI, J'{I-l), oo (-1 +1), #&K-1).
The angular momentum and magnetic moment of a nucleus behave as
parallel vectors (fig. 1.1) and may be expressed in terms of one

another through the equation
i =
A =¥IA Y.

where ¥ is a proportionality constant known as the magnetogyric
ratio. From equation 1,1 (and fig.l.1l) the observable values of
the magnetic moment may be defined by TP/I’ where m may assume the
values I, I-1, ...=-I + 1, =I. The nuclear energy levels are
degenerate in the absence of an applied magnetic field, but this
degeneracy is lifted when a magnetic field is applied to give the
(2I + 1) energy levels. The energy of a nucleus in a uniform
magnetic field, BO. applied in the arbitrary reference direction,
z, is given by

B, = E, -}JZBO(Z) 12
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where Eo is the intrinsic nuclear energy in the absence of a
magnetic field and }.lz is the component of M in the gz~ direction
(fig. 1.1) p, may be written as picosB such that cos6= m/I and

then the allowed nuclear energy levels may be given by Eo - %pBO/I.
The difference between two adjacent energy levels is therefore
N o e

The selection rule governing transitions between the nuclear

energy levels is Om = Y 1. Therefore the fundamental condition

for the nuclear energy level transitions in an nmr experiment is

AE =m =B /I 1.3

and from equation 1.1, the resonant frequency is

:D=1‘BO/211 1.4

Equation 1.4 is the basic resonance equation for a nucleus in a
uniform magnetic field.

In practice magnetic field strengths of the order 1 - 6 T are used
which necessitates a frequency® of 40 - 300 MFz (radiofrequencies)
for the observation of 1H and l913‘ nmr,

The Classical Description of Nuclear Magnetic Resonance (NMR)

The magnetic moment, }1, and the angular momentum, p, of a nucleus

in an external magnetic field may be related by

- -

p= ¥p 1.5

The equation of motion of the nucleus is written as

cl;/dt = ¥(f x ) 1.6
where (}'i X ﬁo) is the vector product of the magnetic moment with
the magnetic field., If ) is rotated with an angular frequency,
w , the rate of change of ,.1 may be written as
W

d)':/dt - xF 147



from which it can be seen.that the angular frequency may be
represented by

-3 -3
W

= -%B 1.8

That is, the effect of the magnetic field, Bo’ is to cause a
precession, or motion, of the magnetic moment (nucleus),)1.
about the direction of the magnetic field, Bo' For a constant
magnetic field, the magnetic moment is said to precess about
the magnetic field direction with a frequency termed the Larmor
frequency (fig. 1.2).

For convenience a co-ordinate system may be set up that
rotates with the Larmor frequency. In the absence of any other
perturbing influences the magnetic moment is then stationary with
respect to the precessing reference frame. When another weaker
magnetic field, Bl' is applied perpendicular to the original
magnetic field, Bo’ such that it rotates about the Bo direction,
B, will also rotate within the co-ordinate system (fig. 1.2).
This is, of course, providing that Bl is not rotating at the
frequency of the co-ordinate system (lLarmor frequency). B, will
tend to exert an extra couple,;l. x_l‘al, on the magnetic moment
tending to tip it toward the plane perpendicular to Bo. If
Bl is moving within the rotating frame the couple will vary
rapidly and the resultant effect will be a slight wobbling of the
steady precessional motion. If, however, Bl is rotating at the
Larmor frequency, and hence is stationary with respect to the
rotating frame, it will provide a constant effect on the magnetic
moment which will then tend to precess about the direction of
the resultant field of Bl and Bo’

In practice it is not convenient to apply a pure rotating
magnetic field, Bl' Instead a linearly oscillating on= is used
because this may be regarded as the superposition of two

magnetic fields rotating in opposite directions; the one having

N



Fig. 1.1. The relationship between the magnetic moment p and the spin

angular momentum I.

Fig. 1.2. Vectorial representation of the classical larmor precession



the correct sense with respect to the magnetic moment and applied
magnetic field only having an effect.

The Population of Nuclear Spin States

The probability of absorption or stimulated emission of
energy are equal, such that there is an equal probability of Am
being + 1 or - 1. In order to observe nuclear resonance signals
there must be a nett change in the system governed by the distri-
bution of nuclei between the various energy levels. For two energy
levels, with Nl and NZ as the population numbers of the lower and
upper energy levels respectively, the nett change in the system
is given by

A= Ky, -N,) 1.9
where P is the probability of a transition occurring. 1In the

absence of a secondary magnetic field, B there will be a

1!
Boltzmamdistribution of nuclei between the two energetically
different nuclear levels. The probability of a nucleus occupying
a particular energy level of magnetic quantum number m is given

by

W= L?’B"/IhT 1.10
PT+1

or approximately, by series expansion of the exponential function,

W 1+ mpBo/p . 1.11

2I+1

where h is Boltzmands constant and T the absolute temperature.

Thus there is a distribution of nuclei favouring the lower
energy state and for a nucleus of spin I = 4, the probabilities
of the nucleus being in the lower (m = +3) or upper (m = -%)

energy level respectively are given by

(l‘+fﬂv£T) 1.12a
(X - pB/pp) 1.12b

nj

Wl =

N

nf=

6



From equations 1.12 a and b it is evident that the larger the
magnetic field, Bo' applied to the nuclei the greater will be
the excess population of nuclei in the lower energy state and
the higher will be the sensitivity of the nuclear magnetic
resonance experiment (equation 1.4). NMR is therefore possible
because of the higher population of the lower energy levels,

In contrast to optical spectroscopylo’ i

, where a very

rapid return is normally made from the excited state to the

ground state after an energy absorption, the return or relax-
ation from the excited state to the ground state in nmr spectro-
scopy can take a considerable time. Also, nmr signals can weaken
and disappear with increasing intensity of the magnetic field By»
as the number of excess nuclei in the lower state tends to zero.
This is a manifestation of the phenomenon of saturation.

Saturation

Continuous absorption of energy from a radiofrequency magnetic
field tends to reduce the excess population in the lower energy
state relative to that in the upper energy state, hence reducing
the nett number of nuclei that would be available to absorb

energy from the magnetic field, Bl' The reduction of the excess
population in the lower energy level relative to the upper energy
level will increase with the amplitude of the oscillating magne-
tic field and is referred to as saturation. Saturation not only
reduces the overall magnitude of the signal intensity, but distorts
the shape of the signal causing a broadening of the resonance line
and, if the spectrum consists of several lines, non-uniform effects
may occur because different relaxation rates can apply to different
transitions. The condition of saturation may also produce transi-
tions between nuclear energy levels that are nominally forbidden

by the first order selection rules, with an absorption of two or

more quanta of energy. These are termed multiple-quantum

~J



transitions
Magnetic Relaxation

12, 13

If the phenomenon of saturation was permanent, such that there
is no mechanism to counter the effect, there would be severe limit-
ations on the use of the technique of nuclear magnetic resonance
experiments because a nett absorption would only be able to occur
once in a given sample.

Mechanisms do exist, however, which restore the original dis-
tribution of nuclear energy levels afiter a resonant absorption.
The removal of excess energy from an excited spin-state that allows
the nucleus to return to a lower energy state is called a relaxa-
tion process. There are two principal types of relaxation pro=-
cesses; spin-lattice and spin-spin relaxation.

(a) Spin-lattice Relaxation

A nuclear magnetic moment may experience rapidly fluct-
uvating magnetic fields produced by other magnetic moments in the
sample. If the motion of this nuclear magnetic moment happens
to contain a frequency synchronous with the precessional frequency
of 2 neighbouring nucleus, this nucleus will experience a magnetic
field capable of inducing a transition. This field induces a
stimulated emission (and absorption) of energy from the spin
system in order to restore the equilibrium Boltzmann population
distribution of the nuclear spins. Thus nett energy is transferred
from the spin system to the surroundings. This is the mechanism
of spin-lattice, or longitudinal, relaxation and is responsible
for the achievement of a population distribution of nuclear spin
states when the system is initially placed in a magnetic field.

The rate that a system returns to equilibrium after being
perturbed is characterized by the spin-lattice relaxation time

which is usually denoted by Tl' In order to study the mathematics

8



of the relaxation process it is convenient to define Nu and Ny
as the number of nuclei in the upper and lower nuclear energy
levels respectively, such that at equilibrium the excess number
of nuclei in the lower energy level is:

NEX = N1 - Nu 1.13
i i Hl and Hz are the probabilities per unit time for a given
nucleus to make an upward or downward transition by an inter-
action with the lattice around the nuclear moment, in the prescnce
of a magnetic field, the number of upward transitions (per unit
time) must at equilibrium be equal to the number of downward
transitions (per unit time) as given by
1.14

The normal Boltzmann distribution for two energy states is given

by

N
1 23130/

e O R T ~ 1+2pBo,

N )iBo/ LT 1.15
and thence

¥,

—= = 1+2uBo/

Wy kT 1.16

The rate of change of the number of excess nuclei, is given by

Wy

1,1
dt :

where the factor of two arises from the fact that an upward trans-

ition decreases and a downward transition increases Ney by two. Now,

dN

EX
—_— = - 2W (N, = N_.) 1.18
at EX EQ
where W = (wl + “2)/2 and Npq = jiBo (N, + Nz), the number of excess

kT

nuclei in the lower state at equilibirium. By integrating equation

1.18 and making the substitution 2W = l/Tl, it follows that

- = ' - "t
(Ngy= Npg) = (8, = Ngo) e /Tl o

-
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The rate by which the excess population reaches its equilibrium
value is thus governed exponentially by T,, the characteristic
spin-lattice relaxation time.

(b) Spin-Spin Relaxation

The precessional motion of nuclear moments produce local
magnetic fields at neighbouring nuclei and these fields may be
thought to have oscillating and static components. A nucleus
producing a magnetic field oscillating at its Larmor frequency,
may induce a transition in a like neighbouring nucleus in a
similar way to an applied oscillating magnetic field when used
to observe resonance. This may lead to an interchange of energy
between the pair of spins with the total energy of the nuclear
system remaining unaltered. Thus there is no effect on the
population distribution of nuclear spins.

The process is known as spin-spin relaxation and whilst it
does not affect the distribution between spin-states after an
energy absorption, the overall spin energy of the nuclei being
unchanged, it influences the relationship between the motion of
different spins. The characteristic spin-spin relaxation time
is denoted by T,.

N.M.R. in a Macroscopic Sample

So far the discussion has been based mainly on the magnetic
properties of an isolated nucleus. The argument will now be
developed to account for the observation of nuclear magnetic
resonance in bulk samples. Bloch has treated this problem from

; : . 14=16
a macroscopic viewpoint i
For an assembly of nuclei in an applied magnetic field,

B , the various spin-states are occupied to different extents

0’
giving the sample a magnetic susceptibility. The magnetic
moment per unit volume of the assembly of nuclei may be given

by
M =X B, 1.20

-
(=



where Io is the static magnetic susceptibility of the sample,

The so-called Bloch equa.tionsm' 16, which are a set of pheno-

menological differential equations describing the interaction
of the nuclear magnetization M with the radiocfrequency magnetic
field, may be written as,

M /e = s(my B, + M_B,sinwt) - M /T, 1.21a

¥ /gt = ¥(i,B coswt - M.B)) - M /T, 1.21b

dM z/ - —x(MxBlsinw't - MyBlcoswt) -(Mz-m o)/'rl 1.21c
where M <! Hy and Mz are the components of the magnetization vector
M (fig. 1.3), w is the angular frequency of B, and t is the time.
O'bviously, M is analogous to }A with the one difference that in the
absence of an applied radiofrequency field M has only a z-component

whereas jl has x, y and z components.

L. B, -i"‘lz' M i’lx. and My ¢ é“y

Assuming that resonance is passed through slowly - the slow
passage approximation - the differentials with respect to time

become zero, and the solutions of equations 1.21 &, b and c¢ are

M, . ¥ B T5(%, =%) / D 1.22a
v=M . ¥BT, /D 1.22b
Mo=H . (1+ Tg(wo )% / D 1.22¢

where D = 1 + Tg(wo -w)2 + -{z'BlTsz. M is the magnitude of the
vector -M‘ in the absence of a radiofrejuency magnetic field, Bl,
u is the component of I that rotates in phase with B, and v-
is the component of M that rotates 90° out of phase with B,.
Depending on whether u or y" is observed a dispersion or absorp-
tion curve respectively will be obtained (fig. 1l.4). It should
be noted that the equation for y-(equation 1.22b) is almost a
description of the Lorentzian curvelq" 7 which is the generally
accepted absorption signal.

Mathematically the nmr signal would appear to be an infinitely

sharp absorption line, but in practice absorption occurs over a

i |



Fig. 1.3. Components of the transverse macroscopic moment.

SIGNAL STRENGTH

Fig. 1.4, The absorption line shape (V-mode) and dispersion line shape
(U-mode) of NMR.
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1.8

small but finite frequency range as a consequence of several
different effects. Because, in practice, the v=mode (absorption)
signal is displayed in preference to the u-mode (dispersion)
signal, the factors affecting line shape will be discussed

with the y=mode signal in mind.

Factors Affecting Line Shape

(a) Magnetic Dipole Interaction

The magnetic environment of a nucleus may be modified
by fields due to magnetic moments of neighbouring nuclei.

In a solid or viscous liquid a nucleus at distance r from
the nucleus being considered can produce a magnetic field at
this nucleus of magnitude between —jb&: and +qﬁ/r3. The nucleus
experiences not only the applied magnetic field BO but extra
magnetic fields over the range +gp/r3 to~1%ﬂr3 due to the effects
of neighbouring nuclei. Magnetic resonance thence occurs over
a range of frequencies and the line becomes broadened.

In freely tumbling liquids and gases where the molecules are
allowed rapid random motion, the magnetic field at any one nucleus
due to any neighbouring nuclei effectively averages to zero -
the molecular correlation time being less than that required for
the observation of a nuclear magnetic resonance signal. Magnetic
dipole broadening is thus negligible in samples of liquids or
gases which are used to produce high resclution nmr spectra.

(b) Spin-lattice Relaxation

A nucleus will remain in a given energy state no longer
than a factor of the spin-lattice relaxation time, Tl’ and there
is an uncertainty in the lifetime of that particular spin-state
as governed by the Heisenberg uncertainty principle, such that

AnAt>A. 1.23
A E may be represented by hA%, AV, being the uncertainty in
frequency of the particular resonance line, and At may be set
to the order of the uncertainty of the lifetime of the spin-

- -~



state G~12T1). Thus the uncertainty of the frequency may be
written

AN 2,1/4TT Ty 1.24
and the shorter the Tl the broader will be the line.

(c) Spin-Spin Relaxation

In a similar way to that for spin-lattice relaxation,
spin-spin relaxation may also cause an uncertainty in the
frequency at which resonance will occur leading to the observa-
tion of resonance over a small range of frequencies causing line
broadening. From the Lorentzian line equation the uncertainty
of frequencies, or the line width, may be shown to be:

AN = 1/~ T, 1.25
Thus the shorter the T, the broader will te the line.

2
(d) Miscellaneous Effects

It has been mentioned previously (section 1.5) that
if the magnitude of Bl is so great that the signal intensity
decreases, broadening of the line will be apparent as a result
of saturation. Also, if paramagnetic species are present in the

sample under scrutiny then T, is drastically shortened. This

1
results in a line-broadening as is evident from equation 1.24.

The homogeneity of the magnetic field also plays an important
part in the shape of a nmr line. If the magnetic field is not
perfectly homogeneous, nuclei in different parts of the sample
will experience different magnetic fields and hence resonate
at slightly different frequencies. Thus if the magnetic field
inhomogeneity is represented by AB, the uncertainty of the resonant

frequency may be written by

ARV , =¥/ 1.26
/

By analogy with equation 1.2%55 time T2 may be defined in terms

of observed line width as,
/
A, =147, 1.27



1.9

T, includes contributions from the natural line width and magne-
tic field inhomogeneity and is given by

1 = ] - AB 1.28
/n/ /1 ¥R/
&

Finally, nuclei of spin I>1/2 possess a non-spherical nuclear
charge distribution and there is a non-uniformity in the electric
field at the nucleus that gives rise to a gquadruple moment, q.
Such non-uniformity about the nucleus can lead to a displacement
of the nuclear magnetic energy levels by interaction with the
quadrupolar electric field to promote relaxation and thence an
uncertainty of the actual resonance position of the nmr line.

Nuclear Screening and the Chemical Shift

(a) General Aspects of Nuclear Screening

During experiments to compare nuclear magnetic moments
of different isotopes in an applied magnetic field it was found
that the exact resonance frequency of any isotopic-nucleus
depended upon its chemical environmentlB-zo. This phenomenon
may be explained in terms of the screening from the applied
magnetic field of the resonant nucleus by the extranuclear elec=-
trons. If the zpplied magnetic field is Bo’ the actual magnetic
field experienced by the resonant nucleus is given by Bc(l - &)
and the resonance equation (egn. 1.4) may be rewritten as

=01 - o), 1.29

where o is the nuclear screening constant for the resonant
nucleus in question. If two isotopically similar nuclei, in
electronic environments i and j have shielding constantso% and
63 respectively, another parameter known as the chemical shift

may be defined as,

gij el e 1.30

The chemical shift is a more practical parameter than the fund-
amental shielding or screening parameter, because to measure an

abzolute screening paramster would require the reference measure-



ment of a nucleatr species devoid of its extranuclear eliectrons.

Chemical shifts are generally measured relaiive to a reference
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for a fixed frequency experiment. Altermatively for a fixed
field experiment the chemical shift may be written as

2 osc 1.32

where A osc is the oscillator frequency, viz. the frequency of

the oscillating radiofrequency magnetic field.

For 'H nmr spectra, using tetramethylsilane (T.M.S.) as a standard
when mixed at low concentration in carbon tetrachloride, the posi-
tion of the T.M.S. signal is denoted as OS, and signals to higher

magnetic field, or of greater screening, than the T.M.S, signal
have positive §-values. This is rot a desirable situation and

25

another scale is commonly used, termed the M-scale™, which is

related to the S ~-scale through the equation,

N_= § +10 1.33
With the P(:scala, the T,M.S. signal occurs at lOr(_and the
majority of 1H spectra of orgzanic compounds cccur between O ard

255 127

10r(_ . It has been pointed out that , the K ~scale and

the S—scale have been much abused and many of the guoted values

of chemical shifts must be treated with caution.
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(v) Some Specific Aspects of Nuclear Screening

The significance of nuclear screening may be appreciated
by consideration of a virial expression for the system being
studied. In general, many observable parameters, X, may be
represented in terms of the expansion

X=A+B g S0 SR 1.34

2
Vm vm

where A is the perfect gas value of X, B represents the effect
of pairwise molecular interactions, C and higher terms represents
the effects of multiple molecular interactions and Vm is the
molar volume of the system. The nuclear screening, o, may

similarly be given in the terms of a virial expansion

°=¢O+fl+02+ LR 1.35
T VE
m m

where GB is the absolute screening of the nucleus in an isolated
molecule and oi, etc., represent the effects of pairwise, etc.,
molecular interactions on the screening. It has been shown28_32
that there is a linear relationship between the chemical shift,
o - o}ef.' and the bulk density of gases. This linearity tends
to hold even into the liquid phase, indicating that a2 mechanism
of screening operates on a similar basis in the gas phase and
liquid phase. The implication is that terms higher than oi/Vm
in equation 1.3% may be ignored and the nuclear screening con-
stant may be written as two terms - the intramolecular
screening constant (o7) and the (bimolecular) intermolecular
screening constant (c;):

= * o 1.36

LY

=5
=2 R g

General theoretical expressions have beern proposed for
LA following a quantum mechanical treatment of the intranolecular

screening constant. The screening constant of a nucleus A in an

S 5 . 8
isolated molecule may be written as :

17



EL 1.37

where cﬁiA is due to diamagnetic currents resulting from electronic
motion about A. The term OgiRA depends on the mixing of ground
and excited electronic states by the magnetic field which leads
to induced paramagnetic currents about A. Induced currents in
bonds or atoms other than that of A provide the anisotropic contri-
butions cAB. and G%EL is due to the induced electronic motion of
electrons delocalized in the molecular framework surrounding A.
From equation 1.37 it may be readily appreciated that intra-
molecular chemical shifts arise from different electronic densities
at two different nuclei. They thus depend on electronic induction
effects on the atom containing the resonant nucleus by other atoms
in the molecule, static intramolecular electric fields, intra-
molecular van der Waals perturbations and spatial dispositions of
the nuclei to the origins of the effects. In mathematical terms
the intramolecular chemical shift may be written for two nuclei
A and B; as
AT ol g Lo s

From the point of view of this thesis no further attention will be
devoted to intromolecular screening,

The intermolecular screening constant, or as it is sometimes
called the solvent screening constant, O is generally formulated
P 36

B " F T Tt oo, 1.39

The various terms are due to the magnetic susceptibility of the
sample (05), the effects of van der Waals forces (c;), the effects

of secondary magnetic fields produced by magnetically anisotropic
solvent molecules (c;), the effects of electric fields arising

from polar solvents and reaction fields within polar solute
molecules (OE) and finally specific molecular interactions arising

from, for example, hydrogen bonding and complexation (oa).
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The magnetic susceptibility screening parameter, of, has
been firmly based and can be writtenB?

o (% =g H7r/3)Kv 1.40
where % is a sample shape factor, q is a so called magnetic field
interaction factor andXw is the volume magnetic susceptibility
of the substance being considered. It is found”' that to a
first approximation q may be called zero, for coaxial cylindrical
samples of lengths at least four times their diametersja' 39, the
classical susceptibility approach is valid and 277 represents the
factor & .

To study screening parameters other than S it is necessary
to account for changes in the latter which contribute to the
chemical shift. This depends on the reference procedure adopted
for the determination of the chemical shifts. A striightforward
way of referencing is by mixing the reference substance with the
sample. In this, the internal referencing procedure, the resonant
nuclei in the molecule of interest and reference material experience
the same susceptibility screening contributioen, o It is possible
to study solvent effects using an internal reference procedure
providing care is taken in the choice of reference and the inter-
pretation of resulting chemical shift data. Certainly, if care
is not taken in measuring internally referenced chemical shifts
erroneous results may be deriVedgo. For routine analytical work,
where internal referencing is used as a matter of course, a suit-
able reference compound depends on chosing a compound showing
little shift dependence on the nature of solvents, exhibiting
sharp absorptions so that only small amounts are needed, being
stable and chemicallﬂinert. and which may be readily removed from
the sample after study (section 1.9a). In principle, a more suit-
able referencing procedure is that of extermal referencing or
pseudo-external referencing. The former case has until recently

been relatively rare but there many spectrometers now

J.I-J



available with a built-in external reference, The latter case

is more common, where the reference material is held in a cap-
illiary or other suitable cell within the main sample tube. The
theoretical implications of such an arrangement have been consid=-
ered41 by extending the approach of Dickinsonj?. The true

chemical shift, %gA between the sample of interest, B, and the

reference material, A, is given by the following equation:

‘aT §5 . 5w (# A -&B) 1.41
B-A B-A 3 5
when the sample tube is a long perfect cylinder.

The symbol'$ E-A represents the observed chemical shift between
B and A and %A, X B are the volume magnetic susceptibilites of
A and B respectively. If a spherical vessel is used to hold the
reference material the observed and true chemical shift are equal
because & = 477 /3 and o, =0 in equation 1.40; and thence no
susceptibility correction is required. The disadvantage of
external referencing, that are dependant on volume magnetic
susceptibilites, is the uncertainty of the volume magnetic
susceptibilitasuq. especially in the case of mixturesuj. Thus,
studies of solvent effects on chemical shifts where conventional
external referencing procedures are used can only be analysed
quantitatively at a level consistent with the accuracy of the
susceptibility correction36.

If access to nmr spectrometers is available where the samples
may be studied with the magnetic field applied lonitudinally to
the axis of the nmr tubeuu' k5 reference independent chemical
shifts may be determined. However, many solvent chemical shifts
continue to be measured by the classical referencing procedures.

Having accounted for c% and assuming that specific effects
can be avoided (i.e. o = 0) by studying solutions where the
solute is taken at very low concentration (infinitely dilute),

the basic problem is in accounting for o, L and Ty which in

this order represent the relative ease of experimental access-



ibility. The most fundamental, though not yet fully understood,
screening constant is o; with which the bulk of this thesis is
concerned. In order to isolate o, it is necessary to measure
the chemical shift of a nucleus within a solute molecule with
respect to a suitable reference, first when the solute is in the

gas phase (at zero density) to give Oy =Oper, @nd then at infinite

diluation in a solvent to give o -¢& Provided the solute and

ref,"*
solvent are perfectly isotropic

=0 +0 + 1.42
0 b W

and the difference between the susceptibility correctedj? chemical
shifts in the liquid phase relative to the gas phase will yeild ot
gliq - gas d&ir' X A 1.43
The nuclear screening constant, 0;. may be examined on an
electric field effect basis, as indeed can e
write the nuclear screening due to electric field effects in terms

It is customary to

of the well founded equation35

. o= -AE, SR e 1.44
where A and B are screening constant coefficients characteristic
of the resonant nucleus being studied and the E terms are the
linear, gquared, etc. electric fields. It is now postulated that
there has been an inherent inadequacy in some theoretical interpre-
tations of A and even possibily with regard to van der Waals dis=-
persion forces in general. The search for this will be described
in this thesis.

1.;0_Huc1ear Spin-Spin Coupling

On examination of spectra under conditions of high resolution
it is often found that the chemically shifted absorptions are them-
selves composed of several lines. This added multiplicity is
attributed to intramolecular interaction between the nuclear magne-

46, 47

tic moments » These multiplets arise from the coupling

interaction between neighbouring nuclear spins in an indirect way, vid



the electrons in the molecules. A nuclear spin tends to orient

the spins of the nearby electrons which in turn orientate the

spins of other electrons and consequently spins of other nuclei.
This electron spin mechanism is the most important contribution

to spin-spin coupling although in general all magnetic interactions
could contribute, In the simplest case the spacing between these
multiplet lines are equal and the magnitude of this splitting is
known as the coupling constant, represented by the symbol J(Hz).

Spin-spin interac tions exhibit several important features
which help to distinguish them from chemical shifts. For example,
coupling is not observed between groups of nuclei that have the
same chemical shift and couple equally to all other resonant nuclei
in the molecule and, when coupling is observed, the coupling con-
stant is, to a good approximation, independent of the magnitude
of Bo and of temperature. In general the size of the coupling
constant decreases as the number of bonds separating the interact-
ing nuclei increases, but increases with the atomic number of the
interacting nuclei.

The complexity of the spin patterns is dependent on both the
chemical shift difference between the interacting nuclei and the
coupling constant. Nuclei with small shift separations, of the
order of magnitude as the coupling constant (4~J) are designated
by letters close together in the alphabet, 5% Ay B, 'C seees
The symbols X, Y, Z are used to describe other groups of nuclei
in the molecule which are chemically shifted with {J, from the
A, B, C group. Magnetic nuclei of the same chemical shift and
coupling constant to other nuclei in the molecule are described
by the same symbol and the number of such nuclei is indicated by
a subscript. Such nuclei are usually termed magnetically equiva-
lent nuclei.

If an absorption band arises from one set of identical nuclei,

the number of peaks or lines constituting the absorption band

arising from coupling may be predicted simply in cases where



G 3 J, viz, first order situations.

For a set of n, equivalent nuclei of type A and n equivalent
nuclei of type X a first order coupling 1;1:'ea.'l:mervh}48 will result
in 2anx + 1 peaks for the A band and 2nAIA + 1 peaks for the
X band. The relative intensities of the peaks comprising the
multiplet structure are given by the 'n' - th binominal coefficient
in the expansion of (1 + x)n. In cases where 4\ J, second-order
spectra occur in which the above simple intensity and spacing rules
no longer apply.

This feature of nmr spectroscopy has not been encountered in

this work and will not be considered further.
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THE OBSERVATION OF HIGH RESOLUTICN N.M.R. SPECTRA

2:1 Introduction
The fundamental requirement for the observation of nuclear
magnetic resonance is that the resonance equation (eqr. 1.29) is
obayed:

-2 -9 2.1

21T

where D is the resonant frequency of the nucleus under study,
Bo is the applied linear magnetic field strength, ¥ the magneto-
gyric ratio of the nucleus and o is the screening of the nucleus.
It follows that for any nucleus to be brought into rescnance
either Bo must be varied, by sweeping through a small range of
Bo using sweepcoils, and keeping Y constant or vice versa. Bo
may be obtained by using a permanent magnet, electromagnet or a
superconducting solenoid. The frequency,:b is derived from the
output of a radiofrequency oscillator and is the frequency at
which the electric vector of the oscillating magnetic field rotates.
The radiofrequency signal is passed through a coll surrounding the
sample., In order to observe an nmr spectrum, a detection system
is required of which there are two basic types; the single coilug
and crossed 001150 type.

Since the nmr work in this thesis employed continuous wave
(cw) spectrometers, the emphasis of this chapter will be towards
these. However, much of the nmr work published nowadays uses
Fourier transform (F.T.) spectrometers and therefore a short section
will be devoted to these initially. It would have been desirable to
measure some gas phase chemical shifts using F.T. nmr spectroscopy
during this work, had the facility been available. It was found
to be impracticable to derive meaningful results from low density

gas phase measurements on the cw spectrometers available,



2:2 Fourier Transform N.M.R. Snectroscony5l-55

Fourier transform nmr is becoming increasingly common in
research and routine analysis. The basic difference between the
standard continuous wave (cw) nmr technique and the F.T. nmr
technique is that instead of using a steady radiofrequency field,
the sample is irradiated with pulses of radiofrequency ensrzy.

Wwhen the sample is irradiated with a pulse of radiofrequency
energy all of the nuclei in the sample may be excited simultane-
ously. The width of the band of exciting energy depends on the
pulse time which is usually of the order of 2-5‘Ps. Af'ter the
pulse has finished the nuclei of the sample return to equilibrium
depending on the relaxation times of the spins concerned. The
decéy signal of the spin systems is called a free induction decay
rattern (F.I.D.). The F.I.D. contains all the relevant informa-
tion present in a conventional cw épectrum but the F.I.D. can be
observed in a much shorter time than a cw. spectrum,

The appearance of a F.I.D. is very complex and is what may
be termed a time domain spectrum in contrast to the more conven-
tional frequency domain spectrum. Time domain may be transformed
into frequency domain by the mathematical technique of Fourier
transformation, and this is achieved in practice by means of a
program in a small dedicated compuier.

The use of a single pulse F.T. nmr spectrum would be of no
advantage over a cw. nmr spectrum. However, when the sample
contains a low concentration of the nuclei to be studied, the
true signal may be masked by noise. To overcome the poor inherent
signal to noise, the spectrum is accumulated by repetitive pulsing
such that the true signal increases with the number of pulses
whereas the noise increases with only the square root of the
number of pulses,

Among its many other applications F.T. nmr finds particular

use in the investigation of low density gas phase samples and
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natural abundance “C nmr spectra.

Continuous Wave N.M.R. Spectroscooy

The magnitudes of the chemical shifts measured and used in
this thesis are relatively small. Therefore the magnet and its
field stability must be given the utmost consideration in order to
enable these chemical shifts to be measured with any confidence.
The magnet and its field stability will therefore be discussed
in some length, relative to the other instrumental features.

(a) The Magnet

The sensitivity of an nmr signal is theoretically propor-
tional to Bg, although in practice this is closer to Bg/z 8 and
therefore the strongest field possible, in keeping with field
homogeneity and magnet construction, must be employed. Permanent
magnets, eiectromagnets and superconducting solenoids find applica-
tion in nmr spectrometers and the usefulness of these in different
applications depend on their different characteristics.

The advantage of the electromagnet is that it enables the field
strength to be set in the typical range 0.1T to 2.5T, and given the
flexibility in the oscillator frequency all magnetic nuclei may be
studied at more than one frequency. This is a valuable asset when
investigating complex spectra, especially where second order spectra
are involved. The major drawbacks of the electromagnet are the
high running costs and their relatively short lifetime.

The permanent magnet lacks the same flexibility of operation,
but its chief assets are its high magnetic field resolution,
stability and low running costs. On account of the fact that the
magnetic field strength cannot be varied by more than ca 1%
for a permanent magnet, different types of nuclei need different
operating frequencies. The uniformity of field attainable by all
types of magnet is comparable, being capable of giving homogeneity

of a few parts in 109 of field.



For some time superconducting soleneid magnets have been
used that can provide magnetic field strengths of 5T or more,
with adequate homogeneity and stability for high resolution workjs.
As these soleoinds operate at liquid helium temperature (ca 1K)
much auxiliary-equipment is needed and the running costs ars very
high.

The upper limits of the magnetic field strengths quoted arise
out of the need for field homogeneity over a volume of 0.5 cmj.
The required homogeneity calls for magnet pole faces of permanent
magnets and electromagnets which are strictly parallel, free. from
machining marks and are optically flatj?. The vole caps are
usually chromium plated to resist corrosion. Homogeneity can be
improved by attaching small coils (Golay coils) to £he vole faces
and ‘generating shimming patterns by passing through the Golay
coils small electric currents. Further improvement of the homo-
geneity of the magnetic field experienced by the nuclei being
studied may be achieved by mechanical motion of the sample. The
simplest way of doing this is to spin the sample, usually about
the vertical axis of the nmr tube and perpendicular to the Bo
field direction in permanent and electromagnets, at about 2000
r.p.m. by using an air turbine. In a superconducting solenoid
the sample is spun along the axis of the Bo field direction.

This helps to average out the effects of field gradients along
the other two axes.

To enable accurate chemical shift measurements to be made
a great deal of attention must be paid to field stability.
Permanent magnets givé rise to few problems in this respect
since extensive and careful thermal controlja' 59 ensures
absolute field stability and resolution. Ambient field distur-
bances can be minimised by p-metal screening or by feedback

devices. The stability of an electromagnet, however, depends
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upon the stability of the current that passes through its coils.
Some measure of current control is usually achieved by passing
the magnet current through a small resistance and comparing the
resultant voltage with a reference voltage. The difference in
voltage is ampiified and the error voltage then used for correc-
tion purposes.

Both electromagnets and permanent magnets are also provided
with a field compensatorgo, or flux stabiliser, which is a device
employed to minimise the effects of external field variations.
Whilst most magnets are designed so that the effect of external
fields is almost negligible, fluctuations may still occur and are
detgcted in coils situated near the magnet pole pieces or in a
field node. The voltage induced by changes in the magnetic flux
across the gap between the pole pieces are amplified and used to
apply the necessary correction through an additional set of field

coils wound around the pole pieces.

(b) Field Stabilization - Field/Frequency Locking

Spectrometers, particularly those employing an electro-
magnet, are often available with a field/frequency lock system in
which the field (or frequency) is locked onto a particular resonance
signal. External locking devicesél' 62 employ a control sample of
high spin content (usually Y or ?Li) built into the probe as
close as possible to the experimental sample. The control sample
is provided with its own nmr circuitry and gives rise to a resonance
signal in the dispersion mode (u-mode). Any change in the intensity
of this signal from zero, indicating a drift in the magnetic field
strength, is used to actuate an electronic feedback loop which
restores the field strength to its original value. In this way
the field strength may be held constant to better than 1 in 108
indefinitely. However changes in the field strength at the
experimental sample are not exactly paralleled by changes at the
control sample since the two samples are physically separated

by a small distance. For this reason, internal locking systems



have been devised. In thesejl, two separate audio frequencies,
one the locking frequency and the other the observing frequency,
are used to modulate the radio frequency. Thus the nmr spectrum
consists of the normal spectrum (centreband) and side-bands to
high and low field of the centreband shifted by amounts that
depend on the modulation frequency. The magnetic field strength
is then adjusted to a value that corresponds toc one of the side-
bands (at a frequency shifted from the centreband by the locking
frequency) and to a sharp line in the spectrum of the sample being
observed (in the dispersion mode). The output from the radio
frequency detector is ultimately passed through a phase sensitive
detector operating at the frequency of the sideband being used for
the lock. The output from this phase sensitive detector is then
used to actuate a control loop to the flux stabiliser, that main-
tains the necessary constant ratio of field strength to frequency.
Other resonances from the sample can now be observed by varying
the observing frequency through a suitable range and taking one
half of the radiofrequency detector output through a second phase
sensitive detector operating at the observing frequency. The out-
put of this phase sensitive detector is then fed to the recorder
or oscilloscope. The stability achieved depends upon the sharmness
of the line chosen to provide the locking signal and upon the
frequency stability of the audiofrequency oscillators.

The method described above, where the lock frequency is kept
constant and the observing frequency varied is a true frequency
SNeép experiment. The converse, where the observing frequency is
kept constant whilst the lock frequency varies, is a field
sweep experiment,

(¢) The Magnet Field Sweep

Commercial nmr spectrometers have available two types
of magnetic field sweep; a recurrent sweep and a slow sweep. In

the former case, the output of a saw tooth generator is amplified



and then fed to two small Helmholtz coils usually mounted close

to the sample and having their axes in the same direction as the
main magnetic field (Bo). The recurrent sweep allows oscillographic
presentation of the signal by feeding the output of z linear sweep
unit to the x-plates of the oscilloscope. The sweeps on the oscill-
oscope and the field are automatically synchronised and no phase
shift device is required. By varying the time base and output

of the saw tooth generator one can control both the rate of sweep
and its amplitude. This linear sweep is brought into play when
searching for the resonance of a nucleus and when making spectro-
meter adjustments.

A slow sweep unit is provided to enable the signal to be
recorded under so called slow passage conditions in order to mini-
mise line distortion. The slow sweeD passage may be facilitated
by using a motor driven recorder linked to a precision potentio-
meter, the output of which is applied to the sweep coils.

(d) The Radiofrequency Oscillator

The upper limit of the main magnetic field for convention-
al magnets is in the region of 2.5T, which sets the highest radio-
frequency required at about 100MHz for lH and 19F nuclei. However,
with the advent of superconducting solenoid magnets with magnetic
field strengths of 5T or more, radiofrequencies of 200MHz or more
are required for 4 and 19F nuclei. A low power (ad¥) source of
radiofrequency energy, with a frequency stability of the same order
of magnitude as the main magnet field stability viz. 1 in 109, is
required. This is conventionally derived from a quartz crystal
controlled oscillator. Some transmitters give different frequen-
cies by controlling the extent of multiplication, through harmonics,
of the power output from the crystal oscillator while others
operate by substitution of different crystals. In addition to
frequency stability the transmitter, that operates at.a constant

level, has its output modified by passing the signal through



variable attermators before passing to the probe.

(e) The Probe and Detection Systems

The samplé holder, or probe, is the assembly which carries
the air turbine for sample spinning, the transmitter and receiver
coils, the linear sweep coils, pre-amplifier and often the Golay
coils. The probe position can usually be varied to enable the best
position in the magnetic field to be found. The radiofrequency
coil is wound on a precision glass former mounted vertically and
perpendicular to Bo‘ The sample, in its cyclindrical glass tube,
is inserted down the inside of the glass former and is usually
supported at the top and bottom by bearings to facilitate even
spiqning.

Probes can be divided into two basic types; the single coil
probelr+9 and the double, or crossed, coil probejo. In thg single
coil arrangement energy from the radiofrequency power supply is
fed to a coil (the sample coil), and this coil forms rert of a
radiofrequency bridge circuit. Energy absorption by the sample
produces a change in the balance of the bridge which is detected by
the receiver. For the double coil method use is made of two coils
arranged with their axes perpendicular to one another and alsc to
the magnetic field. Energy from the radiofrequency oscillator is
fed to the sample via the transmitter coil. When the sample absorbs
energy an emf is induced in the receiver or sample coil and this
can be detected by the receiver. This is known as the nuclear
induction method. Any lack of orthogonality between the coils will
cause the transmitter to couple with the receiver coil and hence a
leakage voltage is induéed in the latter. A small amount of leakage
js desirable since it serves as a source of carrier signal. Control
of the leakage flux without moving the receiver coil is achieved by
introducing semicircular sheets of metal (paddles) mounted at the
end of the transmitter coil. Adjustment of these paddles gives a

controlled finite leakage voltage enabling the receiver detector
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to operate at an efficient level and also allowing the desired
mode of complex nmr signal to be selected.

The signals to be detected are very weak and therefore the
receiver must have 2 high sensitivity. Care is needed to reduce
noise to a minimum. Noise may be the normal electrical noise
that occurs in 21l circuits or it may be generated mechanically
by, for example, the spinning of the sample. To obtain the best
signal-to-noise ratio the first stage of amplification of the
signal takes place in a pre-amplifier unit situated close to the
trobe. The transmitter and receiJgr are often built into a
single unit with a control for the power output of the transmitter
and a means of altering the gain of the receiver. The time con-
sta#t of the output circuit of the receiver is usually variable
so that it can be varied along with the sweep rate to obtain the
most favourable signal-to-noise ratio for each sample. The receiver
output is then fed to the recorder unit of the spectrometer.

The Facilities Used

Two spectrometers were used during the investigations reported
in this thesis: a Varian Associates HAIOOD nmr spectrometer and a
Perkin-Elmer R12B nmr spectrometer. Since the spectrometers
received limited use only an outline of their specifications and
operation will bte reviewed. The choice of spectrometer was
governed by its availability at the time it was required.

() The Varian Associates HAJOOD N.M.R. Spectrometer

This spect::'ozm‘-.-ter'63 utilizes an electromagnet with an
optimum magnetic field strength of 2.349T. The corresponding
nominal freguency for'lH resonance is 100MHz although signals
are detected 2.5 kHz lower in the field sweep and 2.5 kHz higher
in the frequency sweep HA mode. Current is supplied to the low
impedence magnet through a comprehensive solid state power supply

unit fed from 2 three phase mains power supply. The power supply



has a facility to protect against 3 10% variations in line voltage.
The magnet current is variable and a fine field trimmer is provided
to compensate for day to day change in magnetic field strength.

The magnet is mounted in a trunnion support yoke and the main
colls are coole@ with thermostatted water giving 2 constant temper-
ature within the magnet pole pieces, normally in the range 300 -
309K. The whole magnet is contained in an insulating jecket to
minimise the effects of ambient temperature changes on the magnetic
field and the sample. A field compensator automatically corrects
for.any ¥agnetic field drift and may be used as a sweep wnit by
reaction to a false error signal. Field homogeneity is improved
by means of Golay coils contained in covers protecting the magnst
polé pieces,

The probde is precision milled from aluminium and contains field
sweep coils, modulation coils, a transmitter coil and a receiver
coil. The probe is designed to accept, in general, sample tubes
with 5 mm, outside diameters in conjunction with a turbine made of
milled teflon. The turbine is fitted around the sample tube at
the appropriate position and a compressed air supply causes the
sample to spin about its long axis.

The detection system is of the crossed coil (or double coil)
variety (section 2:3d). The absorption signal is isolated from
the background radiofrequency signal by a geometric arrangement
of the two coils, the U=mode being observed when the transmitter
and receiver signals are out of phase by TI/2 or 90°. The disper-
sion mode (u-mode) is studied by introducing a phase difference
other than T /2 by means of a paddle or metal sheet, positioned
in the radiofrequency field such that its rotation may cause an

ad justment of the B, field.

1
A linear sweep unit allows variable sweep times and widths
to be employed by using a sawtooth waveform derived from a

phantastron oscillator. The sawtooth voltage modulates a
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50kHz signal, applied from a separate oscillator circuit, and
the modulated 50 kHz signal is amplified in two stages and mixed
with an unmodulated 50kHz signal which is 1T out of phase. This
provides a stable linear diresct current sweep connected to ths
D.C. modulation-coils on the probe to modif: Eo.

The HALOCD may be utilized in two distinct modes; the HR mode
which provides a field sweep facility and the HA mode which uses
the field-frequency lock system. In this thesis chemical shift
measurements were made in the HA mode and it is this mode of
operation that will be discussed in further detail.

In the HA mode of operation a reference material must be
added to the sample under study so that the reference and sample
are subject largely to the same conditions. The nmr signal from
the reference is detected at the centre of the dispersion mode
(u-mode) so that any movement of the signal gives rise to a finite
voltage in the detector. The signal is amplified and applied to
the field compensator or flux stabilizer and thus the instability
is corrected. The sample signals are processed separatsly and the
ultimately recorded. A detailed discussion of the field-frequency
lock system can be found elsewheresB-és. Basically, the HA-mode
of operation is controlled by the radiofrequency unit and the
internal reference stabilization unit which ad justs B, keeping
the ratio of field and frequency in constant Proportion,

The transmitter section comprises two audiofrequency oscilla-
tors; the sweep oscillator variable from 3500Hz to 2500Hz and a
manual oscillator variable from 1500Hz to 3500Hz. The sweeﬁ
oscillator frequency is controlled by movement of the recorder
along ifs x=-axis and the manual oscillator is controlled by a
precision potentiometer. The oscillator circuits are identical
Wien bridge sine wave generators, tuned for 50, 100, 250, 500

and 1000Hz and 1500-2500 and 2500-3500Hz sweep ranges. Selection’

]
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of either the lock signal, the sweep or manuzl oscillator frequen-
cies, an external signal or the difference of the two oscillator

(=]
frequencies is rossible and may be presentad on an oscilloscone

or & Varian 43154 frequency counter.

-z o T -~ -~ =~ =A 3 it 2 A =a=and
Zither oscillator may be used as the reference siznal, deoend-

y £ .- 3 R . LT,

ingz on the swsep mods chosen. The %wo fragusneiszs incanendapsly

nmr signals are raduced 4o audiofreguency siznals modulaiad with the
components are detected by rhase sensitive detectors after being
suitably amplified and filtered.

The control signal is applied to the stabilization filter znd
rasses the D,C. signal to the flux stabilizer to complete the loop.
The nmr singal in the analytical channel is similarly detected ard
filtered in the integrator/decoupler before being applied to the

recorder Y-axis circuits.

() The Perkin-Elmer 3122 N,.M.R., Snectrometer

This spectrometer66 utilizes a permanent magnet with an
optimum magnetic field strength of 1.492T equivalent to an obser-
vation frequency of £0MHz for lH nnr. The magnet is of a rigid
barrel construction preventing any relative movement of the tole-
pieces. Field stability is maintained both by passing air at a
constant temperature around the magnet and by use of aJp-metal
screen. The field stability achieved by means of the foregoing
measures is such that short term variztions are almost completely
eliminated and long term drift is reduced to a very low lavel.
Further statility may be ensursd by field locking using a double
resonance accessory. |

Magnetic field homogeneity is imnroved by means of Golay
coils fitted to the pole tins in the stace between them. To reduce

the effect on the resolution of any residual field variation, the

36



sample tube is spun about its long axis using a specially made
plastic turbine fitted to the sample tube at the appropriate
rosition. The spinning speed may be regulated by adjusting
the rate of ‘flow of air meeting the turbine.

Sweep and\;hift coils are wound on a coil former mounted on
the magnet pole pieces. To scan the spectrum, the magnet field
is swept through a small range by passing a sawtooth current
through the sweep coils; the sweep range may be varied by changing
the amplitude of the sawtooth. The sweep current is obtainsd from
the oscilloscope X-deflection wavedprm or from a potentiometer
driven by the pen recorder depending whether the spectrum is
being observed on the cro or on the chart recorder. A 'fly-back'
oc6urs while the pen is moving from one chart to the next. The
part of the spectrum selected for study may be varied by means
of field shift controls, adjustment of which changes the current
through the shift coils,

The 60MHz irradiation field (Bl) is obtained from a highly
stable crystal-controlled oscillator contained in a thermally
regulated oven in the double resonance accessory when supplied;
as in the case of the spectrometer used. The frequency stability
of the oscillator is of the order off 2 parts in 109 per hour. A
6kHz signal, also obtained from a crystal-controlled oscillator,
is applied to coils orthogonally located relative to the probe
radiofrequency coil and aligned with the magnet axis, so that
the magnetic field in the sample region is audiofrequency modulated.
The B1 field is controlled by means of a field modulation attenuator.
At resonance the sample acts as a mixing device, and nmr sidebands
are produced at field strengths corresponding to 59.994 and 60.006
MHz. Each sideband, when stimulated induces in the probe a 60MHz
radiofrequency response, amplitude-modulated at 6kHz; the modula-
tion contains information from the nmr signal,

The probe output is applied to a radiofrequency amplifier,
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housed in the double resonance accessory when fitted, the output
of which is detected to obtain the 6kHz signal. This signal is
smplified and its phase is compared with a reference signal of

ad justable phase derived from the 6kHz oscillator. The reference
phase is adjustable so that the w=mode or u-mode component of the
60,006l Hz sideband may be selected as required for observation
and recording. As there is no audiofrequency detected in the
absence of resonance, the spectrum baseline is extremely stable.

The nmr signal is filtered and may be applied to the cro for
immediate observation, or to the chart recorder for a permanent
record.

The double resonance accessory fitted to this R12B spectrometer
wae used in this thesis to stabilize the field-frequency ratio
against field drift and effect a more accurate chemical shift
measurement. This 'field locking' is achieved by introducing a
small amount of a suitable reference material, such as tetramethyl
silane, into the sample and using the resonance signal from this
compound to maintain the required magnetic field value, The
amplitude of the resonance signal may be controlled either auto-
matically or manually,

Tn the locking modes (auto lock and manual lock) the radio-
frequency levels are as regquired for normal operation., The lock-
inz signal level is similar to that of the observation frequency
and is preset for auto lock but variablc for the manual lock
mode of operation. The second irradiation fregquency is derived
from a voltage~-controlled oscillator operating betwzen 9.6 and
14,.%Hz, whose frequency is thsa halved. Thus the locking

resonance is excited by a variable 4,8 - 7.2kHz signal that is
combined with the normal 6klz signal. The amplified output
from ths detection system passes through 2 fkHz filter to select

he 6kHz signal and then to the phase-sensitive locking detection

system which selects the dispersion mode of the variable-~frequency
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signal and uses it to correct for any drift or disturbance to field.
The field correction is applied at two points, the 'fast

lock' correction which gives a fast response to rapid changes

in D.C. correction current via the field modulation coils, and

the 'slow lock®' correction together with a field shift applied

to one of the field shift coils. Use of the two modes of

correction enables a rapid response without instability. The

slow lock system produces a field sweep via a small offset volt-

age that is used to search for the locking resonance. Once the

locking resonance is sensed, its resonance swamps the offset

voltage, and lock is established. The locking detection system

also contains a detector for the absorption mode of the locking

signal giving a D.C. output. This output is proportional to the

level of the locking signal response in the sample when the

double resonance accessory is in manual lock mode of operation.

In auto lock mode this output is fed back to give automatic gain

control in the input of the locking detection system. The func-

tioning of the system is thereby made independent of the amplitude

of the locking signal response from the sample thus enabling a

range of locking material concentrations (1% - 10%) to be used.

The Accurate Measurements of Chemical Shifts

In normal continuous wave nmr spectrometry the absorptions
are recorded on calibrated chart paper and approximate values for
chemical shifts are deduced by measuring the separation between
recorded lines. The investigations reported within this thesis,
requiring accurate measurements of chemical shifts (0.1Hz or
better), necessitate the careful control of conditions. For
instance, it is necessary to use identical sween speed and filter
conditions because of possible response deficiencies. The spectra
were drawn out in an expanded form (the minimum sweep width poss-
ible) several times. In the case of the HAlOOL spectrometer the

position of each neak can be measured by placing the pen of the
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recorder at a stationary position corresponding to the peak maxi-
mun and counting the sweep and manual oscillator frequencies of
the Varian frequency counter. The difference between the two
frequencies gives the chemical shift relative to the lock-signal.
The degree of error is reduced further by taking the average of
several values. In the case of the R12B spectrometer the chemical
shifts are measured relative to precalibrated chart paper since no
frequency counter was available. The spectra were drawn several

times for the sample sample and the average chemical shift evaluated.
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n accounting for o beczuse they have been used in this work.
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150, tecause ¢ stems from a van der “zals interection, ven Jder

“laals dispersion forces are considersd, in their own right,
from a classical point of view. The many litersture quotations
that strongly suggest that there is something missing in past
characterizations of continuum models, especially wiﬁh regard to
c;. are highlighted and these provide a background to the modified
version of the chareacterization of c% przsented in later chapters

of this thesis.

london Dispersion Forces and the Van der ¥aals Screening Constant o;

The van der %aals forces beiween molecules may be descrited
in terms of London dispersion forces and rerulsion forces so that
o, must have 2 contribution from both. It is generally accepted
that at intermolecular distances (contact separations) it mayge
reasonable to neglect repulsion forces. Indeed, significant contri-
butions to the repulsive nart of o only occur if there is consid-
erable overlap of the molecular orbitals of the interacting mole-

cules. Therefore 2 theoretical characterization of cﬁ need, to a

first approximation, only reply on a theory concerning the attractive

dispersion-type forces.

From the point of view of a continuum treatment the solute
moleculs is thought of as being a point non-polarizable dizole at
the centre of a spherical cavity surrounded by solvent continuumé .
The oscillations of the solute electrons produce transisnt electric

dipole moments which in turn produce instantaneous inhomogeneous

polarizations of the solvent continuum, These polarizations lsad
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to "reaction fields" within the solute cavity that are uniform
throughout the cavity and in the direction of the transient electric
dipolesg. This interaction is essentially between a pair of elec-
tronic oscillators which may be considered to be the solute and the
‘solvent continuum®'. London's treatment of van der Waals dispersion
forces between simple harmonic oscillators?o' ?l, demonstrated that
these forces arise from all the second order terms in the energy of
the interacting oscillators. These second order terms always tend to
displace the unperturbed oscillator energy levels downwards thus lead-
ing to attractive forces between the oscillators. The London disper-
sion energy?o’ ?l, for a pair of hydrogen atoms of polarizability &
separated by a distance r, is

AU = -39 o 2/tx® 32
where hV is a transition energy between the energy levels of the
interacting oscillators (hydrogen atoms), and may be related to the
ionization energy of the species. It is well accepted’C’ * that
dispersion forces and thence energies are directly additive. The
basis of London's argument outlined above is. equivalent to saying
that van der Waals dispersion forces arise from all square field
effects (the linear field, or first order, effects averaging to
zero). Thus the van der Waals dispersion screening may be written
in terms of square fields only, such that (section 1:9b, equation
1.56)

o =-B3E 3.2
For non-polar isotropic systems one of these square fields will be

the mean square reaction field in the solute cavityég.

The Models Used to characterize c%

Following the discourse given in section 1:9b it is necessary
to compare the gas-to-liquid chemical shift of an isotropic solute,
involving an isotropic solvent, (section 1:9b, equation 1.55) with
an appropriate theoretical function in order to test the adequacy
of the relevant theory relating to U;. The theoretical function

relating to o depends on the model used to characterize it and
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of these there are basically three; namely continuum, gas phase
and cage models.

The zas thase modelzg’ 67 of the liguid specifically depends
on bimolecular interactions and the calculation of two centre
potentials. AIthough the virial expansion of nuclear screening
(section 1:9b, equation 1.3l4) suggests that only pairwise colli-
sions between molecules, possibly even in liguids, need be consid-
ered, a charzcterization of a dense gas or liguid should involve
more than one pairwise collisiFF at any given {ime. This requires
aﬁeextension of the simplé bimﬁlecular approach and the setting up
of equations to represent the potential energy of the system. The
solution of the problem would necessarily imply the use of many
approximations.

With the cage modelé?, only the first solvent shell around the
solute molecule is considered. Consequently, the average effect of
one solvent molecule on the nuclear screening of the nucleus of the
solute molecule is predicted and the total screening is obtained by
summing the individual pair interactions. The cage model therefore
necessarily involves some empiricism. Both the gas and cage models
have been developed mainly by Rummens g}_g}é? and although the
results obtained give a more or less semiguantitative description
of ., reliable results depend on the approximations taken in
evaluating the potential energy functions and the availability of
intimate measurements on molecules rather than the more easily
accessible bulk properties of molecules.

The preferred mo@el in this thesis is the continuum model
because bulk properties of molecules are only required and this °
description is a closer representation of the liquid phase than
the two previously described models. Following Onsagarfe the treat-
ment of oy ona continuum basis requires that the solute molecule

is singled out and treated as being a point species at the centre



of a cavity surrounded by a continuum representing the solveant.
In following the continuum model approach, it is also realized
that the presently accepted continuum model may itself be inade-
quate in accounting for o; and dispersion forces irn zeneral;
evidence for the former inadequacy will be presented later in

the thesis. Consequently, the classical continuum modsl will be
extended and based on a model with additiornal features reminiscent
of both cage and z=s models. ZRefore rroceeding, however, past
characterizations of o, ona continuum basis will be discussed
along with some justification of how continuum models may be
extended to give an approximate description of dispersion forces.

An Outline of the Continuum Model

Following the lead taken by 381184 in initiating the use of a
continuum model in calculating electrostatic esnexrgies of dipole
molecules, Onsager68 published his classical paper on electric
dipole moments of molecules in liquids. The treatment was applied
to polar molecules although it was implied that there should be
no real difference between this and the treatment of non-polar
molecules. The argument of Onsa.ger,68 for the case where there
is no applied electric field, is essentially as follows.

In the absence of a solvent medium the potential at a point
with co-ordinates r, 8 , produced by a point dipole of moment )2
lying at the origin and with its axis directed along the reference
co-ordinate, is given by ¢=‘Pcose/r2. When such a dipole is at
the centre of a spherical cavity of radius a in an initially
unpolarized medium the field within the cavity is modified by
the reaction field sef up by the dipole. Although the evaluation
of this effect requires the consideration of spherical harmonics
(see chapter 4), only the results obtained will be presented.

For the potential in the cavttyée

¢1 =).I.COSG/:'2 -Rrcose 3.3

where



2 ) 2 3.4

(2€,+1) a

is the reaction field and is in the same direction as that of the

=),
1}

dipole producing it and therefore dependent on the instantaneous

orientation of the dipole. The symbol 62 represents the dielec-
tric constant of the solvent medium. The field outside the cavity
is modified and the electric potential outside the cavity becomes
% 2
¢2 = p cos6/T 3.5
where )P is the apparent dipole moment of the solute as observed

from outside the cavity and given by

JL: o 3.6
(262 + 1)

The only field that acts on a spherical molecule in a polarized

dielectric is therefore the reaction field, ﬁ. because the dipole
field cannot act upon the molecule producing it. The dipole moment
ﬁ, is the dipole moment of the molecule in va.cuo,)";o, plus the
dipole moments induced in the molecule by the reaction field act-
ing upon it. Thus }'} may be written as

)'T = ]To (1 +%.8 +(u,lg)2 +(v¢lg)3 +ees) 37
where o is the solute polarizability (mean) and g is the reactZon
field factor, 2(62-1)/(2G2+1)a3. The infinite series in ¥ g
(equation 3.7) is converging, since ¥,g<I, and may be written

as (1 -htlg)-l. Thus the liquid phase solute dipole moment is

P -1 -

pP=p, (1 -%8) 5.8
The solute reaction field is thence given by

'y a -1

Rl = E}lo (l = uslg) 3.9

and for a non-polar molecule the all important square reaction
field is
<> =g > (1 -wg)? 3.10
The reaction field and continuum treatment will be considered
in more detail in Chapter 4, although the above equation 3.10 is
presently accepted to be the entire mean square reaction field in

accounting for o e
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3:5 A Review of Past Continuum Treatments

The presently accepted general equation for o is
2
o # =B -s) 333

where (Ri) is the mean square reaction field in the solute cavity.
35, 72, 73

Various workers have attempted to characterize c;, on a
continuum tasis and presented various equations to this end. The
earliest attempts suggested that the equation72' 73
A
o =-2Bhg i
4 25#32

3.12
J‘;

should be applicable, based on calculations on energies;of vaporiza-
tion of non-electrolytes. The sumbol g is called the reaction field
factor that will be precisely defined in the next chapter, and Ri
an&jQE are mean absorption frequencies of the solute (1( and solvent
(2) molecules. However insufficient data on suitable solvents were
used to test the approach in this case. Other workers?u' 75 have
studied the continuum model and used it to correct observed shifts
in polar systems to obtain information about linear electric field
effects on nuclear screening. The conclusions reached were not
convincing in respect of the model or the equation used for o

De Montgolfier/>~’9 conducted extensive investigations of
o, characterized by continuum theories. He concluded that oy may
be characterized through the equation

Ch? F: 1)“ k), BAE
o.w % =6 2 2 |soln, —— 3.13
(2’3 + l) (ﬁ\ + 2) “l olute

where ™ is the D-line Na refractive index of the energy (essentially
the solvent) AE, is a complex transition energy of the solute
molecule, d]'is the mean polarizability of the solute molecule and

kl is effectively a site-factor dependent on the geometry of the
solute molecule. Of the theories published to date on the character-

ization of O de Montgolfier provided the most consistent explana-
tion of the variation of o, with solvent. This is notwithstanding

L6



the efforts of Rummensao_83

who effectively reiterated the ideas
of de Montgolfier?6“79, but rejected the site factor kl as having
no place in a continuum model., However, Rummens later reintroduced

a site factor that appears again to be ocut of place in a continuum

a
217
model., The Rummens equation for & is given as ”
z = 2
- b2, I, (w - 1)
- = S 3.14
]
6 2 hang
24 (21g +1)

where S is the Rummens site factor, I1 is the ionization energy of
the soluts molecule, u&.the mean polarizability of the solute mole-
cule, ay the solute cavity radius,'nz the D-line Na refractive index
of the solvent and K a reaction field/site fzctor constant. Zqua-
tion 3.14 is probably the most widely accepted continuum equation
for S but it is felt that there are very stronz objections to

the use of a site factor, such as S, in continuum thecry. This
contention will be expanded in the rext section.

Ancther important point is that the solute molecule has been
treated as being non-polarizable by previous workers, but with
polarizability introduced at a later stage of the treatment. It
is intended in this thesis to treat the solute as being nolarizable

ab initio for the sake of consistency in the theoretical treatment.

A Critique of the Rummens Site Factor

Rummen583 discounted the site factor of de Montgolfier??’ &
on the basis that it has no place in a theory dependent on a uni-
formly polarized cavity surrounding a non-polarizable solute that
is considered as a point dipole. Similarly, it is difficult to
reconcile Rummens' site factoraB, which accounts for the site of
a resonant nucleus in a solute, with the reaction field treatment
of a point dipole solute. This observation aside, it appears
additionally that there are several oversights in Rummens' approach.

Basically, Rummens takes the correctly defined site factor for
85, 86

a pair of molecules in the gas phase, Spair , and transposes



3 Ty = m P P = o =
this to the liquid phase. The site factor for a zaix cZ nolacules
- neL
R R T S
is ziven by
S, 2
=iy = 1l + g
2.4
b 4\ Lol
2 A s B Se—J
S e o 1 . 1T T R R - o~ i -
where g = &/, siith & being the distance of the xesonant nuclsus
Savm tha centre of mees of the soluits molsculs znl » i3 ths disztancs

may be darived by averaging the inverse sixth sower of the distance
between 2 resonant nuclasus and a fixed point in the continuum whils
the solute freely rotates in its cavity. Zecond, the equation may
equally well be derived by averaging the inverse sixth power of the
distance between the nucleus, in a static molecule, ané a scherical

surface of continuum at a fixsd radius from the centre of ths solute

0

molecule., Rummens extends this zzz chase site factor for a contin-

uum, S by further averaging the inverse sixth power of the

cont’
distance over the continuum from a distance of the sum of the
radii of the solute and solvent (rlz) to a distance of infinity
(e#0). This is correct from a mathematical point of view but
Rummens appears to take the averages over all shells of continuum
from Iy, to ®0. This is tantamount to aversging over fivs dim

i e ha ™

sions, or at lsast two dimensions twice. OCertainly in the deriva-

e

;. 8 ; : 5 : e o=t
tion 2 of S ir two dimensions are accounted for in considering
the shell of the solvent molacule centre about the sclute moleculs.

Thus in the evaluation of S t should cnly be necessary to

cont
extend 3 in the remaining radial dimension, viz. into the
mair =
continuum. In the derivation given by Rummens, gcoqt’ is found

to be
‘)

Scont 2
G-q 3.16

where q is 4/» /700
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It is considered here that the derivation of scont should

follow the method described below. The continuum site-factor

00
Spair r_édr

12

cont =

3.17

T2

-6 .
which is an average over r ~ of Spair (equation 3.15) from T,
throughout the continuum (to effectively oo0). From equation 3.15

equation 3.17 may be written as

cont = 5:5 dr . .18
5 o
), (x° - d%)
Evaluation of this integral®! (by parts and partial fractions)

gives

[72]

S Ry % 2q2 P 5 1nfl-g
6 < 2qi (1-q 8q° 1+q 2

For simple systems q varies between 0.2 and 0.4 so that the site
factor defined by equation 3.16 varies from 1.13 to 1.69 whereas
that defined by equation 3.17 varies from 1.20 to 1.90. It was
suggested that the most rigorous test of equation 3.16 (and now
perhaps equation 3.16) is the interpretation of the gas-to-infinite

dilution chemical shifts of the totally isotropic systems, the

group IVB tetramethyls. It was stated>>

" s Ghe plot of exper ental ovan der Waals
shifts vs. (n - l) - l) (the reaction
field term) r3sult in ap%roxlnataly parallel
straight lines, none of which goes through the
origin. Introduction of the site factor (s, .
in equation 3.14) makes these plots go throdgh
the origin, all with correlation coefficients
of about, 0.993..."

By reference to Table 3.1 it is evident that the site factors for
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the group EEE tetramethyl systems, as given by equation 3.16, are
roughly constant.fora given solute molecule. It must also be
emphasized that if each of the abscissa values of a linear
regression are multiplied by a censtant then neither the intercspt
nor the correlation coefficient will be changed. Consequently,
in the present’case, it is impossible for these site factors
(either from equation 3.16 or eguation 3.19) to change the corre-
lations of o vs. £(n) - reaction field term - significantly or,
moreover, the intercepts, which must remain finite (Tzble 3.2).
It appears that the use of site factors, both from equations 3.14
and 3.19 in no way improves the characterization of & .

This must throw into question the validity of the currently
accepted characterization of 6%83. It may further be argued that
the concept of a site-factor is incompatible with a reaction-field
theory where the field within the cavity containing the solute
molecule must be homogeneous. This has also been pointed out by
Foremanaa. It would appear that the use of a site factor in a
reaction field characterization of c; appears to be conceptually,

mathematically and physically incorrect.

Past Literature Observations Regerding Continuum Treatments

If the widely accepted treatment of ol is in fact incorrect
there could be hitherto unrecognised shortcomings in basic continuuﬁ
theory., In fact such shortcomings have been pointed out in the
literature. The intention now is to draw the various observations
together in an attempt to more clearly identify the route to
improving continuum theory.

Although Onsagerfs reaction field *:.her:u:‘j,ré8 is essentially for
polar solute molecules, the theory is assumed to be capable of
extension to transient dipole moments and thence non-polar solute
molecules and is therefore of fundamental relevance. The conclusion
reached by Onsager in his discussion is that his treatment is an

€8

incomplete description of continuum theory. It is quoted™ " :
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"«.. The present development of the theory is by
no means complete... Nevertheless, it appears that
the develepment of the theory...will involve care-
ful consideration of molecular arrangements, and
probably some arbitary exercise of judgement..."

Certainly, other researchers such as Kirkwood89 and Prock and
McCankeygo have agreed with Onsager that continuum/reaction field
theory is incomplete. It is stated in the book by Prock and
McCankey”® that

"...Not taken into account in the Onsager equation
are those short range forces, chemical in nature,
that exist between molecules in condensed media..."

It has been pointed out by Pullman91 that there are two prin-
cipal methods of studying environmental effects in liquids - contin-
uum models and discrete models - both of which have their individual
shortcomings.

In papers dealing with nmr and especially in connection with o;.
the most significant indication of an inadequacy of the continuum
model has been given by Buckingham gg_gl?5:

"..oTwo effects may contribute to ¢ :... Inter-
action between the solute and solvefit in its
equilibrium configuration...(and)...Departures
from the equilibrium solvent configurations will
lead to a 'buffetting' of the solute and hence to
a time dependent distortion of the electronic
structure..."

It will be seen later that this is the general theme of the charac-
terization of o in this thesis.

From some excellent work on medium effects on nuclear screen-
ing by Raza and Rayne592 it was concluded that:

"...the tentative, but physically reasonable, con-
clusion that the magnitude of o- depended primarily
upon the amount of 'exposure' t8 the solvent
experienced by the solute proton..."

which indicate that something more than a simple reaction field
approach is required. When reporting on a factor analysis on a
group of data with resyect to solvent effects on nuclear screening,

Bacon and Macie193 stated that:

"...a factor was missing and that a re-examination
of the premises on which solvent effect contribu-
tions, particularly dispersion shifts, are based
is required...”



3:8

It has been concluded also by Buckinghamgu. in consideration of
o&, that the resonant hydrogen nuclei, which are generally on or
close to the periphery of the molecule, are:

"...therefore exposed to direct contact with the
surrounding molecules,..."

In fact it has been suggested by Lumbroso-Bader et al®” that
neighbouring solvent molecules must be included in a reaction field
characterization of nuclear screening such that the influence of
the solvent medium should be considered in terms of a continuum
approach and the electrical part of solvent effects as due to a
specific solute-solvent interaction.

A paper that directly throws into doubt the state of reaction
field theories with respect to nmr screening is by Laszlo“o' 9
and Musher96 who concluded that:

;.;.?ﬁzzrfaigi?ngigel Eifl?o; %g:qgg}eﬁy gizegyhy
expressions from other presently avaiiaﬁ?e theories..."
Of interest is the suggestion by Coulsong? in a general overview of

dielectrics approaches to intermolecular forces that:

"...near neighbour solvent molecules must be
treated differently (to the remaining solvent)..."

The above literature quotations, suggesting that continuum
theory is probably incomplete, are by no means exhaustive. However,
the few examples shown here are sufficient to stimulate the need
founded.

An Outline of the Proposed Extension of Continuum Theory

In view of the analysis of the interacting isotropic

oscillators?o’ 71

(section 3.2) as desribed by London, it is
evident that the square field describing dispersion forces, and
thence van der 4aals dispersion screening, o7 (equation 3.2) may
be thought as being made up of two parts. One part being made up
from the sums of the mean square reaction fields from the solvent
and acting upon the solute molecule: this does not involve any
solvent-solute distances in the analysis. The other part is made

up from the solvent dipoles creating a square field at the solute

H



molecule. This latter contribution involves a solvent-solute dis-
tance and, unlike the first part, that is of a continuum nature,
relies on the discrete nature of the solute and solvent molecules.
Thus, even on the approach of London?o' ?1, the basic 0nsager68
model appears to be inadequate. On this basis, and with the
evidence presented in section 3.7, an outline of the extended
continuum approach to be used in this thesis to describe o will
be given.

It is proposed that the reaction field contribution must be
made up of two parts. These are the classical reaction field of
the solute molecule described generally in the way of past
workerséa’ 69 and a further reaction field from the nearest neigh-
bour solvent molecules. It must be accepted that since van der
waals dispersion forces are being considered, with their inherent
r-? dependence, the nearest 'continuum molecules' to the central
solute must have a greater effect than the remainder of the contin-
uum. Indeed, these nearest neighbour solvent molecules will be

anything but continuumBB' 85, 86

and it is probably not unreasonable
to treat these solvents as occupying cavities themselves. If this
is so it may be argued that their extra-cavity electric fields may
augment the reaction - field of the solute cavity. This continuum-cage
type of approach, to accommodate these fields, may be regarded to be
an equilibrium type of situation where the configurafion of the mole-
cules with respect to the rest of the continuum is taken to be static,
other than electron oscillations.

It will be shown that there is a need for yet another square
field term to describe the more discrete solute-solvent encounters.
This discrete part of the square field effect will be considered

from the point of view of solute-solvent peripheral atom encounters

with the molecules having a finite shape and size, rather than being
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treated as point dipoles. Such a non-equilibrium situation may
be thought of as being a molecular "buffetting" interaction
between the solvent and solute peripheral atoms. The idea of a
non-equilibrium "buffetting” effect was expressed by Buckingham
et 51,35 at the early stages of the application of continuum
models to c;, although in a different sense to that presented in
this thesis.

Bases on the proposals expressed for c; in terms of square
field effects (equation 3.2) may be assumed to be written as

o, = -BED + ) + B2 3,18

where CR) is the mean square solute reaction field, <ES) is the
extra cavity square field of the solvent molecules surrounding the
solute molecule and ﬁ;i”is the square of the "buffetting" field
due to the solvent-solute non equilibrium encounters.

The application of reaction field theory to o, will now be
developed and the effects of more specific molecular encounters

on c; will be attempted on a somewhat classical basis.



CHAPTER &

THE APPLICATION OF RSACTICON FISLD THEORY TO THT

REFORMULATION OF THE VAN DER WAAIS NUCLEAR SCREINTNG CCNSTANT

4:1 Introduction

The reaction field concept outlined in section 3.4 will now
be considered in more detail and then extended in an effort to
more completely describe o7 To facilitate this the historical
back ground to the development of reaction field theory and con-
tinuum models will be discussed initially and the philosophy
behind the approach undertaken in the work will be presented in
outline.

The consequences of treating a molecule as a point dipole at
the centre of a cavity surrounded by continuum were investigated
initially98 by using a model of an ion treated as a charged con-
ducting sphere surrounded by a continuous dielectric. Such a
model facilitated considerable progress in the theory of electro-
lytes but i; inappropriate for electric moments. A vast improve-
ment was achievedsu in the latter connection by considering an
jdeal non-polarizable electric dipole moment at the centre of a
spherical cavity in a continuum. It is this approach that has
provided the basis of many of the continuum medels used to
investigate dielectric properties. The basic approach has been
adapted with varying degrees of rig0ur69' 99-100 including treat-
ing the dipole as eccentric and considering the cavity as being
ellipsoiﬁal.

Although the type of extensions of the basic model mentioned
above can lead to some mathematically elegant and interssting
results, the basic model will be adbpted herein to afford an
adequate treatment of the reaction field/continuum model. This
will keep the ensuing mathematical treatment as simple as possible

and may provide as accurate a description of the system as might



4.2

anything more elegant in view of the approximations that will be
encountered later on in the treatment. Perhaps the only signifi-
cant extension of the basic model is that the dipole will be
eventually considered as polarizable.

: A - b ; 6 101
The Reaction Field of a Polarizable Point Dinole 9 10

As a prelinminary to sxtanding conventional reactiorn field
theory the formulation of tasic reaction fields will be considered.
Attention will be focussed on an electric dipole moment at the centre
of a spherical_cavity that is surrounded by 2 continuum medium of
solvent. The electric dipole moment polarizes the continuum and
this polarization produces an electric field in the spherical cavity
that is proportional to the magnitude of the electric dipole moment.
This electric field is called the reaction field. To calculate the |
reaction field, the potential within the cavity due to the dinole
itself and due to the interaction of the dipole with the continuum
must be known.

If the centre of the dipole is chosen as the origin of a
co-ordinate system in which the direction of the z-axis is taken
as being along the dipole vector, there is symmetry about the z-axis
(fig. 4.1). Because there are no charges rresent inside or outside
the cavity the electric potentials must satisfy Laplace's equationég,
V2¢=0. The general solution of Iaplace's equation is developed
into a series of spherical harmonics, but the axial .symmetry of the

present system permits the general solution to be written as

. _¢=-A + 3Br| cos®
- 4.1

where A and B are integration constants which have different values
inside and outside the cavity, r is the radial distance {rom the
origin and 8is the angle between the radial vector and the z-axis,
The following boundary conditions are appropriate for the
solution of this problem; the subscripts 1 and 2 refer to inside

and outside the cavity, respectively:

B



1. ¢ is continuous, viz. tbl(a.) = ¢2(a.)

2. All tangential components of the electric fields
produced in the system are continuous, viz. F‘.,‘l(a.) E
Eq (a.) Since By = =( / ) (*o¢/h9) it follows that
‘Wl(a)/;e =2}, (a)/'as

3. All normal components of the dielectric displacement
are continuous, viz. D ,(a) = Drz(a.). Since D =
-€ (/3r) or €E, it follows that €& (3¢, (a)/ar =
€, Bpy @)A1,

k., As r- 0, or equivalently a3 oo, the field of a dipole
in a medium of dielectric constant &1 is obtained whose
potential is defined as 1}1(::'-?0) = ).lcose/e lrz

5. Because there is no externally applied electric field,
then ¢2(r-)- 00) = 0.

From condition 5 it follows that B, = O and from 4, A = )1/&1.

Hence the potantia.la inside and outside the cavity may be written

respectively as

bl b B - Bl cosé L, 2a
& .2
élr

¢’2 == A coss
-5 4.2b

" o

From conditions 2 and 3 the values of Bl and A may be obtained a.nd.
the more complete expresé:.ons for the potentials become:

b = - 2o =€) F

—, | pcosé , 4.3a
El r° Q.L(ZEZ +€;) a’
chose
2 (2(_2”1)1_2 4,3b

The tangential electric fields and radial electric displacements
with respect to the radial vector, may be written

By =-1(M) =/ 1 - 2 -¢)
e (-u e) € e Jising

é (2(-2+'él)a.3 4.La
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4:3

=1

-1(30\ 3 usin®

82 = — =
g w/ (2E2 +e1) 1_3 4. 4p
?
h L e e e éi) cos6 4 4
Bogi= €, ekt ar 07 3
PR o (2¢, + €;)a
24, 68 , pcoss
- > Ad

dr (2¢, + &)
It is clear from the above equations (especially 4.4a and b) that
the angle 8 can only be zero for there to be a constant reacﬁ@on
field in the cavity that is single valued and thus it must be
coaxial with the generating dipole. The reaction field, Rl' is

therefore

e 2(e; - &) p

=3 k.5
(2‘2 - &l) a
It has been shown in chapter 3 that equations of the type 4.5, even

with site factor modifications, are unable to characterize van der
Waals dispersion screening. The reason for this will now be
investigated.

A Critigue of Van der Waals Forces Characterized by Reaction Fields

In his treatment of van der Waals dispersion forces, London?o’
described the mutual dipolar interaction of two molecules, i.e. thel
forces are treated as being caused by dipolar electric fields only,
This approach requires the values of the dipole moments of the
interacting molecules derived from a description of coupled electron

71

oscillators, Essentially, this treatment of van der Waals dispersion

interactions is based on a discrete dipole - dipole interaction
model. It is noticeable that induced dipole effects were not des-
cribed in the London70' 7% treatment probably because the effect
may be very small.

An alternative description of van der Waals dispersion forces

is through a reaction field (continuum) model. The continuum model



does not recognize the effects of individual molecules other than
that in the central cavity represented by the point dipole under
study. There is thus no part in continuum theory for the direct
effects of the dipolar fields of solvent molecules. It is these
effects that London characterized, and if they were included in
reaction field approaches they would be treated twice, their effects
having already been accommodated in the reaction field. Kirkwoodsag
approach was consistent with these contentions because, even though
he considered the moments of nearest neighbour solvent molecules,
these were only added to the solute moment in an enlarged cavity

and not considered to enhance the moment of the solute material.

It is clear that in continuum theory, only reaction fields have to
be ¢considered and not primary dipolar fields, although secondary
dipolar fields that could originate from the effects of the reaction
field may have to be dealt with.

In view of the above contentions it appears, at least super-
ficially, that there is little scope for improving conventional
reaction field approaches. However, it does appear that 0nsager68
based approaches may be incomplete for the following reasons. 1In
a pure liquid all molecules must on average have the same properties.
Therefore, if one molecule is single out in a cavity, and character-
ised, every other molecule individually can be treated in the same
way. It is important to determine the effects of this. Referring
to equations 4.4b and 4.4d, it can be seen that because the electric
potentials ¢1 and ¢2 are continuous at the cavity surface and the
former leads to discrete dipolar and reaction fields, these fields
must have identities outside the cavity. Equations 4.4b and 4.4d
can therefore be rewritten as
psin®  Ra’sine

r3 er 4, 6a
2pcos® Rajcose

Be mi= %

s r3 4.6p

As has just been emphasised continuum theory is not concerned with

E

82 =
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dipolar fields but merely with reaction fields. In reference to

these it has been argued that © must be zero. In conseguence

the only effect of concern is
r2 = — LI’-?

When the selected solvent cavity is remote from the solute molecule,
now considered a constituent of the continuum, Dr2 is vanishingly
small, However, the situation is different when the solvent cavity
contacts the solute molecule. In this situation D , = R/8 (D¥§ =
R2/6k4) at the centre of the solute and its polarizing influence on
the molecular (point) dipole can be ignored. However, at the peri-
phery of the solute, where atoms are usually located for which chem-

ical shifts may be studied, D_, = R and the influence of the solvent

molecule must be considered. r'iherefore a term, designated Rz, must
be included with R, in a continuum treatment of the solute melecule.

If solvent molecules polarize the peripheral atoms of a solute
molecule, so must the solute molecule polarize the peripheral atoms
of the solvent molecules. The polarization of the solvent atoms
generates local dipoles (stemming from reaction field considerations
and not inherent) that will cause a perturbation of the adjacent
atoms of the solute. It is evident, therefore, that this, a third
effect, must be included with Rl and RZ' The intention now is to
consider R, and R, and leave the third (second order) effect until
chapter 5.

The Primary Reaction Field, Rl' and its Contribution to o,

In the Unsager mode168, the cavity is treated as being evacuated
such that El = 1 and the expression 4.5 for R, becomes

26, ),

R = —— —
1 (2¢, + 1) 3 4.8

The formula 2(e- l)/(ZE2 + l)a3 is called the reaction field factor

and represented by g. Thus for brevity

Hl = g}l ‘,"}‘.9



This rsaction field, produced by the dipole momentlp, will induce
further elactric moments in the cavity that are proportionai,to
the reaction field, as shown by equations 3.7 and 3.8. Thus
the true reaction fi=1ld must be given by

By = gp(1 -ogg}_l L,10

where ‘1 is the solute mean polarizsbility.

P

Because the present treatment relates to non-polar molecules
the only relevaat dipole moment is a transient one, Although the
conventional theory is strictly for a permeznent.dipole moment, it
will be assumed that the theory is directly transposable to transient
dipole moments. Because c} is governed by square electric dirole
moments .

D = & (1-xg) <y 411

or written in terms of dielectric constants and refractive indices

2. U R w26, - 1)° £po>
<H1> - 2 6 4,12

9(2€, + n‘i)2 a
by employing the expression68 (n?’_ -1)/ (ni +2) =« -.L‘,"a.3 and the
formula for g. Inherent in this is the acceotance of the cavity
radius, being given by the approximate expression

4Na’/3 = 1 4,13
where N is the number of solute molecules per unit volume and identi-
cal to L/Vm. where L is Avogadro's number and V_ the molaw
volume of the solute. The choice of a has been contentious; Belqu
suggested that a should be the kinetic radius of the molecule and
Kirkwood89 along withF&iﬂiﬁiﬁg suggested that a should be an order
of magnitude greater than the molecular radius. The Onsager cavity
radius (equation 4.3) is between the above mentioned two suggestions
and is consistent with the theory being used.

Thus, the mean square resaction field of a polarizable point

dipole, may be written
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aﬂL\f (+2)° @3 -1° oy
i BT JH
A / (2n2 - nl)

2
<R 4,14
where ng has been substituted for the dielectric constant 62 of the
isotropic solvent (strictly only true at infinite frequency).

It must be stressed once again that the above treatment is
based on an oversimplified model because in reality a molecule is
not a point and there is no such thing as a microscopically indivi-
sible continuum; also, no account is taken of fields produced by
higher electric moments of the solute molecule.

The Extra-Cavity 'Reaction Field' of the Solvent, Hz

The earlier suggestion (section 4:3) that near neighbour sol-
vent molecules should be treated differently to the rest of the
continuum is consistent with the implications of the quotations from
the literature given previously in section 3:7. Rummens®’ considered
this as justification for the introduction of a site-fa.ctoraj to
account for deficiencies in the fundamental approach. The present
contention is that this is necessary and that R2 has to be included
in reaction field theory.

At this stage it is interesting to observe Kirkwood's®? modifi-
cation of the Chsagersa treatment of polar molecules in an extermal
field. His treatment resulted in a specific effect from the solute
molecule and its nearest neighbours. This bears some similarity
to the proposed inclusion of Hz with Rl' Kirkwood related the dipole
moment, ji, of a single molecule and the total moment, ji, of that
molecule and its Z nearest neighbours through the following equation:

pp o= Pz(l + Zcos ) 4.15
where ¢os¥ is the average value of the energy weighted cosines of

the angles between the dipole moment of the central molecule and

those of its near neighbours. In the present context interest is

focussed on (I,lz) and it would be interesting to entertain an



adartation of equation 4.15 for this, However, this would create

several fundamental problems. If Z was equated to twelve, corres-
ponding to close ;ackinggs, aré cos ¥to 1T for the average
orientation of the dipoles, tha values of'<3;> evaluatad by the
unaccertably high factor of about sight. 4idditionally, the
dimensions of the effactive cavity would be unclea:e
less, thers is an attraction to the ¥irkwood - aznroach, the success
of which suzgsste, along with a commarizon of equation 4,14 and

4,15, that the totzl mean square reaction field may best be described
by a sum of two terms; one similar to equation 4.14 and an additional
one from the effect of the nearest neighbours. It is now nroposed
that this may be achieved by a simple extension of the Onsager
approach without recourse to the Xirkwood principleé.

"hen considering the effect of 31 on nuclear screening it would
appear necessary to evaluate the time average effect of<§3§) dirsctly
at the relevant nucleus. However, reference to equations 4.4a and
4, bc and the accented formula

R=fg (1-g)"" | 4,16
reveals that not only are R anduy.directly proportional but co-linear.
Therefore referring to figure 4.1, if az molecule is considered to
contain a peripheral resonant nucleus this would have to te consid-
ered to not always experience the effect of4(3%> and on time average
some absurdly small factor of this., This zpparent paradox is avoid-
ed by evaluating the square field <E§) that is respénsible for the

69, 72

van der Waals force on the whole molecule. ZEecause this
solute molecule is considered to be uniformly polarizable it follows
that any atom anywheré within it is subject to (H%} ard that this
may be used in the evaluation of the screening of individual nuclei,
The treatment of‘LR%) must .conform with the underlying principle,

In view of the above contentions it is necessary to evaluate

th

w

total square field function of 2 that causes the van der Yaals



Solvent continuum (62)

Cavity ((-1)

Fig. 4.1 A solute cavity in the solvent continuum.
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force on molecule 1 and assume that this is responsible for screening
the relevant nuclei. As shown earlier <R§> is only effective at
peripheral atoms but these must be considered purely as part of the
uniformly polarizable solute molecule. Therefore, if there are Z,
nearest neighbour solvent molecules there must be Z2 pairwise
interactions. The initial problem is to determine how totreat these.

Iondon?l, in describing the dispersion forces between molecules,
considered the force between a pair of molecules on a coupled electron
oscillator basis and concluded that when considering a many body
interaction each pair effect is approximately additive to give the
total effect of the interaction. So from the point of view of the
model under consideration the R2 on molecule 1 is the sum of the
individual pair effects over all time. Any attempt to argue that
the solvent fields are effective at different times is tantamount
to saying that the pairwise interactions are not additive and this
would be contrary to London's conclusions?l.

If a molecule 1 has one near neighbours of type 2, R may be

considered to affect molecule 1 through a cone subtended iy the
periphery of molecule 1 at the centre of 2, where its dipole is
located. This is equivalent to saying that molecule 1 may be
considered to be approximately subject to (BS) for l/Zl of all time
(the space between molecules being ignored because electrons can-
not couple with nothing) where Z, are the number of molecules 1
that can surround a molecule 2. There are however two such cones
that can have an influence on molecule 1 - when the moment of 2 is
essentially towards molecule 1 and also when away from molecule 1.
The pair interaction is thus equivalent to 2/2l X <ﬁ§> . Because
there are Zz such pairwise interactions the total effect on mole-

: ; 2 - 2 ~ S
cule 1 is Z2 X 2/51 (ﬁz) which becomes 2{,H2) when 4 =12 Whilst

2.
2
(n£>'is only effective at the periphery of the solute molecule, this

molecule has to be considered a uniformly polarizable cavity and

the force acting on the whole molecule, considered
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due to (Hg), which is the field causing the screening of atoms
within thel molecule. Because its magnitude is evaluated for peri-
pheral atoms it might be argued that it is only really applicable
to peripheral atoms and that other values of (R§> would be opera-
tive for differently sited nuclei; this point requires further
elucidation.

Consistent with the assumption that van der Waals forces bet-
ween molecules are approximately a.dditive?o' ?l, molecules in
cavities of the type 2 can only affect the properties of the mole=-
cule filling cavity 1, through 2<R§) for a pure liquid or at least
for molecules of the same size. In the present context, therefore,
any property arising from van der Waals forces must depend on
(Ri) + 2(33) for a molecule in the bulk of a pure liquid. There-
fore when molecule 1 is surrounded by twelve molecules (approximate-
ly for a pure liquid) it follows from equation 4.14 that the total

mean square reaction field (R,?) is given by
2, | 8L i (@ - 1) (a® + 2)° ( 2 2
{ - < +2{p>
-\~ = AL

m
This is arranged in the form of equation 4.15 to demonstrate the

similarity between the outcome of this approach and that of
Kirkwood®?,
In the case of solutions of compound 1 very dilute in a

different solvent 2 the relevant square reaction field is given

by
- ouTT (}':ZL/" (af + 2)? (2 - 1)2

-—-2— +
81 Vl (2!12 + n:ZL)Z
2 D2 2
f@%) (n2 + 2) (ny - 1) 4.18
2 L
V2 91-12

where f = 7, x 2/21. It can be shown, by consideration of the
formula for the close packing of sphere53 6, that
2
z, = ﬂ((rl + rz)/rl)
and thence f becomes 2, x 2 sin? (6/2)/TT where 6 is the angle
subtended by the periphery of 1 at the centre of 2 where 1 and 2
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are considered as spherical cavities, in contact. This is illus-
trated in figure 4.2. For molecules whose radii (calculated from
equation 4.13) are not too dissimilar, as in the case of the mole-
cules (solutes and solvents) considered in this thesis, it can be
shown that the value of sinz(s,’ 2) is about the same as the value
of 8/, with © measured in radians. Replacing sinz(G/Z) by &/l, for
convenience, the expression for f in equation 4.18 maybe written as
z?_e/zn'.

To summarize therefore, it is nroposed that the total reaction

field effect can be written as the sum of two texrms (equation 4.18):
2 Sea o
G =<6 + 6 4,20
where &= ic defined b tion 4.14 and <E°) by
12 i y equation k.14 and <Z7 y
2 2
Er = 14 21

Thus the van dexr Yeals screening,which is also taken to be directly

104-106 :

additive, n terms of reazction fielde is

Cop = B b, 22

o2
where B is the square Tield screening coefficient.

In order to test the validity of the reaction field theory as
prorosed above it is necessary to formulate an explicit expression
for the mean square dipole moment (}1:) and this will be outlined in

the next section. Then, by Jjudicious

Q

hoice of the apnropriate

systems, that are compatible with the inherent theoretical nrinciples

equations 4,18 and 4.22 will be tested using the avpropriate data

(table 4,6).

2
The Ixpression for éf')

Both the direct and indirect square resction fields demend on

the value chosen ford = Methods of o'tta_inin-'( 1:3 include ths
}»1 &

. - - [ as . - - - Q
use of Slater screening parameters » diamagnetic :"J.E-:C:"_Ttlblli‘f.lf;slo

109
and polarizability measurements™ 7 and the expression for = quantum

and the e
. P 270, 71
mechanical osecillator' ™" 7,

e
The values of<}1“‘) obtained from the
expression for a gquentum mechuanical oscillator,

Lkt L= § =R E
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Solvent cavity

Solute cavity

Cone of influence for 32

Fig. 4.2 Cone of influence for R, with solute and solvent

=

cavities imagined to be in contact.
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b7
b:7a

<):2> = 3xhV/ 2 4.23

and polarizability measurements agree quite well, but differ from
those obtained from diamagnetic susceptibility measurements and
Slater screening parameters.

The quantum mechanical oscillator expression will be used
because of its relative simplicity and its direct relevance to the
foundation of the London dispersion forces?o' e which form the
very basis of this thesis. In the quantum mechanical oscillator
expression, M) is set to twice the value of the ionization energy -0
I, of the molecule concerned. Equation 4.23 is rewritten as

(}12) = 3I 4.2k
The idea that hy = ar0 1. sti1l s matter of contention, though it
will be used in this work.

Tests of the Reaction Field Equation

Gas-to-Solution 'H Chemical Shifts of the Group IVB Tetramethyls

The most suitable systems with which to test the reaction
field screening as described by equation 4.22, are perfectly iso-
tropic systems. Systems that fall into this category are probably
the group zfi tetramethyls. Each of the five compounds can be
taken in turn as solutes in each of the five solvents. The zero
density gas-to-infinite dilution chemical shifts of these systems
78

have been measured’  and the relevant data are tabulated in tables
4.1 and 4.2. For each solute molecule in the five solvents a
linear regression analysis of the gas-to-solution lH chemical
shift on <§§) is performed and the significance of the correlation
is determined using Spearman's correlation testlll. The results
are given in table 4.3.

If equation 4,22 is a totally accurate description of o, the
linear regression analysis should give a correlation coefficient

of unity, a gradient equal to the screening coefficient, B, which
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TABLE 4.1

SiHeLl.
Geneu
SnHeu

PbMeu

DATA FOR THE GROUP IVB TETRAMETHYLS

GP?/IO-ZLFCM3 167/10“12erg Vg?/cmj n® &

10.2
11.9
12.8
1.4
15.9

16.6
15.7
14.7
13.2
15.7

124.6
139.5
138.2
139.5
135.9

1.7902
1.8266
1.9088
2.0541
2. 2644
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for the hydrogen atom 170 112, 13 between 0.74 x 10718 esu and
i 08 2 10_18 esu, and a zero intercept. It can be seen from table
L.3 that the regressions are very good and are significant. The
B-values obtained (average of 0.87 x 10718 esu) are within the

edgo' ki2y 0 but there is a non-zero intercept that

range expect
is unaccounted for in equation 4.24, It would appear, therefore,
that the reaction field description described in this chapter is,
as expected, an incomplete one and there is an additional effect
still to be characterized.

Qs?ﬁ Van der Waals a-Values

A more exacting test of reaction field theory than its applica-
tion to nmr chemical shifts, would be to calculate a very funda-
mental van der Waals parameter. Such a parameter is the a-value

My 313 o this il o

in the van der Waals equation of state
be considered.

In a liquid (or gas) the molecules will experience balanced
forces from molecules on all sides. However, the molecules near
the surface will be pulled in toward the interior of the liquid by
the unbalanced attractions of their neighbours below the surface,
The total force on one surface molecule will be proportional to the
number of melecules that pull it downwards and thence the density |
of the fluid. The total force on all the surface molecules will
also be proportional to the density and the force on each molecule
Thus the force on the surface molecules may be written im terms of

the proportionality

¥ “(%-)2 | 4.25

where N is the number of molecules per volume, V. The force on
the molecules in a unit of surface area is termed the internal Pressure

and given by

(\2
P w &pE
INT v 4,26
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where a is a proportionality constant characteristic of the liquid
or gas being considered.

For gases at high density or for liquids the volume at the
disposal of a molecule of the gas or liquid is less than the bulk
volume of the fluid by Nb, where b is the effective volume of one
molecule. With the corrections involving a and b the perfect
gas equation

PV = NKkT k.27
for a system of N molecules must be amended to the classical van der
Waals equation of state, which, to some extent, is accepted to be

applicable to liquidsuq' as well as gases;

(P + a.(;};_) 2) (v - N'tb = NKT 4.28

It appears therefore that a serves as the most fundamental measure
of intermolecular foces, especially dispersion forces, between
molecules and should be amenable to characterization by reaction
field theory.

For a molecule i in a continuum made up from molecules of type
J, the pairwise potential energy may be expressed by u 3 The
total potential energy of the molecule may, to a first approxima-

tion, be written as the sum of the pair potential energies:

U -iu
A e .29

For a continuum the sum may be replaced by an integral over the

volume of the continuum and thus equation 4,29 becomes:
. 3
Ui-NjJ. uijrl:t'/°tl
o d_3r 1".30
: o

where Hj is the number of molecules j, d3r = ll-TTz:zdr the volume
element of continuum a distance r from i, and oris the effective

radius of molecule i. If j ))1, I*Ij = N and it may be written that
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U, =¥ 50 “ijdjr 4,31

o0

where V. o I 4°r » the volume of the system. At the wall or
o

surface of the fluid there is only a nett force into the

medium and thus
Us (waLL) = % A\ 4,32
or,

% 3
i( ) .k U.i.dr o33
N
o

The energy of molecule i in terms of a reaction field may be given

by69' 75 the expression

U, = =1 2
i 3 qi(%) b 34
where &, is the polarizability of molecule i. Therefore Ui(WALL)

may be written as

R

k.35
" : 115
The expression for a, in terms of pair potentials, is
&0
= o] 3
a E_j uy ;jd r 4.36
o

and thence from equations 4.33, 4.35, and 4.36
a = 1 2
5 %y K2 0, 4.37
where V, = Vi /N, the molecular volume. Van der Waals a-values
(and b-values) are generally quoted in a molar rather than mole-
cular sense in order to be directly comparable to the more conven=-

tionally written van der Waals equation of sta't.au5 :

Q“ra) (V-1b) = IkT k.38
VZ

where a in equation 4,38 is the a of equation 4.28 times 72

(L 2 6.023 x 10°7 molecules mol™>). Rewriting equation 4.37,
therefore, in order to be compatable with equation 4.38 rather

than equation 4,28, leads to:

it



= 2
a =3 %1 Ry Vy 4.39

where V, is the molar volume of the fluid (-Lvi).

M

The reaction field and its effect on a surface molecule is
different to the reaction field and its effect on a molecule in
the interior of a liquid. A non-polar molecule in a cavity, 1,
at the surface of a liquid will only be surrounded by continuum
for one half of the cavity surface. Because reaction fields may
be imagined to arise from the apparent charges at the interface
of the cavity and continuum it is envisaged that the cavity poten=-
tial will be halved at the surface compared to the bulk of the
liquid. This is equivalent to the modification of equation 4.31
t; 4.32. Thence the reaction field in a surface cavity is only
half of that for a cavity in the bulk (Rl/z). The all important
mean square reaction field in a surface cavity is therefore
<#2) /4 and this would be the total square field using Onsager's
theoryés. However, the effect of the reaction field extension
from neighbouring molecules must also be considered.

In the surface of a liquid there is also an imbalance of the
forces stemming from <h§>, acting on the surface molecules due to
the removal of neighbouring molecules immediately above the sur-
face. Thus the imbalance must be considered from the point of
view of the effect of Rz on molecule 1 from the diametrical mole-
cules immediately below the surface; the effects of 'in-surface'
molecules 2 are ineffective in contributing to the internal
pressure. The force on molecule 1 due to these three, for a
pure liquid, 'subsurface’ molecules is thus 3 x 2 <R§> /Zl , or
<R§)/ 2, assuming that there are twelve near neighbour molecules
about any given molecule in the bulk., This is consistent with
the argument in section 4.5. Therefore, the total square field

contributing to the forces on a molecule 1 in the surface of a



liquid is <R§>'/4 B (R%) /2, which for a pure liquid becomes
2 2
(B> = KD/ b.bo

Effectively equation 4.39 may be wiitten, for a pure liquid,

as
e
g Loy <B7D> Wy 441

If & is in the units of ca’ molecule™, Vi, o cm’ mol™t and the
reaction field in cgs esu units, a will be in mn3 erg mol-z.
However, because the reference values used116 for comparison with
the values calculated eflipress 2 in the units of l2 atmmol-z these
latter units will be adhered to in this thesis. This necessitates
the modification of equation 4.4' to

' a (17 atmmol™?) = 2.229.10" &, <A2> vy 4 b2
with the units of «, V) and (R%)-as suggested above,

Table 4.4 gives the calculated (equation 4.42), using data
from table 4.6, and tabulated 1o values of a. It can be seen that
although in many instances the values predicted using equation 4.42
are low, the agreement between these and the literature values is
better than would be expected using the value of <R§UR> based on a
Onsager-only approach, where Q‘tgm) would be -&(Ri) « Although
it must be accepted thatig is a gas phase parameter evaluated using
a liquid phase theory and that there is probably a temperature

effect on van der Waals Ervaluesllb’ e

» that might explain the
discrepancy between literature and calculated values it could also
be concluded that reaction field theory does not completely describe
the fields responsible for van der Waals forces. This work, on

van der Waals a-values, will be extended in chapter 7.

4:7¢c Heats of Vaporization

Ldnder?3 stated that the potential energy of a liquid should
be approximately equal to the negative of the energy of vaporiza-
tion, although this assums that the rotation, translation and

vibration of each molecule is the same in the liquid and gas phase.



TABLE 4.4

SFECIES

Xe

CH,

SiHeq

Cglyo

373 5 (GH3)3

%
CoHy
Cot,

CoHlg

CClu

VAN DER WAALS a=VALUES-I

a-VALUE/lz atm mol”

TABULATED115

1.345

a3

b,194

2.253
16.49%*
18.07%
22.81

%.39

18.
4.39
4472
5.489
0,241
4.195

20.39

# calculated from critical data

11° ata wol~

= 0.1013 Jn° mol™2

80

2

CALCULATED (EQN. 4.42)
0.77
1.23

3.99

2.56
8.16
10.05
15.03

26.95

17.64
2.58
7.42
7.92
0.05
1,21

20.57



This latter assumption is seldom satisfied and there is no assurance
that the energy of vaporization would correctly give the interaction
potential, However, for the purposes of this thesis it will be
accepted, at least initially, that the potential energy of a liquid
Iand its negative energy of vaporization are the same.

Adopting the expressionég’ (£ for the potential energy of a
non-polar molecule in a static electric field for the case of a
reaction field and the above assumption that the potential energy
and the negative of the energy of vaporization are equal, the
energy of vaporization, EVAP. may be written, in molar terms, as

£'AP - w1 <R2Y2 443
At low vapour pressures, the vapour, in equilibrium with its liquid,
is essentially ideal, and the negative energy of vaporization,
-EVAP. defined as the energy in taking a molecule from the liquid
to the gas at zero pressure, may be replacedll? by ZSEVAP. ZSEVAP
is the difference in energy between the vapour phase and the liquid.

phase and may in turn be replacedll? by ZSHVAP HVAP

- LT, where f}
is the enthalpy or heat of vaporization,

Because vaporization takes place from the surface of a liquid
it is porposed that the reaction field expression should be appro-
priate for the surface of a liquid and the expression for ARAE
is

DM = x1< agun)/z + LKT b 4

It is shown in table 4.5 that the calculated AH'AT (equation
4,44), using the data in table 4.6, does not correspond with the
Literature value 28 of AH'AT, although it is better than would
be found on the basis of an Onsager reaction field treatment alone.
However, more will be done towards the characterization of‘[&HVAP
in chapter 7 when the shortcomings of this treatment will also

be discussed.



TABLE 4.5 HEATS OF VAPORIZATION -I

vxP 116 yVAP
SPECIES g:nmge Ligs 8 Hype (Eqn T,

(kJ mol_l) (kJ mol™ )
Ne 16 - 43 2.047 0.36
Ar 55 - 148 7.273 3.70
Kr 73 - 207 16.283 L b7
Xe 105 - 165 15.843 9.91
CH, 7 - 187 o 98
CMe,, 171 - 425 " 23.611 9.32
SiMe,, 191 - 451 26,916 10,19 -
SnMe,, 222 - 351 33.013 15.95
Pbﬂ&u 2"“4' - 383 36-96? 26.96
Cgy 228 - 530 32.733 17.63
CeHg 236 - 563 34.052 24,07
cc,, 223 - #9 31.888 25.38
czﬂz 130 - 308 19.503 8.60
CHy, 105 - 282 14,436 20.98
C He 113 - 297 15.631 20.95
1, 3, 5 (cd,)
A T3 283 - 438 43,960 23.48
6
SiF;, 129 - 252 22.113 3.60
H, 10 - 31 1.048 0.33

% ILKkT taken as the average over the temperature range quoted

o Bl
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TABLE 4.6
SPECIES
Ne

Ar

Kr
Xe

e
Ceth2
Celg

CeHy
CH
C oty
C Hg
cH‘Bc=ccH3
(Ctty),0=(CHy ),
si(oan)u
Si(CH20H3)u
51(00H20H3)4
c(uoz)#
H,
CF),
SiF),
CeFg
ce,

CBr), (~100°¢)

1, & CyHgO,

a. Estimated from the Lorentz-Lorenz formulago.

“J10-240m3

1,647

2.4845?3
4.02173

255819

10.967

9.87*17

15.4119

ST
4, 26119
TR

7.15°
11.68°
12.9%
19.2%7
20.412

8.96°

0.81119

2.89°2
3.3
4, 532
10.1119

10.5%7

15.2P

8.73%7

I/lo-lzerg

4,572
25.2?3
22473

19_573

20,9416

15.7%7

14,8116

13_5116

18,3116

16.8116
18,4116

15_9116

13-3116

14,8°
15.7°7
14.8°

17,590

24.?2116

28,572

30.9°2

15,0116

18.3%7

16.8°

15.257

b. Estimated from data in ref. 119.

C. Estimated from data on similar compounds.

16,7418
45118

38,9118
4. 5t18
o 3067

108. 507

88.9%7

138.9116

42,3410
1407
4367

?8.3116

118.9116

150.3121

190.26?

224,007

10012

o5 gli6
66.812°
62.?120

b
777740
120

67

117.4
97.0
12,7115

86.2°7

PHYSICAL CONSTANTS OF SOME SPECIES CONSIDERED (2230°C)
Vm/cmBmol'l

2
n

1.1908%
1.5215*
1.5765%
1.8149%

1.8187%

2.026416

2. 2420116

2.2482116

1.7453%

2.10232
2.0667*

1.9380116

1.9943116
1.8301116

2.0295°
116

2.0690116

1.2293%

1.8961

1.3248%

1.4642%
1.51742
1.8312%
2.124451

2.5568116

2.0296%



CHAPTER 5

THE EFFECT OF STERICALLY CONTROLLED MOLECULAR ENCOUNTERS

ON THE VAN DER WAALS NUCLEAR SCREENING CONSTANT

5:1 Introduction

It was proposed in the last chapter that there is a further
contribution, yet to be taken into account, in the characteriza-
tion of o besides the reaction field contribution. The sugges-
tion was that this originates with the polarization of peripheral
solvent atoms by the equivalent of RZ' Therefore it was not sur-
prising to find that there was some factor missing in the analysis
of the results in section 4.6. However, the statistical signifi-
cance and excellent correlation found in the regressions of o, on
(R%) indicate that this further effect may be approximately the
same in similar systems. Before attempting to characterize this,
secondary, non-reaction field, effect it is interesting to look
into some past indications, both experimental and speculative, of
the possibility of a localized specific type of contribution to o .
Hopefully these indications will help towards the eventual character-
ization of this non-reaction field effect.

An 'exposure' factor was advocated’” in order to explain lH
chemical shifts in compounds such as Si (CHZCHB)M' The concept of
an 'exposure' factor suggests that the continuum model should be
inadequate, as has been found, and that a model requiring a more
intimate knowledge of molecular encounters is required to describe
o;. Additionally, it has been shoun'aa'that the benzene induced
1H shifts in but-l-en-3-one show an unusual dependence on the
composition of mixtures containing these compounds. Normally,
ratios of induced‘%{shifts for different positions in a given
molecule should be independent of concentration. In the case
mentioned above it was found that the alkenic hydrogen adjacent

to the carbonyl function showed an anomalous shift. This anomaly



can be explained only on the basis of a short-range interaction
between the relevant hydrogen atom and benzene. This remaining
localized contribution to o will be termed a "buffetting" effect
in recognition of Buckingham's original realization35 that non-
equilibrium effects should be characterized, although in fact he
was probably referring to an effect equivalent to that of (Ré)
characterized herein.

The present hypothesis is that the reaction field concept of
a point solute molecule at the centre of a cavity is unreal, and
that an additional effect due to discrete pair-wise "collisions’
of solute and solvent molecules must be acknowledged in order to
accommodate the dipolar effects of the reaction field polarized
peripheral atoms and thence complete the characterization of the
dispersion forces involved. If such pairwise encounters are
important their effect should be analagous to that of bimolecular
encounters in the gas phase, where the primary dipolar fields may

be thought to cause a similar effect to R At the outset, there-

o
fore, it is wise to seek some justification for this assumption
from known parameters applicable to the gas phase. Using the gas
phase value of 9 o /3p = =7.7 ppm c:m3 mol-l reported123 for
CHQ. the pair-wise collisions of methane molecules in the liquid
phase should, based purely on the density dependence produce a
contribution of - 0.26 ppm to the gas-to-liquid shift in addition
to the normal reaction field contributions. This additional con-
tribution is similar to the values of the intercepts quoted in
table 4.2.

Although the above comparisons are by no means rigorous the
numerical compatibility is sufficiently satisfactory to indicate
some justification for evaluating the hypothesis in detail,

Continuing with the assumption that van der Waals force

70, 71, 104-106

effects are additive and electric field screenings

(8 e]



may be written a335

o’= -AE, -BEZ —B<E2>.... 5.1

it is proposed that o; should be characterized by

% " %5 © %y

RF 5.2

where th is characterized by equation 4.22 and U%I is a new screen-

ing constant yet to be characteriged. If 951 arises from the dipolar
fields due to polarized atoms at the periphery of solvent molecules

it must be remembered that the polarization is caused by Rl‘
Because the direction of Hl is unique at a given instant of time
and is effective only over a distance r~a it is evident that O51
must essentially be characterized by pairwise solute-solvent inter-

actions.

Electric Field Formulation of O%I

The polarization at the centre of the solute molecule by R2 is

very small because of the significant attenuation of R2 over an
additional cavity (solute), or molecular, radius. However R2 is

considered to be almost the same at the periphery of the solute
cavity as in the solvent cavity of origin. Therefore the polariza-
tion of the periphery of the solute molecule is significant. A
similar polarization of the periphery of a solvent molecule will
occur and the electric fields of the induced dipoles can affect

the screening of nuclei at the periphery of a solute ﬁolecule.

UEBI will therefore be considered on the basis of a perturbation

of the peripheral solute atoms by electric fields originating at

the periphery of the solvent. For simplicity a hydrogen atom
hydrogen atom dipolar interaction will be considered from the

point of view of encounters between the peripheral atoms of solvent
and solute. The reference for considering these encounters will be
a right hand triole based on the solute hydrogen atom with the z-axis
colinear with the bond to that atom.

-
The electric field, E, produced at the solute atom containing
66



the resonant nucleus of interest by a point solvent atom electric

moment,ﬁ?, when the two are separated by a distance r is given by:69

L 3@™HF n
E = - == 5.3
r

If there is no restriction on the spatial position of the solvent
atom with respect to the solute atom, the time average linear
electric field over all space will be zero but the mean square
value may be finite. It is therefore necessary to evaluate the
square of the instantaneous electric field at the resonant nucleus.
The problem may be simplified by considering the time averaged
behaviour of the solvent atom and its moment in order to obtain the
resulting mean electric field. The instanteous value of the time-
averaged electric field, that is averaged to zero, can be deduced
by considering the situation in one octant about the solute hydrogen
atom of interest. On time-average the appropriate solvent atom can
be considered to reside on a radius vector at an angle of 5&0 Ly
to each of the three co-ordinate axes based on the solute atom,
and the solvent moment M can be characterized by considering the
solvent electron moments in one octant about the solvent atom.

By considering the electron oscillations in one octant about
the solvent atom, the electric fields, at the solute hydrogen atom
that are parallel and perpendicular to the bond containing the

resonant nucleus (fig. 5.2) may be written as:

S, R
=TT TP -
i 233' ) ﬁ;' ﬁz' :
y e = & % 5¢5
b 2$z, L ﬁfy,
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The average position of the solvent atom may be considered to reside
successively for equal times on each solute axis. Therefore each

= =
of moments m_,, m
X y!

and'ﬁz, are effective at the same time on each
solute axis for 4 of time in one octant. In this isotropic situa-
tion the total field will be zero. However if there is some con-
straint on the approach of the solvent atom to the solute atom

the fields given by equations 5.4 - 5.6, may be modulated. Assuming
that such a constraint can be described by modulation factors appli-
cable to E;, ﬁ; and E; in the octant it is convenient to consider
these to be defined by o:&__ﬁ $ daog*yd and og N'é 1. The
fa.ctors/s,*'(a.nd o are taken to be measures of the anisotropy of
the approach, or steric hindrance, of the solvent to the solute

atom containing the resonant nucleus. The fields in question may

now be rewritten as

-‘?x = q (Zﬁx,- I-;ly"" ?nlzj)r-.j 5.8
E} = °((2$ i ﬁx:' ﬁ ,)I‘-3 5.9
. I . -3

E, fg(Zmz, m - n )T 5.10

If, as in the case of many C-H bonds and C-F bonds, there is axial
symmetry about the solute z-axis it is possible, to a good approx-
imation, to put & =«’', The average electric field in one octant

over all time may be written as the average of equations 5.8 - 5.10

such that
- - - -
By = (2’3- 2 %) (2mz,- B, - my,) 5.11

6r°

In the context of 051 the most meaningfulielectric field would be
the square of the linear electric field (or more precisely the

scalar product) over the four octants away from the bond containing
the atom of interest. In this case /3 and & would have upper limits

of 4 instead of 1 as defined for one octant. For this four octant

definition it is necessary to express the effect in terms of four



pairwise potentia.ls?o' ?1. Thus, the total square field in the

four octants as defined above, keeping the upper level ofja and
% as unity and for convenience putting 2x = F(or X + & "= F,),

may be written as,

2k (R, 4L+ EC,) (k2P bl B)P 5.12
oT T
36r6

Any cross terms in the electric moments will be zero because of the
cartesian codrdinates chosen. Expressing each moment in terms of
mean electron charge displacements such as

-2 2 2

B = e £xD 5.13

and assuming that the mean displacement in the x, y and z directions

on the solvent hydrogen atom are the same, the square field may be

written as
i, 6he"S 5%y (23 ) 5.14
o 5

The value of <x2> may, to a reasonable approxima.tion135 , be
written as the mean square value of the radial distribution function
of the ls arbital in the free hydrogen atom. The radial distribu-

tion function for the 1ls arbital of the hydrogen atom 1512&

e e 27 exp -q)
e a, 5.35
and thence
2 8.2
0
[ J
] R dr
(-]
-10 116

where a  is the Bohr radius (=0.529 x 107 'm) and q is the vari-
able radial distance from the hydrogen nucleus. Evaluating the
integral gives

B = 24 5:17

and the square field is then given by

9l



%)

3

2.2 2
- ak
. a5 P s
3r°
Putting the electron charge in terms of esu. units (4.802

x 10710 Franklin)

2
W, K (23- ) 5.19
s 6
P
where
K= 1.377 x 100 H esu 5.20
In keeping with the general philosophy of square field screen-
ingj's, o’B may be written as,
2
oy = “BK (23-F) 5.21
S
T
The usefulness of equations 5.19 and 5.21 can only emerge if
there is some way of assigning values to ﬁ. and F on a steric basis
but that is consistent with the aforegone discourse. A geometri-
cal basis for /5 and f-will now be presented.

Geometrical Formulation of f’b a.ndﬁ

The parameters of Pand f describe the total effective access-
ibility of a solute atom to the solvent atom as a result of pair-
wise encounters in one octant. The solvent atom is contained on
the periphery of the solvent molecule which is assumed to be
spherical. The pairwise encounters within a particular octant on
the solute atom are considered to act successively and need not
involve the same solute atom or solvent molecule. If the model
is correct then the square field of equation 5.19 must be considered
to be operative for any one of the solute peripheral atoms. With
this in mind the values of ﬁ) and ;will be based on a geometrical
accessibility where the encountering species are rigid and passive.
For most solute molecules the solvent encounters of significance

will be ineffective within the four octants of space around the

solute atom that embraces the bond to that atom. This is because



the remainder of the solute molecule occupies most of this space
preventing the solvent molecule approaching the solute and makes

the solute atom-solvent atom distance, r, so large as to render

the field effect insignificantly small. Consequently the encounters
in the other four octants only need be considered. A hypothetical
solvent~-solute encounter situation is depicted in figure 5.3 on a
two-dimensional basis. However, each molecular situation needs to
be considered individually.

From figure 5.3, if the centres of the peripheral solvent
atoms can adopt all positions on an arc of radius T, from the
centre of the solute atom in the octant of interest, fb = 1 and
ot=1 (f,= 2). 1If contact is broken from the solvent atoms and
solute atom, )3 and &K will be less than unity. If the two dimension-
al angle © is the angle of the radius vector with the so-called
%-axis which happens to be the angle of non-contact in this case

the following values of ﬁand X for contact will apply (fig. 5.3):

/50 1 and o(c = (45° - &° e 9°_5_ L5° 5,22
45°

Cand f3 = (90 ) if ¢° 245° 5.23
45°

The remaining part of ﬁ and ® from unity, (1 -f3.) and (1 -u.c)

or

%Ue

must operate on a distance modulated basis. It is proposed that
the modulation should be on inverse sixth povwer of distance basis
because of the van der waals dispersion nature of the square field
effect. If r’ is the solute atom-solvent atom distance at the
®-_axis, viz. the extreme point in the octant of interest where

direct atom-atom contact is prevented by steric hindrance, r is
c

the solute atom-solvent atom distance at contact and assuming a
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continuous change in distance from contact, T to the point at a
distance r’', the average inverse sixth power of the distance used

in the modulation of /5 and ﬁwin be

r
r_6dr
c =5 _1=5
e SN Xl ook
7 dr 5(1“rc)
"
c

The total value of lba.nd o would then be given by
o= At Q) &> 5.25

and

®p = % H-R) rg <r—6> ZrR0

or

Fo=Fot (2-f) 0 ¢ > 5.27
for the appropriate situations. In the above treatment, where
hydrogen atom-hydrogen atom encounters have been considered the
value of r, may conveniently be set to the sum of the van der Waals
radii of the two ::1‘(.01:|s:|'16 (for two hydrogen atoms this is 2.4 x
lO-ch.). The general theory will now be tested fron an nmr point
of view and extended to take account of solvent atoms other than
hydrogen using the above-mentioned molecular model to evaluate

!5 an:l; geometrically.

5:4 An Experimental Test of "Buffetting"

The first step in assessing the validity of "buffetting" theory
is to demonstrate that a reliable and extensively viable value of
K for H - H interactions is available. For this purpose the systems
referred to in table 4.2 are considered. Calculations of (2[_J_,T'FT)2
reveal that this parameter is sensitive to the dimensions of the

solute but not the solvents. It is for this reason that the good



linear regressions demonstrated in table 4.3 were obtained and the
intercepts but not the slopes of these are influenced by equation
5.21; the values of B thus remain valid. Table 5.1 presents the
values of (2fy - f'r)z calculated for the group IVE tetramethyls

on a geometrical basis. The basis of the geometrical model for a
group of E tetramethyl solute molecule is a 'hard' hydrogen atom
hemisphere bonded to the rest of the molecule treated as *hard’
hemispherical methyl groups bonded to the central atom.

The solvent, considered as a sphere of the appropriate size
with the solvent hydrogen atoms around the periphery, is envisaged
to encounter the solute hydrogen atom of inteest from two different
aspects with equal probability. The two encounter aspects are
depicted in figures 5.4 and 5.5, with the total ﬁa.ndﬁ values
calculated in terms of one octant, consistent with the theory in
section 5.2. The values of KH/rfI.H deduced from equation 5.21 are

presented in table 5.2, using the steric parameters calculated on

the above basis and o‘w = %@ from table 4.2 From these 20 similar
values of KH/I'ELH a mean value of 0.7133 x 101% esu (SD = 0,05 x
10%2 esu) is obtained. If r_ is 'I:akenll]'6 to be 2.4 x 10-'8 cm,

HH
the sum of two van der Waals radii of hydrogen, K is found to be

1.363 x 10_3“ esu, in close agreement with the theoretically
calculated value in section 5.2 of 1.377 x 10_34 esu. This
certainly gives confidence to the theory behind the formulation of
%I in equation 5.21 and the geometrical formulation of ﬁi‘ and FT'
Neopentane as solute has been isolated to demonstrate that the mean
value of }(H/r'éHH = 0,7133 x 10:L2 esu found experimentally can be
used with equation 5.21 using A= 0.66 and B = 0.81 x 10_18e5u to

evalaate the value of ;’I‘ of 0.85 (SD = 0.02) in good agreement with
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515

that calculated on a geometric basis (0.84).

Having established some degree of confidence in the theory
regarding H - H encounters, it would be prudent to test the theory
in the consideration of encounters with solvents containing peri-
pheral atoms other than hydrogen.

Consideration of Solvents with Peripheral Atoms other than Hydrogen

If the so-called "buffetting" solvent atom is changed from
hydrogen to an atom with more electrons (chlorine for example)
it may be expected 2’ 127 that the effect of "buffetting” will be
greater, However, the general theory of section 5.2 is built up
around a theory of hydrogen atom - hydrogen atom encounters and

such an extension to other situations on an ab initio basis would

be a formidable task on account of the increased number of electrons.

Yonemot0126 suggested a Hartree-Fock scaling factor, 4, which is

equal to unity for a hydrogen atom and is replaced by @ = <£x§>/
ag for atoms such as the halogens. These values of 4 can be
multiplied into equations 5.19 and 5.21 to obtain the "buffetting"
effect of a non-hydrogen atom. However, the value of g must be
distance modulated by the sums of the van der Waals radii of the

intereacting atoms in the appropriate way. So, modifying equations

5.19 and 5.21 in more general terms leads to,

KH r 6
o= = (o —;.T)z S 5.28
T r
HH HX
and
H
-BK - 6
%ur * ;6 (Zﬁ‘ -fT) < [ Ty 5.29
THX

where X refers to the interacting solvent atom.

In order to test the validity of equation 5.29 the intra-

molecular chemical shifts between two non-equivalent hydrogen atoms
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in an appropriate solute molecule at low concentration in various
solvents were studied. The solute molecule considered was 1, 3, 5-
triisopropylbenzene and the chemical shift between the methyl
hydrogen resonance (doublet) and the methine hydrogen resonance
(septet) was measured in the solvents tetramethylsilane (H), carbon
tetrachloride (cl), tetranitromethane (0), 1, &4 dioxan (H/0),
carbon tetrabromide dissolved in tetramethylsilane (Br/H), and
decafluorocyclohexene (F), using the Varian Associates HAIOOD
spectrometer.

The f3 and Fvalues for the methine and methyl hydrogen atoms
were very difficult to calculate and the most reliable way of
predicting r,a.nd ;,was found to be by the use of a 'Courtauld
Atomic Model' of the solute molecule and spheres of the appropriate
size116 for the encountering solvent molecule. The ﬁa.nd ;'B
estimated in this way are probably not too accurate but thought
to be a reasonably good estimate for the purpose of this study.
Therefore, if the chemical shift of the methyl group in a given
solvent is taken to be SIZIH3 and for the methine group SCH, their
difference may be written as

BIcHy -cH = Yo, - 3 oH 5.30
and since the absolute S\S depend on,

NE Gt ~o 5.31

it follows that

CH CH
ASCHB ~CH = o, 7"3 =51 532

assuming the reaction field to be the same at both hydrogens

(no site factor). It is necessary to use one solvent as a basis
for the rest of the measurements and calculations; tetramethyl-
silane was chosen for this purpose, having a periphery of hydrogen

atoms. The Q-value for hydrogen is taken to be unity (QH =1), as
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mentioned previously. The intramolecular chemical shift difference
measured between the solvent under study with its periphery of

atoms X is related to that in tetramethylsilane (H) by

-H (X)_ oSH(X) (H)_ SH(H)
g<:1-13-cH e e U (e S o) .33
Written more explicitly using equation 5.29 and rearranging,

equation 5.33 becomes

(2ﬁ)r ﬁT -H 6

CH - H, - CH To

A (Zﬁr ‘ﬁr)cn g%ﬂ AX(ZfST -£o) \Fi
THH

5034

where AY (2/5T ;:T CHy - CH = (ZﬂT )ET CH, (X) (ZﬁT /ET)CH(X)-

It is appropriate to discuss the case of 1,4 dioxan and carbon
tetrabromide dissolved in tetramethylsilane in more detail. The
distances Tux are based on an average solute atom van der Waals
radius, For 1,4 dioxan there are eight hydrogen atoms and two
oxygen atoms on the periphery of the solute molecule. The van
der Waals radiu3116 of hydrogen is 1.2 x 10_8 cm and of oxygen is
18 % 10 anend thence the average H/O van der Waals radius in
1,4 dioxan is 1.24 x 10-8 cm. In the case of carbon tetrachloride
in tetramethylsilane the situation is even more complex. The
ratio of tetramethylsilane to carbon tetrabromide used was 5.6
molecules to 1 molecule respectively. Since the van der Waals
radius of brominel16 is 1.95 x 1078 cm the average H/Br van der
Waals radius in the Cqu/SiMeu system used is 1.31 x 10_8 cm

With this value the average of &(2[5[. -;T)SHB _ gy ©an be shown
to be 0.175. Because one oxygen atom replaced two hydrogen atone,

in the case of 1,4 dioxan, the value of qo is related to the

calculated value of QH/O by the formula



H/O _ H )
s e T 5.35

10
However, in the case of CBrh/siMeu, in unit volume the solute may
be "buffetted” by 5.6 x 12 H and 4 Br atoms. On account of the
differing volumes of each solvent molecule the probability of
H-buffetting is 5.6 x 12 x VTMS/VCBrH times that of the 4Br atoms.
Consequently the experimental value of Qﬁ/Br in the mixture will

be given by
VBT _ 83.2¢" + 4"
87.2

5.36

from which QPr can be found.

The results and measurements with 1, 3, 5 triisopropylbenzene
are shown in table 5.3 and it can be seen that, although there is
not absolute agreement between the values of Q calculated here
and those derived from Hartree-Fock calcula.tions,126 there is a
definite correlation between them as shown by figure 5.6 (correla=-
tion coefficient = 0.98; significance level & 1%). The source of
the discrepancy may be due to jnaccuracies in the determination of
J2) and,fifrom a molecular model that may not be precisely to scale,
and also to the fact that the screening constant coefficient, B,
may not be the same for the methine and methyl hydrogens.

The evidence of this particular piece of research gives
credence to the idea that the theory introduced in this chapter
may be extended to ‘non-protic' solvents. Further evidence will
be presented in subsequent chapters which will both complement
and supplement the ideas presented so far throughout this thesis.

A Critque of the Molecular Encounter Theory

The presence of some other term in the characterization of

o, besides the reaction field terms in Oap is probably correct in

view of the evidence presented herein and from the numerous examples
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in the literature (section 3.7). The presence of an effect on o,
due to steric effects is novel, although such steric effects on
nuclear screening are not entirely new. It has been stated in
connection with intramolecular nuclear screeninglz? that

»_..Steric interaction causes deshielding

only, since the effective shielding of the

hydrogen nucleus is decreased on a symmetri-

cal distortion of the electron clowd..."
and such an extension to intermolecular nuclear screening effects
appears reasonable, However, certain limitations must be discussed
before further evidence is presented to support the theory presented
in this chapter, and indeed that in previous chapters.

The first observation must be in regard of the additivity of

the square-field and thence nuclear screening terms., Whilst this

35, 104-106

ijs a well established fact, it is merely an approxima-

tion in the same way as the additivity of pair potential?o' By L5

energies | but must be accepted if any progress is to be made.
Also the overall approach uses equations for point dipoles in the
sense that transient momeats behave analogously to permanent
moments. Such an approximation is probably not too bad in view
of the results obtained so far.

The major criticism must come from the fact that no account
is taken of the effect of molecular distortions away from the
point of molecular encounter, since 'hard’ molecular models are
examined on a primarily hydrogen atom-hydrogen atom encounter
situation. Also any repulsion effects have been ignored. Both
the repulsion terms and molecular distortion terms would probably
appear in other than square field terms and it is thought that
such terms would only be of any significance when the molecule is

in an excited electronic state. Therefore, because molecules are

treated as being in the ground electronic state it is assumed
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that the effect of molecular distortions and repulsion effects
are negligible.

A more elegant derivation of the theory may be forthcoming by
using a complete quantum-mechancial treatment rather than the
essentially classical treatment used herein. However, the approx-
imations inherent in any quantum treatment of molecular interactions
involving more than one electron would probably be much greater or
at least as great as those used in the present classical approach.

A drawback of the theory maybe that an entirely general form-
ulation of /.J) a.ndF appears to be impossible and each molecular
situation must be treated separately. It is not impossible, however,
to envisage a /:Sand f scale for particular functional group-solvent
situations and will be discussed in the next chapter. Whatever
the drawbacks of the approach presented herein it appears that it
is definitely a step closer to a more complete characterization of
the effects of van der Waals dispersion forces on nuclear screen-
ing and indeed (as will be demonstrated in the next two chapters)

of some non-nmr effects.
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6:2
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CHAPTER 6

APPLICATION OF MOLECULAR ENCOUNTER THEORY TO N,M.R.

Introduction

Although the evaluation of K was a good absolute check on the
theory presented in chapter 5, the rest of the results are really only
self consistent and thus provide merely indirect evidence towards
the general applicability of the theory.

It is now proposed to provide further evidence towards establish-
ing the authenticity of the theory, especially in respect of Ubl’ by
analysing more lH gas-to-liquid chemical shifts. Later some 19F
gas-to~liquid shifts will be analysed to demonstrate the extension
of the theory to nuclei other than lH. From a more qualitative
point of view and in an effort to demonstrate that the theory can
be used with complex molecules the status of the linear reaction
field in nuclear screening will be appraised. Finally a qualitative
examination of some diastereotopic chemical shifts in various sol=-
vents will be conducted.

Gas~to=Solution 1H Chemical Shifts in Relatively Simple Systems

The B-Value of Hydrogen in Methane

An indirect, though useful test of using equation 5.29, with
KH/rgH set equal to 0.7133 x 1012 esu, is possible by analysing the
gas-to-solution 1H chemical shifts of CH4 with C(CH3)4 and Sn(CHB)Q

to obtain B for the hydrogen atom in Clri‘,+ through the equation

o = -B(<R.§>+ K (2., -FT)Z)

—_—

6.1
“HH
For the two solvents CCCH3)4 and Sn(CH3)4 the respective experi-

67 and -0,322 ppmlzl and

12

mental chemical shifts are -0.217 ppm
<R,§> is 0.186 x 10'2 esu and 0.272 x 107" esu (equation 4.18).

The values of ﬁ and;a.re evaluated from a geometrical model
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6:2b

6:2¢c

similar to that depicted in figure 5.3 using the appropriate
molecular data6?' 116. For both solvents it was found that
for=1and f"r = 1.65. B was evaluated (equation 6.1) as 0.79(3)
x 10°2% gsu from the c(cnj)u. It is not suprising that the average
of these values (0.84(4) x 10718 esu) is similar to the values of
B determined for the group IVB tetramethyls (average 0.87 x 10-18
esu) because the hydrogen atoms are all contained in sp’ hybridized
bonds.

The Q-Values of Chlorine and Bromine

Knowing B for CH&' values of Q for Cl and Br can be evaluated

through equation 6.2 below:
2 H
o, = -B(Rp>+ ¢ k (2P FT)Z 6.2
6 3
THX

Taking o7 as -0.410 ppmé? and -0.567 PPNBS for CHu with 0014 and

CBrh respectively, the corresponding values of 0.355 x lO12 esu

12

and 0,509 x 107° esu for <R§)‘and 0.096 and 0,090 for the geometric-

ally measured values of (2[5-!§T)2 reveals that Q°F = 7.2(9) and
QBr = 12.9(8). whilst the former of these values is in excellent
agreement with that given in table 5.3, the latter differs from

the value given in table 5.3 by about 60%. This is due no doubt
to the fact that the two experimental chemical shifts were obtained
at quite different temperatures (3000 for 1, 3, 5 triisopropyl
benzene and 100°C for CHu).

q; of Cyclohexane and Benzene

Having validated the theoretical principles embodied in this
thesis, they can now be put to further use. An important solvent
screening that has eluded definitive experimental characterization
is oy - The way now lies clear to deduce values of this for

different anisotropic solvents using the formula:

=
=
=



w = o EXPT _ JHEORY
a L W

6.3
where QEHEORY is calculated from equation 6.1. For convenience
the solvents are assumed to be spherical in the calculation of
P and f. with their molecular radii calculated from the molar
volumes. The mean value of o for C6H12 is found to be

0.042 ppm (table 6.1) and is therefore between the values predicted
by Raza and Ba.ynes92 (o; = 0) and I-iomer36 (o; = 0.1 ppm). The
larger and consistently similar values for CgHg (table 6.2),
whose average value of o is 0.500 ppm, show some dependence on
the size of the solute molecule and numerically agree with

generally accepted valuesas.

6:2d The B-Value of Hydrogen in the Hydrogen Molecule

Any comments on the credibility of the values of B have been

based on that deduced for the hydrogen atomllz. Predictions have,

however, been made for bound hydrogen in the H2 moleculelzs. It

is prudent, therefore, to compare the most recent prediction with
values deduced using equations 4.24 and 5.21 or equation 6.2. The
only suitable lH chemical shift data for H

2
Dayan and widenlocherlzg. Unfortunately, in agreement with

are thcse given by

Bummensaz, it has to be concluded that all of the shifts revorted
by those authorslz9 need another =0.3 ppm added to them (having
been provided with the raw experimental data by Dr. Dayan it is
difficult to see where the error arose). when tre adjusted chemical
shifts are further corrected by the appropriate values of o;,
deduced earlier, and analysed using equation 6.2 the values of B
given in table 6.3 (which contains the other necessary parameters)
are obtained; it should be noted that H2 is unique in that while

ﬁT - e FT = 2 for the "buffetted" atom, so that for this
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opr = O (equation 5.21), the same buffetting causes a finite value

of c%I for the other atom because of the short distance involved.
The "buffetting" mechanism on the hydrogen molecule can be
conveniently split into two parts. First, the normal contribution

and secondly when the "buffetting" occurs in the four octants

including the other hydrogen atom. Equation 5.21 may be rewritten

‘ 2
o5 = -B_fg.](_}i_ {(zﬁT-iT)z i (ZA‘-;T) } 6.4
HX

as

where /5" and F’ are the totally distance modulated values in the
‘rear' four octants. As mentioned above, IBT = 1 and ; =2, and
therefore the extra-octant contribution with (2/5',1, - F’T)Z is the
sole contribution to dﬁl for H2. The molecular model for H2 is
shown in figure 6.1.

Whilst the average of the two values of B for hydrogen in H,,

0.64 x 10-18 esu, is somewhat larger than predicted (0.285 x 10'18

esu)lza, it is important to note that both the value reported in

the literaturel28 and that found experimentally are less than for

the hydrogen atom (0.74 x 10-18 L

8

esu) ~°, or that found experimentally

in section 4.5 (0.87 x 07 esu) for a hydrogen atom in an sp3

hydridized bond to carbon. Furthermore, from the gas-to-solution

chemical shift for K, in cc14129

a value of QCI of 7.2 can be deduced, that is again in excellent

and the data given in table 6.3,

agreement with the value given in table 5.3

Considerations of the Molecules 51(00H3)q'51(OCH2GH3)4 and Sl(CHch3)Q

The molecules used so far have been relatively simple and it
: i 1 s :
1s therefore prudent to examine some "H chemical shifts of solute
molecules that are more complex. Some appropriate systems, that

are still approximately isotropic, are Si(CHZCHBJQ with 31(0“3)u

116



Si(ocﬂ,j)4 with s::(cuj)q and si(ocﬂzcnj)LL with Sn(CHB)LI_. On account
of the molecular complexity of the solutes, the errors in estimating
f}. and ;, geometrically would be high and consequently it becomes
convenient to evaluate (ZA, -ﬁT)z from each chemical shift and
draw comparisons between the resulting values., It would be expect=-
ed that the CHB and CH, groups of si(ocu:,')“L and Si(ocﬂzc:ﬂj)b{,
respectively, should be in similar molecular environments. This

is borne out by the similarity between the value of (ZfST -/ET)Z
given in table 6.4. The fact that the value of (2[3T -}iT)Z for the
CH3 group of Si(CHchj)u is not similar suggests that differences
between the bond angles and lengths in the Si-C-C and Si-0-C
groupings enforces a small but detectable change in the steric

environment of the relevent hydrogen atoms.

Solute Size and o7 Using the Anomalous Solvent, C(N02)4

The above-mentioned relatively complex. molecules may be used

to examine theories relating to the effect of solute size 130 on

;. It is believed that the solvent tetranitromethane, C(NOZ)I+

may be anisotropiclzl. By using equations 6.2 and 6.3, with the
appropriate values of (Zﬁ' - i_)z estimated geometrically and the
value of Qo from table 5.3, the values of o for the solvent c(noz)q
containing various solutes may be evaluated. The appropriate analy-
ses are shown in table 6.5 from which it appears that C(NOz)u is
indeed anisotropic with a mean value for o of 0,350 ppm. The
value of o, varies with the size of the solute molecule or the
radial distance of the resonant nucleus from the centre of the
molecule. The smaller solutes, or smaller distances of the 1H
from the molecular centre, gives rise to the larger values of a;

in general. This is in agreement with previous findings using

130

a somewhat different approach to the problem ™~ . It is interesting

to note that the value of e for the CH2 resonant 1H in Si(OCHZCHj)h
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TABLE 6.5 DATA FOR THE SYSTEMS INVOLVING c(uoz)4 AS THE SOLVENT

SOLUTE o-i? %)pm ORF/ ppm (2 - f' 1) ~* %/ ppm
si(oggzcnj)4 -0.053 -0.137 0.146 0.275
Si(OCHZQEB)u ~0.045 -0,137 0.179 0.326
si(OCHB)4 -0,042 -0,122 0.132 0.252
CMe,, -0.028 -0.122 0.230 0,394
SiMe), -0.035 -0.122 0.270 0.439
Snhie,, -0.072 -0.125 0.295 0.438
CH,, -0.053 -0.247 0.090 0.311

Mean &, = 0.350 ppm (S.D. = 0,07 ppm)

X estimated from previous experience

Qb = 3.4 from 1,4 dioxan point in section 5.5

B = 0.87 x 10“18 esu
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and for the CH3 in Si(OCH3J4 are in very close agreements support-
ing the idea expressed previously based on arguments involving
(Zﬂr - t‘T)Z , that these hydrogens are in very similar molecular
environments.

In conclusion it has been demonstrated that experimental
gas-to=-liquid lH chemical shifts for 'simple' systems of isotropic
molecules can be considered to arise from reaction field effects
and a molecular "buffetting” due to pairwise encounters that are
sterically controlled. The use of such an idea through the
approPriate equations has provided an extensively consistent
method of analysing experimental gas-to-liquid lH chemical shifts,
as well as elucidating other interesting nmr parameters such as
o, and ideas regarding molecular structure. However, lH
chemical shifts are relatively small and it appears to be wise to
turn attention to the larger solvent shifts found for *7F,

Gas-to-Solution 19F Chemical Shifts in Selected Systems

General

Although the theory has only been applied to 1H nmr chemical
shifts so far, there is no reason to believe that it should not
be applicable to other resonant nuclei and in particular 19F nmr
chemical shifts. The method adopted here will be to use some lgF
gas-to-solution chemical shifts, o;. of isotropic systems and
calculate the value of B for fluorine in different molecules from
the expression:

X H
- 2 QK 3 <
o e + T o %g) 6.

T
The values of f5T and %T.are calculated geometrically in the same
way as was done previously. However, the value of RH/r6 (0.7133 x

1012 esu) used previously for buffetting of the hydrogen atom has
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to be modified to 0.4958 x 10°% esu to account for the difference

= em) and Tip (2:55 % 10-8 cm); further data

between T, (2.4 x 10
relevant to the ensuing analyses are provided in table 4.6 and
other tables specifically referring to the solute molecule under
study.

B=Values of Fluorine in CF&’ Siﬂu and SF6

Initially, the gas-to-solution chemical shifts of CF, in
various solvents are analysed through equation 6.5 and using a
model similar to the one depicted in figure 5.3. Although no
value for the van der Waals radius of the CF3 group could be
found, its value was calculated as 2.34 x 10_8 cm from the known
bond lengths of C-F and c-H, 1(C-F) and 1(C-H), and van der
Waals radii, T of F, H and CHB' using the formula

r"(F) + 1(Cc-F)

r (CP,) = ®.{CH,)
i s r, (H) + 1(C-H)

The results of the analysis on CF, is given in table 6.6. 1t is
evident that there is some variation in B, as was found by Mohanty
and Bernstein-2, although the mean value (30.8(5) x 10718 esu)
compares well with that of 26 x 10728 eeu deduced from gas phase
studiesBz.

Other relevant and suitable gas-to-solution chemical shift
data are available for the molecules SiFh and SF6. The geometri-
cal models for these are depicted in figures 5.3 and 6.2 resrvective-

ly; the van der Waals radii of the SiF., group (2.4 x 10-8 cm)

3
and SF5 group (2.4 x lo_acm) are found in the way described for
the CF3 group. It should be noted that the model for SF6 is an
extension of figure 5.3, but with account being taken of the extra

number of atoms peripheral to the SF5 group. The relevant analyses

are given in tables 6.7 and 6.8. Again there 1is some degree of

o
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variation in the B values tabulated. This is more so in the case
of SiF,, as was also shown by Mohanty and Bernsteinjz. The average
of the B values evaluated for fluorine in SiFu and SFg are

81.2(9) x 1078 esu ana 15.7(2) x 10710 esu respectively. This

is compared to the respective values 2 of 43 x JO 2 o and

Ls x 10718 esu from gas phase studies. It would appear that whilst
agreement is good in the case of SiFh it is not so good in the case
of SF6. The situation is not improved significantly by considering
the values of B for fluorine in CF&’ SiFa and SF6 reported earlier
by Petrakis and Bernstein-* to be 16.4 x 10-18 esu, 43.5 x 10-18
esu and 29.5 x 16 o respectively; in any event there is some
indication that these values may be inferior to the later values
given by Mohanty and Bernsteinjz. It has been inferredjl that B
values for X-H bonds in lH nmr should decrease as bond contraction
or double bond character increases but the B values for X-F bonds
in 19F nmr should increase with increased double bond character.
If it is possible to quantify double bond character directly in
terms of bond contraction, viz. the difference in the calculated
bond length and the observed bond length, then it is evident that
double bond character changes as C-F €<S-F< Si-F. Thence, it may
be expected that B(C-F) < B(S-F) ¢B(Si - F) in accordance with the
findings of Petrakis and Bernstein31 but not with Mohanty and

32

Bernstein™™, who found B(C-F) <B(Si - F) ¢ B(5-F). Although the

~
findings herein show that B(S-F) < B(Si-F), the absolute value of
B(S-F) appears to be anomalously low. It is possible that the SFg
molecular model is at fault or the "buffetting" equation must be
redefined on account of the resonant fluorine atom having a different

site symmetry than any previously considered ones. In general for

tetrahedrally disvosed atoms in spherical molecules the site

127



symmetryljl of the resonant nucleus is Qav,(this is probably a
reasonable assumption even in the case of the hydrogens of the
group IVB tetramethyls) whereas the site symmetrlel of the
fluorine atom in SF¢ is C, = Because the question of symmetry
was never considered during the development of the theory
(chapter 5) it is not known how the "buffetting" equation may

be altered by a change in symmetry. However, accepting the fact
that there may be a deficiency in the theoretical make-up
regarding SF6 it must also be accepted that the presently proposed
value of B for fluorine in SFé is as good has has been previously
propossed31 » 3 2.

6:3c The B-Value of Fluorine in 06F6

A final :examination of 19F nmr chemical shifts is undertaken
with the molecule 06F6 - hexafluorobenzene. The geometrical model
was considered in two varts (figures 6.3’and 6.4); the molecule
viewed to the side of the benzene ring as shown in fig. 6.3 and
to the plane of the benzene ring as shown in fig. 6.4. The time
probability of a solvent molecule encountering the C6F6 solute
molecule may be considered on the basis of relative areas of the
parts of the molecule being approached. It is easily shown that
the ratio of the areas of the C6F‘6 molecule viewed from the side
of the benzene ring (fig. 6.2) to the plane of the benzene ring
(fig. 6.3) is approximately equal to unity. It would appear
therefore, that the encounter probability should be the same from
the side of the ring as from the plane of the ring. With this
premise, the values of B are evaluated through equation 6.5 and
presented in table 6.9, along with other appropriate data. The

mean value of B for fluorine in CgF, is 15.8(7) x 10-18 esu

18

which is lower than found in CF, (230 x 107" esu). Although no
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literature value can be found to make a comparison, it is inter-
esting to note that wherever the site symmetry of the resonant
nucleus is other than C3v (or differs from a sp3 bonding situa-
tion) the value of B appears to have been reduced. For example
the B value of F in SF6 is found to be lower than in CFL and in
SiFu. and in the case of B values of H the value is lower in the
case of H2 compared to CHu.

It appears that the theory is applicable to 19F gas-to-solution
chemical shifts as well as 1H shifts. Because of the relatively
large values of 19F chemical shifts compared to the anisotropy
screening, C A which is independent of the resonant nucleus, any
inherent anisotropies of the solvents chosen in the aforegone
studies will not be of any great detriment to the analysis, however
approximate the o; correction. In the above lgF shift analyses o
for Céle was ignored and o, for C6H6 taken as 0.5 ppm.

Some lH Chemical Shifts of Spheroidal Molecules

Spheroidal molecules (oblate and prolate) have been studied
from the point of view of linear reaction field screening””’ R00,
133, 134. However if the spheroidal molecule is non=-polar only
the mean square reaction field need be considered and to a first
approximation it is possible to treat spheroidal molecules as
spherical.

1H Chemical shift Analysis of Benzene

Gas-to-solution chemical shift data is available for benzene
with four 'protic' isotropic solvents. It is reasonable to assume
that the nuclear screening due to molecular "buffetting" is the
same in all four solvents and therefore a linear regression
analysis of o, on <R§) is possible. With the solvent C/H,, the
value of c; was varied between O and 0.1 ppm until the best straight

line was found. The value of o was not allowed to exceed O.1 ppm



TABLE 6.10 LINEAR REGRESSION ANALYSIS FOR BENZENE

7 2
SOLVENT v/ oo <> /1012 g
Cliey, -0.268 0.103
SiMe -0,243 0.101
Snite,, -0.277%% 0.146

2
Regression analysis of o on (Rr) :

o7 (CxHy )/ ppm correlation By .
atv6712 coefficient /10 18 esu
0. -0,61 -
0.05 0.25 0.100
0.10 0.92 0.586 (intercept = -0.195 ppm)
neglect Cglly, 0.73 0.546 (intercept = -0.200 ppm)
point
‘ 2 2
SOLVENT o-Z o <RT)/1012 2
001,4 -0.443 0.265

i c1
use B = 0.58(6) x 10 esu; § found as 5.68

133



because this is the generally acceptedBé’ AZ4 upper limit of o,
for CgH,,. The relevant analyses are shown in table 6.10 where
the best straight line (correlation coefficient = 0.92) is when
O 0.1 ppm. The value of B is given as 0.58(6) x 10-18 esu,

If cyclohexane is removed from the regression analysis the value
of B is shown to be 0.H#(6) x 1071° esn (correlation coefficient
= 0.73), although there are only three points in the regression
analysis. The value of B for hydrogen in an spz hybridized bond
will be taken as 0.58(6) x 10720 eun. Thie interesting to note
that the ratio of hydrogen (bonded to carbon) B values in an

sp? bond to an sp bond is 0.68 and the ratio of fluorine (bonded
to carbon) B values in an sp2 bond to an sp3 bond is 0.51, indicat-

1

ing that the effect of hybridization on both "H and lgF chemical

shifts may stem from a similar cause.

If the reaction field screening calculated from equation 4,22
js taken from each gas-to-solution shift of benzene (table 6.10),
the appropriate value of (gﬂ& - PT)Z can be evaluated for each
system using equation 5.21. Furthermore, the values of f3 o and
)ET are evaluated geometrically using figures 6.3 and 6.4 of the
appropriate dimensions. The encounters of the hydrogen atoms in
benzene is divided into two modes, as was the case with C6F6'
Based on the encounter probability towards the plane of the ring
being equal to the probability of encounters towards the side of
the ring (on the basis that the relative surface areas are about
equal) ﬂ; was found to be 1 and Papproxima.‘tely 1, It can be seen
from table 6.11 that this is not in accord with the experimentally
expected value of? 7 It is possible that the time probability
of solvent encounters towards the benzene ring cannot be defined

precisely on the simple basis of relative surface areas., It may
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be speculated that because of the electron rich area on the
plane of the benzene ring, the solvent may spend a greater time
in this position that at the relatively electron deficient side
of the ring. This could be due to a specific type of complexation
occurring between the T¥-electrons of the benzene ring and the
solvent on a transient though continuous basis. It is indicated
in table 6.11 that a better agreement is found between the experi-
mental and geometricaJ.FTlvalue if the encounter probability of
the solvent to the atom containing the resonant nucleus is greater
towards the plane of the ring than towards the side of the ring.
The analysis in table 6.11 indicates that solvent encounters
towards the plane of the ring should take place for between 2/3
and 3/4 of all time.

Returning to the CgFy molecule (section 6:3c) where equal
solvent encounter probabilities towards the plane and the side of

the! Ting give 8 B valus of about 16 %26

esu (table 6.9). If
encounter time probabilities of a solvent molecule towards the
plane of the C/Fg ring is taken to be 2/3 of all time, this renders

a value of B for fluorine, Bsp2 (C-F), at about 25 x 10'18 esu

(Bp=1and F’I‘ = 1.4(5)) and then the ratio of B_ 2 (C-E) to
BSPB (C-F) as about 0.8, closer to the ratio found for hydrogen
B values (0.68).

Analysis of Some Other Spheroidal Molecules

Some further gas-to-solution chemecal shift data of selected
spheroidal molecules in different solvents with the appropriate
analyses and results are given in table 6.12. The values of ﬁl‘
and ?T have not been determined geometrically but it has been
assumed that in each case the ratio of (2ﬂ% - ?T)Z for a group

IVB tetramethyl solvent to cclq as solvent is 1.2. This number

arises from the ratio of the (aﬁ& - FT)E value for CH, with a

n
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6:5

group E tetramethyl solvent to that with CClq as solvent,
Although this may not be exactly the case in all instances it
serves the purposes of giving some semi-guantitative value to
the analyses. It is evident from table 6.12 that the Qpl values
compare very favourably with the ones derived previously in this
thesis. The values of o for 06}{12 and 06}16 as solvents are also
close to the ones derived previously, both in this thesis and
elsewher33 6 .

An Examination of the Linear Reaction Field

Laszlo and Musher96

examined quantitatively the linear
reaction field concept using nmr screening constants for 1H's
in two molecules (I & 11). Their conclusions were that the reaction
field must assume different values at different points in the mole-
cule, especially complex molecules. DMoreover, the magnitude and
direction of the linear reaction field at a given molecular posi-
tion given by the equation for a spherical cavity9q or spheroidal
cavity133 does not adequately describe the experimental reaction
field dependence on € :

R= (¢ -1) (e-1)

3 (e+(+7/,)
3

The linear electric field (or reaction field) effect on "H

%, 135, 136

6.6

=i

shielding is well accepted and for a given lH in a
chemical bond, in the absence of electric satura.tion69, is given

by
Ao = -AEi 6.7
where E: is the electric field component along the bond directed
towards the lH. A is accepted to be reasonably constant bonded to
carbon and quoted at about 2 x ZLO“l2 esu.
The solute molecules considered were cis - 2, 6 - dibromo -

4, 4-diphenylcyclohexanone(I) and 2-bromo-4, 4 diphenylcyclohexanione

139



Be H P

o Br
H(al

I . cis=2,6-dibromo-4,4-diphenylcyclohexanone.

:D_—_ . 2-bromo-4,4=-diphenylcyclohexanone.
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(II). Examination of a molecular model of each of these molecules
indicates that the nuclei A and Z in molecule I and II respectively
are in similar steric positions the bromine atom not being in a
position to affect nucleus A in molecule I to any significant degree.
Without any justification of any particular steric effect on
nuclear screening, the difference in screening between nucleus A
and nucleus Z should leave the linear reaction field only. Examina-
tion of table 6.13 shows that with the limited data available it
would appear that whilst the reaction field difference A R(A-Z)
(calculated using equation 6.6 and data in reference 96) varies in

a systematic fashion, the difference in screening Ao (A-2) is
effectively constant. The only conclusion that can be drawn from
this is that the linear reaction field effect on nuclear screening
is unimportant and close to zero. This could go some way towards

explaining the quandary left by Laszlo and Musher96

as was indicated
above. It is not suprising to find that linear electric reaction
field effects are very small since they are analagous to the
paramagnetic nuclear screening (section 1:9b) which is an effect
that depends on the mixing of ground and exited states of the atom
in the opresence of Bo' This effect is small for 1H chemical shifts
but very much more significant for 19F chemical shifts.

It appears that without any specific reference to the mole-
cular encounter theory, or "buffetting" theory, a conclusion has
been reached regarding the status of the linear reaction field.
Furthermore it appears that it may be valid to examine the theory
in this thesis using polar solute molecules, provided the solvent

is suitably non-polar.

Solvent Effects on Diastereoisotopic Chemical Shifts in Sulphinyl

Chloride Compounds

Magnetic non-equivalence of the alpha gem-dimethyl groups of
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TABLE 6.13 NUCLEAR SCREENING DIFF'ERE'NEES AND LINEAR REACTION
FIELD DIFFERENCES FOR THE H NUCLEI A AND Z IN

MOLECULES I AND II RESPECTIVELY?

-A o(A-Z)/opm
0.150
0.169
0.153
0.153

0.47
0.45
0.43

0.40

-Mt(;x-z)/loLF esu
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15.70
12,67
9.67
6.78



isopropyl-ﬁ -ketosulphinyl chlorides (RCOC(CHB)ZSO'JI) has been
+137

observed and has been shown to be solvent dependen . This is
probably due to the different steric environments of the hydrogen
atoms in the methyl groups relative to the rest of the molecule.
However the original choice of solvent was not as judicious as it
might have been in the light of the evidence presented so far in
this thesis. Consequently a series of these isopropyl—ﬁ5-ketosul-
phinyl chlorides have been studied at low concentration (€ 5 mol %)
in the solvents tetramethyl silane and carbon tetrachloride using
a Perkin-Elmer R12B NMR spectrometer operating at 60 MHz. The
intramolecular difference in the methyl group 1H nuclear screening
were thus observed in a 'protic' and 'chloric'’ solvent. The results
are presented in table 6.14.

It was observed that the methyl groups generally showed a
different diasterotopic shift in the two solvents. The screening
difference between the methyl groups (A and B) in the two solvents

may be given by:

H [c1 6
A-B g™ e Ix 2 2
AcC - HH (ch-g)° - (2p-F)
CCL,-THS —%~ = f ﬁce% F TMS 6.8
THy HCl

The square reaction field effects of course cancel by differ-
ence. Specific effects of self-association are expected to be
eliminated by using a low concentration of solute and it is

expected that linear reaction effects can be neglected (section

A-B

6:2c). Thus, the difference LLG.CClq-TﬁS

may be considered to
depend on the solvent size, the nature of the peripheral atoms
on the solvent and the nature of the R-group in the solute together
with its steric hindrance of the methyl groups of interest (A & B).

The most spectacular change is where the R-groups are phenyl

A-B

and fy-naphthyl, going from a screening difference, LBO.SBLVENT'
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TABLE 6.14 NUCLEAR SCREENING DIFFERENCES (in Hz at 60 MHz)
OF ALPHA GEM-DIMETHYL GROUPS IN SULPHINYL CHLORIDES

ciy (A
RCOC-S0C1
- CHfB]
b OQBEVENT
R-group NS Cel,,
Methyl 5.4(2) 5.4(2)
n-butyl 5.147) 4.3(3)
1,methylethyl 6.2(5) 6.6(7)
1,methylpropyl 6.6(6) 6.7(0)
cyclohexyl 6.6(7) 5.2(7)
phenyl 2.8(3) 0
3-naphthyl 2.3(4) 0
w -naphthyl 0 0
Note: AP is measured with respect to calibrated chart

SOLVENT
paver over 5 ppm and are stated as the average of at

least five measurements with standard deviations of

less than 0,05 Hz'
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of O when the solvent is carbeon tetrachloride to 2.3 and 2.8 Hz
when the solvent is tetramethylsilane. Although no quantitative
value can be given, it is evident that the phenyl group and

/A -naphthyl group display a similar steric role in the compounds

being studied. It is interesting to note that when the R=-group

A=t is 0
SOLVENT *S

for both carbontetrachloride and tetramethylsilane. This may have

is changed to an e(-naphthyl group the value of Ae

been predicted to some extent, especially when the solvent was carbon-
tetrachloride, from the results on the phenyl group and ﬁ—-na.phthyl
group. However, it is evident that the o -naphthyl and (b-naphthyl
groups display different steric effects in the compounds being
studied.

Furthermore, it may be expected that n-butyl will have a greater

o-A_B
SOLVENT

in the results given in table 6.14. Also it is evident that the 1

steric effect on A than the methyl group. This is reflected
methylethyl and 1 methylpropyl groups, although of differing steric
effects with respect to solvent encounters in an absolute sense,

are susceptible to similar changes in AOQSEVENT when the solvent
is changed from tetramethylsilane to carbon tetrachloride. This
should not be too surprising in view of the similar molecular

shape of 1 methylethyl and methylpropyl groups. Although no
quantitative value can be given to the above results it is evident
that there is a definite solvent dependent steric effect on the
diastereotopic chemical shifts in the sulphinyl chloride compounds
studied. As an aside, it was interesting to note that the coupling
constant of the methyl and methine hydrogens in the isopropyl
group of the molecule M32CHGOGMEZSO(.‘.1 is observed to change from
6.2(5) to 5.6(7) Hz upon changing the solvent from tetramethylsilane

to carbon tetrachloride.

The solute MeCOCMe23001 was studied in more detail because
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A-B
SOLVENT

methylsilane and carbon tetrachloride. It would have been

the screening difference Ac” is the same in both tetra-
desirable to have a gas phase spectrum of this solute and

observe the intrinsic screening difference betweeen the methyl
groups A and B. However this was impractical on account of its
low vapour pressurel38 (b.pt. 80° (@ 2 tory). The extensive sol-
vent measurements, made in finer detail, are shown in table 6,15.
It is observed that there is a change in A & QBEVENT generally,
although some of this may be due to specific or anisotropic effect,
especially in the case of hexafluorocylohexane and benzene. The
fact that benzene gives a different: Acﬁ ~B

OLVENT
silane, both being 'protic' solvents, indicates that the two

to tetramethyl-

methyls A and B are in different magnetic and possibly steric

A-B
SOLVENT

silane and carbon tetrachloride is possibly a volume effect on the

positions. The equality of the A¢ values for tetramethyl-
f.na.nd Fvalues that more or less outweighs the difference in
"buffetting” strength of the chlorine atom relative to the hydrogen
atom. It appears however that there is a solvent effect on dia-
stereotopic chemical shifts, possibly of the type described in
chapter 5.
Conclusions

It would appear that gas-to-solution nmr chemical shifts of
van der Waals origin can be analysed precisely when they are
treated as arising from two effects; the first being due to the
reaction field effects of the solvent continuum (Chapter 4) and
the second due to short range non-centinuum molecular "buffetting"

(charter 5). The former effect is formulated using an extended

Onsager type approach and the latter by a novel semi-classical
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TABLE 6.15 NUCLEAR SCREENING DIFFERENCES (IN Hz AT 60 MHz)

OF THE ALPHA G%‘G;DIME’I‘H‘IL GROUPS IN THE SULPHINYL
le

CHLORIDE, Me—a-ﬁgsocl

SOLVENT AOQBEV'ENT (measured over 100 Hz range)
T.M.S. 5.2(0)

cel,, 5.2(4)

CBr), (saturated 5.0(4)

solution in CClu)

CeFi0 5.8(3)

Cylg 5.0(4)



dipolar electric field approach, Whilst the emphasis has been
on the analysis of nmr chemical shifts through equations 4.22
and 5.21, it is evident (chapter 4) that the overall approach
may be applied to some non-nmr problems. Such problems will
be dealt with in chapter 7.

Probably the most promising aspect of the work is the recog-
nition of the "buffetting" interaction and the characterization
of the corresponding nuclear screening, O%I (equation 5.21).
Whilst this depends on both the solute and solvent molecules, it
also depends, through ﬂ’T and 'PT on the steric accessibility of
the solvent molecule to the solute molecule containing the resonant
nucleus. It would appear that repulsion forces can be neglected
because of the favourable comparison between the experimental and
‘hard® atom calculated values of {5,1, and ?'T'

With a knowledge of the appropriate, and apparently universal,
fundamental constants it follows that equation 5.21 may emerge as
a means of determining local features of molecular structure and

thus facilitate the elucidation of molecular structures.
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CHAPTER 7

SOME NON-N.M.R. ASPECTS OF MOLECULAR ENCOUNTER THEORY

7:1 Van der Waals a-Values

In section 4:7b the van der Waals a-value was predicted for
pure liquids using a relationship of the form

RF _ 3 2
a =2 LowlE> v 7.2
8
By comparing the predicted and accepted values of a it is contended

that there should be a contribution to the van der Waals a-value
from what may be the "buffetting" effect. It is expected that

the "buffetting” square field will give rise to a similar form

of energy dependence as that due to reaction fields, but with some
steric control.

Inherent in the theory of molecular "buffetting" is that only
pairwise atom-atom encounters are considered. The parameters [5
and rP describe the total effective accessibility of the solvent
to the solute atom as a result of many pairwise interactions, consid-
ered to operate successively; successive pairwise encounters need
not involve the same solute atom or even the same solvent molecule.
If this model is correct, the contribution of the "buffetting"
effect to intermolecular forces can be considered to arise from
the square field implicit in equation 5.19, which in turn can be
considered to be operative for any one of the solute peripheral
atoms:

2 = K (2p-§) 7.2
T
By analogy with the reaction field energy considerationms,

BI

the van der Waals constant a”~, due to molecular "buffetting"

may be written:

B Aot Yo
R 7.3
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However, the following assumptions must be made, with the reasons
given:
(1) GRB is the polarizability of the bond containing
the resonsant atom since it is this part of the
molecule that is distorted most in transmitting
the force through the molecule, i.e. the "buffetting"
contribution originates locally at the periphery
of the solute molecule.
(2) Vv, is the molar volume of the entire molecule
because the entire molecule experiences the force.
(3) E%I is the same at the surface of the liquid as in
the bulk of the liquid since the force required is
the total force from one encounter which may be
considered to be maintained through successive
collisions. There is one exception to this however =
the case of the H2 molecule, In this case, whatever
the orientation of the H2 molecule in the surface,
it is uncertain how the "buffetting" may be determined.
For convenience ﬁ%I will be taken to be zero at the
surface of the liquid for HZ'
In keeping with the :|:'eferencell6 stating van der waals a-values in
units of 12 atm rncil-2 the values of aBI will be calculated and
stated in these units also. Rewriting equation 7.3 therefore,
leads to:
aPT (12 atn mol™?) = 2.972 x 10" iy Eo. V, 7.4
with o in en? bond™t, E'JE;I in cgs esu, V_ in em? mol™t, 4
CRIT aONS’ aRF

complete table is presented (table 7.1) with a

aBT ana aCAIC (o oRF , B

set out., Wwhilst fundamental data
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7:2

are given elsewhere in this thesis (table 4.6) bond polarizi-
bilities' Y are taken to be;

dg (C-H) = 0.65 x s

%g (c-Cl) 2t

o (Si-F) = 0.83 x 1072 on?

2,63 x 10~ on

and (2f3; - F'r)z is either calculated geometrically as explained
in section 5:3 or derived from nmr experimental data presented in
previous sections of this thesis. It can be seen from fig. 7.1
that, despite the approximate nature of the calculations, the
agreement between the classically based and presently calculated
total values for a is quite satisfactory and appears to be signi-
ficant; the correlation reveals the expected slope of unity with

a zero intercept.

The foregoing justification of the theoretical interpretations

proposed in this thesis from a non-nmr point of view provides the
stimulus for following a more extensive use and assessment of the
theory. To this end, the work on heats of vaporization initiated
in chapter 4 will be extended.

Heats of Vavorization

In section 4:7c¢ the heat of vaporization was determined for
various liquids using a reaction field relationshipo of the form
A HAT = mL(REUR)/z»f LKT 245

It is contended that there is a "buffetting" contribution to the

heat of vaporization when treated on an electric field basis, in
much the same way as with the van der waals a-value. Equation

7.5 may be completed by including the "buffetting" field contri-
bution to the energy. It is proposed that t&HVAP can be fully

described through the following equation:
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3

VAP 2 =2
AR =4l<L RSUR> [2+ % L Ep; + LKT 7.6

It can be seen from table 7.2 and fig. 7.2, along with the
statistical analyses, that the relationship between the liter-
atur3116 and calculated heats of vaporization is significant with
a good correlation. By no means is the relationship perfect but
it must be remembered that no account has been taken of the effect

of temperature on the electric fields concerned whereas the 1§HVAP

literature values are quoted over a temperature range. The most
dissatisfying aspect of this work is the significant size of the
intercept, but this may be due to the assumptions made in section
L4:7c concerning the equivalence of the interaction potential and
the negative energy of vaporization. It has been a.rgued73 that
the interaction potential is a free energy function whereas the
energy of vaporization is an energy function in the thermodynamic
sense. Nevertheless, the versatility of "buffetting" and reaction
field theory away from nmr chemical shifts has once again been
demonstrated.

An Investigation of Some Vibrational and Electronic Spectral
Line Intensities

It may be expected that a solvent will perturb the energy
levels of a solute molecule in solution relative to when it is
in the gas phase at low pressure. Evidently, thié can affect the
vibrational and electronic spectrum of the solute molecule in the
same way that the nmr spectrum is changed in going from the gas
phase to the liquid phase. The solvent effect in vibrational and
electronic spectroscopy may manifest itself as frequency shifts,
line width changes and line intensity changes. Because of the
abundance of data, the relatively simpler theoretical background
and the size of the effect139 it is proposed to investigate,

from a semi-quantitative point of view, line intensity changes
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TABLE 7.2 HEATS OF VAPORIZATION - IT

SPECIES Angifj_l - Qlipp 1KY H_;I D (ave. d
(kJ mol ™) (kI m017")  (kJ mol™T) (k3 mol ™)
Ne 2.047 0.11 - 0.36
Ar 7.273 2.85 - 3.70
Kr 10.283 3.30 - L 7
Ke 15.843 8.79 - 9.91
CHy, 8.898 9.95 1.26 12.27
Qvie), 23.611 6.84 3.21 32.53
siMe, 26.916 7.53 3.78 13.97
SnMe), 33.013 13.57 4.12 20.07
Pblie), 36.967 24,35 L4.19 31.15
CgHy 32.733 14,48 3.50 21.13
Cglig 34.052 20.75 6.56 30.63
ccl,, 31.888 2217 2.14 27.52
CH, 19,503 6.36 0.87 9.47
C H), 14.436 19.37 1.95 22.93
C Hg 15.631 19.24 0.35 21.30
1yidy 5=
(CH3%$6H5 43,960 20.28 2.65 26.13
SiF), 22.113 2.02 1.83 5.43
H, 1,048 0.16 - 0.33

$ (2{5 = j—,)z as in table 7.1

+ - AHgiin (Ave) from equation 7.6 with LkT taken as the average
over the temperature range quoted with Aﬁvﬁf in ref., 116.
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in the spectrum of a molecule in going from the gas phase to the
liquid phase.

Basic Theory

In the case of vibrational and electronic spectroscopy the
spectrum is produced as a consequence of electric dipole moment
changes caused by the external electric field of the electro-
magnetic irradiation. It is therefore necessary to imagine that

there is an external electric field operative when considering the

reaction field. No such field was necessary from the nmr viewpoint.

Following the work of Onsageréa, the cavity electric field
may be written as
Flw. 0 « B 7.7
where the internal field E'is given by
G i 7.8
(2¢,+ 1)

and the reaction field R is given by

R=g)'i+.:,gi' 7.9
Because the time taken for an electric dipole transition is short

compared with the time taken for}'i to cause molecular reorienta-

68, 140, 141

tions, §'may be rewritten from equation 7.9 as

2, -1) (@ -1)
- ~ F 7.10
(2(-2 +1) (n] + 2)

where the explicit expressions for g and u(/a3 are used in terms
of dielectric sonstants and refractive indices. From equations

7.8 and 7.10 F may be written

2
po & (7 +2) - 7.11
" :
(2@2 + nl)

and thence



FZ/EZ = ng (ni + 2)2 / (2n§ + ni)2 o 51
where E;Zis replaced by ng. Extending the idea of reaction field
‘overspills' from neighbouring solvent molecules into the solute
cavity (chapter 4) it is proposed that the overall ratio of the square
fields, Fz/Ez, may be given by

/5 = n (02 + 2)%/(202 + 02)° + £((ng + 2)/3)°  7.13
for a dilute solution, or for a pure liquid

P/ 3@n2 +.2)3)° 7.4
This is in keeping with previous expresaionsluo’ 2 for FZ/E2
for a pure liquid whose values are about three times less that
of equation 7.14. The change in spectral intensity for a mole-
cule in the liquid phase relative to the gas phase is givenluo by
the ratio Fz/Eg, where £ is the anplied electric field in vacuo.
If Al is the line intensity in the liquid phase and Ag the line

intensity in the gas phase at low pressure then the ratio of these is

given by
o2
Al/Ag = P /no 7+15
Asluo Ei = nZEE, for a dilute solution
R i 2yrnnl L ENR 2 2
Ay/hg =0 (o] + 23 (205 +ns )" + f@nz +2)/3) 7.16
and for a pure liquid

n/ag = Ka® + 2)/3)/n 7.17
Before examining the validity of equations 7.16 and 7.17,
some gas phase data for methane in foreign gases at different
pressuresluz will be considered. It can be seen from figure 7.3
that there is an excellent linear relationship between the ratio
AM/AD (ratio of the line intensity in the mixture (l4) to the pure
gas (p) and the gas density (/a), or, more precisely, /M. It
appears that a reaction field equation, such as equation 7.16,
can not be used in this case, even when the density is relatively

high. The linearity suggests that the interactlions of importance
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TABIE 7.3  SOME GAS PHASE VALUES OF (AP,/Ap,) FOR METHANE

AT VARICUS PRESSURES IN He, Ar AND Nz

a) -1)3 - BAND OF CH, IN He

P/ Am/Ap

1 1.000
100 1.015
200 1.029
300 1.044
400 1.059

b) ?Jj-mnos‘cnumn

P/ Am/Ap

1 1.000
100 1.040
200 1.081
300 1.120
400 1.160

c) -33 - BAND OF CH, IN N,

p/v Am/Ap
il 1.000
100 1.0
200 1,107
300 1.162
400 1.216
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Fig. 7.3. Relationship between (Anr/Ar)expt and P/M for the v4-band

of methane.
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are due to simple encounters, not attributable therefore to
reaction fields. Furthermore, it may be postulated that the
Am/Ap measurements can be characterized in terms of a molecular
interaction that has some analogy with the buffetting concept
(chapter 5). The fact that the gradients of the lines (fig.
7.3) are different indicates that the interaction depends on the
perturbing solvent and the ratio of the gradients may be in the
ratio of the Hartree-Fock scaling factors, Qx, (section 5.5) for
He, Ar and NZ' The ratio of the gradients is found to be He:ar:N2

1:2.7:3.7. Nevertheless it would be difficult to interpret
this ratio quantitatively.
The gas-to-solution intensity changes for n—hexanel42
(%P—band) were reported to be well accounted for using the tradi-
tional formula for a pure liquid. However this may be fortuitous
because if the traditional or extended formula (equation 7.16)
for a dilute solution is used the calculated values of (AI/Ag)
are not in so good agreement with experiment (Table 7.4a). There
is evidently something missing from the field equation leading to
A./Ag (equation 7.15). If it can be imagined that an extra square
field term is added to e (equation 7.13) of the order 6E2. a good
agreement is found between calculated and experimental (Al/Ag)'s
(Table 7.5). From previous nmr experience it is evident that
the distance modulated Hartree-Fock factor (section 5.5) for
fluorine is not too different to that of chlorine and will probably
be not too different to that of sulphur. So, to a first approxima-
tion, it is assumed that the "buffetting" effect of the solvents
CSz, CClg and CnFm is the same.

From the gas~to-pure liquid intensity change of cyclohexanel43
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TABLE 7.5 A CONTINUATION OF THE RESULTS FROM TABLE 7.4

a. VIBRATIONAL 3 p-BAND OF N-HEXANE "

SOLVENT (F% + 68%)/E5 (rel.) (K1/Ag) EXPTAL
(eqn. 7.13 extd.)

s, 1 g

cel,, 0.89 0.91

CnFm 0.84 0.82

b. VIBRATIONAL 9.85 P-BAND OF CYCLOHEXANONE AT VARIOUS TEMFEBATURESluB

7/oc (F + qg®)/gg (vel.)  q/s® (A1/Ag) FXPIAL.
(eqn. 7.14 extd.)

35 1 1.45 1
60 0.96 1.20 0.96
90 0.87 0.65 0.87
120 0.77 0 0.77
c. VIBRATIONAL 852 /139% cm > - BANDS OF BENZENE AT VARIOUS
TEM- ERZ-\TURJ:.S]‘LLB
T/oC (F + qP )/F 90 (rel ) (A ' A9O)EX3TALI
q/E = 0.1 q/h = 0.2 852 em™~ 13% cm
(eqn. 7.14 extd.)
26 1l Bl J: i
7 0.95 0.9 0.96 0.4
141 0.91 0.90 0.90 0.91



at different temperature the calculated (Ar/Ag) values are not
in agreement with the experimental (APng) values (table 7.4Db).
Again it appears that there is something missing, although at
first sight it may appear that there is something extra accounted
for in the reaction field treatment. Since the measurements were
taken at different temperatures, it may be imagined that the
cavity size may increase with increase in temperature. Because
"buffetting" originates with the polarization of solute peripheral
atoms by R, (chapter 4), then the larger the cavity it may be
expected that the "buffetting" probability will be smaller. It
is therefore necessary to add a different amount to the reaction-
field-type F (equation 7.14) for a pure liquid at different
temperatures; less added at the higher temperatures. The results
are illustrated in table 7.5b where it can be seen that by adding
various amounts of EZ to F2 to account for "buffetting", excellent
agreement can be demonstrated between experimental and calculated
(gi/Ag). It is interesting to note that nothing is added at
120°%¢ implying an extremely large cavity or zero "buffetting",
Because the boiling point of cyclohexamone is '2.15_500 it is
possible that this has a significant effect on the situation.
Similar arguments apply to the gas-to-pure liquid measurements

143

on benzene where (Af/AlgD) -values are reported (table 7.5c).
Following this idea an extra amount of field is added to the
benzene value at 26°C only (boiling point of benzene ~ 80°C).

It is possible in the case of vibrational spectroecopy that the
"buffetting" effect may be different for different vibrational
modes.,

144, 145 N

With the extension to electronic spectroscopy t
can be seen (table 7.4d) that the reaction-field type analyses

(equation 7.13) by no means explains the experimental intensity
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changes (more correctly oscillator strength changes). It may be
expected that in electronic spectroscopy no simple reaction field
type theory can account for this adequately. Certainly changes
in molecular shape in electronic and vibrational spectroscopy
would necessitate a different approach to the theoretical treatment
of the molecular encounter or "buffetting" theory.

perhaps the most interesting observation is with cis- and
trans-piperylene where the reaction type field will probably be
the same but the "puffetting" will be different. This is reflected
in the experimental results shown in table 7.4d.

whilst 1little has been deduced about the nature of the
reaction and cavity field as presented in this section, or whether
the traditional or extended approach is valid, it has been demon-
strated that there is another effect operative, that is possibly
of a steric nature. The resulte are by no means extensive or
entirely conclusive, but the internal consistency of each set a
data is a good indication that there may be an additional effect
operative just as there appears to be in the nmr screening
equation for S
Conclusions

Based on a theory using an extended reaction field continuum
approach along with an essentially pairwise non-continuum
"buffetting" interaction, that was designed to account for the
van der Waals nuclear screening constant, several non-nmr para-
meters have been accounted for with a reasonable degree of pre-
cision. This was possible by an adaptation of the electric fields
derived for use in the nuclear screening equation.

Tt has been possible to describe quantitatively the van der
Waals a-values, as used in the van der Waals equation of state,
and heats of varporization of non-polar liquids. Although exact

agreement between the values derived in this work and values
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derived elsewhere was not apparent in every case there was a
significant correlation between the values. Furthermore, it

has been possible to analyse some non-nmr spectral line intensity
changes in going from gas to liquid, albeit on a somewhat empirical
basis. The general success of the entire approach regarding nmr
and non-nmr problems that reflect van der Waals dispersion forces
indicates that further and more complex problems may be open to
explanation. A long standing problem that has eluded satisfactory
interpretation is the mechanism of interaction of the lanthanide
shift reagent with certain molecules and the way that it affects
the chemical shift. It is possible that the application of the
theory in this thesis may provide the answer. Also a method of
quantifying steric effects with respect to reaction mechanisms

and molecular conformations may be afforded by an extension or
adaptation of the theory regarding molecular encounters. This
would have fundamental implications in the field of nolymer
chemistry and biochemistry where an understanding of the intima-
cies of molecular interactions is of great importance. Thus there
is scope for further work from a fumamental and applications point

of view regarding the work in this thesis.
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