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Summary

Mathematics is highly structured and also underpins most of science and
engineering. For this reason, it has proved a very suitable domain for Intelligent
Tutoring System (ITS) research, with the result that probably more tutoring systems
have been constructed for the domain than any other. However, the literature reveals
that there still exists no consensus on a credible approach or approaches for the
design of such systems, despite numerous documented efforts. Current approaches
to the construction of ITSs leave much to be desired. Consequently, existing ITSs in
the domain suffer from a considerable number of shortcomings which render them
‘unintelligent’.

The thesis examines some of the reasons why this is the case. Following a critical
review of existing ITSs in the domain, and some pilot studies, an alternative
approach to their construction is proposed (the 'iterative-style' approach); this
supports an iterative style, and also improves on at least some of the shortcomings
of existing approaches.

The thesis also presents an ITS for fractions which has been developed using this
approach, and which has been evaluated in various ways. It has, demonstrably,
improved on many of the limitations of existing ITSs; furthermore, it has been
shown to be largely 'intelligent’, at least more so than current tutors for the domain.
Perhaps more significantly, the tutor has also been evaluated against real students
with, so far, very encouraging results.

The thesis thus concludes that the novel iterative-style approach is a more credible
approach to the construction of ITSs in mathematics than existing techniques.

Keywords: Intelligent Tutoring Systems, Artificial Intelligence,
Computer—Assisted Instruction, Bug Theories, Fractions.
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Chapter 1
Introduction

1.1 Prolegomena

The computer, it has been said, is a once-in-several-centuries invention - a
technology which has the potential capability of revolutionising the educational
process (Brown, 1985; Papert, 1980; Skinner, 1958; Suppes, 1966). The promise
of educational improvement through computers is thus not a new one; educational
applications of computer technology have been under development since the early
1960s, i.e. almost 30 years now. By the 1970s, thousands of computer-assisted
instructional (CAI) programs had been developed. Generally, however, these did
not meet up with the high promises or expectations which educators had for the new
medium. Learning via computer was almost always based on fixed presentatioﬁs of
didactic material: such programs were either "electronic 'page-turners’, which
printed prepared text, or drill-and-practice monitors, which printed problems and
responded to the student's solution using prestored answers and remedial
comments” (Barr & Feigenbaum, 1982). Furthermore, they had only limited
capabilities for adaptive or individualised tutoring and feedback.

To be fair, there were some reasons for the limitations of these early teaching
programs. First, the hardware of the time had minimal memory capacity and
computational speed. Second, the only theory then available to steer instructional
development was behaviour theory (Mandl & Lesgold, 1988): the applicable theory
was mainly Skinnerian or neo-Skinnerian behaviourism which poorly matched the
cognitive objectives of education. Today, both shortcomings are being overcome.
Computer hardware is more powerful: larger memories are continually appearing
yearly at even cheaper prices while processing speed has been doubling every two
years since 1965 (parallel and/or distributed processing hold even better promises).

In addition, there are significantly better languages available for transmitting this
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power together with improved programming techniques (e.g. logic or

object-oriented techniques) which are now available to designers of such
instructional software. Expert systems and knowledge engineering technology in
particular, and Artificial Intelligence (AI) research in general has played an important
role in helping to reveal to the educational fraternity what can be achieved using
computers. Further developments are almost certainly likely in this fast-evolving
field. More importantly, perhaps, this increased technology has paved the way for
other research: for example, machine learning and cognitive modelling. In turn, this
has provided useful insights, albeit limited, into human learning in general and this
research is still flourishing. Hence, Al and research on human cognition have
provided and continue to provide better theories of learning to guide the construction
of a new generation of computer-based tutoring programs.

Therefore, one prediction looks secure: that despite the initial set-backs of the
1960s, computers will cause great changes in education. They already have done
so, albeit in a limited way: there are already examination halls in American
universities where nervous students type answers to multiple-choice questions at
computer terminals and anxiously await their grades; there are also experimental
classrooms where young children happily and adamantly instruct a computer to
draw pictures or play music, and then articulately explain their programs (O'Shea &
Self, 1983). The authors also note that there are three reasons for governments,

even in times of recession, to encourage the uses of computers in education:

1. Children need to be conscious of the nature and uses of computers in order to
be able to survive the present and future technologically-advanced society.

2. Computers can assist with certain administrative burdens, such as the
maintenance of student records and scheduling of classes.

3. Computers can help improve the learning process since they are aiding the

evolution of better theories of learning as mentioned earlier.

13



Roecks (1981) lists thirteen uses of computers in education. However, this list

is fairly comprehensive and general. This chapter largely concerns computers in
educational teaching, i.e. the forms which computer-assisted instructional (CAI)
programs take, with particular emphasis on mathematical education. This is because
mathematics is the domain to which the main research reported in this thesis applies.
The next section examines these forms, and discusses why one of them was chosen

as the research area.

1.2 CAI in Mathematical Education
Du Boulay (1978) suggests that there are three main forms in which computers
are utilised in teaching mathematics. In fact, Roecks (1981) also suggests that all

CAlI could be roughly divided into the same three categories. They are:

1. Drill and practice
2. Problem solving
3. Tutorial

1.2.1 Drill and Practice

Drill and practice is the most common of all the above three forms and contains
only two events of instruction. It evokes a response from the learner by asking a
question, and provides a feedback generally in the form of knowledge of results.
The purpose of this type of CAI, researchers argue, is to provide practice on already
learnt skills. The limitations of this form of instruction are well known: for example,
some argue that new skills can be taught by this method, but such learning would
partake more of 'trial and error’ than directed learning and would probably not make
efficient use of the learner's time. Thus, this form is generally no longer encouraged
by researchers though it is certainly used within other forms of computer-based

instruction (e.g. tutorial).
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1.2.2 Problem Solving (The LOGO Approach)

The problem solving approach attempts to provide learners with opportunities to
solve problems within simulated situations (perhaps the name 'problem solving' is
not the most appropriate because, as will be observed later on in this thests, it is also
used to mean something else). They resemble 'adventure games' in which in order
to complete a task, e.g. traverse a jungle full of wild animals, learners have to
suggest solutions to various problems encountered:; however, the main goal may be
to Impart some elementary mathematical skills. Teachin g here is through experience
(though these experiences are only secondary to their real-life counterparts, which in
many cases, e.g. the jungle full of wild animals, are unobtainable anyway); hence,
the learning here is often referred to as discovery learning (i.e. learning by doing).
Seymour Papert is the most fervent advocate of this technique which is frequently
associated with the language LOGO (Papert is LOGQ's key author); hence, this
approach to using computers in mathematical education is often referred to in the
literature as the LOGO approach. LOGO introduces students to the world of
geometry through the use of robot 'turtles’ and 'turtle graphics' techniques, i.e. the
students learn by doing some programming. This approach is based on Piaget's
theory of learning which is not surprising considering that Papert was a co-worker
of Piaget's for many years. Papert (1980) projects "that computer presence will
enable us to modify the learning environment outside the classroom so that much, if
not all, of the knowledge schools presently try to teach with such pain, expense and
limited success, will be learned as the child learns to talk, painlessly, successfully
and without organised instruction”. He goes on to conclude that "schools as we
know them today have no place in the future". Papert's dream is clearly quite
revolutionary: hence, he and his advocates are often referred to in the literature as
revolutionalists. His proposed advantages of discovery learning (learning through

programming) are (du Boulay, 1978):

15




Programming provides some justification and illustration of formal

mathematical rigour.

It enables mathematics to be studied through exploratory activity.
Programming gives an insight to the mathematical concept.

Programming provides a context for problem solving and a language with

which the student may describe his/her own problem solving.

However, du Boulay's (1978) investigation into such form of learning

mathematics using programming revealed many drawbacks including:

Computers are too costly, and will be so for some time to come, to be available
for programming to individual students. However, Papert argues that if every
child had a computer, computers would be cheap enough for every child to
have one.

Programming languages are still difficult for students to learn. Even though
LOGO is an easier language for communicating with the computer, subtle skills
of programming such as planning, debugging, coding, reading, etc. are by no
means trivial and have to be learnt. Therefore, there is an obvious difficulty in
writing programs of any complexity. Furthermore, concentration on
programming aspects was found to obscure what is important mathematically.
For example, du Boulay notes an instance where a student was asked to write
procedures in LOGO to draw a picture illustrating a mathematical idea, e.g. a
fraction pie chart, but she rather concentrated on the details of drawing the
picture rather than the underlying mathematical idea to which the picture was
supposed to illustrate.

Programming languages do not provide good ways of expressing problem
solving strategies; they vary significantly with respect to what can be
expressed. Papert and his advocates have failed to clearly specify those

domains for which the languages they are championing are particularly suitable.
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4. Uncoordinated activity by individual students in the sort of setting Papert

projects will make education impossible to be assessed in institutions of

learning.

1.2.3 Tutorial (The Intelligent Tutoring Approach)

Tutorial is the last of the three different forms which CAJ takes. A typical
procedure for a tutorial program is shown in Figure 1.1. The computer acts as a
tutor, i.e. students learn largely by being told. Such tutors aim to provide students
with explicit instruction, presenting them with appropriate problems, and offering
them informed guidance and feedback on their problems. Hence, the 'hints or
remediation’ feature (i.e. the shaded rectangle) is important because it can be said to
give the system 'intelligence’. Such tutorial systems are termed Intelligent
Computer-Assisted Instruction (ICAI) systems or, alternatively, Intelligent Tutoring
Systems (ITSs). One of the pioneers of computer tutors (Suppes, 1966) captured
clearly the goal of ITSs (though not termed as such at the time) with the following
vision: "one can predict that in a few more years millions of school children will
have access to what Phillip of Macedon's son Alexander had as royal prerogative:

the personal services of a tutor as well-informed and responsive as Aristotle".

: ask ; ’ Judge ; provide :
question response feedback
10 next sequence

f in case of correct
response

' incorrect
response

Figure 1.1 - Typical Procedure for a Tutorial CAI



Advocates of this approach (e.g. Suppes) are referred to as reformists, as

opposed to revolutionalists: they prefer a gradual improvement (i.e. an evolution) in

the present quality of education using techniques like Artificial Intelligence (AI).

1.2.4 Discussion

Naturally, the approach Papert champions was bound to be greeted considerable
scorn and scepticism as it proposes to radically change the starus quo. It appears
inconceivable that such a radical change is feasible even if it were thought desirable:
hence, it is perhaps better to adopt a reformist stance. Besides, there are still many
questions that are still unanswered about Papert's approach (some have been
highlighted above in Section 1.2.2). The tutorial approach undoubtedly has its pros
and cons like the problem solving approach, but it enjoys the privilege of being the
closest of the three to current traditional classroom instruction. It is thus the
approach most likely to gain widescale acceptance, at least at the present time.
Hence, it is the form researched into in this work. Consequently, the work reported
henceforth in this thesis mainly concerns CAI of the tutorial type (i.e. Intelligent

Tutoring Systems).

1.3 Motivation and General Aim of Research

The research reported in this thesis draws on the author's successful M.Sc.
thesis (Nwana, 1986) which investigated constructing intelligent tutoring systems
for simple arithmetical domains. Before long, the investigation revealed that there
was no generally accepted approach to the construction of such systems, even for
such structured domains as mathematics. The author's limited knowledge at that
time of previous research contributed to making this a surprising result. However,
further investigation 'unveiled' some of the difficulty in constructing such systems.
Furthermore, two tutors produced as a result of this investigation (the Addition

Diagnostic Package (ADP) and the Subtraction Diagnostic Package (SDP)) not only
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revealed some of the limitations of the approach used to their construction (they are

based on a simple 'brand’ of the mal-rule approach discussed in a later chapter), but
the experience also provided the author with a deeper appreciation of some of the
problems involved in designing truly 'intelligent' tutoring systems.

This realisation and appreciation of these problems constituted the main
motivation for this research endeavour. Hence, in broad terms, the aim of this
research is to investigate an alternative approach to constructing intelligent tutoring
systems in mathematics which at least improves on some of the shortcomings of
existing approaches. Naturally, the alternative approach has to be evaluated, e.g. by
constructing and testing a system based on the approach and comparing it with
systems based on current existing approaches in order to reveal the successes and/or

failures of the overall research.

1.4 Choice of Domain and Language

ITSs have abandoned one of CAI's early objectives, namely that of providing
total courses, and have concentrated on building systems which provide supportive
environments for more limited topics (Sleeman & Brown, 1982b). Consequently,
an 1mportant choice that had to be made early on in the research reported here was
the selection of a specific topic in mathematics. The domain of the addition and

subtraction of fractions was eventually chosen. The reasons for this choice are:

1. The fractions domain is acknowledged to be a difficult topic in the mathematics
curriculum (Hasemann, 1981). This is supported by the fact that there is
recurring evidence indicating that students’ performance with fractions is
discouragingly low (Carpenter er al., 1976).

2. Despite the trend away from fractions with the introduction of hand calculators,
it will still remain a very important part of the arithmetical curriculum as other

mathematical topics (e.g. algebra) rely heavily on it as prerequisite knowledge
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(Martinak er al., 1987; Moore & Sleeman, 1987). Therefore, it must be

addressed.

Research into building ITSs in mathematics has tended to concentrate on integer
operations, especially addition, subtraction and multiplication. Some work had
already been done in this area (Nwana, 1986) and it was preferred to
investigate a new domain.

Having looked at the literature, it was realised that, although a small amount of
work has been done in this domain - mainly researching into the errors children
make in fractions generally, no real tutoring system or attempt to build one
existed.

Fractions probably provides a more ‘complex’ domain in that it requires many
other subskills in order to execute an addition or subtraction procedure
completely and successfully. Some of the skills needed are the addition,
subtraction and multiplication of integers, and finding the lowest common
denominator. Most of the other diagnostic systems (e.g. ADP/SDP) work on
more ‘primitive’ domains. Therefore, building a tutoring system for the
fractions domain promises to provide a more realistic picture of the intricacies

of building tutoring systems, since most real domains are complex.

The language chosen for this research is Prolog. The reasons for this choice are

threefold:

Intelligent tutoring, like Al in general, makes use of rich data structures which
can easily be expressed in Prolog.

Prolog supports incremental compilation and together with its inherent
declarative nature, allows for rapid prototyping.

The environment which supports Prolog was the most powerful AI

environment available to the author at the start of this work.
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1.5 Structure of Thesis

The structure of the thesis is as follows:

Chapter 2 introduces the AI subdomain of Intelligent Tutoring Systems (ITS)
and the motivation for such tutors. It looks at their history, examines their

typical structure and proceeds to review some key ITSs.

Chapter 3 narrows down the view of Intelligent Tutoring Systems to the
domain of mathematics as the research reported in this thesis essentially
concerns mathematical domains. It critically examines current approaches to the
construction of such systems pointing out problems which current ITSs face. It

also reviews some other relevant literature.

Chapter 4 reports on some pilot studies that were carried out in order to be able
to proceed with the research. These pilot studies yielded some necessary data,
produced results which confirmed certain hypotheses and generally provided a
much better base to address the central aim of this research, than would have
been with only a review of the literature. In brief, it answers some of the

questions that the previous chapters left unanswered.

Chapter 5 draws from Chapters 2, 3 and 4, setting out more sharply the central
goals of this research endeavour. It also presents the proposed approach to

constructing ITSs in mathematics.
Chapter 6 gives an overview of the system which was designed and

implemented to test out the proposed approach of Chapter 5; it provides

information on how the major modules of the system communicate.
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Chapter 7 provides details of the design of the system, i.e. it 'looks inside' all

the various modules that constitute the System.

Chapter 8 provides an evaluation of the system. It appraises the system against
the specification of the proposed approach, against an independent set of
questions to determine how well it lives up to the prefix 'intelligent’, and also
against real students. It also presents an evaluation of the system'’s design along

with some of its shortcomings.

Chapter 9 presents the conclusions of the overall research endeavour, made
partly on the basis of some of the results obtained from the pilot studies
reported in Chapter 4, but largely on the evaluation of the system in Chapter 8.
This chapter also suggests extensions and further work which could be carried
out to improve on the basic system. It concludes with some of the author's
viewpoints on a couple of controversial issues in the intelligent tutoring

domain.

Appendices A, B and C present the various tests which were given to children
to obtain the protocols invaluable to this research which are reported in Chapter
4. Appendices D and E present the systematic errors observed in these tests.
Appendix F provides some brief information on how to go about using the
system. Appendix G provides some information about the system's modules to
anyone who might wish to examine it in more detail. Lastly, Appendix H
presents a collection of some of the comments made by students who have used

the system.
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Chapter 2

Intelligent Tutoring Systems: An Overview

2.1 Introduction to Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITSs) are computer programs that are designed to
incorporate techniques from the Artificial Intelligence (AI) community in order to
provide tutors which know whar they teach, who they teach and how to teach it.
Artificial Intelligence attempts to produce in a computer behaviour which, if
performed by a human being, would be described as intelligent’; intelligent tutoring
systems may similarly be thought of as attempts to produce in a computer behaviour
which, if performed by a human being, woﬁld be described as 'good teaching'
(Elsom-Cook, 1987). The design and development of such tutors lie at the
intersection of computer science, cognitive psychology and educational research;
this intersecting area is normally referred to as cognitive science (see Figure 2.1).
For historical reasons, much of the research in the domain of educational software
involving AT has been conducted in the name of 1CAT, an acronym for 'Intelligent
Computer-Aided Instruction’. This phrase, in turn, evolved out of the name
‘Computer-Aided Instruction’ (CAI) often referring to the use of computers in
education. Nevertheless, to all intents and purposes, intelligent tutoring systems
(ITSs) and intelligent computer-aided instruction (ICAI) are synonymous.
However, though some researchers still prefer TCAT' (e.g. Self (1988a) uses it in
the title of his recent book), it is being often replaced by the acronym 'ITS'
(Sleeman & Brown, 1982b). The latter, which is also the author's personal
preference, is certainly gaining more and more support, as confirmed by the fact that
there was an international conference on Intelligent Tutoring Systems in Montréal,
Canada as recently as June 1988. This preference is motivated by the claim that, in
many ways, the significance of the shift in research methodology goes beyond the

adding of an 'T' to CAI (Wenger, 1987). However, some researchers are
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understandably hesitant of using the term 'intelligent’, instead opting for labels like

Knowledge-Based Tutoring System (KBTS) or Adaptive Tutoring System (ATS)
(e.g. Streitz, 1988); Wenger (1987) prefers the label Knowledge Communication
Systems. Nevertheless, most researchers appear to be reasonably content with the
acronym ITS. This is fine as long as everyone involved with the area understands
that the usage of the word intelligent' is, strictly speaking, a misnomer. This does
not appear to be the case, resulting in some very ambitious goals/claims, particularly
in the more theoretical parts of the literature: this also appears to be a valid criticism
of the entire Al literature. |

The fact that ITS research spans three different disciplines has important
implications. It means that there are major differences in research goals,
terminology, theoretical frameworks, and emphases amongst ITS researchers. This
Will be apparent in the subsequent reviews of research in this thesis. ITS research
also requires a mutual understanding of the three disciplines involved, a very
stressful demand given the problems of keeping abreast with even a single discipline
nowadays.

However, some researchers have stood up to the challenge. As a result, a great
deal has been learnt about how to design and implement ITSs. A number of
impressive ITSs described in this chapter and in Chapter 3 bear testimony to this

fact.

Computer
Science

Psychology
(Cognition)

Cognitive
Science

Education
& Training
(CAD

Figure 2.1 - ITS Domains
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2.2 Motivation

Why do researchers bother to produce such computer-based tutors? There seem

to be two main motivating factors namely:

Research needs. On the pure research level, there is a need to understand more
about the processes which contribute to an educational interaction
(Elsom-Cook, 1987). Since ITS research lies at the intersection of three main
disciplines, it provides an excellent test-bed for various theories from cognitive
psychologists, Al scientists and educational theorists. For example, a primary
reason why the famous Carnegie Mellon psychologist John Anderson came
into the area, was to test out his various theories of learning (Anderson, 1987).
Hence, the design of an ITS will contribute to the discovery of more accurate
theories of cognition (Burns & Capps, 1988).

Practical needs. On the more applied level, there are a number of useful results
which can be achieved using ITSs which cannot be achieved with human tutors
for economic and social reasons (Elsom-Cook, 1987). A primary advantage of
ITSs is the possibility for providing one-to-one tutoring. There is a consensus
on the view that individual tuition, tailored to the needs of the tutee, is the most
effective form of educational interaction, at least for most domains. Bloom
(1984) in his comparison of private tutoring with classroom instruction of
cartography and probability found that 98 percent of the students with private
tutors performed better than the average classroom student, even though all
students spent the same amount of time learning the topics. Anderson et al.
(1985a, 1985b) also recorded a four-to-one advantage for the private tutor, as
measured by the amount of time for students to get to the same level of
proficiency. Since our educational systems have, of necessity, become geared
towards group teaching, many of the advantages of one-to-one tutoring have
been lost. ITSs can provide such tuition without necessarily losing the

advantages of the group teaching environment (e.g. by providing one ITS per
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student in a class), thereby getting the best of both worlds. The ITS could

provide immediate feedback to the student on the task being performed. This
individualised and immediate feedback is crucial because tutoring is most

effective when occurrin g in direct response to the need of the tutee.

2.3 Historical Review
2.3.1 Introduction to Review

Computer Assisted Instruction/Learning (CAI/CAL) has evolved considerably
since its inception in the 1950s with Skinnerian type 'linear programs’. This has
happened despite Skinner having set it off in the wrong direction by his insistence
that students' responses could be ignored in linear programs (O'Shea & Self,
1983). The central problem with early systems was that they were unable to provide
rich feedback or individualisation, because they were not designed to know what
they were teaching, who they were teaching or how to teach it. In order to solve this
problem, CAI/CAL systems have evolved over the past three and a half decades into
what are now usually termed Intelligent Tutoring Systems (ITSs). Although we may
still be far away from truly intelligent tutoring systems, most would agree

considerable progress has already been made.

2.3.2 From CAI to ITSs: Major Stages

There were some major stages in the metamorphosis of the linear programs of
the 1950s into the ITSs of the 1980s (see Figure 2.2). The path has spanned a
period of almost four decades. It began in the 1950s with simple 'linear programs’
which were based on the principle of operant conditioning. The main proponent of
such linear programs was the psychologist B. F. Skinner (1954, 1958). Material
which had been selected and arranged to take the student step by step towards the
desired behaviour was presented in a series of 'frames’. Most frames had very

simple questions (e.g. involving only the filling in of a missing space or two), and
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the student was told immediately whether the answer was right or wrong. The

System proceeded to present the next frame regardless of the correctness of the
student's respon<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>