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SUMMARY 

In the design of mass-produced components, it is essential that 
manufacturing tolerances should be analysed to make sure that assem= 
blies fit together satisfactorily and that parts are not produced to 
unnecessarily tight specifications. ‘The analysis may be divided into 
three stages: 

(a) calculation of the sensitivity of a feature's position to the 
magnitude of the tolerances upon which it depends, 

(bv) ensuring that the permitted tolerances which together influence 
a critical measurement are allocated in the most economical way, 
and 

(c) analysing the statistical distribution of tolerances on critical 
measurements. 

This thesis describes a method of performing stage (a). Stages 
() and (c) have been dealt with elsewhere. 

It is demonstrated that the analysis of tolerances in all but the 
most straightforward cases is not a trivial operation and a model is 
developed to assist with the calculation. This is a location element 
@erived from the classical six-point system for locating a body in 
three dimensions. Elements mey be combined to describe multi<datum 
machining operations, assemblies and drawing dimension systems by a 
tree-like structure. The model is analysed mathematically, a compendium 
of commonly-occurring cases is appended and algorithms for obtaining 

results of interest to the engineer designer are described. A computer 

program for the sensitivity analysis is also described and the integra- 

tion of the method into a full tolerance~analysis system is discussed. 

KEYWORDS: 

TOLERANCES, DESIGN, ENGINEERING, COMPUTERS
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1. General Discussion 

11 The Principle of Infallible Interchangeability’ 

Many of the aims in the design of mass-produced components are 

unattainable. Examples are sero cost, zero weight, infinite strength 

and ultimate aesthetic appeal. However, a major aim which can often be 

achieved is infallible interchangeability. This term, probably first used 

in ref. Te7 means that a component selected at random from a batch of like 

componsnts should fit satisfactorily to any one of a batch of mating 

componentse In some situations, selective assembly may be a suitable 

process but usually it is precluded since it is costly in resources of 

labour and timee Normally, batches of components must be assembled 

unselectively. 

The principle of infallible interchangeability leads to some diffi- 

culties in practicee All manufacturing processes are subject to size 

variation in a degree depending on the particular process; two components, 

even when produced on the same machine, will be unlikely to be of the same 

size. Exact fit is, therefore, another unattainable aim of mass production 

design and design clearances must make allowance for process error. 

1.2 Dypes of Working Drawings 

Unfortunately, modern design is a specialised function and modern 

designers are not exposed to be experts in jig and tool design, in 

metrology nor in any other of the branches of production engineering. 

The task of the designer is to specify the functional requirements of the 

finished part, and, although he will usually have some knowledge of the 

manufacturing and inspection processes irvolved, he will not normally lay 

down a rigorous specification for them. This principle is clearly stated 

in BS 308: Part 2: 1972: 

"Production processes or inspection methods should not be specified unless 

they are essential to ensure satisfactory functioning or interchangeability.” 

It is also discussed at length in ref. T.7.
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There are two types of working drawing. These are = 

(a) product drawings completely defining the finished product as 

required by the designer, and 

(») process drawings defining products in a partly finished state 

suitably dimensioned for the manufacturing process to be adopted. 

A view sometimes expressed is that the product drawing is not the 

definition of a machined part, but the definition of a gauging method 

for a machined part. Although this is contrary to the spirit of BS 308 

since gauging may be considered to be a manufacturing process, it is 

partially true. 

A part may be therefore dimensioned in three ways? 

(a) for its function, so that it may work saticfactorily, 

(b) for a process, so that it-may be made, and 

(c) for inspection, so that sizes may be checked. 

Each of these may involve different dimension systems for the same 

part and it is essentiel that tolerances arising from (b) and (c) be not 

greater than those specified in (a). In many cases, this may be checked 

using simple arithmetic (and some simplifying assumptions, usually) bet 

often it is no trivial process. 

1.3 Further Problems in Dimensioning 

A machining process will affect some functional clearance, possibly 

in an indirect way; and often a functional clearance is affected by moro 

than one process. Usually, the production engineer has several possible 

machining eroaseee available, each having its own accuracy. As a rule, 

the more accurate a machining process, the higher the unit cost and it is 

desirable thet the more accurate processes are used in features which have 

the greatest effect on the functional clearance. 

Another difficulty is that many common dimensioning systems, even 

some described in BS 308, are ambiguous and their interpretation depends 

on some convention. In the majority of cases, alternative interpretations
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lead to differences in functional clearances which are small. However, 

this may not always be so and an unequivocal method of describing 

dimension systems is desirable.
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2. Basic Concepts ‘ 

2e1 Component chains — A model for complex suafantering processes and 

assonblies 
A feature on a component may be displaced from its nominal position 

for two reasons. Firstly, the component may be machined in several stages, 

each stage having its ow, possibly distinct, datum systems. Secondly, 

the component may be assembled on other components each having its own 

variations in size. Both of these cases can be treated in the same way 

since they are conceptually identical. 

Each stage in the machining of a component may be regarded as a 

separate physical component, the stages being assembled together to make 

the finished part. An example is shown in Fig. 1. The reference body is 

the nominal size drawing of the casting, the actual casting being located 

on it by the dimensions on the casting drawing. Each subsequent machining 

stage is located either on the actual cast form, or on previous machining 

stages, or on both. A machined part may then be treated in the same way 

as an assembly. 

The classical method of location consists of clamping a body to a 

plane, to a line and to a point, so that six degrees of freedom are 

removed. This applies both to the physical assembly of components and to 

a machined feature on a component since six point location is considered 

to be good jig and tool practice (for example, see ref. Ge12, pe 77). 

Some common dimensioning systems cannot be described in six point location 

form and these will be discussed at a later stage. 

The example shown in Fig. 1 is described diagrammatically in Fig. 2. 

Each bor represents a machining stage and each arrow represents the 

relationship ‘depends on the size of’. Thus variations in size will be 

passed on, through a chain, to the finished part. 

Finished compoxents may alse be fitted together to form an assembly. 

Assemblies may also be described by diagrams similar to Fig. 2. Each box
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now represents a finished part, the meaning of the arrows being the same 

as for machining stages. Multiestage machining Svocetean and assemblies 

may, then, be considered in the same way, and, to avoid confusion, they 

will subsequently be called tassemblages?. 

2.2 Problems to be solved 

Assemblages of both kinds may be linked together in the same waye 

At some stage, a useful limit will be reached, and questions that one 

might wish to ask are = 

(a) in Fig. 2, what is the effect at a feature in stage C of given 

variations in size at stages A and B, 

(b) in Fig. 2, if the maximum permitted variation in position or size 

in stage C be known, then how should the tolerances be apportioned 

between stages A and B so as to minimise the process cost, and 

(c) what is the clearance between a feature on component D and one on 

component E in Fig. 2? 

The concept of regarding a finished part as an assembly with some of 

the components possibly occupying the same space as others is fundamental 

to the system to be described. Its use enables assemblages to be defined 

in a unified way and questions (a), (b) and (c) may be answered in much 

the sams fashion. 

The terms *tolerance" and "location’ have been used so far in a fairly 

loose, commonsense way since they are cf common currency in engineering. 

However, as they will be used subsequently in a more specialised sense, 

some discussion of them follcws. 

2.3 Tolerances 

2.301 Definitions 

Tolerance is the variation from nominal position of a feature of 

interest on a component. 

Tolerances may be specified bilaterally, the locating dimension 

consisting of a mean size with a tolerance equally disposed about it;
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or unilaterally, the locating dimension consisting of a size at one extreme 

with a tolerance quoted in the opposite direction. “In all the examples 

which follow tolerances will be specified bilaterally. 

A tolerance zone is the zone within which the feature of interest is 

required to be contained. BS 308 specifies that a tolerance zone is one 

of the following: 

(1) a@ circle or cylinder 

(2) ‘the area between two parallel lines or two parallel straight lines 

(3) the space between two parallel surfaces or two parallel planes 

(4) ‘the space in a parallelepiped. 

A tolerance zone which is occasionally useful, but which is absent from 

the list, is a sphere. 

203-2 Intrinsic and extrinsic tolerances 

A feature may be displaced from its nominal position for two reasons. 

Firstly, there will be a tolerance on its position due to error in the 

manufacturing stage which has produced it. This will be called intrinsic 

tolerance, and will be the tolerance quoted on the process drawing of the 

feature. In following examples, standard BS 308 tolerance frames will be 

used to show intrinsic tolerance. Secondly, there will be a tolerance on 

the position of the feature resulting from tolerances on previous manuface 

turing stages on which its location depends, or tolerances on the finished 

parts on which it is assembled. This will be called extrinsic tolerance 

ani must be calculated from the intrinsic tolerances on the locating parts. 

The sum of intrinsic and extrinsic tolerance will be termed 'total tolerance. 

In all cases, tolerance is relative to some frame of reference. Intrinsic 

tolerance is reletive to the nominal positions of the locating features, 

while extrinsic and total tolerances are relative to any feature of interest. 

2.4 Locations 

There are two types of location system which are described below using 

two-dimensional examples for illustrative purposes.
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204-1 Real Locations 
  

These are location systems which may be realised physically and 

locate real bodies on real locating features, both necessarily having 

irregularities in form and displacements from nominal positions. Real 

locations occur in the jigging of manufacturing processes and in the 

assembly of components. Examples of each are shown in Fig. 3A. 

2e4e2 Geometrical Locations 

Functional drewings often describe location systems which may not 

be realised physically since they refer to idealised geometrically exact 

figures. A common example is shown in Fig. 3B. As may be seen, the 

drilled hole cannot be located physically on two datum faces. The most 

plausible interpretation which can be made of this system is that any 

convenient jigging system (which necessarily involves a real location) is 

to be used but that on the finished part, the hole is to lie within the 

parallelepipedal tolerance zone defined on the drawing and centred at the 

intersection point of two lines parallel with the datum face et a distance 

from them specified by the drawing dimensions. 

A detailed discussion of this dimension system will be found in 

ref. T.7 ppe 266=2706 

2-5 Cunmlative Tolerance 

The concepts described in the previous sections are illustrated by 

the example shown in Fige 4. This is unrealistic but not wildly so. 

Faces E and F are assumed to be geometrically exact, while face D is 

subject to a profile tolerance and lies within a band as show in (1) on 

the diagrame It is further assumed that all locating points are exact, 

but the central axis of the machine tool is subject to a cireular tolerance 

zone relative to the corresponding locations. Form irregularities normal 

to the plane of the diagram are discounted. 

The three holes are machined using separate locating systems as
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shown below: i 

Stage 1: Hole A eee datum Face E, anda point on Face D. 

Stage 2: Hole B eee datum Hole A, and a point on Face Ee 

Stage 3: Hole C eee datum Hole B, and a point on Face F. 

Stage 1. The linear tolerance at face D will result in the position 

of hole A relative to all other faces of the plate being subject to a 

linear tolerance = as in (1). ‘There will also be a circular tolerance 

zone at A relative to the locating featurese This will also be relative 

to the actual profile of face D and all other nominal faces. 

The total tolerance at A relative to all nominal faces will be these 

two tolerance zones superimposede 

Stege 2. The linear tolerance at A results in a linear tolerance 

at B (shown in (2)); ‘the circular positional tolerance zone at A (plus 

clearance between hole A and the locating peg) causes a tolerance zone 

at B which is approximately elliptical (shown in (3)). ‘There will also 

be a circular positional tolerance at B, and the total tolerance zone at 

this hole relative to the nominal profile will be the superimposition of 

the linear, elliptical and circular tolerance zones. 

Stege 3. There are four tolerance zones at C: a linear zone due 

to linear tolerance at B (shown in (4)), an elliptical zone due to the 

elliptical zone et B (shown in (5)), an elliptical zone due to the 

circular zone and clearance at B, and a circular positional tolerance. 

The total tolerance zone is the superimposition of the foure 

All tolerance zones shown in the diagram are grossly exaggerated, 

and have been obtained by tracing the tolerance loci; but the effect 

of cumulative tolerance is clearly shown. In a real system, extra compli~ 

cation would be added because of factors which have been conveniently 

ignored in this model. For instance, the locating points would not be 

exactly positioned; and face F would be subject to a form tolerance.



(a) 

(») 
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Difficulties involved in analysing a multistage system are: 

The extreme position of a tolerance zone at a ons is not 

necessarily the position corresponding to an extreme position 

of zones at the locating featurese 

Some tolerance zones are dependent ~ an example being the two zones 

shown in (3) The nett displacement between holes B and A does not 

depend on these zones. Deciding on which displacements eat one 

feature are relative to another can involve much book-keeping and 

possible error. 

Real parts exist in three dimensions and though many tolerance 

situations may be considered as being two-dimensional, this is not 

always soe In a three~dimensional system, tolerance zones may be 

parallelepipedal or ellipsoidal and their effects are difficult 

to visualise, let alone calculate.
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3. DESCRIPTION OF THE LOCATION MODEL



    
Fig 5 Equivalent Mechanisms
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3-1 Tolerance Mechanisms 

Fig. 5A shows a common dimensioning systeme Hole a is located by the 

centre points of holes b and ce The dimensioning system is analogous to 

a structure - there are no redundanoies in the dimensions and if any 

dimension is deleted, then the remainder are insufficient to locate the 

hole. In this case, the three members of the structure are the centre 

distances of the holes. 

Extrinsic tolerances will be passed to the located feature from each 

of the locations. If a circular tolerance be imposed at hole b, hole ¢ 

being held at its nominal position, then the dimension system may be 

regarded as a mechenism, each position of hole b corresponding with an 

unique position of hole ae The mechanism in the case illustrated is a 

four bar chain and the locus of hole a is a short circular arc. If now 

hole b be held at nominal and a circular tolerance zone applied to hole c, 

then a similar mechanism is obtained — Figures 5 A=1 and A=2. Since the 

radius of each tolerance zone is small in comparison with the locating 

dimensions, the two systems may be superimposed to give a total tolerance 

zone as shown in the figure. ‘This approximates to a parallelogram as 

the lengths.of arc are small. 

Another dimensioning system is illustrated in Fig. 5Be In this case, 

hole a is located by its distance from hole b and by its perpendicular 

distance from line ce Again the system is exactly determined and may be 

considered as a structuree If a circular tolerance zone be applied at 

hole b then an equivalent mechanism may be derivede In this case, since 

the perpendicular distance from line ¢ is specified, a sliding member is 

necessary on the line, while the crank centred at the nominal position 

of hole b generates the circumference of the tolerance zone. At hole a, 

the zone generated is a short straight line parallel with ce. 

Similarly, if a tolerance band is allowed at line c, hole b being



  
  

  
Fig © Equivalent Mechanisms.
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held at its nominal position, the resulting zone at hole a will be a 

small circular are centred at be 

The two tolerance zones may be superimposed and the resulting zone 

is approximately a parallelogram. 

Fig. 6 shows a mechanism with two sliding pairs which is equivalent 

to a point dimensioned from two straight line datums. 

There is a general solution for three dimensional mechanisms com= 

prised of pure turning and sliding pairs (refs. G6 and G.14), and it 

seems feasible that a method for the analysis of tolerances based directly 

on the use of such elements could be derived. This direct approach suffers 

from some disadvantages, however. As has been demonstrated in section 2.5, 

explicit tolerance zones are of irregular shapes, and if, for example, 

hole b in Fige 5A were located in the same way as hole B in Fige 4, then 

the tolerance zone would certainly not be circular. Even if the zone 

were decomposed into its separate elements, it would be necessary to use 

a crank arm with a radius varying dynamically with turning angle, one of 

the elements being elliptical. Also, the method is rather inflexible, 

as each of the many possible dimension systems would require a separate 

equivalent mechanism with a separate method of calculation. Although the 

vector equations for these mechanisms may be written down using the mothods 

of ref. G.6 they do not appear tractable for solution in some cases. ‘These 

problems are exacerbated in three dimensions. 

Equivalent mechanisms are useful in visualising the effects of 

explicit tolerances, but the preferred method will be based on a standard 

unit of location. Indeed, the method might be used, with a little modifi- 

cation, in the analysis of the general kinematic mechanism; but this is 

outside the scope of this thesis. 

3-2 Elemental Location 

A body is located elementally if = 

(a) a point on it is held against a locating plane,
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(b) a point on it is held against a locating line, and 

(c) a point on it is held against a locating point 

The located body is sensitive to small displacements = 

(a) along the normal to the locating plane, 

(b) orthogonal to the locating line and 

(c) in any direction at the locating point. 

Elemental location is illustrated in Fig. 7. 

In order to avoid confusion, a locating plane will be called a 

plate, a locating line will be called a hinge and a locating point a 

socket. The terms have been picked because of their obvious mechanical 

analogies and also because they have distinct initial letters. In sub= 

sequent reference, the following concise terms will often be used: 

(a) a plate location will be called a Peloc, 

(b) a hinge location will be called an H-loc, and 

(c) a socket location will be called an S~loc. 

These will be referred to collectively as a location triad. 

A displacement at a locating feature will result in a displacement at 

other points on the located body. A point at which the displacement is 

required will be called a result-point (or more concisely an R-point). 

An R=point located on a triad will be shown graphically as exemplified 

in Fige 7- ‘The root node represents the R~point and the three links are 

distinguished by the convention: . 

(a) a Pxloc is shown by a square, 

(b) an Helec is shown by a triangle, and 

(c) an S-lov is shown by a circle. 

Each symbol is placed on the appropriate link, and a link indicates the 

relationship *is located on', in a top-down sense. 

303 Displacement Matrices 

The general location element, described previously, is analysed by 

using energy methods since these are commonly used in engineering science.
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Details of the analysis will be found in Appendix A but an outline is 

given here for reference. i S 

The parameters listed below define the location system, coordinates 

being relative to some convenient set of orthogonal axes. ‘The sense of 

the directions of the lines is immaterial. 

(a) Coordinates of the R-point. 

(b) Coordinates of the points of action of the P=, He and Sel goae 

(c) Direction cosines of the normal +o the locating plane and of the 

direction of the locating line. 

If the displacement at a locating feature be Di and the displacement 

at the Repoint be Dee both of these being column vectors, then 

Doar eine 
Wisa3x 3 matrix with coefficients depending on the coordinates 

of the locating triad. Each location feature will have a different matrix; 

the notation for these is shown below. 

(a) Peloos Hf = P 

(b) Helocy H = F 

(c) Selooy Mo = 5 

There are, as is discussed in Appendix A, restrictions on the positions 

and directions of the locating features. These define a proper location 

and are easily visualised; for instance, a socket may not exactly corres= 

pond with the centre of action of a Peloce If the location features are 

not restricted in this way, then matrix coefficients may become infinite. 

It is proved in Appendix A that a Pematrix is of rank at most 1, 

an H-matrix of rank at most 2 and an Sematrix of rank at most 3. The 

matrices may be thought of as three-dimonsional transformation operators, 

and if they act on a unit sphere, then the Pomatrix transforms it to a 

straight line, the Hematrix transforms it into an ellipse; and the S-matrix 

transforms it into an ellipsoid. ‘hese transformations are illustrated in 

Fig. 6.
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4. LOCATION NETWORKS



  
Fig 2 Location Networks
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4.1 Assemblage network and paths 

An assemblage may be represented by a directed graph consisting of 

location triads linked together as shown in Figs 9. ‘The effect of a 

displacement at feature 0 will be transmitted through the network to 

feature B. The corresponding displacement at B will be found by mlti- 

plying all the matrices corresponding to the edges of the graph lying on 

the path between the two features. If the product matrix be ¥, then the 

output displacement at B may be found from the general equation: 

oI
 

out = Min 

where De is the output displacement column vector, and 

De, is the input displacement column vector. 

Often multiple paths exist between the location at which the dis— 

placement is applied and the R-point. In this case, the calculation of 

the matrix Mf is not so straightforward and a discussion is to be found in 

Appendix A. An example of multiple paths is the pair of paths joining 

nodes N and A in Fig. 9. (Paths NHC A and NIE A). 

If a spherical displacement locus is applied at 0, then the resulting 

output displacement locus at B will be a transformation of the sphere. 

In the general case, -the output zone might be linear, elliptical or 

ellipsoidal depending on the rank of the transformation matrix i (see 

Fige 8). For a pair of nodes which are connected by multiple paths, it 

is not possible to predict the rank of Hi without first calculating the 

path productse For a simple path, the rank of Wf will be the lowest rank 

of matrix associated with any edge along it (Appendix A). 

4.2 Examples 

The construction of assemblage networks requires some skill in 

visualising the tolerance mechanisms involved, although some assistance 

is provided in Appendix D which contains details of all the common locating
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systems. Fige 10 shows a simple examplee Hole A is located on the centre 

of hole B, the nominal centres of both holes being coincident and hole A 

having a concentricity tolerance relative to hole Be Extrinsic tolerance 

due to displacement of hole B mst be separated from the intrinsic toler= 

ance due to the concentricity tolerance. The situation is shown in 

Fige 10, the mechanism XYZ being used to assist in visualising the location 

triad. Some, possibly irregular, tolerance zone exists at hole B, and this 

must be passed unchanged to hole A which has its own tolerance relative 

to hole B. If member XY be made very short and member YZ very long in 

comparison with other dimensions in the neighbourhood of holes A and B, 

then the path traced out by point Y will be very nearly the seme as that 

traced out by point X. ‘The displacement at X will be passed unchanged to 

Y in the limiting case. If point X is taken to represent the locating 

hole B and point Y is taken to represent the located hole A, then the 

required locating system has been obtained. ‘The use of links of zero 

length such asXY, and links of infinite length, such as YZ, is common 

and there are several standard cases in which these are useful. ‘The 

final location triad is show in Fig. 10. 

The whole assemblage network is made up from stendard components 

similar to the one just described ~ another two-dimensional example is 

illustrated in Fige 11. In order to generate a two-dimensional system, 

the P-loc is taken to be in the plane of the paper and the two-dimensional 

Heloc and S~loc representations are a slot and pivot as shown in Fig. 11. 

Farther discussion of the network will be found in Appendix D. 

4e3 Generation of Tolerance Zones 

The input tolerance zone at a feature is always taken to be a sphere. 

The output tolerance zone at the located feature may be linear, or elliptical 

or ellipsoidal depending on the matrix of the path joining the two features. 

The use of a spherical input tolerance zone is not as restrictive as it 

might appear, since all other common tolerance zones may be generated
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from it - see Fig. 12. 

If a spherical tolerance is applied to a Batons then since only 

displacements normal to the locating plane are sensed, this is equivalent 

to a linear tolerance zone. At an Hloc, only displacements at right— 

angles to the locating. line are sensed, so the application of a spherical 

zone is equivalent to a circular zonee At an S-loc, the whole spherical 

zone is sensed. 

By superimposition of Pelocs, a parallelepipedal tolerance zone may 

be generatede Similarly, superimposition of H+ and Pelocs generates a 

cylindrical zone. 

A spherical tolerance zone may therefore be used to generate all the 

standard tolerance zones listed in BS 308 and quoted in section 2e3e16 

A more detailed treatment is given in Appendix D. 

4.4. Use of a location network 

When a location network has been established for a particular 

assemblage, it may be used to provide qualitative answers to various 

questions of interest. 

(a) The vector displacement at a locating feature is known. What is 

the effect at a located feature? 

The output displacement may be found directly from the relation 

Pout 
= WO, 

in 

ff is the peth matrix between the two features. If this is to be found 

automatically, it is essential that if there be no path between the two 

features, then Ho= 0. 

(b) If a spherical tolerance zono is applied at a locating feature, 

what will be the maximum displacement and its direction at a 

particular R-point on the body? 

Again the path matrix Hf is calevlated. The maximum displacement and 

its direction are evaluated by finding the dominant eigenvalue and
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associated eigenvector of the product of if and its transpose. Details 

of the method used are to be found in Appendix B, but it is mmecessary 

for the user to know anything about the method used. 

(c) A feature of interest depends on several locating features. What 

will be the effect of unit tolerances at each feature? 

Wf matrices are calculated for the paths between each locating 

feature and the R-point in questione ‘The maximum tolerances for each 

are evaluated as outlined in (b) and displayed in a convenient waye The _ 

results may be used as an aid to the selection of manufacturing processes 

and locating systemse 

(a) What is the relative displacement between two features of interest 

in the assemblage? 

The calculation is performed using a device described in Appendix A 

which is again transparent to the usere The answer is useful in several 

wayse It may, for instance, be employed to calculate clearances between 

points on the assemblage. Another use might be to check whether a 

particular system of location used in the manufacturing process gives 

tolerances which are inside the bounds specified in the functional 

drawing of the part.
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5. THE WORKING SYSTEM
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5- The Working System 

5-1 The Target Computer configuration 

It has been assumed, in the design of the pilot system, that 

(a) the computer available for engineering use is a bare 16K mini, 

(b) the program is to be contained within 8K, the remainder of the 

store being reserved for array space, 

(c) a compiler is available for a reasonably high level language such 

as ALGOL 60 or FORTRAN. 

The selection of the computer is clearly of great importance in the 

system design; and it was decided et an early stage that the design basis 

should be the minimal configuration above. A useful network should contain 

around two hundred nodes and 8K would be sufficient to provide array space 

for this size of assemblage. 

Since the data structure chosen is fairly complex, ideal languages 

would be ALGOL 68 or PL/ 1 since both provide reference variables so that 

data structures may be built up dynamically. It is, however, unlikely 

that either of these languages would be available on the minimum configur— 

ation selected. It was reluctantly decided that the linked structure 

would be held in array form, links being integer pointers to array 

elements. ‘This is a, common, although artificial, way of holding a linked 

structure, but it does have the clear advantage that a data structure may 

be output in a comprehensible form. 

‘The prototype program was written in ALGOL 60 and it did, after some 

paring, fit into 8K of store. The computer used was a Marconi~Blliott 905 

which has an excellent ALGOL 60 compiler with good error diagnostics. 

ALGOL 60 was used in preference to FORTRAN mainly because it is more 

suitable for the communication of algorithms. The fact that FORTRAN 

has no facilities for dynamic arrays is irrelevant, because in this 

application a fixed area of core is set aside for array space.
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5-2 The assemblage network » . « computer representation 

The first stage in the analysis of the location systems on an 

assemblage is to set up the network manually. It might be possible to 

automate this to some extent, since sub-networks for all the common cases 

of dimensions systems have been established (Appendix D). These might be 

stored as a library of standard cases in the computer, probably on backing 

store; and the relevant sub-system selected by means of an index. The 

appropriate feature coordinates would also be supplied together with 

linkago data. A section of network would then be linked into the main 

data structure together with node information. There are two main diffie 

culties. Firstly, it would be necessary to maintain a dynamic data= 

structure and this is not conveniently achieved in the languages most 

commonly available for engineering applications. Secondly, in some sub- 

systems (for example, those defining symmetric tolerance), some of the 

coordinates of nodes internal to the sub-system are calcvlated from 

externally supplied coordinates, and so a library entry would consist 

not only of a piece of structure, but would also contain a section of 

code which would be handled rather like a macro definition. This is an 

interesting problem but it would complicate the system drastically. For 

this reason, the library of standard cases is held in a manual in the 

prototype system and the network completed by hand. 

It would be unreasonable if it were required that a whole network 

were to be compiled by hand for an assemblage as complex as, say, @ 

motor care Fortunately, networks can be built up piecemeal from more 

tractable sub-networks which can be separately tested. The physical unit 

corresponding to such a sub-network might be as small as a single process 

drawing. 

The present prototype program is for general purposes, but in a nore 

elaborate configuration, a separate specialised program for validating sub= 

networks would be very useful. This might display selected output
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tolerance zones graphically for given input tolerances so that the 

correctness of a given sub-network could be checked before incorporation 

into the main system. The test program would also be a valuable training 

aid, particularly if output tolerance zones were displayed visually. 

53 Data Input Format 

Tae details of the network are supplied to the program by providing 

the data for each nodee The format of the input data is described below. 

(a) External node index 

Each node represents a feature on the assemblage and must have a 

distinct index. ‘These are provided in random order and the format may 

be designed to any fixed convention. In the prototype program, simple 

positive integers were used. 

(b) Node type index 

For a normal node, the type index is 0. In the case of a node with 

unitary links (see Appendix D), the type index is 1, such nodes being 

treated in a special way. Artificial nodes of this kind will have non= 

zero indices and although the unitary node is the only one included in 

the prototype program a good case might be made for using others, notably 

those connected with symmetric tolerances. 

(c) Link indices 

Each normal node will have three links, each pointing to another 

node in the network. Leaf nodes will iuave links pointing to a notional 

null node, indicated by zero. Artificial nodes are treated in a different 

way and the unitary node, for example, may have a mixture of zero and 

non=zero links. 

A node may not have a link to itself ~ this will be rejected at the 

data validation stage of the programe ‘The convention assumed for the 

order of the links is (i) Ploc link, (ii) Heloc link, (iii) S=loc link. 

Weak links (see Appondix D) are distinguished by a negative node number.
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(a) Feature coordinates 

All nodes have the following five coordinates 

X, Y and Z coordinates relative to the general reference axes of the 

system, and two angles which define the directions of the locating plane 

for a Peloc and the locating line for an H=-loc. These are specified in 

the prototype program as degrees and in cylindrical coordinates. 

Some storage space is wasted by quoting anguler coordinates for an 

S-loc. If these were not included the array structure would become more 

complicated. Another reason for including them is that it enables an 

S-loc to be used in a dual role as a P= or H-loc which might be useful 

for larger natworks since this saves nodes. 

(e) Bolerance size 

  

The bilateral tolerance size (or radius of the generating spherical 

tolerance zone) may be included, if it is known, and if qualitetive values 

of displacements are required. This was not done in the prototype, all 

tolerance zones were considered as being of unit size and the output 

interpreted as displacement per unit input tolerance or sensitivity co= 

efficient. Other information which might be useful here is the standard 

deviation of the process tolerance in the case of a well-established process. 

This would enable statistical confidence limits to be calculated for output 

tolerances as is done in the system described in ref. 5.5. 

5-4 Internal Node Data 

(a) internal node indices 

It is desirable, although not essential, that node indices should be 

provided in random order on input. Networks for large assemblages are 

built up from smaller sub=networks and the onus of organising the feature 

references into a form suitable for computer processing is better put on 

the computer than on the user. The program assigns an internal index to 

each node which is held as part of the node record. This internal index 

is an integer with absolute value in the range 1 = N where N is the total
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number of nodes. Again, 0 is used as the null node and negative integers 

denote weak links. Internal node indices are assigned to each node in 

topological order. This is discussed at length in Appendix B but informally 

may be defined in the following way: 

‘If nodes are in topological order, then no node can have a link 

to a node with a lower index, except to node zero, which is a special 

casee? 

Internal node indices may be used in two wayse Firstly, the node data 

may be sorted so that all the nodes are physically in topological order. 

Secondly, a node index vector might be held in store and all operations 

on nodes might be performed indirectly. Each method has its own merits; 

the former being faster for actual processing of an established network, 

but resulting in re-ordering of the prime data; the latter requiring that 

node access has a further degree of indirection which is particularly time= 

consuming unless the compiler uses Iliffe vector array accesse In the 

prototype program, node records were topologically sorted. 

(b) Scratch pad matrix 

Associated with each node is a 3 x 3 matrix which has coefficients 

depending on the coordinates of the location triad of which the node is 

the Repointe This represents a large overhead of store, but it is difficult 

to see how processing of networks might be achieved efficiently without it. 

(c) Direction cosine vector 

For speed of execution, the two cylindrical coordinates which define 

the normal to the plane or the line of the hinge are converted to direc~ 

tion cosines which are held in the node record as a 3-element vector. 

It is possible that some, or all, of the internal node data might 

be omitted and the associated quantities calculated as required during 

processing. As usual, the compromise must be made between minimising 

storage space and reducing running times In the prototype program, it was 

decided that 200 nodes should be sufficient for most practical problems and
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so all internal data was included since sufficient array space was 

available for them. 

5-5 The structure — alternatives 

So far, the data structure has been referred to rather tentatively 

as ‘a network'. ‘There are several possibilities for the actual form of 

the date structure: two of these are particularly useful and a dis= 

cussion of their respective merits follows: 

(a) 

(») 

This is the most natural structure and an example will be found in 

Fige 134- The set of nodes is connected unidirectionally. Nodes 

have outdegree three except for the leaf nodes which have outdegree 

zeroe One or more root nodes have indegree zero, while the remaining 

nodes are not restricted as to indegree. ‘There are no closed loops. 

Although it is tempting to refer to the structure as a ternary tree, 

it would be incorrect to do so since all sub-structures are not dis= 

joint (ref. G.1). A similar structure without the restriction on 

outdegree is termed ‘a generalised arborescence’ and ta hierarchical 

structure’ in ref. Ge15.- To avoid inventing another name equally as 

clumsy as these, the structure will inaccurately but concisely be 

called a ttree' from now one 

Another structure which is more flexible than the previous one is 

shown in Fig. 13B. The main advantage of this structure is that 

duplicated input data is avoided since each node in the structure 

does not carry directly its associated record, but merely a pointer 

to it. ‘The structure is divorced from the prime data and so all 

calculations are indirect. Another clear advantage is that hori— 

zontal links represent superimposition and so unitary matrices are 

not required. 

The second structure is appropriate where a language is used which has 

reference (ALGOL 68) or pointer (PL/1) variables. For more commonly used
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languages, the indirection involved is probably,an intolerable overhead 

of processing time, and for this reason in the prototype program, the 

less compact but more natural ‘tree’ was used. 

5-6 Data validation phase 

The only data which can be directly checked for validity are the 

external node index and the node type index. The former must conform 

with a fixed format and the latter is restricted to a fixed number of 

integers (0 and 1 in the prototype program). In the prototype program, 

if N nodes were input, then each external node index would be a separate 

integer in the range 1 — N but in random order. This is not excessively 

restrictive on the user, but might be inconvenient where a large network 

was to be built up from smaller sub—'trees'. 

At this stage, the tinea! must be checked to ensure that it contains 

no closed loops which would be physically impossible and would result in 

the program looping. This may be done by topologically sorting the nodes, 

which also facilitates processing of the ‘tree* at a later stage. Topolog= 

ical sorting is described in refse Ge1, G13 and G15; the algorithm used 

being a modification of the one described in ref. Ge13- 

Each node is re=<numbered, node indices again being consecutive integers 

in the range 1 —N when N is the number of nodes. After sorting, a node 

(K) does not point, even indirectly to nodes (1) to (K - 1) - see Figs 14. 

The algorithm is described in Appendix B; it constructs a sort= 

index which is a vector of N elements showing the sorted position of each 

node. The sort-index is used to sort the data physically. Although this 

is not absolutely necessary, subsequent processing being possible by 

referring to the sort-index, it is convenient because — 

(a) it is useful to separate the routines for setting up the structure 

from those used for processing it, 

(hb) the structure should be permanent after being validated and so the 

physical sort is only required once,
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(c) much indirect referencing is obviated in subsequent processing, and 

(a) subsequent programming is easier. ‘he ect used for sorting 

on the index was also obtained from ref. Go13 (sea Appendix B). 

At the end of this phase, the data structure is ready for processing. 

The internal node index is the index of the node in topological order. 

It is convenient at this stage to convert the angular coordinates of 

P and Helocs to direction cosines which are written into the direction 

cosine vector. 

5-7 Processing the structure = prototype program 

In the interests of conserving storage space, nodes were re—numbered 

during the sort phases All nodes must be subsequently referred to by 

their new numbers in the prototype programe For this reason a sort—index 

is output at the beginning of the processing stage. ‘The user must re= 

number the nodes on his 'tree* diagram with the help ofthis index. Ina 

larger system, the original node numbers would still be available and an 

inverted list used to access the sorted node numbers which would only be 

used internally. The existing system is mildly inconvenient. 

Two options only are available in the prototype program and are 

described belowe For test purposes, the path matrix elements and the 

number of iterations: required in the eigenvalue calculation may be output. 

These may be suppressed if, as is likely, they are not required. 

(a) Maximan displacement 

Required: a maximum sensitivity coefficient — i.e. the maximum 

displacement at a result feature caused by the application of a unit 

tolerance at an input feature. 

Input (i) the result feature node number, 

(ii) the input feature node number. 

The "treet is traversed from result feature node to input feature 

node, path matrices being calculated cumulatively at each node encountered 

en route as described in Appendix A, section Ad.
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The maximum displacement is calculated as described in Appendix A, 

section A6, and output together with its saagetatea direction cosines. 

(b) Relative displacement 

Required: the relative displacement between two result features 

due to a unit tolerance at an input feature which effects either, or 

both. 

Input (i) the code 0, 

(ii) the two result feature node numbers, 

(iii) ‘the input feature node number. 

A dummy node is attached to the two result points and the "treet, 

of which it is the root node, is traversed. ‘his device is described in 

Appendix A, section A4. ‘The relative displacement is calculated and out- 

put with its associated direction cosines which are used merely for 

checking purposes. 

5.8 Further extensions 

The options described in section 5e7 are sufficient for normal use, 

but several more may be added for convenience. Two of these are: 

(a) Calculation of all the sensitivity coefficients at a result 

feature. 

Since all the nodes at which tolerances occur are known to the user, 

these may be flagged on input to the system. A list of sensitivity co- 

efficients may be obtained by traversing the ‘tree’ and calculating 

maximum displacements at each input nodee In order to do this efficiently 

and to obviate superfluous output, a more elegant method of traversal is 

desirable. This would require an appreciable increase in the size of the 

program and so was omitted from the prototype programe 

(») Calculation of the maximum displacement in a particular direction. 

This is done easily from the paths matrix and since it is a straight~ 

forward calculation by hand, it was omitted from the prototype programe
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5e9 An Integrated Tolerance Control System 

The system described in sections 5.1 = 5-7 is designed as a stand~ 

alone program for a mini~computere Its input is a network description 

of an assemblage together with a list of features of interest and the 

points having tolerances which affect them. ‘The output is a list of 

sensitivity coefficients for each feature of intereste ‘This is a useful 

tool for the analysis of tolerances in its present form. However, if a 

more ambitious configuration were available, several other sub-programs 

involving established techniques could be amalgamated to form an integrated 

tolerance control system. In view of the interest displayed in the system 

described in ref. 5.5 which also assists the designer in part of the analysis 

of dimensional tolerancing, an integrated system would be an invaluable aid 

in this field. 

A possible configuration might consist of the following modules: 

(a) Network Proving Sub-program 

As each component of an assemblage were considered, its individual 

location networks might be separately proved by using a specially tailored 

version of the prototype program. Ideally, interactive graphics would be 

used to display the envelope of the output tolerance zone for one input 

tolerance zone or several acting simultaneously. ‘This would enable the 

user to prove the sub-network to his own satisfaction. A set of standard 

sub-networks, such as those given in Aprendix D could be stored and dis~ 

played on demand individually, and tested interactively ensuring that the 

case selected was appropriate to the location situation. The catalogue 

of standard cases would be augmented by cases which had been thoroughly 

proven. I+ would also be convenient to display information regarding 

the purpose and usage of each standard sub-network on demand. 

(b) Network Building Sub-program 

A difficulty with the current prototype program is that if the 

sensitivities obtained for a particular application are not satisfactory,
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then the complete network mst be modified and re-input. This is due in 

some measure to the restricted core available on the target configuration, 

but also because Algol 60 is not a suitable language for handling data 

structures of any complexitye If Algol 68 or PL/1 were available then 

the structures could be dynamically modified and it would be possible to 

delete sections of network, to insert modified sub=-networks and to append 

proven sub-networks to an existing network. A complex assemblage network 

could be built up section by section interactively, which is a more natural 

method of developing the data structure. 

(c) Sensitivity Coefficient Sub=program 

The next stage in the design process would be to process the 

established network and obtain sensitivity coefficients for all tolerances 

affecting points of interest. This would be a refined version of the pro= 

totype program; an obvious improvement being to trade off some storage 

space for a quicker and more elegant method of traversing paths in the 

network. ‘The output from this sub-program would be lists of sensitivity 

coefficients for each critical feature in the assemblagee Possibly, some 

of these might be sufficiently low to be ignored and the network 

might then be redefined omitting them in the interests of running 

efficiency. 

(a) Allocation Sub-program 

Eventually, a stage would be reached when the designer was content 

with the assemblage description. The tolerance allocation could then be 

optimised on a least cost basise Two options would be available: 

statistical and surefit bases (see Appendix C). ‘This would be a logically 

straightforward section but judging from the variety of the methods avail~ 

able for non-linear optimisation, it would probably require study by a 

specialist in the field. The output from this sub=program would be the 

actual tolerances at each input point. It is possible that some of these
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might be too small for practical considerations. necessitating further 

constraints to be applied (see Appendix C) and subsequent reprocessing 

and recalculation. 

(e) Statistical Analysis Sub-program 

The final sub—program in the system would be a system similar to 

the one described in ref. S.5 but operating on the output from section (d) 

rather than on sub-programs and data supplied by the user. The resulis 

which could be in histogram form would give the distribution of the 

variations in size on features of interest. 

A suggested system is illustrated in Fig. 15.
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5.10 Comments on the System 

Much of the preliminary work has been done with dimensioning equally 

as eccentric as that on the examples discussed in Appendix E.1. A 

problem in applying the method to practical examples is that most 

designed components are undemdefined dimensionally, occasionally 

even in critical measurements and assumptions must be made particularly 

with regard to tolerances such as squareness, flatness and parallelism 

which are normally not specified explicitly. Usually it is assumed, 

even by experienced detail designers, that some features of a component 

are geometrically exact. A location network is certainly a more precise 

method of specifying a part than most dimensioned drawings. 

For most of the applications which have been checked analytically, 

the sensitivity coefficients obtained have been accurate to two decimal 

places even when dimensions nae been scaled from a drawinge Occasionally 

it is difficult to check a particular network and interactive graphics 

would be a great help. 

The method is reasonably easy to use after a little practice. To 

date, a sub-network has been found for every dimensioning system encoun— 

tered and the method should be particularly suitable for the use of 

engineering designers, who are normally good at visualising mechanisms. 

Since assemblies are represented by real, rather than the more complex 

geometrical, locations,applying the method to assemblies is very easye 

The restrictions of the target configuration have resulted in the 

system being a’ little inconvenient to usee Networks are best developed 

bit by bit in a similar way to that described in the examples but due 

to limited core it was necessary to keep the program as short as 

possible and it was not feasible to generate major networks dynamically. 

As each sub=network is proved, it is necessary to modify the network 

manually and this is then re-presented to the program. 

It would seem from work done so far that this is a powerful method
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for analysing small displacements and it may have applications other 

than tolerancing. Some preliminary investigation has been performed 

on the analysis of kinematic mechanisms, and this seems promising. 

Three~dimensional kinematic mechanisms are easier to model using 

the system than are tolerance mechanisms and the program may be used 

in its present form to determine instantaneous velocities of links in 

mechanismse ‘This has been done successfully in a variety of cases and 

further work is being carried out on the analysis of accelerations. 

Some recent papers have described efforts to analyse tolerance at 

joints in mechanisms; it seems that the system is useful for this 

purposes



37» 

APPENDIX A 

ANALYSIS OF THE MODEL



  
Fig Ai. A Location Triad.
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Ae1 Analysis of the Location Triad 

  

The body is located in a set of mutually orthogonal right handed 

7 e 1 

axes fers Xoy = } and is constrained as follows: 
3 

(i) At a point on a plane (P=loc). FigeAta. 

3 is the position vector of the point of application on 

the plane. 

f ig the unit normal to the plane. 

(41) At a point on a line (Hloc). Fige Atb. 

inh is the position vector of the point of application on 

the line. 

@ is the unit vector along the line. 

(iii) At a point (S—loc). Figs Alce 

= is the position vector of the pointe 

A general point on the located body (R«point) has position 

vector fe Figs Ald. 

Energy methods will be used to obtain displacements,and forces at 

Pe, He and S-locs, and the R-point are P, Fy § and R respectively. 

The system may be described by vector equations (i) = (iv): 

_ _t - —_?t 
+Sxs +Rxr = 0 

Equations (i) and (ii) are the general equilibrium equations, 

vector sums of forces and moments being zero. Equation (iii) represents 

the condition that force HT is at right~angles to the Heloc. Equation (iv) 

represents the condition that force P acts normal to the P-loce 

Known values are: 

P=loc3 Dp and f. 

= 
Heloct h and g
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S-loc: 

R-point: RH and ¥ 

Required: 

Peloc: [P| 

Heloc: i 

S-loc: 5 

Solution: 

(a) The equations (i) - (iv) are transformed by changing the coordinate 

axes to be., Xos x;} @ parallel system with the Sloc as the origin. 

Position vectors will be modified as follows: 

Pp mp, 8 

- it = 
he - 8 

S= 0 
=, at 

st
 

=F =~ 8 

Equation (ii) now becomes 

(iia) FP x Dp + Hx bh + x F = 0 po
t 

(b) . Taking the scalar product of h with (iia) 

~(Pxp+Hxh+Rxr) = 0 Sh
 

-(Pxp) +h. (Rzr) since generally h . (Hx h) = 0 Bh
 

= IPL. (?xp) +h. (Rx Fr) since P = IPI # (equation iv). 

Finally, IPI = ~ Eee h. (2x p) # 0 

(c) Taking the vector product of # with (iia). 

&x(Pxp+Hxh+xr) = 0 

= @x (Px p)+(@.DH-(2.Mh+@x (Rx v) 

since generally 2x (bx) = (a. c)b— (a. b)e 

= €x(Pxp) + (gh) +x (Rx >) 

since & «H=0O from equation (iii). 

=n: ex (Pxp+Rx x) a = 
SRE ae | é.h#f 0. 

Se



  
Fig A2.A Located Body
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(a) From equation (i) 

S = —-(P+H+Rh) 

This completes the solution of equations (i) = (iv). 

Summarising: 

Solutions: , 

a h. (Rx r) 
(v) IPl = = fe Ges) 

(vi) wee ex ae Rx 7) 

(vii) S = -(P +H +R) 

Conditions 

(viii) HF. (f xp) f 0 

(iz) 8.8 fo 

Conditions (viii) and (ix) describe a proper location system. 

A.2 Displacement at _a Result Point 

Fig. A2 shows a body located on the triad PHS. If a displacement 

bp be applied to the locating feature F (which might be any one of P, H 

or S) then there will be a resulting displacement bp at the R-point. 

If an arbitrary force R be applied at the R-point, then forces P, i and 5 

will result at the P~, H- and S-locs. These forces may be found from 

equations (v) - (vii) and in particular the force at F will be F. 

From energy considerations: 

F. 5, + R . bp = 0 

The general locating feature F has a vector displacement {Ss Sor §;} 

where the subscripts here and in subsequent expressions denote components 

in the X49 Xp and x3 directions respectively. The corresponding displace— 

ment at the R-point is Pays 2or 23}- 

To find displacement component Us say, a unit force in the X, 

direction is applied at Re ‘The resulting force at F may be written as
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Fr, = {449 Bios P,3}) the first Subs onne denoting the 

direction of the unit force at R, the second denoting the component 

direction at F. 

Similarly unit forces in the Xp and x3 directions yield the equations 

eS {F543 Poo a3} 

Ee {F319 Pyar 53}. 
From energy considerations: 

4%, “oa 23} w= [P11 P12 P13 Ge Sor 3} 

Pod Poe Po3 

#31 P32 ¥33 

- or using the tensor suffix conventions 

1s =-F, § 33 ieej]..1,. 205 

The Bij may be found from equations (v) = (vii) using R, in place 

of the general Re 

b. (Rx 3) 

  

‘ers 
is éx (P, x p+R, xz) 

ea ee e.5 

8, = - (P; + H, + R,) 

where subscript i denotes the ith row vector of the matrices subscripted 

and R is the unitary matrix. 

It is useful to abandon vector notation at this stage since it is no 

longer convenient. Using the suffix summation convention, and the 

operators 
1 ieaj 

Kronecker delta: on = 

g ORMictie 3 

1 for ijk = 123, 231, 312. 

Permutation operator Cie = -1 for ijk = 132, 213, 321. 

© otherwise,



the equations may be written in the compact form: 

ECxnoheer ft 

  

De cee ey (x) PY : 

ibohaia~. 5 rig By Ty (GaPals ~ Sof QP ;) — Klepre 6, - @,r,) 
i Kg h 

ee 

(xii) 35° - (,; +H + 8.5) 

where K = an hafyPoe 

The subscripts in (xi) may be simplified a little and (xii) may be 

expanded, but the forms given are the most useful. When these expressions 

are used in the analysis of location ‘trees', they are modified by being 

multiplied by -1, so that the general displacement equation may be 

written as 

M4 = 5 §; 1,3 = tpese 

This is purely a matter of convenience. 

Although subscript notation is very convenient for algebraic 

manipulation, it did not prove very efficient for calculation of the 

matrix coefficients on the computer. The main reason for this was that 

in calculating the values of the permutation operators, most of the tims 

was spent in evaluating zero coefficients. Special purpose algebraic 

manipulation languages have been implemented which, it is claimed, can 

evaluate expressions of this kind efficiently and conveniently 

(esge MATHLAB) but as most designers have access to the more mundane 

ALGOL 60 and FORTRAN, the vector approach was used in the prototype 

programe As usual, it was apparent that the commoner computer languages 

are not very suitable for mathematical purposes.



  

H perturbed by vector é. 

R& P comcident. 

Fig A3. Coincident Features.
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Ae3 Conditions for a proper Location Triad 

The conditions for proper locations are summarised by the inequalities: 

(3) .H # 0, 
(41) FP. (fx 5) # 0. 

(i) and (4i) imply that 

(a) the S-loc must not coincide with the H~ or P-locs, 

(b) the line joining the points of application of the S= and H-locs must 

not be perpendicular to the line of action of the H-loc, and 

(c) ‘the normal to the plane of the P~loc and the lines joining the 

S~loc and the H~ and P-locs must not be coplanar. 

There is no restriction on the position of the R=point. Occasionally, 

it is useful to employ limiting cases of (i) and (ii), an example being 

illustrated in Fig. A3. The P= and H—locs, and the Repoint are coincident, 

the normal to the P-loc is perpendicular to the line of the H-loc, the 

line of the H-loc lies along the lines jcining them with the S-loc. 

Sines the H~ and P-locs are coincident, condition (ii) is not observed. 

All the location matrices will have infinite coefficients. Use can be 

made of this system, however, if the H-loc is slightly displaced, so that 

H becomes h + €. In the case illustrated: 

rT. p= Ae. where Ais a scalar 

and Es fps G5 = 3 = 105 £,= 6 = 1. 

S nig (hy + e,) Ag, f i 

enone +e a) fy AE, 
a 
ad 

‘e _ Exit e, & F i 

EC a tp 8 

P 55 tea Enit on Zz 
i5 eo 

EL. © 

ds@e Fie ee 
a5 & 

° for j # 3 

  for jes 33



 
 

OOWOO 
8 

Fig A4. Network Paths.



If the H-loc is perturbed in the plane of the P-, S-locs and R-point, 

then i 

ee 

0. -for ‘1,3 # 3 

The equation for aT may be written in the form: 

face GaPaPs fil BP oP; + Soke $33 Stay 
4 

3 & By 

ByP4P5 5 ~ S4P54Ps + E474 6, ~ 8375 SF cella ceo eae eReameedls = 
& hy 

E4P4Pi yt 174 $3, ~ 835 
or 4H, s = 

43 & hy 

which reduces to 

as 

0 fonei;s #:2 

Similarly, 

ee 

O for-4,4 ff. 1 

This limiting case depends not only on the coordinates of the 

locations, but also on the direction of the perturbation. Similar 

analyses may be performed for all the cases in which this technique 

is used. 

This system is useful in passing three orthogonal displacements 

to a result point, and may be used in the generation of a general paral~ 

lelepipedal tolerance zone. 

Ae4 Path matrix products 

(a) Disjoint case Fige Adae 

A displacement $y is applied at node Ne It is required to find the 

displacement & at node 0. Since node 0 is not located, even indirectly, 

on node N, the equation
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6 
0 * Fow N vrequires that in this case where no path exists 

between nodes O and N, Fon = 0. ‘ 

(b) Simple path Fig. Adb. 

A displacement by is applied to node N, resulting in a displacement 

by at node N=1. ooF will cause a displacement at node N-2 and so on 

along the path joining nodes N and 0. 

89 = For % 
6, = Find. 

eo
oc
e 

= F § 
6 N-1 NON N-1 

8 = Foy Pia cece Poa ,y by 

In the evaluation of a simple path matrix, the matrices corres— 

ponding to the links on the path are multiplied. 

(c) Multiple paths Fig. Adc. 

A displacement 6, is applied at node 3 and the displacement 5p i 

required. 

by = F438 
6, = Fy3 5, 
55 = 3b, + Fy BOs 

80 = Foy Fi3 * Foo ¥o3) 9, j= ¥o3 9, 

The path matrix products are evaluated separately and added to give the 

nett path matrix product Fo3° 

(a) Multiple paths Fig. Add. 

A displacement 8, is applied at node 5 and again the displacement 

& is required. 

by= ¥o1 4 
4, = Pio Be + Fy 4, by superposition.
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a. 4 54 + Fos Os by superposition. 

5, = Fo 

3 

34 “4 

Be ass 

Back-substitution gives 

bo = (Fo, 

e Fos 55+ 

Pio Fog Fas + For Fro Fos + Fos #3 Pq F, 145) 95 

Again, path matrix products are evaluated separately and added to 

give the nett path matrix product Fose In this case, it is most conven= 

ient to calculate partial matrix products at each node moving dow: from 

the R-point. 

i)
 At node 1, product = 

01 

At node 2, product = Foy ae 

At node 3, product = Foy ay 

At node 4, product = Foy Fin F 2A + % 1743 F 34 

At node 5, product = Fy 01 Fae F. ‘25 + Fo, Fao F 24 ys + Fo, Fi Fy Pus 

(e) Relative displacements Fig. Ade. 

A displacement 5 is applied at node 4. The displacement of node 1 

relative to that of node 2 is required. 

A method is needed to evaluate 

é, - 5 = (Fig - Fyq) 5, conveniently. 

The method which will be used is to attach a dummy node 0 to nodes 

1 and 2 as shown in the figure. If ¥o4 is set to the unitary matrix 4, 

and F., is set to -; 4? then the result will be obtained by the methods 02 

earlier described in (e) — (a). 

By = (Si5 Fyq) + (> 85 Foy) Sy 
= (Fy - Fy) dy. 

The method also works for the case where there is no path between 

the input node and one, or two of the ovtput nodes. This case is illus= 

trated in Fig. Ade, the input being applied at node 3.
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Some useful results will now be derived. 

A.5 Matrix Rank 

Ae5.1 The rank of a P-matrix 

Sgn on te 
Since P= perit Pr Fy 

sho tab. Po 

= ett eS 
d abe os ty Po 

nS F, Erde ms 2 ; 

Cane ‘a *b Po 

P Er3t hy T, = 
8 eS ° 

3 Eabe i ty Po 

P is of rank 1 at most, since each row vector is a multiple of 

vector f. 

Aw5e2 The rank of an Hematrix 

  

It has been proved (equation xi) that: 

it Grit By Ty (GaPafs ~ S20?) ~ Klepre 5; - 8474) 
aij h 

%, & 

  

Multiplying each element in(xi) by r, and considering each term in 

the numerator in turn: 

(a) Cre By Ty Py may be summed over ie 

ae a ee ee 

if i and +t be interchanged. 

sore ig Pet, ey ee ° 
+ 

a5 - 6,7; r,) may be summed over i. (v) (ep rp 7, 4 

Cr Pp 7,55, = 6, 7 2) = XB Tp tT; ~ 6) 7; r;) = 0. 

0 Hy + 3 H, 

and an H-matrix is of rank at most 2. 

Hence ry i, +7, BO



ig oe eae or ie Level CO 

Level 4 

Level 2 

BOb= edo Gem 

Fig AS A Balanced Tree.
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Ae5e3 The rank of an S-matrix 

The rank of an H-matrix is at most 2 and of a P-matrix at most 1. 

In the special case r = 0 (ise. S-loc and R-point coincident), p, h # 0 

then both P and H are of rank 0 since P = H = 0. 

From equation (xii) 

8, °° (P,, +H + §,,) == 4, if P and H are of null rank. 

ce is of rank 3 since all row vectors of 4, are linearly independent 

(det( $5) = 1). 

An S-matrix is of rank at most 3. 

Ae5e4 The rank of a matrix product 

A result proved in ref. 14 is: 

*the product AB has a rank not greater than the rank of either factor. 

The rule may be applied to path matrix products to give the following 

conclusions: 

(a) if a path contains the node of a P-loc, then the path matrix 

product is of rank at most 1, 

(bv) if a path contains the node of an H-loc, then the path matrix 

product is of rank at most 2, and 

(c) if a path contains the node of an S-loc, then the path matrix 

product is of rank at most 3. 

The rank of the path matrix product is determined by the most stringent 

of conditions (a), (b) and (c) which car be applied to the path. 

45-5 Relative Numbers of P-, He and S-matrices 

It will assist in assessing algorithms used in processing 'trees* 

if the relative proportions of matrix ranks are known. For the fully 

balanced ternary tree shown in Fige A5 the following results apply: 

(a) At level n, there are ae nodese 

(d) If, at level n—1 there are Net paths with matrix products of rank 1 

at most, then there will be Bont + an paths with similar rank at 

level ne
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n~1 
nN, = 3 + any 

Solving this difference equation with N, e 1 gives 

N, = a oe paths with product matrices of at least 1 at level ne 

Summing over n levels gives: 

qT = ( _ = 3) - cH = 2) - the total number of paths with 

product matrix rank at least 1 down to level ne 

(c) At each level there will be one path with path matrix product of 

rank at least 3. Over n levels there will be a total of n such paths. 

(a) The total number of paths down to level nis ( ane - 3) 
2 

(e) The total number of ‘paths with product matrices of rank at least 2 

down to level n may be found by subtracting the number of paths with 

product matrices of ranks 1 and 3 at most from the total number of paths 

ne1 
down to level ne This is 2 -2-—n 

(f£) For n levels, there will be nt — 1 nodes. 
2 

Tabulating values up to 6 levels: 

Path Product Matrix Maximum Rank Noe of 
Level 7 2 3 Nodes 

4 4 a 1 4 

2 ‘ on 4 ie 13 

3 25 1 5 40 

4 90 26 4 121 

5 301 57 2 364 

6 966 120 6 1093 

For large n, rank 1 matrices will predominate and the ratio of rank 1 

matrices to rank 2 matrices = 0(4 Quis For the system designed, 

about 200 nodes is considered as a maximume ‘The number of levels of 

the corresponding balenced ternary tree will lie between 4 and 5 giving 

a ratio of approximately 4.5 rank j~at-most matrices to 1 rank 2-at—most 

matrices. The number of rank 3-at—most matrices will be negligible.
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Although a practical location ‘treet is unlikely to be a balanced 

tree, it seems reasonable to assume that these ratios will be approxi~ 

mately correct and will serve as a useful measure in the assessment of 

algorithms used for processing the ‘treet. 

Ae6 Tho maximum output displacement (sensitivity coefficient) 

In the discussion which follows, the matrix results listed below 

will be used. They are proved in refs. G2 and G8. 

(4) If A* denotes the transpose of matrix A, then the product A*A 

is positive definite, ref. G8, pe46- 

(ii) If A is positive definite, then all its eigenvalues are positive, 

ref. G8, pe46. 

(iii) If the eigenvalues of A*A are Ao then the eigenvalues of 

(att year are CAD: the associated eigenvectors being 

identical, ref. G8, p.43. 

Generally, the output tolerance iS resulting from an input displace= 

ment & applied to a path with matrix F is given by: 

6=Fé. 

A general spherical input tolerance zone of radius r may be 

written 

See. 2s 

In particular, if F be of rank 3, then it will have an inverse, 

say G, and 

cS = € 

or Sx = 3 xgx 

and €*E = S xargs 

or S *oxeS = Pe 

The product G*G is symmetric and positive definite by result (i ), and 

so may be diagonalised giving the relation: 

S*143 - x,
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L being the diagonal matrix Ls; = Agri =j 

0 if j 

The A, are the eigenvalues of L. 

Since G*G is positive definite, A, > O and the relation describes an 

ellipsoid: 

, & + de 5: + 45, Sex 

The maximum axis of the ellipsoid will be given by: 

eee" 
where A» min( A,) in a direction given by the associated eigenvector 

of a» This will be the maximum output displacement. 

The matrix result (iii) simplifies the calculation considerably. 

If the eigenvalues of G*G are ass then the eigenvalues of F*F are a 

Also the maximum eigenvalue of F*F is the minimum eigenvalue of ora. 

The corresponding eigenvectors are identical. 

The procedure for finding the maximum output displacement, and its 

direction, may be summarised as follows. 

If a spherical input tolerance zone radius r be applied at the base 

of a location chain with path matrix F (F non-singular), then the maximum 

output displacement is given by 

Sno * JRO Ty 

where Ais the dominant eigenvalue of the product F*F. The direction of 

éS will be given by the correspondin; eigenvector. For a more detailed 

development, see ref. 016. 

The result has been derived for a rank 3 matrix but it can be shown 

to be generally true for ranks 2 and 1. The argument is broadly the same, 

but since ranks 2 and 1 3 x 3 matrices are singular, they have no inverse 

‘and it is necessary to consider the natural or general inverse. Ref. G2 

contains a concise description of the use of general inverses, while 

ref. G3 is completely devoted to them.
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APPENDIX B 

NOTES ON ALGORITHMS
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B.1 Evaluation of Bigenvalues 

Beie1 Choice of algorithm 

The methods available are: 

(i) +o obtain a closed solution by expanding the characteristic poly= 

nomial which will, in the most general case, be a cubic; 

(ii) +o use an iterative method, such as the power method, or 

(iii) +o use a transformation method, e.g. Householder's method. 

The factors governing the choice of the method are: 

(i) all matrices are of order 3, 

(ii) the bulk of the matrices involved will be of rank 1, 

(iii) the dominant eigenvector is also required, 

(iv) the number of matrices is likely to be large, 

(v) accuracy of solution is not extremely critical ~ accuracy of 

1 in 10? should suffice, and 

(vi) matrices are positive definite and symmetric. 

The power method was chosen since 

(i) in this case, it may be used generally for all ranks, 

(ii) the dominant eigenvalue is obtained naturally and 

(iii) the corresponding eigenvector is obtained at the same time. 

B.1.2 Description of the algorithm 

The power method is detailed in ref. G8 and an error analysis 

provided in ref. G9, but the method will be briefly described. 

If the dominant eigenvalue of matrix A is required, then the 

computing scheme is 

yO?) a ay(Pet) , y(0) Yy arbitrary. 

The vy) are successive iterates and are vectors. I+ is customary 

to select as initial vector AM = $1,151}. The ratios of corresponding 

(x) (fet) yaaa converge toA, components of successive vectors y and y 

the dominant eigenvalue of A, if the method is successful. Further, 

each iterate y®) is an estimate of the corresponding unnormalised
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eigenvector. The rate of convergence depends on the ratio between the 

dominant and sub—dominant eigenvalues. Methods a available for 

accelerating convergence. 

Since the majority of the matrices will be of rank 1, it would 

seem advantageous to select as initial vector y) = {As4+4oq4393 or 

any other column vector of A. The dominant eigenvalue would then be 

obtained in one iteration only, since the corresponding eigenvector 

(umnormalised) is a column vector of A. Unfortunately, it is common 

for one or more of the column vectors in location matrices to consist 

of all zero elements. This is a particular case of a general problem 

in selecting the initial vector for use with the powor method. If tho 

initial vector is exactly the eigenvector corresponding to an infra= 

dominant eigenvalue, then the method will yield that eigenvalue in one 

iteration. Clearly, an answer obtained in one iteration should be 

viewed with suspicion and the calculation repeated with the original 

initial vector slightly perturbed. This problem is not mentioned in 

most of the standard texts (ref. G8 is an exception) nor is it consid- 

ered in any of the programs described in the less theoretical books on 

numerical methods. Unfortunately, the case of a location matrix having 

an infra~doininant eigenvector {141,13 is not uncommon in practice. In 

view of the fact that the bulk of the matrices processed will be of 

rank 1 and single iteration answers wil’. be common, it is considered 

that repeating the calculation with a perturbed initial vector would be 

an intolerable overhead of time. The initial vector f Mt/4,0,10g,,10} is 

used in the programe Even though there is a remote possibility that 

these values will give an incorrect answer, it is considered worthwhile 

to use them because of the saving in time. 

(x) Since the successive y are unnormalised, their components tend to 

increase rapidly and it is necessary to normalise at each stage. This is
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done by dividing each element of y®) by lly) lee » where lly’ ( X) I, is the 

maximum value of IyX yy over all i. 

A test program was written to check the efficiency of various 

programs for calculating eigenvalues. A random number generator was 

used in conjunction with a method of generating matrices of prescribed 

eigenvalues and eigenvectors which was found in ref. G10. 

Beie3 Generating test data 

Batches of 40 matrices were generated in the following manner: 

(4) The constitution of each batch was 

1 rank 3 matrix, 

7 rank 2 matrices, 

32 rank 1 matrices. 

These proportions were approximately those calculated in 

Appendix A, section A.5.5 for 200 nodes. 

(ii) A matrix S was constructed with column vectors mutually orthogonal, 

but otherwise random. If Py aenote the i-th random number generated, 

then 

8, = {p, Pp 1 P3 } 

Sin = fpspgrPaP5r(P sD, + P2P5)} 

: 2 2 2 2 8.3 7 {p,psP, + P2P5 + P3P5)s ~ (P3Pq + PaPy + PyPOPS) 

= (pyP3P5 - P2P3P5)} 

(iii) Since column vectors of 3 are linearly independent, s7" exists 

and is calculated directly. 

(iv) ‘he aiagonal matrix A is constructed where the diagonal elements 

are the eigenvalues. 

Ay, = Ps 4a for i= 1 to the rank of A, is j 

0 otherwise 

(v) ‘he matrix product ss 

(ref. G2, p.99). 

AS will have the required properties
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This rather elaborate procedure was used so that the batches of 

matrices should be as representative as possible of those occurring in 

practices 

A separate program was used for the generation of batches of 

matrices, so that the time taken in their generation could be separated 

from the time taken for calculating their dominant eigenvalues and 

eigenvectors. 

Be2 Popological Sort Algorithm 

The algorithm used was a modification of that described in detail 

in ref. G13. Its action is shown diagrammatically in Pig. Bt. 

Data used is selected from the 'tree' description supplied as input. 

If the 'tree' contains N nodes, each allotted a distinct integer in the 

range 1-N, and if M of these are non~leaf nodes, then there will be N 

partial ordering relations of the form <R,P,H,S> » Which are needed by 

the algorithm. Each integer R represents an R-point; and P, H and S 

are the node numbers of the corresponding P—, H~ and S~locs. A further 

N-M relations of the form <R,0,0,0> are also available — the R, in this 

case, representing a leaf-node and 0 being a notional earth=node. 

A vector, length N is used in three guises. It is used initially 

to count the direct predecessors of each node; it is used as a queue 

for unprocessed nodes and, finally, it is used as an index to show 

topological sort order. Two pointers ave used to point to the head and 

tail of the queue of unprocessed nodese ‘The sort process is as follows: 

(i) Zeroise count [iJ for i= 1 ton 

(ii) Count the predecessors of each node. 

(444) All nodes with zero count are root nodes. Set up a queue for 

these; if there are no root nodes, then the structure is 

incorrect. 

(iv) Select the first item on the queue. If its three successor nodes
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are not earth nodes, then their counts are reduced by one. 

If any count becomes zero, then the corresponding node is 

ready for processing and its index number is queued 

(v) ‘The node at the head of the queue is deleted and it is next 

in omelonieauerdaane It is allocated the next index number. 

(vi) If the queue is empty, and all nodes have been processed, then 

the sort has been successfully accomplished. If the queue is 

empty and all nodes have not been processed, then the structure 

is incorrect. If the queve is not empty, then the algorithm is 

continued from stage (iv). 

It is claimed in ref. G13 that the algorithm is near-optimal. 

Processing time is of the order of C, M+ Cy N where c, and Cy are 

constants, and storage is used economically. 

It is possible to re-order the records during the algorithm but 

this was not done for various reasons. Firstly, it is considered good 

practice to divorce the data validation stage of a program from the 

data processing stage both as a policy and because, for some configura~ 

tions, it might be necessary to perform these operations by separate 

programse Also, subsequent programming is neater and more easily tested 

if a structured approach is used. 

Be3 Inverting the Topological Sort Index 

It is possible to refer to each record indirectly using the sort 

index, but it saves much processing time if the records are resorted. 

Re=sorting may be performed in several ways; the familiar dilemma of 

time taken versus extra storage required applies in this case, as in 

all sorting problems. The following is a sample of the methods possible: 

Given a sequence of records RysRoy eee Ry and a sort index 

TyyTos eee Ty where Ty shows the required sort position of record Rus
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(a) Perform an exchange sort, repeatedly passing through the list R, 

and exchanging R(T) until no exchanges are necessary, 

(bv) Invert the sort-index 1 by Ut) = K to form another sort-index 

Tystos coelye es! shows the number of the record which is to 

be placed into position K. Records can now be exchange-sorted 

in one pass by: 

temp 1: = R(I,) ; R(Iy) : = Ry 

temp 2: = R("(I,)) ; R(9(T,)) 2 = temp 1 

R(Iy) 2 = temp 2. 

(c) Invertthe sort-index in situ, saving setting up an extra sort— 

index vectore The algorithm used may be found in refs. G1 and G13. 

In particular, ref. G13 quotes two algorithms for this purpose, 

but one, though more elegant, may be discounted since it is less 

efficient. Records may then be exchange-sorted in one pass as 

in (b). 

It was decided in the interests of storage economy, to select 

method (c). The method is analysed in ref. 013 and the processing time 

is of the erder of C N where C is a constant. Exchange-sorting is 

performed in one pass and so it appears that method (c) is better ona 

processing time basis than (a) since normal exchange~sorting time is 

proportional to a, and better from storage economy considerations than 

method (b) since no inverted sort~index is required. 

Be4 Processing the ttreet 

From tests conducted on the prototype program, this section of the 

processing is easily the most lengthy. Not only must all the paths from 

input location to Repoint be traversed but also matrices for each link 

on the paths must be calculated. Although it is a straightforward matter 

to minimise the matrix calculation time by writing efficient code, path 

traversal is a difficult probleme For WN nodes Warshall's algorithm 

(ref. G1) requires an N x W matrix and is out of the question because
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of the storage limitations. Alternatively, linked lists may be held 

for the immediate predecessors of each node = this Ree needs an 

unacceptable overhead of store. This problem is largely overcome by 

an elegant algorithm quoted in ref. G15 but this is not general and 

depends on the relative number of leaf nodes and nodes with multiple 

antecedents. A possible method is to use a marking algorithm, tagging 

in some way all edges on the paths between input location and Repoint 

using a stack = this again needs extra store. 

The method used in the prototype program was crude but straight= 

forward, priority being given to economy of storee All matrices were 

evaluated and multiplied, and were added at junctions for all nodes 

whose indices lay between those of the input node and the Repoint. 

The problem of traversing’ paths of structures of this kind occurs 

in many diverse applications and it seems that the algorithms available 

involve considerable storage overhead. For the configuration considered, 

it is unavoidable that this brute force method should be used in prefer= 

ence to one more sophisticated but requiring more store.
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Co1 The Allocation of Tolerances — sure—fit 4 

If there are m critical clearances Ds (i= 1, 2; ¢ s om) incen 

assemblage and each is affected by one or more of the set of tolerances 

x, (j= 1s 25 2 « « n), then m linear inequalities may be written: 

Ds 0991502; 00s ceo mpi| ee eee ne Sa ee 
ajog 

The constants 45 are sensitivity coefficients, Sis for instance being 

the effect at the critical clearance Dy of a unit tolerance at the point 

where Xe actse In the case where a critical clearance Dd) does not depend 

on tolerance Xr then Say = O. 

Subject to these constraints, it is required that the total cost of 

maintaining the critical clearance should be minimised. Clearly, the 

more precise a part is made, the higher will be the unit cost but there 

seems to be some disagreement in the references as to the exact form of 

the costtolerance relationships Models suggested are = 

(4) cost @ ix where-k ds ao constant (ref. A2) 

(41) cost = kx* where k and a are constant 

anda < 0 (ref. A1) 

(iii) cost = k+1e™ where k, 1 and m are constant (ref. A8) 

Although (iii) is the most widely used model and is used in several 

American ee where it is called Speckhart's Exponential Model, 

(ii) appears to have been based on rather more solid experimental 

foundations. Studies of data on the cost=tolerance relationship for 

various manufacturing processes were analysed and best curves fitted 

by the method of least squares. No experimental basis is described for 

model @ii), the author baldly stating that the expression fits cost- 

tolerance data ‘very well'. Model (i) is comprehensively (if rather 

unfairly) discredited in ref. Ale The evidence would suggest that the 

most suitable model is (ii) and this is used in the following develop= 

mente
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The cost of maintaining tolerance x is given by the expression: 

C = k* 

-0.8<a <-0.4 and depends on the process. k depends on the shape 

and size of the component. Values of k are not critical, only the 

relative values being of significance. 

The cost of maintaining the n tolerances Xp is given by: 
n as 

Gs > k, x, 7 
isl 

The Allocation of Tolerances problem may now be stated in its full 

form: 

Peer eee Bq a2 an Minimise C = kx, + KoXo tee et kx, 

Subject to constraints: 

844%, + SyoXp tee et Sy, < 24 
. ° ° . : : ° ° ° ° : : 

Sum + Spot tee et Sm, © Dy 

There are also implicit constraints 

Xq2Xp1 0 se X, D0: 

and there may also be constraints due to practical considerations: 

ti ame 

where e; is the lowest practicable bound on Xz0 

This is an optimisation problem with a nonlinear objective function 

and linear constraints. 

C.2 The Allocation of Tolerances — statistical—fit 

The development of equations for allocating tolerances on a 

statistical-fit basis follows broadly the lines of that for sure-fit 

basis. In this case, however, it is usual to assume that the tolerance 

distributions follow a Gaussian distribution and often the tolerance 

range is taken as the nominal position plus or minus three standard 

deviations, 99.7% of the parts produced then having the dimension within
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the allowed tolerance range. The cost is that of maintaining the 

dimension within plus or minus three standard daviet ond around the 

nominal dimension. Using the properties of the Gaussian distribution, 

it may be established that the Allocation of Tolerances problem may 

be stated: 

pees ay a2 Minimise C = Kx, ae KX5 tee kn 

Subject to constraints: 

Bue eo 2 ero 2 & 544 x, + Sy Xp te eet 54, eos Dy 
e . . ° 
: : : : 

2.2 22 272 2 Sa x, + Si2 Xp teeet Sn xy < Da 

With implicit constraints: 

X41X%p1 ee o X DO ; 

and possibly practical minima on tolerances: 

=F 
All constants and variables are as defined in (1. 

This is an optimisation problem with a nonlinear objective function 

and nonlinear constraints. 

C.3 Solution of the Allocation Problem 

Refse. Al and 48 both use the classical technique of Lagrange 

multipliers in order to solve the Allocation Problem, obtaining what 

both call lambda equations, which are solved by an iterative technique 

such as Newton's method. This is a straightforward technique for one 

critical dimension, but in the more genvral case, where more than one 

critical dimension is concerned, the method discussed in ref. Al 

requires considerable manual work before submission to the computer 

program and is only applicable to the sure-fit case. Ref. AS uses an 

iterative procedure but it is stated that there is no guarantee that 

the procedure described will converge.



646 

Several general methods of non-linear optimisation are described 

in ref. G4 and it would seem that the methods denecveal in refs. Al and 

A8 have been superseded by later techniques. I+ is probable that these 

are more suitable methods and this particular aspect of tolerance 

analysis merits investigatione Possibly different methods would be 

required for the sure-fit and statistical-fit cases, since it is stated 

in ref. G4 that a universal optimizer does not exist and a method suit= 

able for linear constraints (sure-fit) may not be adequate for quadratic 

constraints (statistical-fit). This is, however, outside the scope of 

this thesis.
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APPENDIX D 

STANDARD CASES
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De1 The Displacement at_a Point — Fig. Det. 

A point must be located on a location triad of plate, hinge and 

sockets 

The displacement at a point is made up of two components: 

(a) ‘the extrinsic displacement which is due to displacements of the 

features on which it is located, and 

(b) ‘the intrinsic displacement which is due to the permitted tolerance 

at the point. 

Extrinsic tolerance is passed to the point by the location sub— 

system upon which it depends; intrinsic tolerance must be applied 

directly at the point or indirectly through a tolerance generating sub- 

structure. 

(i) If the result point is ona plane, then a linear tolerance normal 

to the plane may be applied directly. 

(ii) If the result point lies on a line, then a circular tolerance in 

a plane perpendicular to the line may be applied directly. 

(iii) If the result point is a general point, then a spherical tolerance 

may be applied directly. 

The majority of tolerance situations will be covered by (i), (ii) 

and (iii) since these are the positional tolerances recommended in 

BS 308, but occasionally a rectangular or parallelepipedal tolerance 

zone is quoted; and it is sometimes necessary to generate this by 

using a tolerance generating sub—structure. The method will be des< 

ceribed later. 

It is necessary to use bi-lateral tolerances when this method is 

applied. For most systems, the tolerance is small in comparison with 

nominal dimensions and so the nominal dimension does not need to be 

altered. For instance, a tolerance of 1.000 & oes may be considered 

+ 2005 
as 1.000 — 005° The reason for this is that only clearances are
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analysed in this method. Nominal dimensions are only used in inter~ 

mediate calculations and so do not necessarily need to be extremely 

accurate. Of course, if it is preferred the dimension can be quoted 

as 1.005 i 2005, but this should make very little difference to the 

results obtained. 

D2 Definition of Features — Fig. De2. 

te A point feature. 

(a) A general point is described by a socket. 

(b) A point on a line is described by @ hinges 

(c) A point on a plane is described by a plate. 

2. A line feature. 

(a) A general line is described by two hinges. 

(b) A line on a plane is described by two plates. 

3. Aplane feature. 

(a) A plane is described by three plates. 

In order to define a feature, the points at which the locations 

are centred may be chosen arbitrarily subject only to the following 

restrictions: 

(a) in order to define a line, the points must not be coincident, and 

(b) in order to define a plane, the points must not be collinear. 

Plates defining a plane must have normals parallel with the normal 

to the plane, and hinges defining a line must have directions along the 

line. 

De3 General Points on Lines and Planes 

A general point on a line or a plane may be considered as being 

located on the line or plane. Since a point is located on a plate, 

hinge and socket in the basic location triad, the general point cannot 

be located directly on the line or plane, which are defined by two 

hinges or plates, or three plates respectively. This problem is resolved



  
Fig D3 ~~ General Points on Lines & Planes.



68. 
as follows: 

(a) A general point on a line. 

(i) A general line ~ see Figs De3e1e 

The general point R is on the line A-B. The displacement at B 

must be passed unchanged to the coincident point Bt so that a valid 

socket location can exist at B'. Ris also located on plate C which 

is stationed at a remote point with normal parallel with AB. 

(ii) A line on a plane = see Fige De3e20 

The general point R is on the line A-B. Again the displacement 

at B must be passed unchanged to the coincident point Bt so that a valid 

socket can exist at B'. R is also located at hinge C, stationed at a 

remote point with direction parallel with the normals to A and Be 

(b) A general point on a plane — see Figs De3.30 

The general point R is on the plane A=B-C. Displacements at B and 

C ere passed unchanged to Bt and C* for valid locations. 

De4 Remote Locations 

Many useful location systems can be devised using remote locations. 

In cases studied so far, the following dimensions give adequate accuracy: 

(i) A small displacement - of the order of 1072, 

(ii) A reighbouring feature = one within a radius of about 10° centred 

at the point being considered. 

(aii) 4 xemote feature = one further than 10° from the point being 

considered. 

(a) To pass a displacement unchanged from a feature to a neighbouring 

pointe 

(i) From a plate =~ Fige De4e1. 

The displacement at plate A is passed unchanged to point A (which 

may be coincident with A). A* can be any neighbouring point along the 

normal to plate A. The angle BAC is a right angle; and the direction
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of hinge B is parallel with AC. Both Band C are remote from A. 

(ii) From a hinge = Fig. De4.2. ; 

The displacement at hinge A is passed unchanged to point A* (which 

may be coincident with A). A‘ can be any neighbouring point whose 

position vector KAt is at right anglos to the hinge directione ‘The 

remote socket ¢ is approximately in line with the hinge direction and 

remote plate B is arbitrarily positioned and oriented. 

(iii) From a socket ~ Figs D403. 

The displacement at point A is passed unchanged to At (which must not 

be exactly coincident with A, and is displaced a small amount). There is 

no restriction on the position of B nor on the position of C. 

(») To transfer a selected component of a displacement to a point — 

Fige De5ete 

The normal to plate Ay is in the direction of the selected component. 

By and cy are in the plane of Ags the direction of Cy is parallel with 

AlBos and AY is coincident with Age The selected component of the dis— 

is transmitted to A,. 
4 a 

(c) fo rotate a linear displacement through 90° = Figs De52. 

placement at A 

(Useful for generating a square or cubic tolerance zone) « 

Tolerance +t is passed, using a unitary matrix, unchanged to remote 

hinge and socket B apaid. The methods of (a) could be used to transmit 

6, but use of a unitary matrix saves nodes, and avoids the need for a 

higher order of 'remoteness'. If B and C are orthogonal features, then 

a cubic tolerance, side + will be induced at At, which may be coincident 

with A. Adjustment of the direction of B and the positions of B and C 

will result in a parallelepipedal tolerance zones If the locating 

features are stationed at the same large distances from the R-point with 

the direction of the H-loc and the normal to the P=loc lying along the 

lines joining them to the R-point, a unit parallelepipedal tolerance
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zone will be generated. This will have sides normal to the directions 

of the lines joining P<, H=- and S-locs to the R-point. This device is 

particularly useful and will be used for other purposes. 

(a) To transmit a proportion of a displacement to a neighbouring 

point — Figs D.6.1. 

(Useful in generating symmetric tolerances). 

It is required to pass a proportion k of the tolerance at plate A 

to the neighbouring point Re Displacement at A is passed unchanged to 

remote hinge C stationed at distance M in the plane of the plate. The 

neighbouring point R is located on C, and on B, a remote socket placed 

at a distance as on the line AC, but on the opposite side of A to the 

position of C. R is also located on plate D which has normal orthogonal 

to the plane RAC and passing through Re It may for convenience be co~ 

incident with R. In the case of symmetric tolerances, k must be #, and 

so B and C are equidistant from A. I+ is important that A, B and C 

should not be exactly collinoar but only approximately soe 

(e) To transmit the rotation of a line to a point which rotates about 

a neighbouring point — Figs D.6.2 

Due to displacements at A and B, the line joining them will rotate 

in spaces It is required that neighbouring result point R should rotate 

the same angle, in the same plane about location point E. Displacement 

at A is passed unchanged to At a hinge with direction parallel with AB. 

To be consistent, the displacement at B should be passed to a coincident 

socket, but a node may be saved by locating directly at Be Displacements 

at A and B are passed to the remote hinge C by way of hinge and. socket 

locationse C is stationed approximately in line with AB and located on 

D,; a coincident remote plate whose normal is orthogonal to normals at A 

and Be The result point R is located on the socket E, the hinge C and 

coincident plate F. A, B, E and R are co-planar, and the normal of
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plate F is orthogonal to this plane. 4 

Any displacement at E is passed unchanged to R 

(£) Use of unitary links to pass a displacement unchanged from a 

feature to a point. 

The unitary link is an artificial device used for the generation 

of geometric tolerance networks which cannot be done by using real 

locationse It may be used to obtain the results shown in (a) with a 

saving of nodes. In most of the networks which follow, the preferred 

method is to use the devices shown in (a), since this leads to a more 

natural system. However, occasionally, unitary links have been included 

80 as to give examples of their use. A separate section is devoted to 

this applicatione Unitary links are used for the superposition of 

separate tolerance systems. 

(g) Use of weak links. 

A result point is located on plate, hinge and socket, and displace~ 

ment at the locations may be considered to be transmitted along the link, 

usually. Occasionally, however, it is convenient, in the interests of 

node conservation, to use a device called the weak link. A weak link 

points to a location node which is only used for the calculation of dis= 

placements transmitted from other nodes. Displacement occurring at the 

weakly linked node is not transmitted to the result node. ‘his device, 

like the unitary link, is not essential to the system but avoids node 

Guplication. An example of a weak link is shown in Fig. D.6.1, the 

unitary link from remote socket B being distinguished as weak by the bar 

drawn across the link. Examples of the use of weak links will be found 

later in this Appendix. 

D5 Use of Unitary Links 

The use of imaginary locations in transferring displacements unchanged 

from features to neighbouring points has been described in detail. This
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device is necessary in many cases — for instance a point located on a 

plane requires that the point should be located in three plane features. 

This is clearly impossible to do directly, since the model demands that 

each feature should be located on a triad of plate, hinge and socket. 

The point can be located on one of the plates, while displacements at 

the other two plates must be passed tichaneed to coincident features, 

one a hinge, the other a socket. All calculation of matrices will then 

be consistent. However, this necessitates the introduction of nodes which 

do not represent actual points, or features on the assembly, these being 

termed ‘organisational nodes'. ‘They occur in most practical location 

systems, represent a considerable overhead in storage and also tend to 

make sub=-networks appear more complex than they actually are. A typical 

example is shown in Figs De7ele 

The unitary link is an artificial device which obviates the need for 

most of these organisational nodes. Instead of the effect of unchanged 

transfer being obtained by using features at infinity, the matrix is 

evaluated directly. An advantage of this method is that one or more 

of the links may be null without affecting the validity of the model. 

An example is shown in Fig. D.7.2 which is the equivalent of Fig. D.7.1. 

The network illustrated represents a plane located on a datum plane 

and occurs in tolerances of parallelism and angularity. In the examples 

which follow,unitary links are not usvally used but it is probable that 

in a large practical network, it would bo necessary to conserve storage 

by using them. 

Another use of unitary links is to superpose the extrinsic and 

intrinsic tolerances at an R-point. This may often be done by other 

means but using the unitary link method avoids complication. An example 

is shown in Fig. D.8.



  
Fig D9 Equivalent Mechanisms. 

S-Loc on 

        

    
   

Coincident 2-Point 
& P.Loc. P-Loc normal 

perpendicular to Plane 

H-Loe lying 
along Plane 

Fig D1i0. Location in a Plane.



730 

D6 Equivalent Mechanisms 

The devices shown on previous pages are a few of the many which can 

be created to attain special effects. It is useful, in considering 

systems of this kind, to think of the location triad as a mechanism = 

this is particularly useful when the system is two dimensional. 

Two examples are shown. 

(a) Fig. D.9.1 — Passing a tolerance unchanged from a socket to a 

neighbouring point. H is a hinge which can in the planar case be 

imagined as a closely fitting slot around a fixed pin. Clearance 

at S will be passed to R unchanged when the mechanism is moved 

arounde 

(b) Fig. D.9.2 = Passing a tolerance unchanged from a hinge to a neigh— 

bouring point. In this case 5 is a remote socket freely pivoting 

around a close fitting pine If S is in line with H, then when the 

mechanism is moved, clearance at H will be passed unchanged to R. 

D.e7 ‘Two Dimensional Cases 

The most common dimensioning system occurs when features are located 

ona plane. These are the most easily visualised using equivalent mech— 

anisms. The main principle involved is the stationing of a P-loc 

coincident with the R-point with normal perpendicular to the plane of 

interest. This ensures that all displacement at the R~point caused by 

features on the plane of interest is in the plane. Tolerancing systems 

on the plane may now be described by using H-locs lying in the plane and 

S-locs lying on ite An example is shown in Fig-D.{0. 

Some common cases of dimensioning in two dimensions will be dis— 

cussed, but it is first necessary to consider another use of remote 

features.
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De7e1 Intersection Points of Lines ‘ 

Often a point is located geometrically. This usually implies the 

superposition of two or more real location systems. A common example 

is the point described by the interseotion of two straight lines. In 

Figs D.11 lines AB and CB intersect at the point feature B. If lines 

AB and CB are separately located, there will be an ambiguity at B. 

Point B1 on line AB will be displaced due to intrinsic displacement of 

AB and point B2 will be displaced due to intrinsic displacement of CB 

and these displacements will not be identical. Consequently, the true 

intersection of AB and CB will be neither B1 nor B2 but some point B3. 

If Bi and B2 are at right angles, the point B3 will be defined by the 

vector sum of the displacements of Bi and B2 but this is not generally 

so. It is convenient to consider the displacement of B1 as being con- 

strained by the line CB which does not contain it. A sub-network for the 

generation of the displacement of point B3 from its nominal position at B 

is given by the following: 

(a) two remote features M1 and M2 are set at equal distances from the 

origin, for example at 10° units, 

(>) M1 is stationed at right angles to AB, M2 at right angles to BC, 

(c) either is chosen as an H-loc, the other as a P=loc, the direction 

of the hinge vector being at right angles to the line joining it 

to the origin, 

(a) displacement at Bi is passed unchanged via a unitary link to M1, 

displacement at B2 is passed similarly to M2, 

(e) the Repoint is taken at the nominal position of B. 

This sub-network is useful in various situations and its validity may 

easily be proved by considering instantaneous centres.



R-Point 

S-loc 

Point c | H-Loc 

A is located on Band C. 

Fig DI2. A Point Located on a Point and 
a Point on a Line. 

Remote features 
equidistant from 

the origin _~ Mi 

  

      

Point A 

‘ 

Fig DI3. A Point Located on Two Points 

  

    

H- Loe 

~~ Eincte tatoras 
quidistamt from 
the origin 

A is tocateA on Band C. 

Fig DIS A Point Located on Two Lines



1D. 

De7e2 Location of a Point in a Plans * 

(a) Location by a point and a point on a line. 

This is the simplest case, since it is a real location. An example 

is shown in Fige D.12. 

(b) Location by the distances from two points. 

This case may be described by considering it as a case of constrained 

displacement. M1 and M2 are taken along the lines joining the points and 

the Repoint as shown in Fig. D.13. 

(¢) Location by the distance from a line and distance from a point. 

The remote features M1 and M2 are set at right angles to the line 

and along the line joining the point and the R-point as shown in Fig. D.14. 

(a) Location by the perpendicular distances from two lines. 

M1 and M2 are set at right angles to each line. The point is located 

separately on each line by using two networks as described in (a) and 

superimposing them. Note that only the H-loc displacement is passed from 

each point, weak links being used, and that each point on the line is used 

in a dual capacity as H-loc and S-loc.e An example is shown in Fig. D.15. 

This case is very common, occurring in coordinated dimensions. 

In each of these cases, the sub-network describes the extrinsic 

Rolevannes Intrinsic tolerance is handled differently for the two 

standard methods. 

(a) Positional tolerance is epplied directly at the R-point. 

(b) Tolerances on dimensions are applied directly at the remote 

features usually. 

They may all be generalised to three dimensions. 

The most common cases of tolerancing as shown in BS 308 will now be 

described.
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D.8 Three Dimensional Systems 

D.8.1 Tolerances of Straightness and Flatness 

(a) Tolerance of straightness of a line — Figs De16.1- 

The centre line A of the cylinder is subject to a straightness 

tolerance t/o. This is mipiiea directly to node 1. Nodes 6 and 7 

describe the centre line; and the network transmits displacements 

at 6 and 7 to the node 1. 

(b) Tolerance of flatness of a plane = Fig. D.16.2. 

Plane A is subject to a flatness tolerance t/o0 This is applied 

directly to node 1, which describes a point on the plane. Nodes 6, 7 

and 8 describe the plane; and the network transmits displacements at 

6, 7 and 8 to the node 1. 

D.8.2 Tolerances of Concentricity 

(a) Concentricity of a point - Fige De17ele 

The centre of circle B is required to lie within a circle diameter 

+t, concentric with the centre of the datum circle Ae Displacement at 

node 4 — centre of circle A — is passed unchanged to node 1 which des= 

ceribes the centre of circle B. The tolerance t/o is applied directly to 

node 1. 

(b) Concentricity of a line ~ Fige D.17+2. 

The axis of the cylinder B is required to be contained within a 

cylinder diameter + co-axial with cylinder A. Displacements at nodes 

6 and 7 which describe the axis of A are passed unchanged to nodes 4 

and 2 describing axis B. The tolerance +/2 is applied directly to nodes 

1 and 2. In this case, nodes 1 and 2 are chosen to be coincident with 

nodes 6 and 7 which results in a simple network. In the more general 

case where 1 and 2 are not coincident with 6 and 7, then displacements 

at both 6 and 7 will result in displacements at both of 1 and 2; and 

the network is consequently more complex.
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D.8.3 Squareness Tolerances g 

(a) Squareness of a plane relative to a datum plane — Fig. D.18. 

Datum plane A is described by plates stationed arbitrarily on A = 

nodes 8, 9 and 10. Displacements at 9 and 10 are passed unchanged to 

coincident features 4 and 5 using remote features 6 and 7. Features 4 

and 5 act as hinge and socket locations for features 1, 2 and 3 which 

describe the dependent plane B. Features 1, 2 and 3 are also located 

directly on feature B. The squareness tolerance t/o is applied directly 

at 1, 2 and 3, indirect displacements at 8, 9 and 10 being passed through 

the network. 

(b) Squareness of a line relative to a datum plane = Fig. D196 

The case shown is that of an axis of symmetry which is square to 

a plane within a cylindrical tolerance zone. The network organisation 

is similar to that in (a) except that there are two hinge features 1 and 

2 describing the dependent line. 

An alternative case of this kind is that of a line ona plane square 

to the datum plane, within a rectangular tolerance band. This system is 

identical to the one shown in Fig. D.19 except that 1 and 2 will be plate 

features with normal in the plane of the tolerance band. 

D.8.4 Tolesiites of Angularity 

(a) Angularity of a face relative to a datum plane — Fig. D.20 

= Tolerance band. 

Figs D.20 shows the method of specifying angularity tolerances 

recommended in BS 308. ‘The network system is identical with that for a 

squareness tolerance which is a patticular case of angularity tolerance, 

if this tolerancing method is used. 

(b) Angularity of a face relative to a datum plane = Tolerance on angle. 

For this non-standard case, the angle is shown as, for example



 
   

   
 

 
 

 
       

Angularity Fig D2i 
Fig D2 Angularity
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60° ae 1°. The easiest way to deal with this case is calculate the 

actual tolerances at features 1, 2 and 3; and to aprly these at features 

1, 2 and 3 as shown in Fig. De20. Each tolerance value will be different 

in this case, but the network will be the same as (a). 

(c) Angularity of a face relative to a datum plane — Unit tolerance, 

ices tolerance/unit distances 

Again, in this non-standard case, it is most convenient to calculate 

the actual tolerance at features 1, 2 and 3, so as to retain the same 

network. However, since this case occurs fairly frequently, a separate 

treatment follows. 

In the case shown in Fig. D.21, tolerance t/o is applied at unit 

distance from the intersection line of the two planes A and B. The 

point of application is labelled as 'Point C'. 

This construction uses unitary links. The displacements due to 

displacement of datum plane A (indirect tolerance), and the unit angular 

tolerance + are superposed by means of unitary links. ‘The weak links at 

nodes 1, 2 and 3 are redundant, and may be omitted from the diagram, but 

are included for the sake of consistency = each node has outdegree 3. 

The network shown can be simplified to some extent, and some of the 

nodes omitted; but in all the networks shown in the examples, the most 

direct method has been used even if this has necessitated using extra 

nodese 

D.8.5 Tolerances of Symmetry 

(a) Symmetric tolerance ~ datum planes parallel — Fig. D.22. 

Again unitary links are used; and weak links to ensure that 

unwanted tolerances are not passed along a pathe In general, the presence 

of a unitary link implies that the location system is not physical but 

geometric. In view of the number of nodes used in this system, it might 

be considered useful to provide an artificial ‘half-unitary' node, which



 
 

  
 
 

  
  

   
 

 
     

   
 

Fig D23 Symmetry 
Fig 022 Symmetry.
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would considerably simplify the network. Once again, the view is taken 

that it is better to be a little prodigal with noded rather than to 

complicate the system. 

(b) Symmetric tolerance = datum planes not parallel — Fig. D.23. 

This case is more general than (a), but is basically the same 

network. 

D.8.6 Tolerances of Parallelism 

(a) Parallelism of a plane relative to a plane — Fig. De24. 

Nodes 8, 9 and 10 describe the datum plane; nodes 1, 2 and 3 

describe the located plane. 

D.8.7 Coordinate Distances from Three Planes 

(Cartesian coordinate system) ~ Figs D.25. 

Point P is located on three flat faces A, Band C. Each of the 

three planes is defined by a sub-network shown dotted in Fig. D.25 and 

previously described in section D.3. Remote features X, Y and Z are 

used to separate out components of displacements in the directions 

indicated by their names. Z is a plate stationed at infinity along the 

Z axis, with normal along the Z axis, X is a hinge stationed at infinity 

along the X axis with direction at right angles to the X axis; Y is a 

socket stationed at infinity along the Y axis. These will select the 

components in the directions of the axes along which they are stationed 

and these components are passed to P using unitary links. 

The network for this system appears rather complicated and requires 

a disproportionate number of nodes. However, each extra point located on 

this system only needs four extre nodes similar to P; and the spare 

unitary links at X, Y and Z may also be used for two extra points, extra 

X, Y and Z nodes being necessary for each three result points. ‘The number 

of nodes can also be reduced by using the remote features in more complic~ 

ated ways. For instance, instead of the six remote nodes used in the



 
 

  
  

 
 

 
 

  
 
     

Fig D25. Co-ordinates Fig D24 Parallelism.
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sub-network for planes A, B and C, three features may be used jointly, 

each feature being used once as a hinge and Bios as a socket. However, 

once again the most direct network system has been chosen. Fig. D.25 

shows a spherical tolerance t/2 applied directly at the result point P. 

If the tolerance is parallelepipedal, then the three components may be 

applied directly at X, Y and Z. 

The sub-networks described in this Appendix are by no means an 

exhaustive set but they should be sufficient to handle most common 

dimensioning systems.
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E.1 Examples 

The cases considered will be didactic rather than practical and 

the dimensioning sufficiently eccentric as to include most of the 

common datum systems met in practice. It is quite difficult to check 

some of the results, and this has been done mainly by calculation but 

occasionally by drawing. 

(a) ‘Two dimensional system. Fig. E.1 

The plate is defined by the five points AO, A1, A2, A3 and Ad. 

Each of these points may be considered as two subsidiary points coincident 

in the plane. For example, point A1 lying at the intersection of lines 

AQ = Al and A1 — A2 may be considered as points Ala lying on AO ~ A1 and 

Atb lying on A1 = A2. The lamina is located in orthogonal coordinates 

as shown in Fig. E.1 and since all displacement is in the plane of the 

lamina, a plate feature is set at each point with its normal perpendicular 

to the plane of the lamina. The input tolerance at this P—loc will be 

zero, thus ensuring that displacements at all the features on the lamina 

will be in its plane. The datum is chosen as the point DO (coincident 

with AO) end a line through DO and D1 (coincident with A4). 

The five points will be considered separately. 

(4) Point Ad. Fig. B.2. 

A parallelism tolerance is applied directly to A4. Since only one 

tolerance acts at this point, it is not necessary to use the dual point. 

(ii) Point A1. Fig. E.3. 

Two tolerances are applied at A1, an angularity tolerance at Ate 

and a parallelism tolerance at Aib. These will be compounded to give 

the actual position of point A1. Since the angularity tolerance is 

quoted as ‘tolerance per unit distance', a subsidiary point U1 is taken 

at unit distance from AO along AO ~ A1 and an Heloc set at U1. This is 

passed via a tolerance generating network to Ala.
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Since A1 is located on a datum which is earthed, there is no 

extrinsic tolerance network necessary and the peratielidn tolerance 

may be applied directly to point Aib. Displacements at Ala and Alb are 

compounded using remote points M3 and M4 at right angles to lines AO — 

Ai and A1 - A2 respectively. This completes the definition of point A1. 

This location system may be imagined as a "black box' with one 

or more input terminals at which are applied extrinsic tolerances due 

to location, one or more input terminals at which are applied intrinsic 

tolerance due to permitted displacement of the point itself and one 

output terminal which may be connected with a unitary link to another 

"black box'. 

(iii) Point A2. Fig. B.4. 

There are two tolerancés acting at this point. As with A1, the 

parallelism tolerance acts directly and may be applied through a tolerance 

defining sub-network to point A2a. The symmetric tolerance depends on 

the two defining points A1 and A4, and is passed through a sub—network 

to A2b, using the remote features M3 and M4 stationed as shown in the 

figure. This completes the definition of point A2. 

(iv) Point A}. Fig. B.5. 

Dual point A3a is fixed in reletion to A1 (a point on A1 — A2) 

and point A2. Displacements at these features are transmitted to Aja 

through a sub=network as shown. ‘The angularity tolerance is passed 

through a tolerance generating sub=network to A3a, the weak link from 

A2 ensuring that tolerance is not passed twice from the same point. 

The parallelism tolerance is applied directly to point A3b and the dis— 

placements compounded using remote features normal to lines A2 — A3 and 

Ad — A3. : 

The plate is now defined. Each of the "black boxes' describing the 

points may be tested separately before being linked into a full network
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(Fig. E.6). Using separate definitions of points is rather wasteful 

of nodes, many more unitary links being used than are necessary but it 

is considered much easier to develop the network point by point using | 

standard cases than to regard it as an entity. 

The system may now be used to establish sensitivities and in this 

case those on the height A4 ~ A3 were found. The nonzero coefficients 

are? 

Tolerance Sensitivity at Ad = A3 

line AO = Al Angularity with DO = D1 0.577 

line A1 = A2 Parallelism with DO — D1 3.667 

line A3= 44 Parallelism with 40 = A1 . 0.866 

line A2 = A3 Angularity with A1 =- A2 2.000 

point A2 Symmetry with A1 and Aq 0.577 

These wefficients may be used to find the tolerance on the height 

A4 — A3 for existing values of tolerance. For instance if angularity 

tolerances are 1 in 100 (about +#), parallelism is + .010 and the 

tolerance of symmetry + .020, the tolerance on height Ad = A3 will be 

+ 083. 

Alternatively, they may be used to allocate manufacturing tolerance 

either in an informal way or, if cost details are known, by using an 

optimising programe 

(bv) Two dimensional system. 

Two holes will now be added to the plate analysed in (a). Both 

are located by dimensions from sides AO ~ Al and AO = Ad, but centre A5 

is positionally toleranced, while centre A6 is dimensionally toleranced 

(Fig. E.7). 

(4) Centre A5. Fig. E.8. 

The dimensional system is described by the network shown in the 

figure. The positional tolerance may be applied directly to A5 = this 

being a general principle in positional tolerancing. Hole H1 may be
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located on its centre using a unitary link, the diametral tolerance 

being applied directly. 

(ii) Centre A6. Fig. E.9. 

This is located in a similar fashion to 45. The tolerance may 

be applied by means of a tolerance generating network or if storage 

is tight, it may be applied to the location network. H2 is located on 

A6 by means of a unitary link. 

This completes the definition of the plate and holes and sensitivity 

coefficients may be computed. Two sets are shown below for the distances 

between points on holes H1 and H2, and between a point on Hi and line 

A2 = AZ. 

Tolerance Sensitivity at H1 — H2 

Dimensions Parallelism with AO — A1 0.424 

Dimensions Position tolerance on A5 1.2000 

Dimensions Dimensional tolerance on A6 (i) 0.707 

Dimensional tolerance on A6 (ii) 0.707 

Hole Hi Radial tolerance 1.000 

Hole H2 Radial tolerance 1.000 

Sensitivity at H1 = 
Tolerance 

‘ line A2 = A3 

line A1-A2 Parallelism with DO = D1 46974 

line 43 - A4 Parallelism with AO ~ A1 0.250 

line AO-A1 Angularity with DO ~ Di 0.097 

line A2- A3 9 Angularity with A1 — A2 0.832 

point A2 Symmetry with A1 and A4 0.500 

point A5 Positional with dimensions 1.000 

hole H1 Radial tolerance 1.000 

If the three sets of sensitivity coefficients are for the influence 

of tolerances on three critical function dimensions, then they may be
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used as input for an optimisation program. The second set was computed 

for the distance between H1 and a point R1 which ess located on line 

A2 =— A3 by a sub=networke ‘the coordinates of R1 were calculated for 

one computation and measured from a drawing for another run and there 

was little difference between the coefficients obtained. 

Displaying the network in the 'tree’ form used previously is not 

very convenient nor easily read. The form illustrated in Figs. E.2 — 

E.9 is an improvement but it is important that for clarity, the nodes 

should be in topological order. 

(c) ‘Three dimensional systemse 

This example is deliberately very detailed. In practice much of 

the resulting network (where features of no interest are concerned) 

may be omitted. The solid form shown in Figs E.10 will be described. 

A plane (the X-Y plane), a line on it (the line OY) and a point 

on this line (the origin), will be taken as the datum system. Points 

AO and A1 are positioned relative to this system. Point AO is fixed 

at the origin, but Ai may be displaced along the line OY. 

The line AO — BO is located on line AO ~ A1 with an applied 

tolerance of angularity relative to AO ~ At acting at point Boa. 

The line BO = B1 is located on line AO — Ai with applied tolerances 

of parallelism acting on BOb and Blae BOa and BOb displacements are 

compounded at BO. 

The line Bi = 41 is located on line AO — BO with applied tolerances 

of parallelism acting at Bib and Al. The two tolerances at Bla and Bib 

are compounded to form the intersection point B1. 

In addition, flatness tolerances may also be imposed at BO and Bt. 

These are not shown in the figure. 

This completes the description of the plane AO - Ble 

Lines AO — A2, A1 = A3, Bi ~ B3 and BO = B2 are defined by locating
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the points A2, A3, B3 and B2 on the plane AO = B1. Each of these points 

may have three displacements; one parallel to Be XY plane due to the 

locating point, a squareness tolerance relative to the XY plane and a 

parallelism tolerance relative to the XY plane. These three displace= 

ments, the first extrinsic, the others intrinsic must be compounded in 

the three orthogonal directions to give the intersection points. Since 

the displacements are also orthogonal, they may be simply superposed. 

This completes the description of the solid form. 

Points A4 — B4 are now to be added. Ad is symmetrically toleranced 

relative to A2 and A3, B4 relative to B2 and B3. The displacements due 

to this tolerance will be in the OY direction. There will also be 

extrinsic displacements on these points due to their situation on the 

lines A2 = A3 and B2 — B3,in the OX and 0Z directions. ‘These may also 

be superposed to give the true displacements at A4 and Bl. 

The cutting plane Aq ~ B5 is located on line Ad = B4 with an 

angularity tolerance relative to plane A2~ BA. It is sufficient to 

consider this plane as defined by the points A2, A4, B4 for the purpose 

of applying the angularity tolerance to points ASa and Bjae In addition, 

since A5 and B5 are necessarily constrained to lie on lines Al — A3 and 

Bi — B3, dual points A5b and B5b are located on these lines and the 

consequent displacements compounded with those at A5a and B5a to give 

the actval positions of A5 and B5. Fig. E.11 illustrates the procedure. 

A hole is to be drilled at an angle to face Al = A2. The centre 

at point Aé is located on plane A1 = A2 and is dimensioned from datum 

lines AO - A2 and AO ~ A1 in the same way as in the two-dimensional case, 

ut the displacement due to its position on the plane is applied to the 

Peloce ‘The point on face Bi — B2 where the axis of the hole runs out 

(point B6) will be subject to an angular tolerance relative to plane 

Ai = A2 and will also be constrained to lie on plane B1 — B2. These



  
The hole at Ci is similarly described. 

Fig ElZs Description of Holes.



displacements will be compounded to give the true run-outpoint B6. 

The hole Hi is described by setting Hlocs along A6—B6, tolerances at 

A6 and B6 being passed directly by means of unitary links. 

A further hole H2 is drilled normal to face Ad - B5. This is 

described in the same way as H1, except that there need be no complica— 

tion at the run-out oie on face AO = Bi, this being a datum. The 

network is shown in Fig. E.12. 

It is now possible to obtain sensitivity coefficients for the 

distance between holes H1 and H2. Although this has been a very 

detailed analysis of the form, much of it being unnecessary for obtaining 

these results, all the working has made use of a few standard networks 

and may be done reasonably quickly with a little practice. If it were 

known in advance that only the sensitivity coefficients between Hi and 

H2 were required, face B1 = B2 could be ignored and this has been done 

using seventy nodes only.
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F.1 Summary of References 

Comparatively little work has been published since 1960 on the 

subject of engineering tolerances. The Secretary of the Institution of 

Engineering Designers has suggested to the author, in private communic= 

ation, that this might be because this topic is very much tied up with 

a@ company's profitability. About fifty papers, articles and books have 

been published during the period 1960-1976. Historically, papers pub~ 

lished prior to 1960 are concerned with good drawing practice; from 

1960-1970, they are concerned with statistical implications and from 

1970 onwards, they are mainly about the allocation problem. 

(i) Practical treatments dealing with "good practice'. 

A few detailed manuals of dimensioning practice have been written. 

Possibly the best is ref. TT. This contains details ofall the common 

dimensioning systems and was written as a companion volume to BS 308 

(xref. G5) which was the first wholehearted attempt to systematise design 

practice in this country. A further, extended version of BS 308 was 

published in 1972 and this is widely regarded as the standard for drawing 

practice. Ref. T7 contains much that is relevant to the latest version 

of BS 308, but has not been re=printed by the publisher. 

There are several excellent papers and articles which may be found 

in the list of references. Refs. TM, 12, 113 may be singled out as 

being particularly useful. 

(ii) Analysis of Statistical Tolerancing 

The principle of infallible interchangeability (sometimes called 

sure-fit) assumes thet all the critical dimensions of a manufactured 

part are at an extreme limit of the allowed tolerance range. It has 

long been recognised that this is normally an unlikely eventuality and 

that this pessimistic approach often results in parts which are specified 

with unnecessary precision. This causes high unit manufacturing costs
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and excessive rejection rates. A common assumption is that the bulk of 

the tolerances involved in an assembly will be distributed in Gaussian 

fashion and in cases where this is not so, the overall "stacked? tolerance 

will be approximately Gaussian, as proved in the Central Limit Theorem. 

Thus, the majority of assemblies will have critical clearances which are 

reasonably close to the nominal. An excellent introduction to this 

treatment of statistical tolerancing may be found in ref. S3, and a 

more advanced description in ref. S8. 

In practice, tolerances are not quite so well behaved and often, 

for a variety of reasons, the distribution is not Gaussian. For instance, 

it is good practice to allow for tool wear by starting to remove metal 

at one end of the tolerance range and to drift towards the other limit 

as the tool wears. A batch of parts machined in this wey may, then, all 

be close to extreme tolerance limite Another example is in the drilling 

of a hole through a locating bushe The hole centre will very likely be 

at extreme tolerances 

A detailed discussion of these situations may be found in ref. Me 

It seems safer to assume a more general distribution than the 

Gaussian for the component tolerances of highly critical clearances. 

A description of a computer package for the statistical analysis of 

tolerances with general distributions may be found in ref. S5. ‘The 

designer uses the system interactively with a graphic console. He 

provides the system with an expected statistical distribution for each 

tolerance, together with e sub-program (written in PL/1) describing the 

geometrical relationships between each dimension. The computer then 

generates representative critical dimensions for each component, sampling 

from the appropriate distributions. The number of simlations is 

typically of the order of 1,000 and results are displayed graphically 

in various forms. Tolerances may be adjusted interactively by the users
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The system has been widely used in the Body Division of General Motors and 

is regarded as a useful design tool. 

The main drawback of the system is that the geometric form of the 

dimensioning system must be specified by a sub~program either written 

by the user or submitted by him to a specialist programmer. This seems 

inconvenient at best and certainly unsatisfactory in a firm smaller than 

General Motors. Another problem is that it does not seem possible, as 

far as can be judged, to specify complex multi-stage machining processes 

in which dimensions at a stage depends on those obtained at a provious 

stagee ‘The system, however, is the first to use a computer for this 

purpose and will, no doubt, be progressively refined as further experience 

is gained in its use. I+ would, clearly, be an improvement if the 

dimensioning and datum system were submitted to the program not as a 

sub=program but as data. 

(iii) Allocation of Tolerances 

Although the seoblen of allocating tolerances to the component 

dimensions of a critical clearance has been recognised for many years, 

the first paper to be published in this field was ref. Ad. The problem 

is clearly defined and solved in ref. A2e This is an elegant account 

but uses an inverse’ square law for the tolerance cost which has been 

superseded in later papers by more realistic modelse Possibly the most 

important paper is ref. A8. This uses a negative exponential model (now 

commonly called ‘the Speckhart model').for the tolerance cost function. 

The method of Lagrange multipliers is used to minimise the total cost 

and various practical examples are analysed. The author has developed 

@ program to calculate optimum tolerance allocations on both sure=fit 

and statistical-fit bases. 

Another approach to the minimisation of tolerance cost is to use 

dynamic programminge An account may be found in ref. A5.
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The most detailed and comprehensive description to date is a two- 

part paper ref. Ale Earlier papers on the subject are reviewed, cost 

tolerance data obtained from various sources analysed and practical 

models derived for different manufacturing processese A mathematical 

analysis is performed for sure-fit cases and the method is applied to 

several practical examples. A further paper dealing with statistical= 

fit cases is promised. 

An account of the problem and method of solution will be found 

in AppendixC. ‘This is largely eclectic drawing mainly on refs. A1 

and A8 and is included for reference. 

It is interesting to note that ref. Ai pre-dates ref. A8, is a 

fuller treatment and the cost equations are based on a thorough investi— 

gation of practical results and yet the latter paper seems to be con— 

sidered definitive in the literature. 

(iv) Geometric Calculation of Tolerances 

This topic in tolerancing theory has not been dealt with system 

aticallye Various papers have been written on specific problems (refs. 

C1 and C2) but the examples quoted are either trivial or too specialised 

to be of much general interest. It is hoped that this paper might fulfil 

a need in ‘this respecte
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SUMMARY 

In the design of mass-produced components, it is essential that 
manufacturing tolerances should be analysed to make sure that assem= 
blies fit together satisfactorily and that parts are not produced to 
unnecessarily tight specifications. ‘The analysis may be divided into 
three stages: 

(a) calculation of the sensitivity of a feature's position to the 
magnitude of the tolerances upon which it depends, 

(b) ensuring that the permitted tolerances which together influence 
a critical measurement are allocated in the most economical way, 
and 

(c) analysing the statistical distribution of tolerances on critical 
measurements. 

This thesis describes a method of performing stage (a). Stages 
() and (c) have been dealt with elsewhere. 

It is demonstrated that the analysis of tolerances in all but the 
most straightforward cases is not a trivial operation and a model is 
developed to assist with the calculation. This is a location element 
@erived from the classical six-point system for locating a body in 
three dimensions. Elements mey be combined to describe multi-datum 
machining operations, assemblies and drawing dimension systems by a 
tree-like structure. The model is analysed mathematically, a compendium 
of commonly-occurring cases is appended and algorithms for obtaining 

results of interest to the engineer designer are described. A computer 

program for the sensitivity analysis is also described and the integra- 

tion of the method into a full tolerance~analysis system is discussed. 

KEYWORDS: 

TOLERANCES, DESIGN, ENGINEERING, COMPUTERS
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1. General Discussion 

11 The Principle of Infallible Interchangeability’ 

Many of the aims in the design of mass-produced components are 

unattainable. Examples are sero cost, zero weight, infinite strength 

and ultimate aesthetic appeal. However, a major aim which can often be 

achieved is infallible interchangeability. This term, probably first used 

in ref. Te7 means that a component selected at random from a batch of like 

components should fit satisfactorily to any one of a batch of mating 

componentse In some situations, selective assembly may be a suitable 

process but usually it is precluded since it is costly in resources of 

labour and timee Normally, batches of components must be assembled 

unselectively. 

The principle of infallible interchangeability leads to some diffi- 

culties in practicee All manufacturing processes are subject to size 

variation in a degree depending on the particular process; two components, 

even when produced on the same machine, will be unlikely to be of the same 

size. Exact fit is, therefore, another unattainable aim of mass production 

design and design clearances must make allowance for process error. 

1.2 Dypes of Working Drawings 

Unfortunately, modern design is a specialised function and modern 

designers are not ex potted to be experts in jig and tool design, in 

metrology nor in any other of the branches of production engineering. 

The task of the designer is to specify the functional requirements of the 

finished part, and, although he will usually have some knowledge of the 

manufacturing and inspection processes irvolved, he will not normally lay 

down a rigorous specification for them. This principle is clearly stated 

in BS 308: Part 2: 1972: 

"Production processes or inspection methods should not be specified unless 

they are essential to ensure satisfactory functioning or interchangeability.” 

It is also discussed at length in ref. T.7.
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There are two types of working drawing. These are = 

(a) product @rawings completely defining the finished product as 

required by the designer, and 

(>) process drawings defining products in a partly finished state 

suitably dimensioned for the manufacturing process to be adopted. 

A view sometimes expressed is that the product drawing is not the 

definition of a machined part, but the definition of a gauging method 

for a machined part. Although this is contrary to the spirit of BS 308 

since gauging may be considered to be a manufacturing process, it is 

partially true. 

A part may be therefore dimensioned in three ways? 

(a) for its function, so that it may work saticfactorily, 

(b) for a process, so that it-may be made, and 

(c) for inspection, so that sizes may be checked. 

Each of these may involve different dimension systems for the same 

part and it is essential that tolerances arising from (b) and (c) be not 

greater than those specified in (a). In many cases, this may be checked 

using simple arithmetic (and some simplifying assumptions, usually) but 

often it is no trivial process. 

1.3 Further Problems in Dimensioning 

A machining process will affect some functional clearance, possibly 

in an indirect way; and often a functional clearance is affected by moro 

than one processe Usually, the production engineer has several possible 

machining Peioasals available, each having its own accuracy. As a rulo, 

the more accurate a machining process, the higher the unit cost and it is 

desirable thet the more accurate processes are used in features which have 

the greatest effect on the functional clearance. 

Another difficulty is that many common dimensioning systems, even 

some described in BS 308, are ambiguous and their interpretation depends 

on some convention. In the majority of cases, alternative interpretations
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lead to differences in functional clearances which are small. However, 

this may not always be so and an unequivocal method of describing 

dimension systems is desirable.
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2. Basic Concepts 

2e1 Component chains = A model for complex mutaPasty ine processes and 

assemblies 

A feature on a component may be displaced from its nominal position 

for two reasons. Firstly, the component may be machined in several stages, 

each stage having its ow, possibly distinct, datum systems. Secondly, 

the component may be assembled on other components each having its own 

variations in size. Both of these cases can be treated in the same way 

since they are conceptually identical. 

Each stage in the machining of a component may be regarded as a 

separate physical component, the stages being assembled together to make 

the finished part. An example is shown in Fig. 1. The reference body is 

the nominal size drawing of the casting, the actual casting being located 

on it by the dimensions on the casting drawing. Each subsequent machining 

stage is located either on the actual cast form, or on previous machining 

stages, or on both. A machined part may then be treated in the same way 

as an assembly. 

The classical method of location consists of clamping a body to a 

plane, to a line and to a point, so that six degrees of freedom are 

removed. This applies both to the physical assembly of components and to 

a machined feature on a component since six point location is considered 

to be good jig and tool practice (for example, see ref. Ge12, pe 77)« 

Some common dimensioning systems cannot be described in six point location 

form and these will be discussed at a later stage. 

The example shown in Fig. 1 is described diagrammatically in Fig. 2. 

Each box represents a machining stage and each arrow represents the 

relationship ‘depends on the size of’. Thus variations in size will be 

passed on, through a chain, to the finished part. 

Finished compoxents may alse be fitted together to form an assembly. 

Assemblies may also be described by diagrams similar to Fig. 2. Each box



  

              

Fig 2 Component Chains. 
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now represents a finished part, the meaning of the arrows being the same 

as for machining stages. Multiestage machining Soceiean and assemblies 

may, then, be considered in the same way, and, to avoid confusion, they 

will subsequently be called tassemblages?. 

2.2 Problems to be solved 

Assemblages of both kinds may be linked together in the same waye 

At some stage, a useful limit will be reached, and questions that one 

might wish to ask are = 

(a) in Fig. 2, what is the effect at a feature in stage C of given 

variations in size at stages A and B, 

(b) in Fig. 2, if the maximum permitted variation in position or size 

in stage C be known, then how should the tolerances be apportioned 

between stages A and B so as to minimise the process cost, and 

(c) what is the clearance between a feature on component D and one on 

component E in Fig. 2? 

The concept of regarding a finished part as an assembly with some of 

the components possibly occupying the same space as others is fundamental 

to the system to be described. Its use enables assemblages to be defined 

in a unified way and questions (a), (b) and (c) may be answered in much 

the sams fashion. 

The terms ‘tolerance' and "location* have been used so far in a fairly 

loose, commonsense way since they are cf common currency in engineering. 

However, as they will be used subsequently in a more specialised sense, 

some discussion of them follcws. 

2.3 Tolerances 

2.301 Definitions 

Tolerance is the variation from nominal position of a feature of 

interest on a component. 

Tolerances may be specified bilaterally, the locating dimension 

consisting of a mean size with a tolerance equally disposed about it;
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or unilaterally, the locating dimension consisting of a size at one extreme 

with a tolerance quoted in the opposite direction. In all the examples 

which follow tolerances will be specified bilaterally. 

A tolerance zone is the zone within which the feature of interest is 

required to be contained. BS 308 specifies that a tolerance zone is one 

of the following: 

(1) a circle or cylinder 

(2) the area between two parallel lines or two parallel straight lines 

(3) the space between two parallel surfaces or two parallel planes 

(4) ‘the space in a parallelepiped. 

A tolerance zone which is occasionally useful, but which is absent from 

the list, is a sphere. 

2302 Intrinsic and extrinsic tolerances 

A feature may be displaced from its nominal position for two reasons. 

Firstly, there will be a tolerance on its position due to error in the 

manufacturing stage which has produced it. This will be called intrinsic 

tolerance, and will be the tolerance quoted on the process drawing of the 

feature. In following examples, standard BS 308 tolerance frames will be 

used to show intrinsic tolerance. Secondly, there will be a tolerance on 

the position of the feature resulting from tolerances on previous manuface 

turing stages on which its location depends, or tolerances on the finished 

parts on which it is assembled. This will be called extrinsic tolerance 

ani must be calculated from the intrinsic tolerances on the locating parts. 

The sum of intrinsic and extrinsic tolerance will be termed 'total tolerance. 

In all cases, tolerance is relative to some frame of reference. Intrinsic 

tolerance is relative to the nominal positions of the locating features, 

while extrinsic and total tolerances are relative to any feature of interest. 

24 Locations 

There are two types of location system which are described below using 

two-dimensional examples for illustrative purposes.
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204-1 Real Locations 
  

These are location systems which may be realised physically and 

locate real bodies on real locating features, both necessarily having 

irregularities in form and displacements from nominal positions. Real 

locations occur in the jigging of manufacturing processes and in the 

assembly of components. Examples of each are shown in Fig. 3A. 

2e4e2 Geometrical Locations 

Functional drewings often describe location systems which may not 

be realised physically since they refer to idealised geometrically exact 

figures. A common example is shown in Fig. 3B. As may be seen, the 

drilled hole cannot be located physically on two datum faces. The most 

plausible interpretation which can be made of this system is that any 

convenient jigging system (which necessarily involves a real location) is 

to be used but that on the finished part, the hole is to lie within the 

parallelepipedal tolerance zone defined on the drawing and centred at the 

intersection point of two lines parallel with the datum face et a distance 

from them specified by the drawing dimensions. 

A detailed discussion of this dimension system will be found in 

ref. Te7 ppo 266—270. 

2.5 Cumilative Tolerance 

The concepts described in the previous sections are illustrated by 

the example shown in Fige 42 This is unrealistic but not wildly so. 

Faces E and F are assumed to be geometrically exact, while face D is 

subject to a profile tolerance and lies within a band as show in (1) on 

the diagrame It is further assumed that all locating points are exact, 

but the central axis of the machine tool is subject to a cireular tolerance 

zone relative to the corresponding locations. Form irregularities normal 

to the plane of the diagram are discounted. 

The three holes are machined using separate locating systems as
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shown below: . 

Stage 1: Hole A eee datum Face E, anda point on Face D. 

Stage 2: Hole B ee. datum Hole A, and a point on Face Ee. 

Stage 3: Hole C eee datum Hole B, and a point on Face F. 

Stage 1. The linear tolerance at face D will result in the position 

of hole A relative to all other faces of the plate being subject to a 

linear tolerance = as in (1). ‘There will also be a circular tolerance 

zone at A relative to the locating featurese This will also be relative 

to the actual profile of face D and all other nominal faces. 

The total tolerance at A relative to all nominal faces will be these 

two tolerance zones superimposede 

Stege 2. The linear tolerance at A results in a linear tolerance 

at B (shown in (2)); ‘the circular positional tolerance zone at A (plus 

clearance between hole A and the locating peg) causes a tolerance zone 

at B which is approximately elliptical (shown in (3)). ‘There will also 

be a circular positional tolerance at B, and the total tolerance zone at 

this hole relative to the nominal profile will be the superimposition of 

the linear, elliptical and circular tolerance zones. 

Stage 3. There are four tolerance zones at C: a linear zone due 

to linear tolerance at B (shown in (4)), an elliptical zone due to the 

elliptical zone at B (shown in (5)), an elliptical zone due to the 

circular zone and clearance at B, and a circular positional tolerance. 

The total tolerance zone is the superimposition of the foure 

All tolerance zones shown in the diagram are grossly exaggerated, 

and have been obtained by tracing the tolerance loci; but the effect 

of cumulative tolerance is clearly shown. In a real system, extra compli~ 

cation would be added because of factors which have been conveniently 

ignored in this model. For instance, the locating points would not be 

exactly positioned; and face F would be subject to a form tolerance.



(a) 

(») 

1. 

Difficulties involved in analysing a multistage system are: 

The extreme position of a tolerance zone at a pamtuks is not 

necessarily the position corresponding to an extreme position 

of zones at the locating featurese 

Some tolerance zones are dependent ~ an example being the two zones 

shown in (3). The nett displacement between holes B and A does not 

depend on these zones. Deciding on which displacements at one 

feature are relative to another can involve much book-keeping and 

possible error. 

Real parts exist in three dimensions and though many tolerance 

situations may be considered as being two-dimensional, this is not 

always soe In a three~dimensional system, tolerance zones may be 

parallelepipedal or ellipsoidal and their effects are difficult 

to visualise, let alone calculate.
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3. DESCRIPTION OF THE LOCATION MODEL



    
Fig 5 Equivalent Mechanisms
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3-1 Tolerance Mechanisms 

Fig. 5A shows a common dimensioning systeme Hole a is located by the 

centre points of holes b and ce The dimensioning system is analogous to 

a structure — there are no redundancies in the dimensions and if any 

dimension is deleted, then the remainder are insufficient to locate the 

hole. In this case, the three members of the structure are the centre 

distances of the holes. 

Extrinsic tolerances will be passed to the located feature from each 

of the locations. If a circular tolerance be imposed at hole b, hole c 

being held at its nominal position, then the dimension system may be 

regarded as a mechenism, each position of hole b corresponding with an 

unique position of hole ae The mechanism in the case illustrated is a 

four bar chain and the locus of hole a is a short circular arc. If now 

hole b be held at nominal and a circular tolerance zone applied to hole c, 

then a similar mechanism is obtained — Figures 5 A=l and A=2. Since the 

radius of each tolerance zone is small in comparison with the locating 

dimensions, the two systems may be superimposed to give a total tolerance 

zone as shown in the figure. ‘This approximates to a parallelogram as 

the lengths.of arc are small. 

Another dimensioning system is illustrated in Fig. 5Be In this case, 

hole a is located by its distance from hole b and by its perpendicular 

distance from line c. Again the system is exactly determined and may be 

considered as a structuree If a circular tolerance zone be applied at 

hole b then an equivalent mechanism may be derived. In this case, since 

the perpendicular distance from line ¢ is specified, a sliding member is 

necessary on the line, while the crank centred at the nominal position 

of hole b generates the circumference of the tolerance zonee At hole ay 

the zone generated is a short straight line parallel with c. 

Similarly, if a tolerance band is allowed at line c, hole b being
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held at its nominal position, the resulting zone at hole a will be a 

small circular are centred at be 

The two tolerance zones may be superimposed and the resulting zone 

is approximately a parallelogram. 

Fig. 6 shows a mechanism with two sliding pairs which is equivalent 

to a point dimensioned from two straight line datums. 

There is a general solution for three dimensional mechanisms com= 

prised of pure turning and sliding pairs (refs. G.6 and G.14), and it 

seems feasible that a method for the analysis of tolerances based directly 

on the use of such elements could be derived. This direct approach suffers 

from some disadvantages, howevere As has been demonstrated in section 25, 

explicit tolerance zones are of irregular shapes, and if, for example, 

hole b in Fige 5A were located in the same way as hole B in Fig. 4, then 

the tolerance zone would certainly not be circular. Even if the zone 

were decomposed into its separate elements, it would be necessary to use 

a crank arm with a radius varying dynamically with turning angle, one of 

the elements being elliptical. Also, the method is rather inflexible, 

as each of the many possible dimension systems would require a separate 

equivalent mechanism with a separate method of calculation. Although the 

vector equations for these mechanisms may be written down using the mothods 

of ref. G.6 they do not appear tractable for solution in some cases. These 

problems are exacerbated in three dimensions. 

Equivalent mechanisms are useful in visualising the effects of 

explicit tolerances, but the preferred method will be based on a standard 

unit of location. Indeed, the method might be used, with a little modifi- 

cation, in the analysis of the general kinematic mechanism; but this is 

outside the scope of this thesis. 

3-2 Elemental Location 

A body is located elementally if = 

(a) a point on it is held against a locating plane,
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(b) a point on it is held against a locating line, and 

(c) a point on it is held against a locating potats 

The located body is sensitive to small displacements = 

(a) along the normal to the locating plane, 

(b) orthogonal to the locating line and 

(c) in any direction at the locating point. 

Elemental location is illustrated in Fig. 7. 

In order to avoid confusion, a locating plane will be called a 

plate, a locating line will be called a hinge and a locating point a 

socket. The terms have been picked because of their obvious mechanical 

analogies and also because they have distinct initial letters. In sub= 

sequent reference, the following concise terms will often be used: 

(a) a plate location will be called a Peloc, 

(b) a hinge location will be called an H-loc, and 

(c) a socket location will be called an S~loc. 

These will be referred to collectively as a location triade 

A displacement at a locating feature will result in a displacement at 

other points on the located body. A point at which the displacement is 

required will be called a result-point (or more concisely an R-point). 

An R=point located on a triad will be shown graphically as exemplified 

in Fige 7- ‘The root node represents the R~point and the three links are 

distinguished by the convention: 7 

(a) a Peloc is shown by a square, 

(b) an Helec is shown by a triangle, and 

(c) an S-lov is shown by a circle. 

Each symbol is placed on the appropriate link, and a link indicates the 

relationship ‘is located on', in a top-down sense. 

303 Displacement Matrices 

The general location element, described previously, is analysed by 

using energy methods since these are commonly used in engineering science.
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Details of the analysis will be found in Appendix A but an outline is 

given here for reference. : i 

The parameters listed below define the location system, coordinates 

being relative to some convenient set of orthogonal axes. The sense of 

the directions of the lines is immaterial. 

(a) Coordinates of the R-point. 

(b) Coordinates of the points of action of the Pe, He and Selon 

(c) Direction cosines of the normal +o the locating plane and of the 

direction of the locating line. 

If the displacement at a locating feature be Dw and the displacement 

at the Repoint be Die both of these being column vectors, then 

Pate Pane 
Wisa3x 3 matrix with coefficients depending on the coordinates 

of the locating triad. Each location feature will have a different matrix; 

the notation for these is shown below. 

(a) P-Loo; MWo= P 

(b) Helocs Ho = FT 

(c) Selooy HM = 5 

There are, as is discussed in Appendix A, restrictions on the positions 

and directions of the locating features. These define a proper location 

and are easily visualised; for instance, a socket may not exactly corres= 

pond with the centre of action of a Peloce If the location features are 

not restricted in this way, then matrix coefficients may become infinite. 

It is proved in Appendix A that a Pematrix is of rank at most 1, 

an H-matrix of rank at most 2 and an Sematrix of rank at most 3. The 

matrices may be thought of as three-dimonsional transformation operators, 

and if they act on a unit sphere, then the Pomatrix transforms it toa 

straight line, the Hematrix transforms it into an ellipse; and the S-matrix 

transforms it into an ellipsoid. ‘hese transformations are illustrated in 

Fig. 6.
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4. LOCATION NETWORKS



  
Fig 9 Location Networks
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4.1 Assemblage network and paths 

An assemblage may be represented by a directed graph consisting of 

location triads linked together as shown in Fige 9. ‘The effect of a 

displacement at feature 0 will be transmitted through the network to 

feature B. The corresponding displacement at B will be found by mlti- 

plying all the matrices corresponding to the edges of the graph lying on 

the path between the two features. If the product matrix be ¥, then the 

output displacement at B may be found from the general equation: 

vl
 

out = Min 

where D ae is the owtput displacement column vector, and 

De, is the input displacement column vector. 

Often multiple paths exist between the location at which the dis— 

placement is applied and the R-point. In this case, the calculation of 

the matrix Mf is not so straightforward and a discussion is to be found in 

Appendix A. An example of multiple paths is the pair of paths joining 

nodes N and A in Figs % (Paths NHC Aand NIE A). 

If a spherical displacement locus is applied at 0, then the resulting 

output displacement locus at B will be a transformation of the sphere. 

In the general case, the output zone might be linear, elliptical or 

ellipsoidal depending on the rank of the transformation matrix i (see 

Fige 8). For a pair of nodes which are connected by multiple paths, it 

is not possible to predict the rank of Hi without first calculating the 

path productse For a simple path, the rank of Wf will be the lowest rank 

of matrix associated with any edge along it (Appendix A). 

4.2 Examples 

The construction of assemblage networks requires some skill in 

visualising the tolerance mechanisms involved, although some assistance 

is provided in Appendix D which contains details of all the common locating
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systems. Fige 10 shows a simple example. Hole A is located on the centre 

of hole B, the nominal centres of both holes being coincident and hole A 

having a concentricity tolerance relative to hole Be Extrinsic tolerance 

due to displacement of hole B mst be separated from the intrinsic toler= 

ance due to the concentricity tolerancee The situation is shown in 

Fige 10, the mechanism XYZ being used to assist in visualising the location 

triad. Some, possibly irregular, tolerance zone exists at hole B, and this 

must be passed unchanged to hole A which has its own tolerance relative 

to hole B. If member XY be made very short and member YZ very long in 

comparison with other dimensions in the neighbourhood of holes A and B, 

then the path traced out by point Y will be very nearly the same as that 

traced out by point X. ‘The displacement at X will be passed unchanged to 

Y in the limiting case. If point X is taken to represent the locating 

hole B and point Y is taken to represent the located hole A, then the 

required locating system has been obtained. ‘The use of links of zero 

length such asXY, and links of infinite length, such as YZ, is common 

and there are several standard cases in which these are useful. ‘he 

final location triad is show in Fig. 10. 

The whole assemblage network is made up from stendard components 

similar to the one just described ~ another two—dimensional example is 

illustrated in Fige 11. In order to gonerate a two-dimensional system, 

the P-loc is taken to be in the plane of the paper and the two-dimensional 

H-loc and S~loc representations are a slot and pivot as shown in Fig. 11. 

Further discussion of the network will be found in Appendix D. 

4e3 Generation of Tolerance Zones 

The input tolerance zone at a feature is always taken to be a sphere. 

The output tolerance zone at the located feature may be linear, or elliptical 

or ellipsoidal depending on the matrix of the path joining the two features. 

The use of a spherical input tolerance zone is not as restrictive as it 

might appear, since all other common tolerance zones may be generated
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from it - see Fig. 12. 

If a spherical tolerance is applied to a Patoos then since only 

displacements normal to the locating plane are sensed, this is equivalent 

to a linear tolerance zone. At an H-loc, only displacements at right— 

angles to the locating. line are sensed, so the application of a spherical 

zone is equivalent to a circular zonee At an S-loc, the whole spherical 

zone is sensed. 

By superimposition of Pelocs, a parallelepipedal tolerance zone may 

be generatede Similarly, superimposition of H+ and Pelocs generates a 

cylindrical zone. 

A spherical tolerance zone may therefore be used to generate all the 

standard tolerance zones listed in BS 308 and quoted in section 203.1. 

A more detailed treatment is given in Appendix D. 

4.4. Use of 2 location network 

When a location network has been established for a particular 

assemblage, it may be used to provide qualitative answers to various 

questions of interest. 

(a) The vector displacement at a locating feature is known. What is 

the effect at a located feature? 

The output displacement may be found directly from the relation 

Pout 
= WO, 

in 

ff is the peth matrix between the two features. If this is to be found 

automatically, it is essential that if there be no path between the two 

features, then Hos 0. 

(b) If a spherical tolerance zono is applied at a locating feature, 

what will be the maximum displacement and its direction at a 

particular R-point on the body? 

Again the path matrix Hf is calevlated. The maximum displacement and 

its direction are evaluated by finding the dominant eigenvalue and
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associated eigenvector of the product of if and its transpose. Details 

of the method used are to be found in Appendix B, but it is mmecessary 

for the user to know anything about the method used. 

(c) A feature of interest depends on several locating features. What 

will be the effect of unit tolerances at each feature? 

If matrices are calculated for the paths between each locating 

feature and the R-point in questione ‘The maximum tolerances for each 

are evaluated as outlined in (b) and displayed in a convenient waye ‘The 

results may be used as an aid to the selection of manufacturing processes 

and locating systemse 

(a) What is the relative displacement between two features of interest 

in the assemblage? 

The calculation is performed using a device described in Appendix A 

which is again transparent to the usere The answer is useful in several 

wayse It may, for instance, be employed to calculate clearances between 

points on the assemblage. Another use might be to check whether a 

particular system of location used in the manufacturing process gives 

tolerances which are inside the bounds specified in the functional 

drawing of the part.
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5. SHE WORKING SYSTEM
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5« The Working System 

5-1 The Target Computer configuration 

It has been assumed, in the design of the pilot system, that 

(a) the computer available for engineering use is a bare 16K mini, 

(b) the program is to be contained within 8K, the remainder of the 

store being reserved for array space, 

(c) a compiler is available for a reasonably high level language such 

as ALGOL 60 or FORTRAN. 

The selection of the computer is clearly of great importance in the 

system design; and it was decided at an early stage that the design basis 

should be the minimal configuration above. A useful network should contain 

around two hundred nodes and 8K would be sufficient to provide array space 

for this size of assemblage. 

Since the data structure chosen is fairly complex, ideal languages 

would be ALGOL 68 or PL/ 1 since both provide reference variables so that 

data structures may be built up dynamically. It is, however, unlikely 

that either of these languages would be available on the minimum configur— 

ation selected. It was reluctantly decided that the linked structure 

would be held in array form, links being integer pointers to array 

elements. ‘This is a common, although artificial, way of holding a linked 

structure, but it does have the clear advantage that a data structure may 

be output in a comprehensible form. 

The prototype program was written in ALGOL 60 and it did, after some 

paring, fit into 8K of store. The computer used was a Marconi~Blliott 905 

which has an excellent ALGOL 60 compiler with good error diagnostics. 

ALGOL 60 was used in preference to FORTRAN mainly because it is more 

suitable for the communication of algorithms. The fact that FORTRAN 

has no facilities for dynamic arrays is irrelevant, because in this 

application a fixed area of core is set aside for array space.
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5-2 Whe assemblage network » « « computer representation 

The first stage in the analysis of the location systems on an 

assemblage is to set up the network manually. It might be possible to 

automate this to some extent, since sub-networks for all the common cases 

of dimensions systems have been established (Appendix D). These might be 

stored as a library of standard cases in the computer, probably on backing 

store; and the relevant sub-system selected by means of an index. The 

appropriate feature coordinates would also be supplied together with 

linkago data. A section of network would then be linked into the main 

data structure together with node information. ‘There are two main diffie 

culties. Firstly, it would be necessary to maintain a dynamic data= 

structure and this is not conveniently achieved in the languages most 

commonly available for engineering applications. Secondly, in some sub- 

systems (for example, those defining symmetric tolerance), some of the 

coordinates of nodes internal to the sub-system are calcvlated from 

externally supplied coordinates, and so a library entry would consist 

not only of a piece of structure, but would also contain a section of 

code which would be handled rather like a macro definition. This is an 

interesting problem but it would complicate the system drastically. For 

this reason, the library of standard cases is held in a manual in the 

prototype system and the network completed by hand. 

It would be unreasonable if it were required that a whole network 

were to be compiled by hand for an assemblage as complex as, say, @ 

motor care Fortunately, networks can be built up piecemeal from more 

tractable sub-networks which can be separately tested. The physical unit 

corresponding to such a sub-network might be as small as a single process 

drawing. 

The present prototype program is for general purposes, but in a nore 

elaborate configuration, a separate specialised program for validating sub= 

networks would be very useful. This might display selected output
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tolerance zones graphically for given input tolerances so that the 

correctness of a given sub-network could be checked before incorporation 

into the main system. The test program would also be a valuable training 

aid, particularly if output tolerance zones were displayed visually. 

5-3 Data Input Format 

Tae details of the network are supplied to the program by providing 

the data for each nodee The format of the input data is described below. 

(a) External node index 

Each node represents a feature on the assemblage and must have a 

distinct index. ‘These are provided in random order and the format may 

be designed to any fixed convention. In the prototype program, simple 

positive integers were used. 

(b) Node type index 

For a normal node, the type index is 0. In the case of a node with 

unitary links (see Appendix D), the type index is 1, such nodes being 

treated in a special way. Artificial nodes of this kind will have non= 

zero indices and although the unitary node is the only one included in 

the prototype program a good case might be made for using others, notably 

those connected with symmetric tolerances. 

(c) Link indices 

Each normal node will have three links, each pointing to another 

node in the network. Leaf nodes will iuave links pointing to a notional 

null node, indicated by zero. Artificial nodes are treated in a different 

way and the unitary node, for example, may have a mixture of zero and 

non=zero links. 

A node may not have a link to itself ~ this will be rejected at the 

data validation stage of the programe ‘The convention assumed for the 

order of the links is (i) P-loc link, (ii) Heloc link, (iii) S=loc link. 

Weak links (see Appondix D) are distinguished by a negative node number.
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(4) Feature coordinates : 

All nodes have the following five cocrdinatess: 

X, Y and Z coordinates relative to the general reference axes of the 

system, and two angles which define the directions of the locating plane 

for a Peloc and the locating line for an H-loc. These are specified in 

the prototype program as degrees and in cylindrical coordinates. 

Some storage space is wasted by quoting angular coordinates for an 

S-loc. If these were not included the array structure would become more 

complicated. Another reason for including them is that it enables an 

S<loc to be used in a dual role as a P= or H-loc which might be useful 

for larger networks since this saves nodese 

(e) Bolerance size 
  

The bilateral tolerance size (or radius of the generating spherical 

tolerance zone) may be included, if it is known, and if qualitetive values 

of displacements are required. This was not done in the prototype, all 

tolerance zones were considered as being of unit size and the output 

interpreted as displacement per unit input tolerance or sensitivity co= 

efficient. Other information which might be useful here is the standard 

deviation of the process tolerance in the case of a well-established process. 

This would enable statistical confidence limits to be calculated for output 

tolerances as is done in the system described in ref. 5.5. 

5-4 Internal Node Data 

(a) internal node indices 

It is desirable, although not essential, that node indices should be 

provided in random order on input. Networks for large assemblages are 

built up from smaller sub=networks and the onus of organising the feature 

references into a form suitable for computer processing is better put on 

the computer than on the user. The program assigns an internal index to 

each node which is held as part of the node record. This internal index 

is an integer with absolute value in the range 1 - N where N is the total
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number of nodes. Again, 0 is used as the null node and negative integers 

denote weak links. Internal node indices are assigned to each node in 

topological order. This is discussed at length in Appendix B but informally 

may be defined in the following way: 

‘If nodes are in topological order, then no node can have a link 

to a node with a lower index, except to node zero, which is a special 

casee? 

Internal node indices may be used in two wayse Firstly, the node data 

may be sorted so that all the nodes are physically in topological order. 

Secondly, a node index vector might be held in store and all operations 

on nodes might be performed indirectly. Each method has its own merits; 

the former being faster for actual processing of an established network, 

but resulting in re-ordering of the prime data; the latter requiring that 

node access has a further degree of indirection which is particularly time= 

consuming unless the compiler uses Iliffe vector array accesse In the 

prototype program, node records were topologically sorted. 

(b) Scratch pad matrix 

Associated with each node is a 3 x 3 matrix which has coefficients 

depending on the coordinates of the location triad of which the node is 

the Repointe This represents a large overhead of store, but it is difficult 

to see how processing of networks might be achieved efficiently without it. 

(c) Direction cosine vector 

For speed of execution, the two cylindrical coordinates which define 

the normal to the plane or the line of the hinge are converted to direc= 

tion cosines which are held in the node record as a 3-element vector. 

It is possible that some, or ell, of the internal node data might 

be omitted and the associated quantities calculated as required during 

processing. As usual, the compromise must be made between minimising 

storage space and reducing running times In the prototype program, it was 

decided that 200 nodes should be sufficient for most practical problems and
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so all internal data was included since sufficient array space was 

available for them. 

5-5 The structure — alternatives 
  

So far, the data structure has been referred to rather tentatively 

as ‘a network’. ‘There are several possibilities for the actual form of 

the data structure: two of these are particularly useful and a dis= 

cussion of their respective merits follows: 

(a) his is the most natural structure and an exemple will be found in 

Fige 134¢ The set of nodes is connected unidirectionally. Nodes 

have outdegree three except for the leaf nodes which have outdegree 

zeroe One or more root nodes have indegree zero, while the remaining 

nodes are not restricted as to indegree. There are no closed loops. 

Although it is tempting to refer to the structure as a ternary tree, 

it would be incorrect to do so since all sub-structures are not dis= 

joint (ref. G.1). A similar structure without the restriction on 

outdegree is termed ‘a generalised arborescence’ and *a hierarchical 

structure’ in ref. Ge15. To avoid inventing another name equally as 

clumsy as these, the structure will inaccurately but concisely be 

called a ttree' from now one 

(b) Another structure which is more flexible than the previous one is 

shown in Fig. 13B. The main advantage of this structure is that 

duplicated input data is avoided since each node in the structure 

does not carry directly its associated record, but merely a pointer 

to it. ‘he structure is divorced from the prime data and so all 

calculations are indirect. Another clear advantage is that hori— 

zontal links represent superimposition and so unitary matrices are 

not required. 

The second structure is appropriate where a language is used which has 

reference (ALGOL 68) or pointer (PL/1) variables. For more commonly used
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languages, the indirection involved is probably,an intolerable overhead 

of processing time, and for this reason in the prototype program, the 

less compact but more natural ‘tree’ was used. 

5-6 Data validation phase 

The only data which can be directly checked for validity are the 

external node index and the node type index. The former must conform 

with a fixed format and the latter is restricted to a fixed number of 

integers (0 and 1 in the prototype progrem). In the prototype program, 

if N nodes were input, then each external node index would be a separate 

integer in the range 1 —- N but in random order. This is not excessively 

restrictive on the user, but might be inconvenient where a large network 

was to be built up from smaller sub—'trees’. 

At this stage, the ttre! must be checked to ensure that it contains 

no closed loops which would be physically impossible and would result in 

the program looping. This may be done by topologically sorting the nodes, 

which also facilitates processing of the ‘tree* at a later stage. Topolog= 

ical sorting is described in refse Ge1, G13 and G15; the algorithm used 

being a modification of the one described in ref. Ge13. 

Each node is re=<numbered, node indices again being consecutive integers 

in the range 1 -WN when N is the number of nodes. After sorting, a node 

(K) does not point, even indirectly to nodes (1) to (K - 1) — see Fige 14. 

The algorithm is described in Appendix B; it constructs a sort= 

index which is a vector of N elements showing the sorted position of each 

node. ‘The sort-index is used to sort the data physically. Although this 

is not absolutely necessary, subsequent processing being possible by 

referring to the sort-index, it is convenient because = 

(a) it is useful to separate the routines for setting up the structure 

from those used for processing it, 

(bh) the structure should be permanent after being validated and so the 

physical sort is only required once,
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(c) much indirect referencing is obviated in subsequent processing, and 

(a) subsequent programming is easier. ‘The eleoni tia used for sorting 

on the index was also obtained from ref. Ge13 (see Appendix B). 

At the end of this phase, the data structure is ready for processing. 

The internal node index is the index of the node in topological order. 

It is convenient at this stage to convert the angular coordinates of 

P and Helocs to direction cosines which are written into the direction 

cosine vector. 

5-7 Processing the structure = prototype program 

In the interests of conserving storage space, nodes were re—numbered 

during the sort phasee All nodes must be subsequently referred to by 

their new numbers in the prototype programe For this reason a sort—index 

is output at the beginning of the processing stage. The user must re= 

number the nodes on his 'tree* diagram with the help ofthis index. Ina 

larger system, the original node numbers would still be available and an 

inverted list used to access the sorted node numbers which would only be 

used internally. The existing system is mildly inconvenient. 

Two options only are available in the prototype program and are 

described below. For test purposes, the path matrix elements and the 

number of iterations: required in the eigenvalue calculation may be output. 

These may be suppressed if, as is likely, they are not required. 

(a) Maximan displacement 

Required: a maximum sensitivity coefficient — i.e. the maximum 

displacement at a result feature caused by the application of a unit 

tolerance at an input feature. 

Input (i) the result feature node number, 

(ii) the input feature node number. 

The "treet is traversed from result feature node to input feature 

node, path matrices being calculated cumulatively at each node encountered 

en route as described in Appendix A, section Ad.
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The maximum displacement is calculated as described in Appendix A, 

section A6, and output together with its saaoetates direction cosines. 

(b) Relative displacement 

Required: the relative displacement between two result features 

due to a unit tolerance at an input feature which effects either, or 

both. 

Input (i) the code 0, 

(ii) ‘the two result feature node numbers, 

(iii) ‘the input feature node number. 

A dummy node is attached to the two result points and the 'treet, 

of which it is the root node, is traversed. ‘his device is described in 

Appendix A, section A4. ‘The relative displacement is calculated and out- 

put with its associated direction cosines which are used merely for 

checking purposes. 

5.8 Further extensions 

The options described in section 5e7 are sufficient for normal use, 

but several more may be added for convenience. Two of these are: 

(a) Calevlation of all the sensitivity coefficients at a result 

feature. 

Since all the nodes at which tolerances occur are known to the user, 

these may be flagged on input to the system. A list of sensitivity co- 

efficients may be obtained by traversing the ‘tree’ and calculating 

maximum displacements at each input nodee In order to do this efficiently 

and to obviate superfluous output, a more elegant method of traversal is 

desirable. This would require an appreciable increase in the size of the 

program and so was omitted from the prototype programe 

(b) Calculation of the maximum displacement in a particular direction. 

This is done easily from the paths matrix and since it is a straight~ 

forward calculation by hand, it was omitted from the prototype programe
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5e9 An Integrated Tolerance Control System 

The system described in sections 5e1 = 5.7 is designed as a stand= 

alone program for a mini~computer. Its input is a network description 

of an assemblage together with a list of features of interest and the 

points having tolerances which affect them. ‘The output is a list of 

sensitivity coefficients for each feature of intereste ‘This is a useful 

tool for the analysis of tolerances in its present form. However, if a 

more ambitious configuration were available, several other sub-programs 

involving established techniques could be amalgamated to form an integrated 

tolerance control system. In view of the interest displayed in the system 

described in ref. 5.5 which also assists the designer in part of the analysis 

of dimensional tolerancing, an integrated system would be an invaluable aid 

in this field. 

A possible configuration might consist of the following modules: 

(a) Network Proving Sub-program 

As each component of an assemblage were considered, its individual 

location networks might be separately proved by using a specially tailored 

version of the prototype program. Ideally, interactive graphics would be 

used to display the envelope of the output tolerance zone for one input 

tolerance zone or several acting simultaneously. ‘This would enable the 

user to prove the sub-network to his own satisfaction. A set of standard 

sub-networks, such as those given in Aprendix D could be stored and dis~ 

pleyed on demand individually, and tested interactively ensuring that the 

case selected was appropriate to the location situations The catalogue 

of standard cases would be augmented by cases which had been thoroughly 

provene It would also be convenient to display information regarding 

the purpose and usage of each standard sub-network on demand. 

(b) Network Building Sub-program 

A difficulty with the current prototype program is that if the 

sensitivities obtained for a particular application are not satisfactory,
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then the complete network must be modified and re-input. This is due in 

some measure to the restricted core available on the target configuration, 

but also because Algol 60 is not a suitable language for handling data 

structures of any complexitye If Algol 68 or PL/1 were available then 

the structures could be dynamically modified and it would be possible to 

delete sections of network, to insert modified sub=-networks and to append 

proven sub-networks to an existing network. A complex assemblage network 

could be built up section by section interactively, which is a more natural 

method of developing the data structure. 

(c) Sensitivity Coefficient Sub=program 

The next stage in the design process would be to process the 

established network and obtain sensitivity coefficients for all tolerances 

affecting points of interest. This would be a refined version of the pro= 

totype program; an obvious improvement being to trade off some storage 

space for a quicker and more elegant method of traversing paths in the 

network. ‘The output from this sub-program would be lists of sensitivity 

coefficients for each critical feature in the assemblagee Possibly, some 

of these might be sufficiently low to be ignored and the network 

might then be re—defined omitting them in the interests of running 

efficiency. 

(a) Allocation Sub-program 

Eventually, a stage would be reached when the designer was content 

with the assemblage description. The tolerance allocation could then be 

optimised on a least cost basise Two options would be available: 

statistical and surefit bases (see Appendix C). ‘This would be a logically 

straightforward section but judging from the variety of the methods avail~ 

able for non-linear optimisation, it would probably require study by a 

specialist in the field. The output from this sub=program would be the 

actual tolerances at each input point. It is possible that some of these
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might be too small for practical considerations. necessitating further 

constraints to be applied (see Appendix C) and subsequent reprocessing 

and recalculation. 

(e) Statistical Analysis Sub-program 

The final sub—program in the system would be ea system similar to 

the one described in ref. S.5 but operating on the output from section (d) 

rather than on sub-programs and data supplied by the user. ‘The resulis 

which could be in histogram form would give the distribution of the 

variations in size on features of intereste 

A suggested system is illustrated in Fig. 15.
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5.40 Comments _on the System 

Much of the preliminary work has been done with dimensioning equally 

as eccentric as that on the examples discussed in Appendix E.1. A 

problem in applying the method to practical examples is that most 

designed components are undemdefined dimensionally, occasionally 

even in critical measurements and assumptions must be made particularly 

with regard to tolerances such as squareness, flatness and parallelism 

which are normally not specified explicitly. Usually it is assumed, 

even by experienced detail designers, that some features of a component 

are geometrically exact. A location network is certainly a more precise 

method of specifying a part than most dimensioned drawings. 

For most of the applications which have been checked analytically, 

the sensitivity coefficients obtained have been accurate to two decimal 

places even when dimensions nave been scaled from a drawinge Occasionally 

it is difficult to check a particular network and interactive graphics 

would be a great help. 

The method is reasonably easy to use after a little practice. To 

date, a sub-network has been found for every dimensioning system encoun— 

tered and the method should be particularly suitable for the use of 

engineering designers, who are normally good at visualising mechanisms. 

Since assemblies are represented by real, rather than the more complex 

geometrical, locations,applying the method to assemblies is very easye 

The restrictions of the target configuration have resulted in the 

system being a’ little inconvenient to usee Networks are best developed 

bit by bit in a similar way to that described in the examples but due 

to limited core it was necessary to keep the program as short as 

possible and it was not feasible to generate major networks dynamically. 

As each sub=network is proved, it is necessary to modify the network 

manually and this is then re-presented to the program. 

It would seem from work done so far that this is a powerful method
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for analysing small displacements and it may have applications other 

than tolerancing. Some preliminary investigation has been performed 

on the analysis of kinematic mechanisms, and this seems promising. 

Three~dimensional kinematic mechanisms are easier to model using 

the system than are tolerance mechanisms and the program may be used 

in its present form to determine instantaneous velocities of links in 

mechanismse ‘This has been done successfully in a variety of cases and 

further work is being carried out on the analysis of accelerations. 

Some recent papers have described efforts to analyse tolerance at 

joints in mechanisms; it seems that the system is useful for this 

purposes
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APPENDIX A 

ANALYSIS OF THE MODEL



  
Fig Ai. A Location Triad.
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Ae1l Analysis of the Location Triad 

  

The body is located in a set of mutually orthogonal right handed 

. e t 
axes fess Xos x3} and is constrained as follows: 

(i) At a point on a plane (P-loc). FigeAtas 

3 is the position vector of the point of application on 

the plane. 

f is the unit normal to the plane. 

(41) At a point on a line (Hloc). Fige Atb. 

iB is the position vector of the point of application on 

the line. 

@ is the unit vector along the line. 

(iii) At a point (S-loc). Fig. Aice 

= is the position vector of the pointe 

A general point on the located body (R«point) has position 

vector fe Fig. Ald. 

Energy methods will be used to obtain displacements,and forces at 

Pe, He and S-locs, and the R-point are P, i, S and FB respectively. 

The system may be described by vector equations (i) = (iv): 

(i) P+ie«S+F = 6 

(41) 

(iii) 

an! =- mt _ —_t - —_t oo 

xp tHxh +Sxs +Rxr = O 

0 

Uh
 

iH = oy
> 

(iv) Po [PIS 

Equations (i) and (ii) are the general equilibrium equations, 

vector sums of forces and moments being zero. Equation (iii) represents 

the condition that force H is at right~angles to the Heloc. Equation (iv) 

represents the condition that force P acts normal to the P-loce 

Known values are: 

Peloc3 p and f. 

=f 
Heloct h and ge
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at
 

S-loc: 

R-point: RH ana F 

Required: 

Peloc: [P| 

Heloc: i 

Slo: 5 

Solution: 

(a) The equations (i) - (iv) are transformed by changing the coordinate 

axes to t,, Xos x;} @ parallel system with the Sloc as the origin. 

Position vectors will be modified as follows: 

=s pe- 8 

Tt =f 

BL
 

i
 

0 
mot at 

“Fr =~ 8 st
 

Equation (ii) now becomes 

(iia) P x p + Hx bh + x F = 0 mt
 

(b) . Taking the scaler product of h with (iia) 

-(Pxp+Hxh+Rx r) = O rl
 

-(Pxp) +h. (Rzr) since generally h . (Hx h) = 0 BE
 

= IPL. (fx p) +h. (Rx Fr) since P = IPI # (equation iv). 

Finally, IPI = - - ea h. (#x5) # 0 

(c) Taking the vector product of # with (iia). 

&x(Pxp+Hxh+xr) = 0 

= @x (Pxp)+(@.DH-(.Mh+@x (Rx v) 

since generally 2x (bx) = (a. c)b—- (a. b)o 

= @x(Pxp) + (gh) +4 x (Rx P) 

since & «H=0O from equation (iii). 

Ss gx(Pxpt+Rxr. a = Hinally, Heer g.nf 0. 
Ge



  
Fig A2. A Located Body
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(a) From equation (i) 

S = —(P+H+ Rh) 

This completes the solution of equations (i) = (iv). 

Summarising: 

Solutions: ‘ 

ra h. (Rx r) 
(v) IPl = = fGen 

(wi) Heese &x ae Rx r) 

(vii) S = -(P+H+ 8) 

Conditions 

(viii) HF. (f xp) f 0 

(iz) 8.8 £ 0 
Conditions (viii) and (ix) describe a proper location system. 

A.2 Displacement at _a Result Point 

Fig. A2 shows a body located on the triad PHS. If a displacement 

bp be applied to the locating feature F (which might be any one of P, H 

or S) then there will be a resulting displacement 5p at the R-point. 

If an arbitrary force R be applied at the R-point, then forces P, i and 5 

will result at the P~, H- and S-locs. These forces may be found from 

equations (v) - (vii) and in particular the force at F will be F. 

From energy considerations: 

F. 5, +R 216, = 0 

The general locating feature F has a vector displacement {esa Sor §;} 

where the subscripts here and in subsequent expressions denote components 

in the X49 Xp and x3 directions respectively. The corresponding displace— 

ment at the R-point is Pays 2or 23}- 

To find displacement component Us say, a unit force in the X, 

direction is applied at Re ‘the resulting force at F may be written as
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BF, = {F449 Bios Py3}) the first Bubs omane denoting the 

direction of the unit force at R, the second denoting the component 

direction at F. 

Similarly unit forces in the Xp and x3 directions yield the equations 

Eas fy: Poo Fos} 

ae {P49 Pyar 53}. 
From energy considerations: 

4%, Nos 23} == [P11 Fe M13 ae Sor s,} 

Pod Poe Po 

#31 P32 ¥33 

- or using the tensor suffix conventions 

RnB, Git ted = 14,283 

The Py may be found from equations (v) = (vii) using R, in place 

of the general R. 

bh. (R, x 7) 

éx (P, x p+ R, x 2) 

i &.5 

vo
l 

  mi
 

a 

8, = =(P, +H) + 8) 

where subscript i denotes the ith row vector of the matrices subscripted 

and R is the unitary matrix. 

It is useful to abandon vector notation at this stage since it is no 

longer convenient. Using the suffix summation convention, and the 

operators 
1 isaj 

Kronecker delta: 6, = 

g OMPict in) 

1 for ijk = 123, 231, 312. 

Permutation operator pe = -1 for ijk = 132, 213, 321. 

O otherwise,



the equations may be written in the compact form: 

ype ft 

  

itp ™ Fj Fa arte Sie Ee cal, (x) ij . 

ae rig By Ty (GgPals ~ SofQP;) — Kleere 6,, - 8 r,) 
ij Kg h 

ee 

(xii) 83, a5 (,; +H, + 8,5) 

where K = an hofyPoe 

The subscripts in (xi) may be simplified a little and (xii) may be 

expanded, but the forms given are the most useful. When these expressions 

are used in the analysis of location 'trees', they are modified by being 

multiplied by -1, so that the general displacement equation may be 

written as 

= Fy, 5; yj im peeeeoe 

This is purely a matter of convenience. 

Although subscript notation is very convenient for algebraic 

manipulation, it did not prove very efficient for calculation of the 

matrix coefficients on the computer. The main reason for this was that 

in calculating the values of the permutation operators, most of the time 

was spent in evaluating zero coefficients. Special purpose algebraic 

manipulation languages have been implemented which, it is claimed, can 

evaluate expressions of this kind efficiently and conveniently 

(eege HMATHLAB) but as most designers have access to the more mundane 

ALGOL 60 and FORTRAN, the vector approach was used in the prototype 

programe As usual, it was apparent that the commoner computer languages 

are not very suitable for mathematical purposes.



  

H perturbed by vector é. 

R& P comcident. 

Fig A3. Coincident Features.
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Ae3 Conditions for a proper Location Triad 

The conditions for proper locations are sumariees by the inequalities: 

(3) &.H # 0, 
(Gi) F. =>) ¢ 0. 

(i) and (4i) imply that 

(a) the S-loc mst not coincide with the H~ or P-locs, 

(b) the line joining the points of application of the S= and H-locs must 

not be perpendicular to the line of action of the H-loc, and 

(c) ‘the normal to the plane of the P~loc and the lines joining the 

Sloc and the H~ and P-locs must not be coplanar. 

There is no restriction on the position of the Repoint. Occasionally, 

it is useful to employ limiting cases of (i) and (ii), an example being 

illustrated in Fig. A3. The P= and H—locs, and the Repoint are coincident, 

the normal to the Peloc is perpendicular to the line of the H-loc, the 

line of the H-loc lies along the lines jcining them with the S=loc. 

Sines the H- and Plocs are coincident, condition (ii) is not observed. 

All the location matrices will have infinite coefficients. Use can be 

made of this system, however, if the H-loc is slightly displaced, so that 

H becomes h +. In the case illustrated: 

rs Pp = As. where Ais a scalar 

and £, = fo = & = 63 = 0% f,=6,= 1. 

P s nig (hy ge 2) Ae, f i 
aj ate +e i AB 

_ Exit ®, & F i 

neste S a tp 8 

P skit Enit on ey 
Tj ®&5 

€u.4 € 

see Fie a 
ij & 

° for'j # 3 

  for jes 33



   
OOWOO 

8 

Fig A4. Network Paths.



If the H-loc is perturbed in the plane of the P+, S-locs and R-point, 

then : 

Fy) Otte) = TS 

0. -for 1,3 # 3 

The equation for a may be written in the form: 

es GaPaPis 7 GoPic?s + Sete $33 = 837 j 
a4 

4 & By 

Ta 8424? jv Sa irPy + 8174 b 5 mote 

&, 

ie E4P4Pi yt 174 $3 ~ 8a"j 

4 & hy 
or 4 

which reduces to 

See a oh ds? 

0, fore i, #: 2 

Similarly, 

cates “eae. f 

0 for i,j # 1 

This limiting case depends not only on the coordinates of the 

locations, but also on the direction of the perturbation. Similar 

analyses may be performed for all the cases in which this technique 

is used. 

This system is useful in passing three orthogonal displacements 

to a result point, and may be used in the generation of a general paral~ 

lelepipedal tolerance zone. 

Ae4 Path matrix products 

(a) Disjoint case Fig. Adae 

A displacement by is applied at node Ne It is required to find the 

displacement & at node 0. Since node 0 is not located, even indirectly, 

on node N, the equation
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6 
ry = Fow N requires that in this case where no path exists 

between nodes O and N, Fon = 0. ‘i 

(b) Simple path Fig. Adb. 

A displacement by is applied to node N, resulting in a displacement 

Sy at node N=1. oF will cause a displacement at node N-2 and so on 

alorg the path joining nodes WN and 0. 

8 = For % 
6, = Find. 

e
o
c
e
 

= F § 
Sy N-1 NON 

& 8 = Foy Pip cove Pua IN 

In the evaluation of a simple path matrix, the matrices corres— 

ponding to the links on the path are multiplied. 

(c) Multiple paths Fig. Adc. 

A displacement 6, is applied at node 3 and the displacement 5p i 

required. 

by = F438 
b, = Fo3 6, 
55 = 5b, + Fy o> 

8) = (Fo, Fi3 + Fog ¥y3) 93 b= Fy; 5, 

The path matrix products are evaluated separately and added to give the 

nett path matrix product Fo3° 

(a) Multiple paths Fig. Add. 

A displacement $, is applied at node 5 and again the displacement 

4 is required. 
° 

By = Foy 4 
4, = Pio Br + Fy 4, by superposition.
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Se B54 + Fos Os by superposition. 

5, = Fo 

3S 

34 “4 

RCE: 

Back-substitution gives 

64 + Foy Fao F 45) 55 
(fo, F 12 Pog Pas 12 25 * For Pi3 ae 

= Fos 55+ 

0 

Again, path matrix products are evaluated separately and added to 

give the nett path matrix product Foss In this case, it is most conven= 

ient to calculate partial matrix products at each node moving dow: from 

the R-point. 

) At node 1, product = 
01 

At node 2, product = Foy te 

At node 3, product = Foy By 

At node 4, product = Foy Bio F 2A + ¥% 143 F 34 

At node 5, product = Fy 01 Fae F. ‘25 + Fo, Fao F 4 ys + Fo, Fi Fay Fas 

(e) Relative displacements Fig. Ade. 

A displacement 5 is applied at node 4. The displacement of node 1 

relative to that of node 2 is required. 

A method is needed to evaluate 

6, - 5, = (Fig - Pog) 5, conveniently. 

The method which will be used is to attach a dummy node 0 to nodes 

1 and 2 as shown in the figure. If ¥o4 is set to the unitary matrix 5, 

and F., is set to -d; 4? then the result will be obtained by the methods 02 

earlier described in (e) — (a). 

By = ((S;5 Pyq) + (= 5,5 Fog)) Sy 

= (Fig = Fa4) dy 

The method also works for the case where there is no path between 

the input node and one, or two of the ovtput nodes. This case is illus- 

trated in Fig. Ade, the input being applied at node 3.
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Some useful results will now be derived. 

Ao5 Matrix Rank 

Ae5-1 The rank of a Pamatrix 

gene Ae. Since P= ecrit 1b Pr 74 
Expo Ba *h Po 

. Site = 
Aha eon ses 

abo “abc 

Si peg ret ht, = 

< Eane h hy Po 

= En34 4 7, a P i it ot at F. 

3 Fane a ty Po 

P is of rank 1 at most, since each row vector is a multiple of 

vector f, 

Aw5e2 The rank of an Hematrix 

  

It has been proved (equation xi) that: 

i Grit By My (GaPaf j — EofeP3) ~ Kle—re 5,5 - 8:75) 
aij h 

Xe, & 

  

Multiplying each element in(xi) by x, and considering each term in 

the numerator in turn: 

(a) Cre By TE Ty may be summed over ie 

a ee ee 

if i and +t be interchanged. 

os Fei, By Ty wo 
£ 

a4 ~ 8,7; r,) may be summed over i. (t) “(ene 3 

U5 Pp 7,64; et) r;) = 2(ee Tp Tj 6; 7; r,) = 0. 

Hence ry Hy #¥y Hy + 3 H, 

and an H-matrix is of rank at most 2. 

#0



Level © 

Level 4 

Level 2 

Fig Ad A Balanced Tree.
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Ae5e3 The rank of an S-matrix 

The rank of an H-matrix is at most 2 and of a P-matrix at most 1. 

In the special case Tad (ieee S-loc and R~point coincident) , Py h # o 

then both P and H are of rank O since P = i = 0. 

From equation (xii) 

8, °° (P,, +H + §,,) a= 45 if P and H are of null rank. 

ce is of rank 3 since all row vectors of 4, are linearly independent 

(det( $5) = 1). 

An S-matrix is of rank at most 3. 

Ae5e4 The rank of a matrix product 

A result proved in ref. 14 is: 

*the product AB has a rank not greater than the rank of either factor. 

The rule may be applied to path matrix products to give the following 

conclusions: 

(a) if a path contains the node of a P-loc, then the path matrix 

product is of rank at most 1, 

(bv) if a path contains the node of an H-loc, then the path matrix 

product is of rank at most 2, and 

(c) if a path contains the node of an S-loc, then the path matrix 

product is of rank at most 3. 

The rank of the path matrix product is determined by the most stringent 

of conditions (a), (b) and (c) which car be applied to the path. 

45-5 Relative Numbers of P—, He and S-matrices 

It will assist in assessing algorithms used in processing 'trees* 

if the relative proportions of matrix ranks are known. For the fully 

balanced ternary tree shown in Fige A5 the following results apply: 

(a) At level n, there are aa nodese 

(d) If, at level n—1 there are ‘1 paths with matrix products of rank 1 

at most, then there will be Bcc) + an paths with similar rank at 

level ne
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n=1 
nN, = 3 + ena 

Solving this difference equation with N, = 1 gives 

N, = 3 iO paths with product matrices of at least 1 at level ne 

Sumning over n levels gives: 

qT = ( _ = 3) - ee - 2) - the total number of paths with 

product matrix rank at least 1 down to level ne 

(¢) At each level there will be one path with path matrix product of 

rank at least 3. Over n levels there will be a total of n such paths. 

(a) The total number of paths down to level nis ( el - 3) 
2 

(e) ‘The total number of paths with product matrices of rank at least 2 

down to level n may be found by subtracting the number of paths with 

product matrices of ranks 1 and 3 at most from the total number of paths 

ne1 
down to level ne This is 2 -2=—n. 

(f) For n levels, there will be nt — 1 nodes. 
2 

Tabulating values up to 6 levels: 

Path Product Matrix Maximum Rank Noe of 
Level 4 2 3 Nodes 

4 7 a 1 4 

2 ; “06 4 2 13 

3 25 a 3 40 

4 90 26 4 121 

5 301 57 2 364 

6 966 120 6 1093 

For large n, rank 1 matrices will predominate and the ratio of rank 1 

matrices to rank 2 matrices = 0(4 gy"). For the system designed, 

about 200 nodes is considered as a maximume ‘The number of levels of 

the corresponding balanced ternary tree will lie between 4 and 5 giving 

a ratio of approximately 4.5 rank j~atemost matrices to 1 rank 2—at-most 

matrices. The number of rank 3-at—most matrices will be negligible.
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Although a practical location ‘treet is unlikely to be a balanced 

tree, it seems reasonable to assume that these ratios will be approxi~ 

mately correct and will serve as a useful measure in the assessment of 

algorithms used for processing the ‘treet. 

Ae6 Tho maximum output displacement (sensitivity coefficient) 

In the discussion which follows, the matrix results listed below 

will be used. They are proved in refs. G2 and G8. 

(4) If A* denotes the transpose of matrix A, then the product A*A 

is positive definite, ref. G8, pe46- 

(ii) If A is positive definite, then all its eigenvalues are positive, 

ref. G8, pe46. 

(iii) If the eigenvalues of A*A are Ao then the eigenvalues of 

(att year are CA): the associated eigenvectors being 

identical, ref. G8, p43. 

Generally, the output tolerance 5 resulting from an input displace= 

ment & applied to a path with matrix F is given by: 

6-=fFée. 

A general spherical input tolerance zone of radius r may be 

written 

e+e. vs 

In particular, if F be of rank 3, then it will have an inverse, 

say G, and 

cS = € 

or Sx = 3 *Gx 

and €*E = S xargs 

or S *oxeS = x 

The product G*G is symmetric and positive definite by result (i ), and 

80 may be diagonalised giving the relation: 

S*as « =,
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L being the diagonal matrix Ls, = Agri =j 

Oi fj 
The A, are the eigenvalues of L. 

Since G*G is positive definite, A, > O and the relation describes an 

ellipsoid: 

», Ss + ee + 45, eer 

The maximum axis of the ellipsoid will be given by: 

ee" 
where A= min( A,) in a direction given by the associated eigenvector 

of a» This will be the maximum output displacement. 

The matrix result (iii) simplifies the calculation considerably. 

If the eigenvalues of G*G are ass then the eigenvalues of F*F are ee 

Also the maximum eigenvalue of F*F is the minimum eigenvalue of orc. 

The corresponding eigenvectors are identical. 

The procedure for finding the maximum output displacement, and its 

direction, may be summarised as follows. 

If a spherical input tolerance zone radius r be applied at the base 

of a location chain with path matrix F (F non-singular), then the maximum 

output displacement is given by 

Snaie = JRO T 

where Ais the dominant eigenvalue of the product F*F, The direction of 

és will be given by the correspondin; eigenvector. For a more detailed 

development, see ref. 016. 

The result has been derived for a rank 3 matrix but it can be shown 

to be generally true for ranks 2 and 1. The argument is broadly the same, 

but since ranks 2 and 1 3 x 3 matrices are singular, they have no inverse 

“and it is necessary to consider the natural or general inverse. Ref. G2 

contains a concise description of the use of general inverses, while 

ref. G3 is completely devoted to them.
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APPENDIX B 

NOTES ON ALGORITHMS
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B.1 Evaluation of Bigenvalues 

Beie1 Choice of algorithm 

The methods available are: 

(i) +o obtain a closed solution by expanding the characteristic poly= 

nomial which will, in the most general case, be a cubic; 

(ii) +o use an iterative method, such as the power method, or 

(iii) to use a transformation method, e.g. Householder's method. 

The factors governing the choice of the method are: 

(i) all matrices are of order 3, 

(ii) the bulk of the matrices involved will be of rank 1, 

(iii) the dominant eigenvector is also required, 

(iv) the number of matrices is likely to be large, 

(v) accuracy of solution is not extremely critical ~ accuracy of 

1 in 40? should suffice, and 

(vi) matrices are positive definite and symmetric. 

The power method was chosen since 

(i) in this case, it may be used generally for all ranks, 

(ii) the dominant eigenvalue is obtained naturally and 

(iii) the corresponding eigenvector is obtained at the same time. 

B.1.2 Description of the algorithm 

The power method is detailed in ref. G8 and an error analysis 

provided in ref. G9, but the method will be briefly described. 

If the dominant eigenvalue of matrix A is required, then the 

computing scheme is 

7) s aylP1) ve) arbitrary. 

The yl) are successive iterates and are vectors. I+t is customary 

to select as initial vector AY) = $1,151}. The ratios of corresponding 

(x) (K-1) components of successive vectors y and y will converge toA, 

the dominant eigenvalue of A, if the method is successful. Further, 

(x) each iterate y is an estimate of the corresponding unnormalised
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eigenvector. The rate of convergence depends on the ratio between the 

dominant and subdominant eigenvalues. Methods ae available for 

accelerating convergence. 

Since the majority of the matrices will be of rank 1, it would 

seem advantageous to select as initial vector y) = fasg4oa94a9} or 

any other column vector of A. ‘The dominant eigenvalue would then be 

obtained in one iteration only, since the corresponding eigenvector 

(umnormalised) is a column vector of A. Unfortunately, it is common 

for one or more of the column vectors in location matrices to consist 

of all zero elements. This is a particular case of a general problem 

in selecting the initial vector for use with the powor method. If tho 

initial vector is exactly the eigenvector corresponding to an infra= 

dominant eigenvalue, then the method will yield that eigenvalue in one 

iteration. Clearly, an answer obtained in one iteration should be 

viewed with suspicion and the calculation repeated with the original 

initial vector slightly perturbed. This problem is not mentioned in 

most of the standard texts (ref. G8 is an exception) nor is it consid- 

ered in any of the programs described in the less theoretical books on 

numerical methods. Unfortunately, the case of a location matrix having 

an infra~doininant eigenvector {141,33 is not uncommon in practice. In 

view of the fact that the bulk of the matrices processed will be of 

rank 1 and single iteration answers wil’. be common, it is considered 

that repeating the calculation with a perturbed initial vector would be 

an intolerable overhead of time. The initial vector f Mt/4,0,10g,,10} is 

used in the programe Even though there is a remote possibility that 

these values will give an incorrect answer, it is considered worthwhile 

to use them because of the saving in time. 

(x) Since the successive y are unnormalised, their components tend to 

increase rapidly and it is necessary to normalise at each stage. This is
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done by dividing each element of y®) by lly) lee » where lly’ ( *) I. is the 

maximum value of Iy(X Hi over all i. 

A test program was written to check the efficiency of various 

programs for calculating eigenvalues. A random number generator was 

used in conjunction with a method of generating matrices of prescribed 

eigenvalues and eigenvectors which was found in ref. G10. 

Beie3 Generating test data 

Batches of 40 matrices were generated in the following manner: 

(i) The constitution of each batch was 

1 rank 3 matrix, 

7 rank 2 matrices, 

32 rank 1 matrices. 

These proportions were approximately those calculated in 

Appendix A, section A.5.5 for 200 nodes. 

(ii) A matrix S was constructed with column vectors mutually orthogonal, 

but otherwise random. If Py denote the i-th random number generated, 

then 

8, = {4 Pp 1 P3 } 

5.5 = fpspgrPsP5r(P Py + P2P5)} 

i 2 2 2 2 8.3 7 {(p,p5P, + PpP5 + P3P5)1 ~ (P3P_ + PaPy + PyPOPS) 

~ (PyP3P5 - P2P3P5)} 

(iii) Since column vectors of 3 are linearly independent, s7" exists 

and is calculated directly. 

(iv) ‘he aiagonal matrix A is constructed where the diagonal elements 

are the eigenvalues. 

#5 SPohea for i= 1 to the rank of A, i= j 

0 otherwise 

(v) The matrix product svt, S will have the required properties 

(ref. G2, p.99).
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This rather elaborate procedure was used so that the batches of 

matrices should be as representative as possible of those occurring in 

practices 

A separate program was used for the generation of batches of 

matrices, so that the time taken in their generation could be separated 

from the time taken for calculating their dominant eigenvalues and 

eigenvectors. 

Be2 Topological Sort Algorithm 

The algorithm used was a modification of that described in detail 

in ref. G13. Its action is shown diagrammatically in Pig. Bt. 

Data used is selected from the 'tree' description supplied as input. 

If the 'tree' contains N nodes, each allotted a distinct integer in the 

range 1-N, and if M of these are non~leaf nodes, then there will be N 

partial ordering relations of the form <R,P,H,S> » Which are needed by 

the algorithm. Each integer R represents an Repoint; and P, H and S 

are the node numbers of the corresponding P—, H~ and S-locs. A further 

N-M relations of the form <R,0,0,0 are also available — the R, in this 

case, representing a leaf-node and O being a notional earth=node. 

A vector, length N is used in three guises. It is used initially 

to count the direct predecessors of each node; it is used as a queue 

for unprocessed nodes and, finally, it is used as an index to show 

topological sort order. Two pointers ave used to point to the head and 

tail of the queue of unprocessed nodes. ‘The sort process is as follows: 

(i) Zeroise count [iJ for i= 1 ton 

(41) Count the predecessors of each node. 

(444) All nodes with zero count are root nodes. Set up a queve for 

these; if there are no root nodes, then the structure is 

incorrect. 

(iv) Select the first item on the queue. If its three successor nodes
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are not earth nodes, then their counts are reduced by one. 

If any count becomes zero, then the corresponding node is 

ready for processing and its index number is queued. 

(v) ‘The node at the head of the queue is deleted and it is next 

in Tometonica weraare It is allocated the next index number. 

(vi) If the queue is empty, and all nodes have been processed, then 

the sort has been successfully accomplished. If the queue is 

empty and all nodes have not been processed, then the structure 

is incorrect. If the queve is not empty, then the algorithm is 

continued from stage (iv). 

It is claimed in ref. G13 that the algorithm is near-optimal. 

Processing time is of the order of Cc, M+ Cy N where Cc, and Cy are 

constants, and storage is used economically. 

It is possible to re-order the records during the algorithm but 

this was not done for various reasons. Firstly, it is considered good 

practice to divorce the data validation stage of a program from the 

data processing stage both as a policy and because, for some configura~ 

tions, it might be necessary to perform these operations by separate 

programse Also, subsequent programming is neater and more easily tested 

if a structured approach is used. 

Be3 Inverting the Topological Sort Index 

It is possible to refer to each record indirectly using the sort 

index, but it saves much processing time if the records are re-sorteds 

Re=sorting may be performed in several ways; ‘the familiar dilemma of 

time taken versus extra storage required applies in this case, as in 

all sorting problems. The following is a sample of the methods possible: 

Given a sequence of records RysRoy eter Ry and a sort index 

TysTos eee Ty where T shows the required .sort position of record Rus
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(a) Perform an exchange sort, repeatedly passing through the list R, 

and exchanging R(T) until no exchanges are necessary, 

(b) Invert the sort—index 1 by Ut) = K to form another sort-index 

Tystos eee Ty 7 shows the number of the record which is to 

be placed into position K. Records can now be exchange-sorted 

in one pass by: 

temp 12 = R(I,) ; R(Iy) 2 = Ry 

temp 2: = R(@(I,)) ; R(a(T,)) 2 = temp 1 

R(I,) 3 = temp 2. 

(c) Invertthe sort-index in situ, saving setting up an extra sort=- 

index vectore The algorithm used may be found in refs. G1 and Gi3. 

In particular, ref. G13 quotes two algorithms for this purpose, 

but one, though more elegant, may be discounted since it is less 

efficient. Records may then be exchange~sorted in one pass as 

in (b). 

It was decided in the interests of storage economy, to select 

method (c). The method is analysed in ref. 013 and the processing time 

is of the order of C N where C is a constant. Exchange-sorting is 

performed in one pass and so it appears that method (c) is better ona 

processing time basis than (a) since normal exchange—sorting time is 

proportional to w- , and better from storage economy considerations than 

method (b) since no inverted sort~index is required. 

Be4 Processing the ‘treet 

From tests conducted on the prototype program, this section of the 

processing is easily the most lengthy. Not only must all the paths from 

input location to Repoint be traversed but also matrices for each link 

on the paths must be calculated. Although it is a straightforward matter 

to minimise the matrix calculation time by writing efficient code, path 

traversal is a difficult probleme For WN nodes Warshall's algorithm 

(ref. G1) requires an N x W matrix and is out of the question because
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of the storage limitations. Alternatively, linked lists may be held 

for the immediate predecessors of each node = this nee needs an 

unacceptable overhead of store. This problem is largely overcome by 

an elegant algorithm quoted in ref. G15 but this is not general and 

depends on the relative number of leaf nodes and nodes with multiple 

antecedents. A possible method is to use a marking algorithm, tagging 

in some way all edges on the paths between input location and Rpoint 

using a stack - this again needs extra store. 

The method used in the prototype program was crude but straight— 

forward, priority being given to economy of storee All matrices were 

evaluated and multiplied, and were added at junctions for all nodes 

whose indices lay between those of the input node and the Repoint. 

The problem of traversing’ paths of structures of this kind occurs 

in many diverse applications and it seems that the algorithms available 

involve considerable storage overhead. For the configuration considered, 

it is unavoidable that this brute force method should be used in prefer= 

ence to one more sophisticated but requiring more store.
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Co1 The Allocation of Tolerances — sure—fit : 

If there are m critical clearances Di (is nee «© ee m) inan 

assemblage and each is affected by one or more of the set of tolerances 

x, (j= 135 25 2 « « n), then m linear inequalities may be written: 

Si57i = 4 dil) 2,00: 5 Mp dimblegee, whe ce. Te 

The constants iy are sensitivity coefficients, Sins for instance being 

the effect at the critical clearance Dy of a unit tolerance at the point 

where Xe actse In the case where a critical clearance Dd) does not depend 

on tolerance Xr then Say = 0. 

Subject to these constraints, it is required that the total cost of 

maintaining the critical clearance should be minimised. Clearly, the 

more precise a part is made, the higher will be the unit cost but there 

seems to be some disagreement in the references as to the exact form of 

the costtolerance relationship. Models suggested are = 

(4) cost @ kx where k ds a constant (ref. A2) 

(41) cost = kx® where k and a are constant 

anda < 0 (ref. A1) 

(iii) cost = k+e™ where k, 1 and m are constant (ref. A8) 

Although (iii) is the most widely used model and is used in several 

American ee where it is called Speckhart's Exponential Model, 

(ii) appears to have been based on rather more solid experimental 

foundations. Studies of data on the cost=tolerance relationship for 

various manufacturing processes were analysed and best curves fitted 

by the method of least squares. No experimental basis is described for 

model @ii), the author baldly stating that the expression fits cost- 

tolerance data ‘very well'. Model (i) is comprehensively (if rather 

unfairly) discredited in ref. Ale ‘The evidence would suggest that the 

most suitable model is (ii) and this is used in the following develop= 

mente
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The cost of maintaining tolerance x is given by the expression: 

Cc = k* é 

-0.8<a < -0.4 and depends on the process. k depends on the shape 

and size of the component. Values of k are not critical, only the 

relative values being of significance. 

The cost of maintaining the n tolerances Xp is given by: 
n as 

Gs DD) k, x, 7 
isl 

The Allocation of Tolerances problem may now be stated in its full 

form: 

Pian a4 a2 an Minimise C = Kx, + KoXo tee et kx, 

Subject to constraints: 

844%, + SyoX te eet Sin $y 
. ° ° . : ° : ° . ° : : 

Sm + Spot tee et Sm, © Dy 

There are also implicit constraints 

Xy1%p1 0 ee X, >0 

and there may also be constraints due to practical considerations: 

ti ees 

where e; is the lowest practicable bound on Xz0 

This is an optimisation problem with a nonlinear objective function 

and linear constraints. 

C.2 The Allocation of Tolerances — statistical—fit 

The development of equations for allocating tolerances on a 

statistical-fit basis follows broadly the lines of that for sure-fit 

basis. In this case, however, it is usual to assume that the tolerance 

distributions follow a Gaussian distribution and often the tolerance 

range is taken as the nominal position plus or minus three standard 

deviations, 99.7% of the parts produced then having the dimension within
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the allowed tolerance range. The cost is that of maintaining the 

dimension within plus or minus three standard daviet ond around the 

nominal dimension. Using the properties of the Gaussian distribution, 

it may be established that the Allocation of Tolerances problem may 

be stateds 

Minimise C = Kx, +k3x.9% +... ka 

Subject to constraints: 

Que 20 2 gy 2 & 544 x, + S40 Xp te eet 5. x § Dy 
. . e ° 
: : : : 

ome 222 eee 2 Sa x, + S12 Xp tet an x, € Di 

With implicit constraints: 

X41X%p1 0 eo 6 XH DO / 

and possibly practical minima on tolerances: 

eet o 
All constants and variables are as defined in (1. 

This is an optimisation problem with a nonlinear objective function 

and nonlinear constraints. 

C.3 Solution of the Allocation Problem 

Refs... A1 and 48 both use the classical technique of Lagrange 

multipliers in order to solve the Allocation Problem, obtaining what 

both call lambda equations, which are solved by an iterative technique 

such as Newton's method. This is a straightforward technique for one 

critical dimension, but in the more genvral case, where more than one 

critical dimension is concerned, the method discussed in ref. Al 

requires considerable manual work before submission to the computer 

program and is only applicable to the sure-fit cases Ref. A8 uses an 

iterative procedure but it is stated that there is no guarantee that 

the procedure described will converge.
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Several general methods of non-linear optimisation are described 

in ref. G4 and it would seem that the methods deecrsel in refs. A1 and 

A8 have been superseded by later techniques. I+ is probable that these 

are more suitable methods and this particular aspect of tolerance 

analysis merits investigatione Possibly different methods would be 

required for the sure-fit and statistical-fit cases, since it is stated 

in ref. G4 that a universal optimizer does not exist and a method suit= 

able for linear constraints (sure-fit) may not be adequate for quadratic 

constraints (statistical-fit). This is, however, outside the scope of 

this thesis.
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APPENDIX D 

STANDARD CASES
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De1 The Displacement at_a Point — Fig. Det. 

A point must be located on a location triad of plate, hinge and 

sockete 

The displacement at a point is made up of two components: 

(a) ‘the extrinsic displacement which is due to displacements of the 

features on which it is located, and 

(b) the intrinsic displacement which is due to the permitted tolerance 

at the point. 

Extrinsic tolerance is passed +o the point by the location sub— 

system upon which it depends; intrinsic tolerance must be applied 

directly at the point or indirectly through a tolerance generating sub- 

structure. 

(i) If the result point is ona plane, then a linear tolerance normal 

to the plane may be applied directly. 

(ii) If the result point lies on a line, then a circular tolerance in 

a plane perpendicular to the line may be applied directly. 

(iii) If the result point is a general point, then a spherical tolerance 

may be applied directly. 

The majority of tolerance situations will be covered by (i), (ii) 

and (iii) since these are the positional tolerances recommended in 

BS 308, but occasionally a rectangular or parallelepipedal tolerance 

zone is quoted; and it is sometimes necessary to generate this by 

using a tolerance generating sub—structure. The method will be des< 

ceribed later. 

It is necessary to use bi-lateral tolerances when this method is 

applied. For most systems, the tolerance is small in comparison with 

nominal dimensions and so the nominal dimension does not need to be 

altered. For instance, a tolerance of 1.000 a oe may be considered 

+ 2005 
as 1.000 — 005° The reason for this is that only clearances are
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analysed in this method. Nominal dimensions are only used in inters 

mediate calculations and so do not necessarily need to be extremely 

accuratee Of course, if it is preferred the dimension can be quoted 

as 1.005 4 2005, but this should make very little difference to the 

results obtained. 

D2 Definition of Features — Fig. De2. 

1. A point feature. 

(a) A general point is described by a socket. 

(b) A point on a line is described by a hingee 

(c) A point on a plane is described by a plate. 

2. Aline feature. 

(a) A general line is described by two hinges. 

(b) A line on a plane is described by two plates. 

3. Aplane feature. 

(a) A plane is described by three plates. 

In order to define a feature, the points at which the locations 

are centred may be chosen arbitrarily subject only to the following 

restrictions: 

(a) in order to define a line, the points must not be coincident, and 

(b) in order to define a plane, the points must not be collinear. 

Plates defining a plane mst have normals parallel with the normal 

to the plane, and hinges defining a line must have directions along the 

line. 

De3 General Points on Lines and Planes 

A general point on a line or a plane may be considered as being 

located on the line or plane. Since a point is located on a plate, 

hinge and socket in the basic location triad, the general point cannot 

be located directly on the line or plane, which are defined by two 

hinges or plates, or three plates respectively. This problem is resolved



  
Fig D3 ~~ General Points on Lines & Planes.
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as follows: 

(a) A general point on a line. 

(i) A general line ~ see Figs De3e1- 

The general point R is on the line A~B. The displacement at B 

must be passed unchanged to the coincident point Bt so that a valid 

socket location can exist at B'. Ris also located on plate C which 

is stationed at a remote point with normal parallel with A-B. 

(ii) A line on a plane = see Fige De3e20 

The general point R is on the line A-B. Again the displacement 

at B must be passed unchanged to the coincident point Bt so that a valid 

socket can exist at B'. R is also located at hinge C, stationed at a 

remote point with direction parallel with the normals to A and Be 

(b) A general point on a plane - see Fige De3.30 

The general point R is on the plane A=B-C. Displacements at B and 

C are passed unchanged to Bt and C* for valid locations. 

De4 Remote Locations 

Many useful location systems can be devised using remote locations. 

In cases studied so far, the following dimensions give adequate accuracy: 

Gen Small displacement - of the order of 107°, 

(ii) A reighbouring feature = one within a radius of about 10° centred 

at the point being considered. 

(aii) 4 xemote feature = one further than 10° from the point being 

considered. 

(a) To pass a displacement unchanged from a feature to a neighbouring 

pointe 

(i) From a plate = Fige De4e1. 

The displacement at plate A is passed unchanged to point A (which 

may be coincident with A). A* can be any neighbouring point along the 

normal to plate A. The angle BAC is a right angle; and the direction
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of hinge B is parallel with AC. Both Band C are remote from A. 

(ii) From a hinge = Fig. De4.2. 7 

The displacement at hinge A is passed unchanged to point A* (which 

may be coincident with A). A’ can be any neighbouring point whose 

position vector KA‘ is at right anglos to the hinge directione ‘The 

remote socket C is approximately in line with the hinge direction and 

remote plate B is arbitrarily positioned and oriented. 

(iii) From a socket — Fig. De4.3. 

The displacement at point A is passed unchanged to At (which mst not 

be exactly coincident with A, and is displaced a small amount). There is 

no restriction on the position of B nor on the position of C. 

() To transfer a selected component of a displacement to a point — 

Fige De5ete 

The normal to plate Ay is in the direction of the selected component. 

3B, and cy are in the plane of Aor the direction of Cy is parallel with 

AlBos and 45 is coincident with Age The selected component of the dis— 

is transmitted to A,. 
it 2 

(c) To rotate a linear displacement through 90° - Fige De5e2- 

placement at A 

(Useful for generating a square or cubic tolerance zone) « 

Tolerance + is passed, using a unitary matrix, unchanged to remote 

hinge and socket B apaiGs The wiethods of (a) could be used to transmit 

6, but use of a unitary matrix saves nodes, and avoids the need for a 

higher order of 'remoteness'. If B and C are orthogonal features, then 

a cubic tolerance, side + will be induced at At, which may be coincident 

with A. Adjustment of the direction of B and the positions of B and C 

will result in a parallelepipedal tolerance zone. If the locating 

features are stationed at the same large distances from the R-point with 

the direction of the H-loc and the normal to the P=loc lying along the 

lines joining them to the R-point, a unit parallelepipedal tolerance
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zone will be generated. This will have sides normal to the directions 

of the lines joining P-, H= and S-locs to the R-point. This device is 

particularly useful and will be used for other purposes. 

(a) To transmit a proportion of a displacement to a neighbouring 

point — Figs De6.1. 

(Useful in generating symmetric tolerances) 

It is required to pass a proportion k of the tolerance at plate A 

to the neighbouring point Re Displacement at A is passed unchanged to 

remote hinge C stationed at distance M in the plane of the plate. The 

neighbouring point R is located on C, and on B, a remote socket placed 

at a distance a on the line AC, but on the opposite side of A to the 

position of C. R is also located on plate D which has normal orthogonal 

to the plane RAC and passing through Re It may for convenience be co~ 

incident with R. In the case of symmetric tolerances, k must be 4, and 

so B and C are equidistant from A. I+ is important that A, B and C 

should not be exactly collincoar but only approximately soe 

(e) To transmit the rotation of a line to a point which rotates about 

a neighbouring point — Figs D.6.2 

Due to displacements at A and B, the line joining them will rotate 

in space. It is required that neighbouring result point R should rotate 

the same angle, in the same plane about location point E. Displacement 

at A is passed unchanged to At a hinge with direction parallel with AB. 

To be consistent, the displacement at B should be passed to a coincident 

socket, but a node may be saved by locating directly at Be Displacements 

at A and B are passed to the remote hinge C by way of hinge and. socket 

locationse C is stationed approximately in line with AB and located on 

D, a coincident remote plate whose normal is orthogonal to normals at A 

and Be The result point R is located on the socket E, the hinge C and 

coincident plate F. A, B, E and R are co-planar, and the normal of
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plate F is orthogonal to this plane. ; 

Any displacement at E is passed unchanged to R 

(£) Use of unitary links to pass a displacement unchanged from a 

feature to a point. 

The unitary link is an artificial device used for the generation 

of geometric tolerance networks which cannot be done by using real 

locations. It may be used to obtain the results shown in (a) with a 

saving of nodes. In most of the networks which follow, the preferred 

method is to use the devices shown in (a), since this leads to a more 

natural system. However, occasionally, unitary links have been included 

80 as to give examples of their use. A separate section is devoted to 

this applications Unitary links are used for the superposition of 

separate tolerance systems. 

(g) Use of weak links. 

A result point is located on plate, hinge and socket, and displace~ 

ment at the locations may be considered to be transmitted along the link, 

usually. Occasionally, however, it is convenient, in the interests of 

node conservation, to use a device called the weak link. A weak link 

points to a location node which is only used for the calculation of dis= 

placements transmitted from other nodes. Displacement occurring at the 

weakly linked node is not transmitted to the result node. ‘This device, 

like the unitary link, is not essential to the system but avoids node 

Guplication. An example of a weak link is shown in Fig. D.6.1, the 

unitary link from remote socket B being distinguished as weak by the bar 

drawn across the link. Examples of the use of weak links will be found 

later in this Appendix. 

D5 Use of Unitary Links 

The use of imaginary locations in transferring displacements unchanged 

from features to neighbouring points has been described in detail. This
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device is necessary in many cases — for instance a point located on a 

plane requires that the point should be located in three plane features. 

This is clearly impossible to do directly, since the model demands that 

each feature should be located on a triad of plate, hinge and socket. 

The point can be located on one of the plates, while displacements at 

the other two plates must be passed iichaneed to coincident features, 

one a hinge, the other a socket. All calculation of matrices will then 

be consistent. However, this necessitates the introduction of nodes which 

do not represent actual points, or features on the assembly, these being 

termed ‘organisational nodes'. They occur in most practical location 

systems, represent a considerable overhead in storage and also tend to 

make sub=networks appear more complex than they actually are. A typical 

example is shown in Fig. De7ele 

The unitary link is an artificial device which obviates the need for 

most of these organisational nodes. Instead of the effect of unchanged 

transfer being obtained by using features at infinity, the matrix is 

evaluated directly. An advantage of this method is that one or more 

of the links may be null without affecting the validity of the model. 

An example is shown in Fig. D.7.2 which is the equivalent of Fig. D.7.1. 

The network illustrated represents a plane located on a datum plane 

and occurs in tolerances of parallelism and angularity. In the examples 

which follow,unitary links are not usually used but it is probable that 

in a large practical network, it would be necessary to conserve storage 

by using them. 

Another use of unitary links is to superpose the extrinsic and 

intrinsic tolerances at an R-point. This may often be done by other 

means but using the unitary link method avoids complication. An example 

is shown in Fig. D.8.
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D.6 Equivalent Mechanisms 

The devices shown on previous pages are a few of the many which can 

be created to attain special effects. It is useful, in considering 

systems of this kind, to think of the location triad as a mechanism = 

this is particularly useful when the system is two dimensional. 

Two examples are shown. 

(a) Fig. D.9.1 — Passing a tolerance unchanged from a socket to a 

neighbouring point. H is a hinge which can in the planar case be 

imagined as a closely fitting slot around a fixed pin. Clearance 

at S will be passed to R unchanged when the mechanism is moved 

around. 

(b) Fig. D.9.2 = Passing a tolerance unchanged from a hinge to a neigh— 

pouring point. In this case 5 is a remote socket freely pivoting 

around a close fitting pine If S is in line with H, then when the 

mechanism is moved, clearance at H will be passed unchanged to R. 

De7 ‘Two Dimensional Cases 

The most common dimensioning system occurs when features are located 

ona plane. These are the most easily visualised using equivalent mech— 

anisms. The main principle involved is the stationing of a P-loc 

coincident with the R-point with normal perpendicular to the plane of 

interest. This ensures that all displacement at the R-point caused by 

features on the plane of interest is in the plane. Tolerancing systems 

on the plane may now be described by using H-locs lying in the plane and 

S-locs lying on ite An example is shown in Fig-D.{0. 

Some common cases of dimensioning in two dimensions will be dis— 

cussed, but it is first necessary to consider another use of remote 

features.
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D.7-1 Intersection Points of Lines 
  

Often a point is located geometrically. This usually implies the 

superposition of two or more real location systems. A common example 

is the point described by the interseotion of two straight lines. In 

Figs D.11 lines AB and CB intersect at the point feature B. If lines 

AB and CB are separately located, there will be an ambiguity at B. 

Point B1 on line AB will be displaced due to intrinsic displacement of 

AB and point B2 will be displaced due to intrinsic displacement of CB 

and these displacements will not be identical. Consequently, the true 

intersection of AB and CB will be neither B1 nor B2 but some point B3. 

If Bi and B2 are at right angles, the point B3 will be defined by the 

vector sum of the displacements of Bi and B2 but this is not generally 

so. It is convenient to consider the displacement of B1 as being con- 

strained by the line CB which does not contain it. A sub=network for the 

generation of the displacement of point B3 from its nominal position at B 

is given by the following: 

(a) two remote features M1 and M2 are set at equal distances from the 

origin, for example at 10° units, 

(>) M1 is stationed at right angles to AB, M2 at right angles to BC, 

(c) either is chosen as an H-loc, the other as a Ploc, the direction 

of the hinge vector being at right angles to the line joining it 

to the origin, 

(a) displacement at Bi is passed unchanged via a unitary link to M1, 

displacement at B2 is passed similarly to M2, 

(e) the R-point is taken at the nominal position of B. 

This sub-network is useful in various situations and its validity may 

easily be proved by considering instantaneous centres.
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De7-2 Location of a Point in a Plans < 

(a) Location by a point and a point on a line. 

This is the simplest case, since it is a real location. An example 

is shown in Fig. D.12. 

(b) Location by the distances from two points. 

This case may be described by considering it as a case of constrained 

displacement. M1 and M2 are taken along the lines joining the points and 

the Repoint as shown in Fig. D.13. 

(c) Location by the distance from a line and distance from a point. 

The remote features M1 and M2 are set at right angles to the dine 

and along the line joining the point and the R-point as shown in Fig. D.14. 

(a) Location by the perpendicular distances from two lines. 

M1 and M2 are set at right angles to each line. The point is located 

separately on each line by using two networks as described in (a) and 

superimposing them. Note that only the H-loc displacement is passed from 

each point, weak links being used, and that each point on the line is used 

in a dual capacity as H-loc and S-loc.e An example is shown in Figs D.15. 

This case is very common, occurring in coordinated dimensions. 

In each of these cases, the sub-network describes the extrinsic 

Roleranees Intrinsic tolerance is handled differently for the two 

standard methods. 

(a) Positional tolerance is epplied directly at the R-point. 

(b) Tolerances on dimensions are applied directly at the remote 

features usually. 

They may all be generalised to three dimensions. 

The most common cases of tolerancing as shown in BS 308 will now be 

described.
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D.8 Three Dimensional Systems ? 

D.8.1 Tolerances of Straightness and Flatness 

(a) Tolerance of straightness of a line — Fig. De16e1- 

The centre line A of the cylinder is subject to a straightness 

tolerance t/o. This is aepiiea directly to node 1. Nodes 6 and 7 

describe the centre line; and the network transmits displacements 

at 6 and 7 to the node 1. 

(») Tolerance of flatness of a plane = Fig. D.16.2. 

Plane A is subject to a flatness tolerance t/o0 This is applied 

directly to node 1, which describes a point on the plane. Nodes 6, 7 

and 8 describe the plane; and the network transmits displacements at 

6, 7 and 8 to the node 1. 

D.8.2 Tolerances of Concentricity 

(a) Concentricity of a point - Fige De17e1e 

The centre of circle B is required to lie within a circle diameter 

+t, concentric with the centre of the datum circle Ae Displacement at 

node 4 — centre of circle A — is passed unchanged to node 1 which des= 

cribes the centre of circle B. The tolerance t/o is applied directly to 

node 1. 

(b) Concentricity of a line ~ Fige De17+2. 

The axis of the cylinder B is required to be contained within a 

cylinder diameter t co-axial with cylinder A. Displacements at nodes 

6 and 7 which describe the axis of A are passed unchanged to nodes 14 

and 2 describing axis B. The tolerance +/2 is applied directly to nodes 

1 and 2. In this case, nodes 1 and 2 are chosen to be coincident with 

nodes 6 and 7 which results in a simple network. In the more general 

case where 1 and 2 are not coincident with 6 and 7, then displacements 

at both 6 and 7 will result in displacements at both of 1 and 2; and 

the network is consequently more complex.
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D.8.3 Squareness Tolerances : 

(a) Squareness of a plane relative to a datum plane — Fig. D.18. 

Datum plane A is described by plates stationed arbitrarily on A = 

nodes 8, 9 and 10. Displacements at 9 and 10 are passed unchanged to 

coincident features 4 and 5 using remote features 6 and 7. Features 4 

and 5 act as hinge and socket locations for features 1, 2 and 3 which 

describe the dependent plane B. Features 1, 2 and 3 are also located 

directly on feature B. The squareness tolerance t/o is applied directly 

at 1, 2 and 3, indirect displacements at 8, 9 and 10 being passed through 

the network. 

(b) Squareness of a line relative to a datum plane = Fig. D196 

The case shown is that of an axis of symmetry which is square to 

a plane within a cylindrical tolerance zone. The network organisation 

is similar to that in (a) except that there are two hinge features 1 and 

2 describing the dependent line. 

An alternative case of this kind is that of a line on a plane square 

to the datum plane, within a rectangular tolerance band. This system is 

identical to the one shown in Fig. D.19 except that 1 and 2 will be plate 

features with normal in the plane of the tolerance band. 

D.8.4 Tolesiees of Angularity 

(a) Angularity of a face relative to a datum plane — Fig. D.20 

= Tolerance band. 

Fige D.20' shows the method of specifying angularity tolerances 

recommended in BS 308. The network system is identical with that for a 

squareness tolerance which is a patticular case of angularity tolerance, 

if this tolerancing method is used. 

(b) Angularity of a face relative to a datum plane = Tolerance on angle. 

For this non-standard case, the angle is shown as, for example
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° 
60° 1. The easiest way to deal with this case is calculate the 

actual tolerances at features 1, 2 and 3; and to apply these at features 

1, 2 and 3 as shown in Fig. De20. Each tolerance value will be different 

in this case, but the network will be the same as (a). 

(c) Angularity of a face relative to a datum plane — Unit tolerance, 

icee tolerance/unit distances 

Again, in this non-standard case, it is most convenient to calculate 

the actual tolerance at features 1, 2 and 3, so as to retain the same 

network. However, since this case occurs fairly frequently, a separate 

treatment follows. 

In the case shown in Fig. D.21, tolerance t/o is applied at unit 

distance from the intersection line of the two planes A and B. The 

point of application is labelled as 'Point C'. 

This construction uses unitary links. The displacements due to 

displacement of datum plane A (indirect tolerance), and the unit angular 

tolerance + are superposed by means of unitary links. ‘The weak links at 

nodes 1, 2 and 3 are redundant, and may be omitted from the diagram, but 

are included for the sake of consistency = each node has outdegree 3. 

The network shown can be simplified to some extent, and some of the 

nodes omitted; but in all the networks shown in the examples, the most 

direct method has been used even if this has necessitated using extra 

nodese 

D.8-5 Tolerances of Symmetry 

(a) Symmetric tolerance ~ datum planes parallel — Fig. D.22. 

Again unitary links are used; and weak links to ensure that 

unwanted tolerances are not passed along a pathe In general, the presence 

of a unitary link implies that the location system is not physical but 

geometric. In view of the number of nodes used in this system, it might 

be considered useful to provide an artificial 'half-unitary' node, which
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would considerably simplify the network. Once again, the view is taken 

that it is better to be a little prodigal with nodes rather than to 

complicate the system. 

(b) Symmetric tolerance = datum planes not parallel — Fig. D.23. 

This case is more general than (a), but is basically the same 

network. 

D.8.6 Tolerances of Parallelism 

(a) Parallelism of a plane relative to a plane — Fig. De24. 

Nodes 8, 9 and 10 describe the datum plane; nodes 1, 2 and 3 

describe the located plane. 

D.8.7 Coordinate Distances from Three Planes 

(Cartesian coordinate system) = Fige D.25. 

Point P is located on three flat faces A, Band C. Each of the 

three planes is defined by a sub-network shown dotted in Fig. D.25 and 

previously described in section D.3. Remote features X, Y and Z are 

used to separate out components of displacements in the directions 

indicated by their names. Z is a plate stationed at infinity along the 

Z axis, with normal along the Z axis, X is a hinge stationed at infinity 

along the X axis with direction at right angles to the X axis; Y is a 

socket stationed at infinity along the Y axis. These will select the 

components in the directions of the axes along which they are stationed 

and these components are passed to P using unitary links. 

The network for this system appears rather complicated and requires 

a disproportionate number of nodese However, each extra point located on 

this system only needs four extra nodes similar to P; and the spare 

unitary links at X, Y and Z may also be used for two extra points, extra 

X, Y and Z nodes being necessary for each three result points. ‘The number 

of nodes can also be reduced by using the remote features in more complic~ 

ated ways. For instance, instead of the six remote nodes used in the
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sub-network for planes A, B and C, three features may be used jointly, 

each feature being used once as a hinge and tis as a socket. However, 

once again the most direct network system has been chosen. Fig. De25 

shows a spherical tolerance t/o applied directly at the result point Pe. 

If the tolerance is parallelepipedal, then the three components may be 

applied directly at X, Y and Z. 

The sub-networks described in this Appendix are by no means an 

exhaustive set but they should be sufficient to handle most common 

dimensioning systems.
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E.1 Examples 

The cases considered will be didactic rather than practical and 

the dimensioning sufficiently eccentric as to include most of the 

common datum systems met in practice. It is quite difficult to check 

some of the results, and this has been done mainly by calculation but 

occasionally by drawing. 

(a) Two dimensional system. Fig. E.1 

The plate is defined by the five points AO, A1, A2, A3 and Ad. 

Each of these points may be considered as two subsidiary points coincident 

in the plane. For example, point A1 lying at the intersection of lines 

AO - Ai and A1 — A2 may be considered as points Ala lying on AO = A1 end 

Aitb lying on A1 = A2. The lamina is located in orthogonal coordinates 

as shown in Fig. E.1 and since all displacement is in the plane of the 

lamina, e plate feature is set at each point with its normal perpendicular 

to the plane of the lamina. The input tolerance at this P—loc will be 

zero, thus ensuring that displacements at all the features on the lamina 

will be in its plane. The datum is chosen as the point DO (coincident 

with AO) end a line through DO and D1 (coincident with A4). 

The five points will be considered separately. 

(i) Point Ad. Fig. E.2. 

A parallelism tolerance is applied directly to A4. Since only one 

tolerance acts at this point, it is not necessary to use the dual point. 

(ii) Point A1. Fig. E.3. 

Two tolerances are applied at A1, an angularity tolerance at Ala 

and a parallelism tolerance et Aib. These will be compounded to give 

the actual position of point A1. Since the angularity tolerance is 

quoted as ‘tolerance per unit distance', a subsidiary point U1 is taken 

at unit distance from AO along AO ~ A1 and an Heloc set at U1. This is 

passed via a tolerance generating network to Ala.
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Since Ai is located on a datum which is earthed, there is no 

extrinsic tolerance network necessary and the paratielign tolerance 

may be applied directly to point Aib. Displacements at Ala and Alb are 

compounded using remote points M3 and M4 at right angles to lines AO — 

Ai and A1 - A2 respectively. This completes the definition of point A1. 

This location system may be imagined as a "black box’ with one 

or more input terminals at which are applied extrinsic tolerances due 

to location, one or more input terminals at which are applied intrinsic 

tolerance due to permitted displacement of the point itself and one 

output terminal which may be connected with a unitary link to another 

"black box'. 

(iii) Point A2. Fig. E.4. 

There are two tolerancés acting at this point. As with A1, the 

parallelism tolerance acts directly and may be applied through a tolerance 

defining sub-network to point A2a. The symmetric tolerance depends on 

the two defining points A1 and Ad, and is passed through a sub-network 

to A2b, using the remote features M3 and M4 stationed as shown in the 

figure. This completes the definition of point A2. 

(iv) Point A}. Fig. B.5. 

Dual point A3a is fixed in relation to A1 (a point on A1 — A2) 

and point A2. Displacements at these features are transmitted to Aja 

through a subnetwork as shown. The angularity tolerance is passed 

through a tolerance generating sub—network to A3a, the weak link from 

A2 ensuring that tolerance is not passed twice from the same point. 

The parallelism tolerance is applied directly to point A3b and the dis— 

placements compounded using remote features normal to lines A2 — A3 and 

Ad — A3. ; 

The plate is now defined. Each of the "black boxes' describing the 

points may be tested separately before being linked into a full network
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(Fig. E.6). Using separate definitions of points is rather wasteful 

of nodes, many more unitary links being used than are necessary but it 

is considered much easier to develop the network point by point using 

standard cases than to regard it as an entity. 

The system may now be used to establish sensitivities and in this 

case those on the height A4 ~- A3 were found. The nonzero coefficients 

ares 

Tolerance Sensitivity at Ad = A3 

line AO = Al Angularity with DO = D1 0.577 

line A1 = A2 Parallelism with DO - D1 3.667 

line A3=A4 Parallelism with 40 = A1 : 0.866 

line A2 = A3 Angularity with A1 — A2 2.000 

point A2 Symmetry with A1 and Aq 0.577 

These wefficients may be used to find the tolerance on the height 

A4 — A3 for existing values of tolerance. For instance if angularity 

tolerances are 1 in 100 (about +#), parallelism is + .010 and the 

tolerance of symmetry + .020, the tolerance on height Ad = A3 will be 

+ 083. 

Alternatively, they may be used to allocate manufacturing tolerance 

either in an informal way or, if cost details are known, by using an 

optimising program. 

(b) ‘Two dimensional system. 

Two holes will now be added to the plate analysed in (a). Both 

are located by dimensions from sides AO ~ Al and AO = Ad, but centre A5 

is positionally toleranced, while centre A6 is dimensionally toleranced 

(Fig. E.7). 

(i) Centre A5. Fig. B.8. 

The dimensional system is described by the network shown in the 

figure. The positional tolerance may be applied directly to A5 = this 

being a general principle in positional tolerancing. Hole H1 may be
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located on its centre using a unitary link, the diametral tolerance 

being applied directly. 

(ii) Centre A6. Fig. E.9. 

This is located in a similar fashion to A5- The tolerance may 

be applied by means of a tolerance generating network or if storage 

is tight, it may be applied to the location network. H2 is located on 

A6 by means of a unitary link. 

This completes the definition of the plate and holes and sensitivity 

coefficients may be computed. ‘Two sets are shown below for the distances 

between points on holes H1 and H2, and between a point on H1 and line 

A2 = A3. 

Tolerance Sensitivity at H1 — H2 

Dimensions Parallelism with AO — A1 0.424 

Dimensions Position tolerance on A5 1.000 

Dimensions Dimensional tolerance on A6 (i) 0.707 

Dimensional tolerance on A6 (ii) 0.707 

Hole Hi Radial tolerance 1.000 

Hole H2 Radial tolerance 1.000 

Sensitivity at H1 = 
Tolerance 

‘ line A2 = A3 

line A1=-A2 Parallelism with D0 = D1 41.974 

line 43 - A4 Parallelism with AO ~ A4 0.250 

line AO -A1 Angularity with DO ~ Di 0.097 

line A2- A3 Angularity with A1 — A2 0.832 

point A2 Symmetry with Ai and A4 0.500 

point A5 Positional with dimensions 1.000 

hole H1 Radial tolerance 1.000 

If the three sets of sensitivity coefficients are for the influence 

of tolerances on three critical function dimensions, then they may be
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used as input for an optimisation program. The second set was computed 

for the distance between H1 and a point R1 which ae located on line 

A2 = A3 by a sub-network.e ‘The coordinates of R1 were calculated for 

one computation and measured from a drawing for another run and there 

was little difference between the coefficients obtained. 

Displaying the network in the 'tree' form used previously is not 

very convenient nor easily read. The form illustrated in Figs. E.2 — 

E.9 is an improvement but it is important that for clarity, the nodes 

should be in topological order. 

(c) ‘Three dimensional systems. 

This example is deliberately very detailed. In practice much of 

the resulting network (where features of no interest are concerned) 

may be omitted. The solid form shown in Figs E.10 will be described. 

A plane (the X-Y plane), a line on it (the line OY) and a point 

on this line (the origin), will be taken as the datum system. Points 

AO and A1 are positioned relative to this system. Point AO is fixed 

at the origin, but Ai may be displaced along the line OY. 

The lino AO - BO is located on line AO =~ A1 with an applied 

tolerance of angularity relative to AO ~ At acting at point Boa. 

The line BO = B1 is located on line AO = Ai with applied tolerances 

of parallelism acting on BOb and Blae BO0a and BOb displacements are 

compounded at BO. 

The line Bi = 41 is located on line AO ~ BO with applied tolerances 

of parallelism acting at B1b and Al. The two tolerances at Bla and Bib 

are compounded to form the intersection point B1. 

In addition, flatness tolerances may also be imposed at BO and Bt. 

These are not shown in the figure. 

This completes the description of the plane AO - Ble 

Lines AQ - A2, A1 = A3, Bi — B3 and BO = B2 are defined by locating



    

Location of A4 

(B4 Similar )    Directions 

Location of A5 
(B5. similar). 

Fig et Description of Plane A4-B5.
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the points A2, A3, B3 and B2 on the plane AO = B1. Each of these points 

may have three displacements; one parallel to tHe XY plane due to the 

locating point, a squareness tolerance relative to the XY plane and a 

parallelism tolerance relative to the XY plane. These three displace= 

ments, the first extrinsic, the others intrinsic must be compounded in 

the three orthogonal directions to give the intersection pointse Since 

the displacements are also orthogonal, they may be simply superposed. 

This completes the description of the solid forme 

Points A4 — B4 are now to be added. Ad is symmetrically toleranced 

relative to A2 and A3, B4 relative to B2 and B3. The displacements due 

to this tolerance will be in the OY direction. There will also be 

extrinsic displacements on these points due to their situation on the 

lines A2 = A3 and B2 — B3,in the OX and 0Z directions. ‘These may also 

be superposed to give the true displacements at Ad and BA. 

The cutting plane Aq ~ B5 is located on line A4 — B4 with an 

angularity tolerance relative to plane A2~ B4. It is sufficient to 

consider this plane as defined by the points A2, A4, B4 for the purpose 

of applying the angularity tolerance to points ASa and Bjae In addition, 

since A5 and B5 are necessarily constrained to lie on lines Al — A3 and 

Bi — B3, dual points A5b and B5b are located on these lines and the 

consequent displacements compounded with those at A5a and B5a to give 

the actval positions of A5 and B}. Fig. E.11 illustrates the procedure. 

A hole is to be drilled at an angle to face Al = A2. The centre 

at point Aé is located on plane A1 ~ A2 and is dimensioned from datum 

lines AO - A2 and AO ~ A1 in the same way as in the two-dimensional case, 

ut the displacement due to its position on the plane is applied to the 

P-loce ‘The point on face Bi ~ B2 where the axis of the hole runs out 

(point B6) will be subject to an angular tolerance relative to plane 

Ai = 42 and will also be constrained to lie on plane B1 — B2. These



  
The hole at Ci is similarly described. 

Fig EZ. Description of Holes.



displacements will be compounded to give the true run-outpoint B6. 

The hole Hi is described by setting Hlocs along A6—B6, tolerances at 

A6 and B6 being passed directly by means of unitary links. 

A further hole H2 is drilled normal to face Ad —- B5. This is 

described in the same way as H1, except that there need be no complica— 

tion at the run-out ate on face AO ~ Bi, this being a datum. The 

network is shown in Figs E.12. 

It is now possible to obtain sensitivity coefficients for the 

distance between holes H1 and H2. Although this has been a very 

detailed analysis of the form, much of it being unnecessary for obtaining 

these results, all the working has made use of a few standard networks 

and may be done reasonably quickly with a little practice. If it were 

known in advance that only the sensitivity coefficients between H1 and 

H2 were required, face B1 = B2 could be ignored and this has been done 

using seventy nodes only.
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APPENDIX  F 

SUMMARY OF REFERENCES



F.1 Summary of References 

Comparatively little work has been published since 1960 on the 

subject of engineering tolerances. ‘The Secretary of the Institution of 

Engineering Designers has suggested to the author, in private communic= 

ation, that this might be because this topic is very much tied up with 

a@ company's profitability. About fifty papers, articles and books have 

been published during the period 1960-1976. Historically, papers pub~ 

lished prior to 1960 are concerned with good drawing practice; from 

1960-1970, they are concerned with statistical implications and from 

1970 onwards, they are mainly about the allocation problem. 

(i) Practical treatments dealing with "good practice'. 

A few detailed manuals of dimensioning practice have been written. 

Possibly the best is ref. v7. This contains details ofall the common 

dimensioning systems and was written as a companion volume to BS 308 

(xref. G5) which was the first wholehearted attempt to systematise design 

practice in this country. A further, extended version of BS 308 was 

published in 1972 and this is widely regarded as the standard for drawing 

practice. Ref. T7 contains much that is relevant to the latest version 

of BS 308, but has not been re=printed by the publisher. 

There are several excellent papers and articles which may be found 

in the list of references. Refs. T1, T2, 113 may be singled out as 

being particularly useful. 

(ii) Analysis of Statistical Tolerancing 

The principle of infallible interchangeability (sometimes called 

sure-fit) assumes thet all the critical dimensions of a manufactured 

part are at an extreme limit of the allowed tolerance range. It has 

long been recognised that this is normally an unlikely eventuality and 

that this pessimistic approach often results in parts which are specified 

with unnecessary precision. This causes high unit manufacturing costs
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and excessive rejection rates. A common assumption is that the bulk of 

the tolerances involved in an assembly will be distributed in Gaussian 

fashion and in cases where this is not so, the overall "stacked? tolerance 

will be approximately Gaussian, as proved in the Central Limit Theorem. 

Thus, the majority of assemblies will have critical clearances which are 

reasonably close to the nominal. An excellent introduction to this 

treatment of statistical tolerancing may be found in ref. S3, and a 

more advanced description in ref. S8 

In practice, tolerances are not quite so well behaved and often, 

for a variety of reasons, the distribution is not Gaussian. For instance, 

it is good practice to allow for tool wear by starting to remove metal 

at one end of the tolerance range and to drift towards the other limit 

as the tool wears. A batch of parts machined in this wey may, then, all 

be close to extreme tolerance limite Another example is in the drilling 

of a hole through a locating bushe The hole centre will very likely be 

at extreme tolerances 

A detailed discussion of these situations may be found in ref. M. 

It seems safer to assume a more general distribution than the 

Gaussian for the component tolerances of highly critical clearances. 

A description of a computer package for the statistical analysis of 

tolerances with general distributions may be found in ref. S5. ‘The 

designer uses the system interactively with a graphic console. He 

provides the system with an expected statistical distribution for each 

tolerance, together with a sub-program (written in PL/1) describing the 

geometrical relationships between each dimension. The computer then 

generates representative critical dimensions for each component, sampling 

from the appropriate distributions. The number of simlations is 

typically of the order of 1,000 and results are displayed graphically 

in various forms. Tolerances may be adjusted interactively by the users
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The system has been widely used in the Body Division of General Motors and 

is regarded as a useful design tool. 

The main drawback of the system is that the geometric form of the 

dimensioning system must be specified by a sub~program either written 

by the user or submitted by him to a specialist programmer. This seems 

inconvenient at best and certainly unsatisfactory in a firm smaller than 

General Motors. Another problem is that it does not seem possible, as 

far as can be judged, to specify complex multi-stage machining processes 

in which dimensions at a stage depends on those obtained at a previous 

stagee The system, however, is the first to use a computer for this 

purpose and will, no doubt, be progressively refined as further experience 

is gained in its use.- It would, clearly, be an improvement if the 

dimensioning and datum pyaten were submitted to the program not as a 

sub=program but as data. 

(iii) Allocation of Tolerances 

Although the seuslen of allocating tolerances to the component 

dimensions of a critical clearance has been recognised for many years, 

the first paper to be published in this field was ref. Ad. The problem 

is clearly defined and solved in ref. A2- This is an elegant account 

put uses an inverse’ square law for the tolerance cost which has been 

superseded in later papers by more realistic modelse Possibly the most 

important paper is ref. A8. This uses a negative exponential model (now 

commonly called tthe Speckhart model') for the tolerance cost function. 

The method of Lagrange multipliers is used to minimise the total cost 

and various practical examples are analysed. The author has developed 

@ program to calculate optimum tolerance allocations on both sure=fit 

and statistical-fit bases. 

Another approach to the minimisation of tolerance cost is to use 

dynamic programminge An account may be found in ref. A5.
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The most detailed and comprehensive description to date is a two- 

part paper ref. Ale Earlier papers on the subject are reviewed, cost~ 

tolerance data obtained from various sources analysed and practical 

models derived for different manufacturing processese A mathematical 

analysis is performed for sure-fit cases and the method is applied to 

several practical examples. A further paper dealing with statistical— 

fit cases is promised. 

An account of the problem and method of solution will be found 

in AppendixC. ‘This is largely eclectic drawing mainly on refs. A1 

and A8 and is included for reference. 

It is interesting to note that ref. Ai pre-dates ref. A8, is a 

fuller treatment and the cost equations are based on a thorough investi— 

gation of practical results and yet the latter paper seems to be con— 

sidered definitive in the literature. 

(iv) Geometric Calculation of Tolerances 

This topic in tolerancing theory has not been dealt with system 

aticallye Various papers have been written on specific problems (refs. 

C1 and C2) but the examples quoted are either trivial or too specialised 

to be of much general interest. It is hoped that this paper might fulfil 

a need in ‘this respecte
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